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Preface

The chapters in this thesis are based on work presented in the follow-

ing publications:

1. “Interactions of a shock with a molecular cloud at various stages

of its evolution due to thermal instability and gravity”, M.M.

Kupilas, C.J. Wareing, J.M. Pittard, S.A.E.G. Falle, MNRAS,

2021, 501, 3137

2. “Shocking interactions of supernova remnants with atomic and

molecular clouds - the interplay between shocks, thermal insta-

bility and gravity in the large cloud regime”, M.M. Kupilas, J.M.

Pittard, C.J. Wareing, S.A.E.G. Falle, 2022, MNRAS, in press

Paper 1 forms the basis of Chapter 3 and half of Chapter 5. Paper

2 forms the basis of Chapter 4. In all cases, the simulations were

performed using the hydrodynamical MG code written and developed

by S. A. E. G. Falle, and the heating and cooling prescription was

developed by C. J. Wareing. The primary author M. M. Kupilas

was responsible for small alterations of the code, the addition of the

shock into the simulations, performing production simulations, data

manipulation, analysis and interpretation, and writing up of the initial

draft of the publications prior to incorporating comments from the

co-authors and reviewers. The initial un-shocked model was based

entirely on a 3D hydrodynamical scenario presented in Wareing et al.

(2016a), and the subsequent scenario parameters were decided by the

primary author, in conversation with the co-authors. A resolution



test of the thermal instability was included in appendix A1 of Paper

1, which was conducted by S. A. E. G. Falle. This was not included

in the Thesis.
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Abstract

Using the MG code we performed hydrodynamical simulations to

study the relative importance between the thermal instability (TI),

gravity and shock impact in the process of molecular cloud formation

out of an initially quiescent atomic medium. A total of five scenarios

were considered in this Thesis: an un-shocked scenario, two planar

shock-cloud scenarios in the small cloud regime in Chapter 3, and

two supernova-cloud scenarios in the large cloud regime in Chapter 4.

In both regimes the shock was introduced when the cloud was in a

“pre-TI” warm atomic state prior to any noticeable action of the TI,

and a “post-TI” state after cold and dense clumps have formed. This

allowed us to study the effects of the presence/absence of clumps on

the resulting dynamics.

In both shock-cloud scenarios, the planar shock significantly disrupted

the clouds and the dynamics were shock dominated. The clouds

showed evidence of local gravitational collapse on a 5.16 Myr timescale,

which was not seen in our un-shocked clouds. In the pre-TI supernova-

cloud case, the ambient pressure dropped below the cloud’s after

1 Myr, causing the cloud to expand. Prior to this, the TI was triggered

behind the transmitted shock which appeared to form low density

clumps, but these did not collapse like in the shock-cloud scenarios.

The post-TI supernova had negligible impact on the cloud, and after

∼ 3.5 Myr it was almost indistinguishable from the un-shocked cloud

- the pressure drop after 1 Myr had no effect either. Some clumps co-

alesced and merged due to the impact of the transmitted shock, but

this did not aid in collapsing any clumps.



In Chapter 5 we took advantage of the fact that the dynamics in the

models were reasonably well understood in the previous chapters, and

via a Fourier analysis derived the power spectra of velocity, density

and density logarithm. While self-similar scaling was seen in many

of the spectra, it was challenging to interpret this as representing

turbulence in every case, with some spectra showing misleading results

all together.
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Chapter 1

Introduction

1.1 Motivation

A central process in galactic evolution is the exchange of material and energy

between stars and the interstellar medium (ISM). Stars form out of the ISM,

and subsequent stellar feedback alters the ISM state thus affecting where, when

and how future stellar generations form and evolve. The sites of star formation

are molecular clouds (MCs) which themselves undergo a life-cycle of assembly,

evolution and dispersal. Thus the study of star formation necessarily passes

through the study of MCs.

MCs are typically characterised by their mass and size. From largest to small-

est, these are giant molecular clouds (GMCs) (M & 105 M�, R∼ 30 – 200 pc), MCs

(M ∼ 103 – 104 M�, R∼ 2 – 15 pc), clumps (M ∼ 50 – 500 M�, R∼ 0.3 – 3 pc) and

cores (M ∼ 0.5 – 5 M�, R∼ 0.03 – 0.2 pc) (e.g. see table 1 in Bergin & Tafalla,

2007). Recently, filaments have also been added to the MC taxonomy (André

et al., 2014), as objects with aspect ratios of ∼ 5 – 10, “characteristic width” of

0.1 pc, and mass and size ranges analogous to that of clumps and cores. All of

these structures are nested in a hierarchical manner, characterised by non-thermal

line-widths (Larson, 1981; Solomon et al., 1987), with smaller and denser struc-

tures always occupying a very small fraction of their parent structures’ volume.
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The physics that dominates at different stages of the MC life-cycle is not fully

understood, with top-down and bottom-up processes all playing a role. From the

top-down, spiral-arm compression (Dobbs et al., 2008; Dobbs & Bonnell, 2008),

magneto-rotational instability (Balbus & Hawley, 1991; Tamburro et al., 2009)

and galactic shear drives flows whose energies cascade down from galactic scales

to smaller scales contributing to supersonic motions in the clouds. Accretion due

to gravitationally driven flows and subsequent fragmentation can drive compres-

sive supersonic motions on galactic scales down to scales of molecular clouds and

pre-stellar cores (Hoyle, 1953; Field et al., 2008; Klessen & Hennebelle, 2010;

Clark et al., 2011; Federrath et al., 2011; Van Loo et al., 2014). On molecular

cloud scales, colliding flows and collisions with other clouds can be dynamically

important (Wu et al., 2018), and trigger the star formation process (Tan, 2000;

Clark et al., 2012; Wu et al., 2015, 2017b,a). Once stars form, GMCs are subse-

quently affected from within by the feedback from the most massive stars in the

form of winds, radiation and supernovae (e.g. Rogers & Pittard, 2013; Wareing

et al., 2016b, 2017; Wareing et al., 2018).

Adding to the complexity of the problem, the strong density inhomogeneities

observed in the ISM can also be attributed to thermal phase transitions due to

inherent instabilities resulting from the balance of heating and cooling processes

(Parker, 1953; Field, 1965; Field et al., 1969; Wolfire et al., 1995, 2003). This

thermal instability (TI) can develop in association with other processes such as

externally driven turbulence (e.g. Saury et al., 2014), spiral-arm shocks (e.g. Yang

& Krumholz, 2012; Kim et al., 2008, 2010), gravity and magnetic fields (Wareing

et al., 2016a, hereafter WPFVL16).

To understand what physics dominates where and when in an evolving sys-

tem, it is helpful to use numerical simulations. Here, the physical processes can

be switched on or off, and incrementally introduced into the models. This was the
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case with previous work in our group conducted by WPFVL16, who incremen-

tally introduced the physics of the TI, magnetic fields, gravity, and mechanical

feedback due to winds and supernovae (Wareing et al., 2016b, 2017; Wareing

et al., 2018). This allowed for a self-consistent study of of the full MC life-cycle

of assembly, evolution and eventual dispersal due to stellar feedback and the in-

cremental approach allowed the impact of each physical ingredient to be closely

studied - it is an approach we choose to follow here.

In this Thesis, we perform hydrodynamical simulations using the MG code to

study the physics of MC formation and evolution. We do this by building on the

earlier cloud assembly studies of WPFVL16, and combine them with the exten-

sively studied shock-cloud problem. Our reason for this is that WPFVL16 studied

clouds that remained quiescent throughout their entire evolution of ∼ 50 Myrs. It

is likely that in the ISM such clouds would be impacted by one or more shocks.

We therefore increment the complexity in this direction, and study the effects of a

single shock impact on a cloud, attempting to understand the relative importance

of the TI, gravity and shock impact in MC formation and evolution. We consider

an idealised planar shock in the so-called small cloud regime (Klein et al., 1994),

and a realistic shock due to a supernova explosion in the large cloud regime. We

introduce these shocks in a “pre-TI” stage when the cloud is still atomic, and a

“post-TI” stage when the cloud contains cold dense clumps and warm interclump

gas.

In the remainder of this Chapter, we provide the physical background, focusing

on the ISM in Section 1.2.1, thermal instability in Section 1.2.2, gravitational

collapse in Section 1.2.3, stellar feedback in Section 1.2.4 and a review of shock-

cloud studies in Section 1.2.5, where we also define the small, medium and large

cloud regimes. Finally in Section 1.3, we provide an overview of the remaining

chapters.
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1.2 Physical background

1.2.1 The interstellar medium

The interstellar medium (ISM) is everything in the galaxy that is between its

stars. This includes material such as interstellar gas, dust, cosmic rays, and dark

matter particles, as well as electromagnetic radiation, and magnetic and gravita-

tional fields (Draine, 2011). In a spiral galaxy like the Milky Way, most of the

dust and gas can be found confined to a relatively thin gaseous disk (thickness

∼ 500 pc), and it is within this disk that almost all of star formation takes place.

By mass (number), the ISM is made up of ∼ 70 % (∼ 90 %) hydrogen, ∼ 28 %

(∼ 9 %) helium and ∼ 1.5 % (∼ 0.1 %) heavier elements (so-called metals) (Fer-

riere, 2001). Within a 20 kpc radius of the centre of the Milky Way, the total mass

of hydrogen amounts to approximately 5×109 M�, of which 23% is in ionized Hii,

60% in neutral Hi, and 17% in molecular H2 (Draine, 2011).

1.2.1.1 Phases of the interstellar medium

Variations of the thermodynamic state of the ISM are vast, and can roughly be

separated into hot (T ∼ 105 – 107 K), warm (T ∼ 103 - 105 K) and cold (T ∼ 101 -

102 K) material (see e.g. Field et al., 1969; McKee & Ostriker, 1977; Wolfire et al.,

1995, 2003). The hot material is almost all ionized, with the warm material being

a mixture of ionized and neutral, and the cold material being a mixture of neutral

and molecular.

A shock-heated, collisionally ionized component observed in UV, X-ray and

synchrotron emission is understood to occupy roughly half of the volume of the

ISM. With high temperatures of T ∼ 106 K and low densities of n ∼ 0.001 cm−3,

this material forms the “hot ionized medium” (HIM). Material surrounding hot

and massive O and B type stars has similar densities and temperatures of T ∼ 104 K

after being photoionized by the highly energetic UV stellar photons, creating Hii
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regions and extended low-density photoionized regions that make up the Warm

Ionized Medium (WIM). Hii gas occupies approximately 10 % of the volume of

the ISM and has densities and temperatures in the ranges of 0.1 – 104 cm−3 and

104 – 106 K respectively. It is understood to cool, and be observed by optical,

fine-structure, free-free and thermal radio emission.

The second largest component of the ISM, observed via Hi 21-cm emission and

absorption, and optical and UV absorption, occupies roughly 40 % of the volume.

This is the warm neutral medium (WNM). Photoelectric (PE) heating from small

grains, polycyclic aromatic hydrocarbons (PAHs) and heating due to cosmic rays,

balanced by cooling via optical and fine structure line emission, maintain its state

approximately at temperatures of T ∼ 103 – 104 K and densities n ∼ 0.1 – 1 cm−3.

The final cold component occupies less than 1 % of the ISM volume, and is found

to exist in an atomic (T < 100 K and n > 10 cm−3) state known as the cold neutral

medium (CNM), and a diffuse molecular (T ∼ 50 K, n ∼ 100 cm−3) and dense

molecular (T ∼ 10 – 50 K, n ∼ 103 – 10−6 cm−3) state. Just like the WNM, the

energy exchange in the CNM and molecular medium is dominated by PE heating

from grains and PAHs, and by fine structure cooling. In the dense molecular

medium, line emission from CO and the fine structure of Ci also dominate. The

Hi 21-cm line can be used to observe all 3 states of the cold component, with CO

lines and dust FIR emission available in the denser states. A detailed description

can be found in table 1.3 in Draine (2011). We show a summary in Table 1.1.

1.2.2 Thermal instability

An ISM phase can be maintained in thermal equilibrium if there is a balance

between its energy losses and gains. These can be expressed via a heat loss/gain

function for a parcel of material with density ρ and temperature T as
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Table 1.1: Extracted summary from table 1.3 in Draine (2011) showing phases of
the ISM. Columns shown are the phase, volume filling fraction, typical tempera-
ture, typical density and typical methods of observation

Phase v/vtot T [K] n [cm−3] Observed by
HIM ≈ 0.5 105.5 ∼ 0.004 • X-ray

• UV
• Radio synchrotron

Hii gas ≈ 0.1 104 ∼ 0.3 – 104 • Optical lines
• Thermal radio continuum

Warm Hi (WNM) ≈ 0.4 ∼ 5000 0.6 • Hi 21-cm lines
• Optical, UV lines

Cool Hi (CNM) ≈ 0.01 100 30 • Hi 21-cm lines
• Optical, UV lines

H2 gas ≈ 0.001 10 – 50 100 – 106 • Hi 21-cm lines
• CO 2.6-mm lines
• Optical, UV lines
• Dist FIR emission

L(ρ, T ) = Γ(ρ, T )− ρΛ(ρ, T ) (1.1)

(Field, 1965) where Γ and ρΛ are heating and cooling rates per unit mass respec-

tively.

Wherever L is non-zero, heating and cooling mechanisms act to return the

parcel to an equilibrium state to where L= 0, i.e Γ = ρΛ. When in equilibrium, in

all but a narrow range of states in the warm neutral component, a linear pertur-

bation away from equilibrium returns approximately back to its previous state.

Within the narrow range however, perturbations grow to non-linear amplitudes,

known as the thermal instability (TI). Perturbed away from equilibrium, mate-

rial here experiences a phase transition, where a fraction of material cools and

condenses to form cold clumps, and a fraction heats and “evaporates” to settle
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into a warmer atomic phase - this results in a two-phase medium of cold and

dense regions embedded in a warm diffuse surrounding.

Figure 1.1a shows the phase diagram for the warm neutral component as de-

rived by Wolfire et al. (1995) for an absorbing column of N w = 1019 cm−2. The

regions of stability where d log(P)/d log(n) > 0 have been labelled as A and C,

corresponding to the WNM and CNM respectively. The region of instability,

where d log(P)/d log(n) < 0 is marked as B. Above the curve, cooling dominates,

and below the curve heating dominates. Material at A (C) perturbed either side

of the equilibrium curve returns back to A (C) where the heating and cooling

processes act effectively as a thermostat. However removing energy from mate-

rial at B means material will keep on cooling until it reaches C, and conversely

keep on heating until it reaches A if energy is added to B. It can be seen for

this curve there exists a range of pressures between Pmin/k ' 990 K cm−3 and

Pmax/k ' 3600 K cm−3 where both the WNM and CNM can coexist, which cor-

responds to the two-phase medium that can be generated due to the thermal

instability.

The heating and cooling processes in the different ISM phases were already

discussed in Section 1.2.1.1, and those responsible for maintaining the neutral

atomic phases can be seen in Fig 1.1(b). Correspondingly, the electron fraction

ne/n as a function of n is shown in Fig. 1.1(c) and the equilibrium tempera-

ture T as a function of n, as well as ionization parameter G0T 1/2 is shown in

Fig 1.1(d). We can see from Fig. 1.1(b) that cooling by Cii and Oi becomes

significant at n ∼1 cm−3 with Cii steadily increasing with increasing density. It is

this behaviour that is responsible for the TI, and the corresponding rapid drop in

electron fraction (Fig. 1.1c) and gas temperature (Fig. 1.1d) as material enters

the cold neutral phase.

The first to suggest that condensation phenomena in MCs was due to a ther-
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Figure 1.1: Extracted and annotated figure 3 from Wolfire et al. (1995) to il-
lustrate the form of the thermal equilibrium in the neutral atomic phases in the
ISM.
(a) Thermal pressure P/k vs. hydrogen density n for their “standard
model” with absorbing column N w = 1019 cm−2. Gas is thermally stable where
d log(P)/d log(n)> 0 (A and C).
(b) Heating and cooling rates per hydrogen nucleus vs. density n for pressure
curve shown in panel a. Heating rates (dash): Photoelectric heating from small
grains and PAHs (PE); X-ray (XR); Cosmic ray (CR); photoionization of C (Ci).
Cooling rates (solid): Cii fine-structure 370 µm (Cii); Oi fine-structure (Oi); Re-
combination onto small grains and PAHs (Rec); Lyα plus metastable transitions
(Lyα); Ci fine-structure 609 µm (Ci∗); Ci fine-structure 370 µm (Ci∗∗).
(c) Electron fraction ne/n as a function of hydrogen density n for pressure curve
shown in panel a (solid) for standard N w = 1019 cm−2, also shown are curves for
N w = 1018 cm−2 (dash), and for N w = 1020 cm−2 (dash-dot).
(d) Gas temperature T (solid) and ionization parameter G0T 1/2/ne (dash) as a
function of hydrogen density n for pressure curve shown in panel a.
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mal instability resulting from heating and cooling processes was Parker (1953),

and subsequently shown analytically by Field (1965) that density perturbations

from infinitesimal density variations can amplify through non-linear growth due

to such a phenomenon. As it grows, the TI develops an acoustic mode that is

mostly damped in ISM conditions, and an isobaric condensation mode which leads

to fragmentation and clumping as long as the sound-crossing time is smaller than

the cooling time. Numerous studies have considered the effect of the TI in a di-

verse range of scenarios, such as flow-driven molecular cloud formation (Lim et al.,

2005; Inoue & Inutsuka, 2012), solar prominences (e.g. Xia & Keppens, 2016),

star-forming regions (e.g. Kim et al., 2008) and the circumgalactic medium, (e.g.

Stern et al., 2016). The efficacy of the TI has also been shown in the context of

converting warm diffuse gas into a two-phase medium, driving large scale flows

that result in turbulence-like velocity spectra, and generating conditions for local

gravitational collapse (Wareing et al., 2019, 2021).

1.2.3 Gravitational collapse

Gravity is critical to the process of molecular cloud and star formation. It is the

process of gravitational collapse of molecular material that ultimately forms a

star. While gravity acts to generate a force that causes collapse, many forces such

as that resulting from thermal, ram or magnetic pressures act to stabilise, and

oppose collapse. A powerful theorem to describe the behaviour of material subject

to such forces is the Virial theorem (e.g. McKee & Zweibel, 1992; Krumholz,

2015).

The Virial theorem can be used to describe the stability of a system by con-

sidering the system’s second derivative of its moment of inertia, giving a quantity

that tells us the rate of change of the system’s expansion or contraction. If this

system is a molecular cloud, assumptions can be made regarding its morphology,
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state and governing physics, to give the Virial parameter often written as

αvir =
2T

|W |
(1.2)

where T is the total kinetic and thermal energies of the cloud, and |W | is the

magnitude of the gravitational potential energy of the cloud. Thus, αvir> 1 cor-

responds to an expanding cloud, and αvir< 1 corresponds to a collapsing cloud.

The simplest system to consider is an infinite, isothermal medium initially

at rest, subject to forces due to self-gravity and pressure only, as was analysed

formally by Jeans in 1902 (Jeans, 1902). Jeans considers the linear stability of

the system of equations for conservation of mass and momentum, and the Poisson

equation for gravity. Such a procedure results in a dispersion relation of the form

ω2 = c2
sk

2 − 4πGρ0, (1.3)

where ω is the temporal frequency, k the spatial frequency, cs the sound speed

of the medium, G the gravitational constant and ρ0 the unperturbed volume

density.

A dispersion relation gives a relationship of how a spatial frequency relates to

the temporal frequency of a wave, of the form e i(kx−ωt) in this case. By considering

the case for ω= 0 in equation (1.3), what is known as the Jeans length can

be defined, which is the length-scale that sets the threshold of stability and is

expressed as

λJ =
2π

kJ

=

√
πc2

s

Gρ0

. (1.4)

Perturbations on the cloud state with sizes λ>λJ trigger the instability. An
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associated Jeans mass can also be defined as M J = ρλ3
J/8.1 For typical GMCs

with cs = 0.2 km s−1 and ρ0 = 100mH cm−3, we obtain λJ = 3.4 pc. As GMCs are

larger than this size, they cannot be stabilised by gas pressure against collapse.

Equation (1.3) can be considered to be defined in terms of a sound-crossing

timescale t sound and a gravitational free-fall timescale tff as ω2 ∼ 1/t2sound− 1/t2ff,

where tsound ∼ λ/cs and tff ∼ 1/
√
Gρ0. This makes it possible to derive how

fast we should expect gravitational instabilities to grow if t sound� tff. In the

literature, the value derived for a pressureless sphere is often quoted, namely

tff =

√
3π

32Gρ0

. (1.5)

This free-fall time is the characteristic timescale required for a medium with

negligible pressure support to collapse and form a star.

1.2.4 Stellar feedback

Once stars form, their radiation fields, and mechanical output due to winds and

supernovae (SNe) from massive stars destroy and disperse molecular material.

This eventually ends the star formation process, however further star formation

may be triggered also (e.g. Koenig et al., 2011). The most massive O and B stars

are by far the most dominant, in spite of representing a minor fraction of the

stellar population and the shortest lifetimes in stellar clusters (e.g. Abbott, 1982;

Kroupa, 2001).

1MJ can be somewhat ambiguous, and can refer both to a sphere with a Jeans length in
radius, diameter, or a theoretical cube with face lengths corresponding to the Jeans length.
In this case, we have followed the definition in Krumholz (2015) and consider a cube whose
edges have lengths of λJ/2. In any case, different definitions simply cause a difference in the
coefficient, and not how this quantity scales.

11



1. INTRODUCTION

1.2.4.1 Radiation

Stellar radiation, especially that due to UV photons from O and B stars, can have

a significant impact on the surrounding environment. Firstly, far-ultraviolet pho-

tons (6<hν < 13.6 eV) are responsible for dissociating molecules such as H2, CO,

OH, O2, and H2O, to name a few, into their constituent atomic parts in what is

known as photodissociation regions (e.g. Hollenbach & Tielens, 1999). Secondly,

photons with hν > 13.6 eV ionize the immediate vicinity of O and B stars, cre-

ating Hii regions and ionizing more remote diffuse areas, together creating the

ionized component of the ISM (see Section 1.2.1.1). In neutral regions, elements

such as C, Mg, Si, and S are ionized, whose ionization potential lies below the

hydrogen threshold of 13.6 eV, also contributing to the warm and hot ionized

components. Ionized interstellar regions are heated to temperatures of ' 8000 K

via the liberated photoelectrons, resulting in high thermal pressures and thus the

expansion of Hii regions (Pittard et al., 2021b).

1.2.4.2 Winds

All massive O and B stars have winds driven by radiation, resulting in a mass

loss rate Ṁ of the star (Kudritzki & Puls, 2000). The winds can be accelerated

to terminal velocities of up to v∞∼ 1000 km s−1, and have a significant impact

on their surroundings. In a uniform medium, the wind from a massive star blows

a cavity of hot gas which compresses and sweeps up interstellar material into a

rapidly expanding wind-blown bubble. The swept up material is thermalised due

to the shock wave that forms at the interface of the wind and surroundings, and is

separated by a contact discontinuity from wind material that has been thermalised

by the reverse shock that forms as the freely expanding wind is slowed down by

the swept up ISM (Castor et al., 1975; Weaver et al., 1977; Pittard et al., 2021a).

The swept up gas typically cools quickly, so that the bubble consists of a cold
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dense shell surrounding a hot (T∼ 107 K) interior.

A diverse range of scenarios can affect the impact of a wind. For example, in-

dividual stellar winds may combine, collectively creating superbubbles and cluster

winds (Chevalier & Clegg, 1985; Stevens & Hartwell, 2003; Franeck et al., 2022).

The density distribution and gas motions arising from large scale magnetic fields

can impact the shape of the bubble (Wareing et al., 2016b; Wareing et al., 2018).

Harper-Clark & Murray (2009) postulate that if the wind couples strongly to

its surroundings, inhomogeneities in the external medium can cause gaps in the

swept-up shell. In such a case, high-pressure gas in the bubble interior can leak

out, and cause the bubble to have a lesser impact on its surroundings and lose its

characteristic identity. If this coupling is weak however, winds have been shown

to carve out low-density channels within their environment and still create wind

blown bubbles with hot diffuse interiors. Behaviour like this can remove inter-

clump material that acts as a barrier between the stars and the wider ISM, and

open up pathways for the escape of material and energy released by explosions

due to supernovae (Rogers & Pittard, 2013; Wareing et al., 2016b, 2017).

1.2.4.3 Supernovae

Supernovae (SNe) have long been understood to be key to the evolution of the

ISM (McKee & Ostriker, 1977), dominating the creation of the hot ISM phase and

shaping its the large scale multiphase structure (e.g. Hill et al., 2012; Hennebelle

& Iffrig, 2014; Walch et al., 2015). In addition, SNe are understood to be key in

driving turbulence in diffuse (e.g. Mac Low & Klessen, 2004a) and molecular gas

(e.g. Padoan et al., 2016), regulating the star formation rates (e.g. Kim et al.,

2011, 2013; Shetty & Ostriker, 2012), and driving galactic winds (Cooper et al.,

2008, 2009; Schneider & Robertson, 2017).

SNe typically come in two types, type-I and type-II. Type-Ia SNe usually arise
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1. INTRODUCTION

in binary systems in which one star is a white dwarf accreting from a companion.

Upon accumulating approximately a Chandrasekhar mass of 1.44 M�, the star

undergoes thermonuclear instability which ignites the heavy elements in the core

such as carbon and helium, and releases ∼ 1051 erg of kinetic energy into the

surroundings (Woosley & Weaver, 1986). A similar amount of energy is released

via type-Ib/Ic/II SNe, however their driving mechanism is different, which is due

to gravitational collapse of the stellar core, and only stars with masses & 8 M�

in their main sequence have the potential to explode in this way. A SN explosion

results in a supernova remnant (SNR) expanding into the ISM.

The spherically symmetric expansion of a SNR into a uniform medium has

been extensively studied and is understood to evolve through several idealised

stages (Woltjer, 1972; Draine, 2011). The SN explosion ejects material into the

ISM, sweeping up the surroundings via a forward shock whilst a reverse shock

propagates back towards the blast origin. The ejecta expand freely until the

swept up ISM mass is roughly on the order of the ejecta mass, typically ∼ 1 – 10

M�. When the swept up mass is greater than the ejecta mass and the reverse

shock has heated the remnant interior to high temperatures, the remnant follows

the well-known Sedov-Taylor (ST) adiabatic stage analysed by Sedov (1959) and

Taylor (1950). When radiative cooling becomes important, a dense shell is formed

at the outer edges of the SNR and the evolution enters a pressure-driven snow-

plough (PDS) stage. Once the interior pressure drops below the ambient pressure

surrounding the remnant, the evolution can enter a momentum-conserving snow-

plough (MCS) stage. Theoretically, the remnant can be considered to have stalled

and mixed with the ISM approximately when the forward shock velocity drops

below the sound speed of the surroundings.

In simple analytic models, the position of the forward shock can be approxi-

mated to evolve as Rsn∝ tη (e.g. Cioffi et al., 1988; Draine, 2011), with the power
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1.2 Physical background

law exponent distinguishing the different stages: η= 1 in the free expansion stage,

2/5 in the ST stage, 2/7 in the PDS stage and 1/4 in the MCS stage. In real-

ity, SNRs are not likely to expand into a uniform medium, and instead come in

contact with inhomogeneities in their surroundings.

1.2.5 The shock-cloud problem

The hot and high velocity flows that result from stellar feedback have been ob-

served to interact with regions of cooler and denser material in the ISM, including

molecular clouds, clumps and cores (e.g. Koo et al., 2001; Westmoquette et al.,

2010). Objects such as the B59 filament in the Pipe nebula (Peretto et al., 2012)

and the MC complexes in the Cygnus X (Schneider et al., 2006) region are well

understood to be sites where this is occurring. Such interactions can significantly

alter the characteristics of the feedback mechanism, the colder object embedded

in the flow, and the wider ISM. As the likelihood of such interactions is very

high, since the 1970s it is a problem that has received a large amount of atten-

tion, both within and outside of astrophysics. An idealisation of such interactions

can be made by considering a planar shock impacting a perfectly spherical cloud,

i.e. a shock-cloud interaction, also known as shock-bubble interaction in contexts

outside of astrophysics.

An extensive 2D numerical study of an adiabatic shock hitting a spherical

cloud was conducted by Klein et al. (1994, hereafter KMC94), who examined

the effects of varying the shock Mach number M (M = v s/cs where v s is the

shock velocity and cs is the pre-shock sound speed), and the density contrast

χ (χ= ρcl/ρamb where ρcl is the cloud density and ρamb is the ambient density).

Many interesting gas dynamical effects were presented. The shock is seen to sweep

around the cloud and reconnect at the opposite side to which the impact occurred,

which creates a powerful pressure jump and generates a series of reflections and

15



1. INTRODUCTION

rarefactions of the shock. After the external shock passes, the cloud becomes

embedded in higher pressure surroundings, whilst a shock is propagating into the

cloud from all sides that is strongest at the front and back. The internal shock

propagates towards the centre of the cloud, and is subsequently seen to reconnect

there. The cloud then itself becomes over-pressured, as the reconnected shock

generates additional internal reflections, which causes the cloud to expand and

reverberate. During this time, the cloud is subject to Kelvin-Helmholtz, Rayleigh-

Taylor and Richtmeyer-Meshkov instabilities. Note that if the transmitted shock

is radiative, the Vishniac non-linear thin shell instability can develop (Vishniac,

1983, 1994).

Many 2D and 3D studies have been conducted since, and have considered ef-

fects due to radiative cooling (e.g. Fragile et al., 2004; Yirak et al., 2010), magnetic

fields (e.g. Mac Low et al., 1994; Fragile et al., 2005), sub-grid turbulence (e.g.

Pittard et al., 2009, 2010; Pittard & Parkin, 2016a), different cloud profiles (e.g.

Nakamura et al., 2006) and shapes (e.g. Pittard & Goldsmith, 2016; Goldsmith &

Pittard, 2016, 2020), thermal instability (e.g. Van Loo et al., 2007; Inoue & Inut-

suka, 2009; Heitsch et al., 2009; Van Loo et al., 2010; Aota et al., 2013; Inoue &

Omukai, 2015; Kupilas et al., 2021), and multiple clouds (Poludnenko et al., 2002;

Alūzas et al., 2012, 2014). Additional simulation work has been done to study the

behaviour of clouds accelerated by galactic winds (Scannapieco & Brüggen, 2015;

Banda-Barragán et al., 2019), finite thickness supernova blast waves (Leao et al.,

2009; Obergaulinger et al., 2014) and dense shells driven by hot over pressured

gas (Pittard, 2011). For more extensive reviews of the literature of shock-cloud

interactions see Pittard & Parkin (2016b) and Banda-Barragán et al. (2019) who

include tables of numerical studies conducted in the past 3 decades, Jiang et al.

(2010) who compile a list of known galactic supernova remnants known to be

interacting with molecular clouds, and Ranjan et al. (2011) who review shock-
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bubble interactions in a non-astrophysical context, and discuss the relevant fluid

dynamics.

1.2.5.1 Timescales

KMC94 describe their models in terms of a number of timescales, with a subset

of these being adopted by almost all shock-cloud studies in the literature since.

The most basic of these is the shock-crossing timescale

tsc =
2rcl

vs

, (1.6)

which simply describes the time taken for the external blast wave shock to sweep

over the cloud. The second of these is the cloud-crushing timescale

tcc =
χ1/2rcl

vs

, (1.7)

which describes the time taken for the transmitted cloud shock with velocity

vs,cl =
vs

χ1/2
(1.8)

to traverse the cloud radius r cl and crush the cloud. Note that if the shock is

strong (M � 1), the ambient post-shock pressure is approximately ρambv
2
s and the

cloud post-shock pressure is approximately ρclv
2
s,cl. Assuming these are compara-

ble, equating them gives result (1.8), with equations (1.6) and (1.7) then being

the basic timescales governing the evolution of the shocked cloud.

After the blast wave passes over the cloud, the cloud is accelerated by the

shocked ambient medium until both the cloud and the ambient medium are co-

moving, i.e. the relative velocity v rel = |vcl - vps,amb|= 0, where vcl is the average

cloud velocity, and vps,amb is the post-shock ambient velocity. It is possible there-

fore to derive a theoretical drag timescale tdrag on which one would expect to see
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this happen, which KMC94 quote as

tdrag =
χ1/2tcc

CD

(1.9)

where C D∼ 1 is the drag coefficient that comes from the equation of motion that

considers the response of the cloud to the ram pressure of the external flow in

the strong shock limit (M � 1). In reality, this timescale is of the order of a few

cloud-crushing timescales.

If where the shock impacts the cloud is considered the front of the cloud, then

the Kelvin-Helmholtz instability that arises due to velocity shear, develops on

the sides. For perturbation of wavenumber k parallel to the relative velocity v rel

between the cloud and the intercloud medium, the Kelvin-Helmholtz growth time

is comparable to the cloud-crushing timescale as

tKH

tcc

=
vs/vrel

krcl

. (1.10)

(Chandrasekhar, 1961). The Rayleigh-Taylor instability, which arises due to rapid

acceleration at the front of the cloud also has a growth time of the order of t cc,

and can be expressed as

tRT

tcc

=
1

(krcl)1/2
. (1.11)

The shortest wavelengths grow the fastest, but the longer wavelengths, where

kr cl∼ 1, are more disruptive. These results suggest that the cloud will be de-

stroyed in a time comparable to t cc (Chandrasekhar, 1961).

An additional timescale of interest is the cooling time t cool which can be

expressed as
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tcool =
E − Eeq

Ė
, (1.12)

where E is the thermal energy of the gas, E eq is the energy at thermal equilibrium

in the ISM (i.e. for gas that lies along the curve in Fig. 1.1a), and Ė is the energy

loss rate, in our case given by the particular form of equation (1.1).

The final timescale of interest is the pressure variation timescale tP, which de-

scribes a characteristic timescale on which we expect there to be some significant

changes to the post-shock pressure, depending on the source of the shock, e.g.

driven by blast waves produced by explosions, or winds emanating from point

sources. Discussed in KMC94, and formally analysed in McKee et al. (1987)

in their theory of weakly time-dependent interstellar shocks, for a Sedov-Taylor

blast wave, tp is found to approximate well as

tp ' 0.1
Rc

vs

, (1.13)

where Rc is the distance of the nearest part of the surface of the cloud from the

blast epicentre, and v s = dRs/dt is the velocity of the blast wave at radius Rc.

1.2.5.2 Small, medium and large clouds

The condition that enables a physical set-up where an incoming shock onto a

cloud has no curvature in its structure and the shock-driving pressure is time

independent is known as the small cloud approximation (KMC94). Implications

of such an approximation can be understood in terms of the time-dependence

of the shock-driving pressure, as characterised by tp (equation 1.13), and its

comparison with t sc (equation 1.6) and t cc (equation 1.7). Comparison of these

timescales allows the definition of the small cloud regime, as well as the medium

and large cloud regimes (see e.g. KMC94 and references therein).
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The small cloud regime thus requires the cloud to be sufficiently small (or

blast to be sufficiently large) for tp to satisfy tcc � tp, thus by extension for r cl

to satisfy

rcl � 0.1
Rc

χ1/2
. (1.14)

The medium cloud regime requires the cloud to be a size such that the blast wave

does not change significantly as it sweeps over the cloud, but does change as the

cloud is crushed. This requires tp to satisfy tcc & tp & tsc, and by extension for

r cl to satisfy

0.1
Rc

χ1/2
. rcl . 0.05Rc. (1.15)

Finally, the large cloud regime requires that the cloud is large enough (or blast

small enough) that the blast wave ages significantly as it sweeps over the cloud,

resulting in vastly weaker compression at the rear of the cloud than the front,

such that tp satisfies tsc > tp and r cl satisfies

rcl > 0.05Rc. (1.16)

1.3 Overview of the Thesis

As mentioned, in this Thesis we study the formation and evolution of molecular

clouds out of an atomic interstellar medium due to the thermal instability (TI),

gravity, and a shock. We take the opportunity that the role of the TI was ex-

tensively studied by WPFVL16 in the context of molecular cloud formation, and

combine their work with the extensively studied and well understood shock-cloud

problem.

In Chapter 2, we first present the numerical methods used to simulate and

study the problem. The interaction is then studied in two physical regimes, and

each regime considers two scenarios: one where the shock is introduced whilst the
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initial cloud is still atomic, and one where a shock is introduced when the cloud

has been disturbed by the TI and formed a two-phase medium of cold and dense

molecular clumps embedded in warm interclump gas. In the first study (Chapter

3), the shock is approximated to be planar and time independent, in a tsunami-

like manner, and impacts a spherical 17 000 M�, r cl = 50 pc cloud. Given the

properties of the shock, we can assume that its distance from the nearest edge

of the cloud is Rc =∞. Formally therefore, according to equation (1.14) this

set-up falls in the small cloud regime. In the second study (Chapter 4), the

idealised shock is replaced by a realistic supernova event that is also introduced

in scenarios when the cloud is still atomic and when the cloud has formed a two-

phase medium due to the TI. The distance of the blast origin from the nearest

cloud edge is Rc≈ 50 pc in the scenario when the cloud is atomic, and Rc≈ 70 pc

when the cloud has developed a two-phase medium. According to equation (1.16)

therefore, this places both of these scenarios in the large cloud regime.

In Chapter 5, we perform a Fourier analysis of all of the models studied

and derive power spectra for velocity, density and density logarithm. We take

advantage of the fact that the physics of the interactions was understood in

the previous two chapters, and make connections between the behaviour of the

spectra to the behaviour of the clouds. We specifically look for any turbulence-like

signatures in the spectra.

Finally, in Chapter 6 we summarise the main results and present our conclud-

ing remarks.
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Chapter 2

Methods

2.1 Introduction

This chapter provides an overview of the methods used to study the problem

in this Thesis. An introduction to gas dynamics is presented first, followed by

computational details of the mg code used in this work.

2.2 Gas Dynamics

If in a system of particles the mean free path for particle collisions is significantly

smaller than the size over which bulk variations occur, then the system can be

modelled as a continuous medium. An equation of state then determines whether

the medium is a solid, liquid, gas, or anything else. An example is the model of the

ideal gas. This approximation asserts that particles collide often and elastically,

resulting in Maxwellian velocity distributions. The gas properties can then be

described by average thermodynamic quantities such as pressure, temperature,

density and mean velocity, with changes to these quantities governed by mass,

momentum and energy conservation.

If all the quantities describing the gas state are allowed to vary in space

and time, then in a 3D Cartesian geometry, an ideal, inviscid, non-conducting

23
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compressible fluid obeys the Euler equations of gas dynamics:

∂U

∂t
+
∂F

∂x
+
∂G

∂y
+
∂H

∂z
= 0. (2.1)

Here,

U = (ρ, ρu, ρv, ρw,E)T (2.2)

is vector of parameters (Roe, 1981) giving the conserved variables of mass density

(U1), x–z components of momentum density (U2−4) and total energy density

(thermal + kinetic) (U5) given by

E =
p

(γ − 1)
+

1

2
ρ
(
u2 + v2 + w2

)
. (2.3)

The subscripts refer to the matrix entry in (2.2) in which T in denotes the trans-

pose. In equation (2.3), γ is the ratio for specific heats and is chosen to be fixed

at 5/3 corresponding to a monoatomic gas. Note that this is also appropriate for

molecules at low temperatures as they cannot access their rotational and vibra-

tional degrees of freedom, effectively acting as monoatomic for the purpose of the

dynamics (see Krumholz et al., 2007).

F =


ρu

ρu2 + p
ρuv
ρuw

u(E + p)

 , G =


ρv
ρvu

ρv2 + p
ρvw

v(E + p)

 , H =


ρw
ρwu
ρwv

ρw2 + p
w(E + p)

 (2.4)

are then vectors of the fluxes of the quantities in (2.2).

The equations are very amenable for extension to include more complex

physics, as has been done in this project with the inclusion of a source term,

modifying (2.1) as
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∂U

∂t
+
∂F

∂x
+
∂G

∂y
+
∂H

∂z
= S . (2.5)

Here, the mass source S1 is zero, S2-4 corresponds to x–z components of a mo-

mentum source due to self-gravity, and S5 is an energy source approximating

radiative heating/cooling processes. The work done by the gravitational force is

also accounted for in S5. We will discuss the sources in more detail in Section 2.4.

Extensions to these equations can also be done to include magnetic fields, dust

(multi-fluid), and relativist physics, to name a few, however these are beyond the

scope of this work.

Physically, the equations state that any rate of change in the density of a

conserved quantity at any location is due to a net flux and source at that location.

This can also be expressed in integral form. Consider (2.1) in compact form

∂U

∂t
+∇ · F = S (2.6)

where

U =

 ρ
ρu
E

 and F =

 ρu
ρu⊗ u + pI
u(E + p)

 . (2.7)

Here, U is a more compact version of (2.2) and F = Fx̂ + Gŷ + Hẑ is a compact

version of (2.4). S is compacted to match the number of parameter vectors in U

and F. For an arbitrary fixed volume V, (2.6) can be integrated as

∫
V

(
∂U

∂t
+∇ · F− S

)
dV = 0 . (2.8)

Evaluating each term individually, the first term becomes
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∫
V

∂U

∂t
dV =

∂

∂t

∫
V

UdV =
∂

∂t

∫
V

 ρ
ρu
E

 dV ≡ ∂

∂t

 m
mu
Etot

 =
∂Q

∂t
, (2.9)

which describes the time rate of change of total of the conserved quantities Q.

Using the divergence theorem, the second term in (2.8) becomes

∫
V

(
∇ · F

)
dV =

∫
A

F · dA , (2.10)

where dA is the vector area element of the surface bounding V.

Keeping the source term as it is, (2.9) and (2.10) together state that

∫
V

∂U

∂t
dV = −

∫
A

F · dA +

∫
V

SdV ≡ ∂Q

∂t
, (2.11)

meaning that the time rate of change of the conserved quantities in the volume is

given by the flux through the surface bounding the volume, with any additional

changes arising due to sources or sinks in the volume.

The equations above describe motion in a fixed coordinate system. Analogous

Lagrangian equations describing the motion in a frame moving with the flow

exist, however we focus the Eulerian formulation due to its compatibility with

simulating fluid flows using the finite-volume method employed in mg. Note

that detailed derivations of both the Eulerian and Lagrangian equations can be

found in almost any Fluid Dynamics textbook. For the Euler equations and the

associated numerical methods, we recommend Toro (2009).

2.2.1 Rankine-Hugoniot jump conditions

The Euler equations admit a variety of behaviour. Of interest is when the local

velocity is greater than the sound speed ahead of the flow, resulting in a shock
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wave. It is possible to relate the state of the fluid on either side of the shock by a

set of equations known as the Rankine-Hugoniot jump conditions (e.g. Courant

& Friedrichs, 1999). In 1D these read as

ρ1u1 = ρ2u2 ,

p1 + ρ1u
2
1 = p2 + ρ2u

2
2 ,

u2
1 +

2

γ − 1
c2

1 = u2
2 +

2

γ − 1
c2

2 ,

(2.12)

where c2 is the square of the adiabatic sound speed ∂p/∂ρ = γP/ρ. Note that the

above apply to a reference frame moving with the shock. If the shock is moving

with a velocity vs relative to the Eulerian frame, the appropriate transformation is

made by u
′
= u−vs. The relations express the conservation of mass, momentum

and energy.

It is possible to express these relations in terms of the upstream Mach number

M1 ≡
u1

c1

=

(
ρ1u

2
1

γP1

)1/2

(2.13)

to produce

ρ2

ρ1

=
u1

u2

=
(γ + 1)M2

1

(γ − 1)M2
1 + 2

P2

P1

=
2γM2

1 − (γ − 1)

γ + 1

T2

T1

=
[(γ − 1)M2

1 + 2][2γM2
1 − (γ − 1)]

(γ + 1)2M2
1

.

(2.14)

For a strong adiabatic shock with γ= 5/3 and M 1� 1, the limiting behaviour of

(2.14) can be derived, yielding
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ρ2

ρ1

=
u1

u2

= 4

P2 =
3

4
ρ1u

2
1

T2 =
3

16

µm

k
u2

1.

(2.15)

Here µ is the mean molecular weight, and m is the particle mass. We see that for

an adiabatic shock, the pre-shock density can increase across the shock maximum

by a factor ∼ 4, whilst the post-shock pressure and temperature have no theo-

retical limit. Note that the thermal pressure behind the shock is approximately

the ram pressure of the upstream gas.

If radiative cooling becomes efficient, isothermal shocks can emerge where

ρ2

ρ1

=
u1

u2

=

(
u1

cT

)2

= M2
T

T2 = T1.

(2.16)

Here, cT = (kT/µm)1/2 is the isothermal sound speed. In theory therefore, the

compression of gas in an isothermal shock can result in arbitrarily high densities.

2.3 MG numerical scheme

In order to obtain numerical solutions to the Euler equations, appropriate discreti-

sation and integration procedures must be followed, where both the differential

and integral forms of the equations can be used. If a Finite-Difference (FD)

method is used, the functions that describe the fluid spatially are evaluated at

individual locations, and the time integration algorithms are constructed using

the differential form of the Euler equations. When derivatives are large or unde-

fined, as is the case for shocks, such a method will break down. This is not the

case with a Finite-Volume (FV) method where the time integration algorithm is

constructed from the integral form of the Euler equations. Here, a grid is defined
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such that a discrete cell with centre i, j, k occupies the region

(i− 1/2)∆x ≤ x ≤ (i+ 1/2)∆x

(j − 1/2)∆y ≤ y ≤ (j + 1/2)∆y

(k − 1/2)∆z ≤ z ≤ (k + 1/2)∆z

(2.17)

where ∆x = ∆y = ∆z is the grid spacing in all spatial dimensions. A discrete

timestep of ∆t is then also adopted. Equation (2.6) is integrated and subsequently

averaged over a cell volume and timestep as

1

V∆t

∫
dt

∫
V

∂U

∂t
dV dt = − 1

V∆t

∫
dt

∫
A

F · dAdt+
1

V∆t

∫
dt

∫
V

SdV dt , (2.18)

where ∆V = ∆x∆y∆z, and the substitution (2.10) has been made for the diver-

gence term. Supposing we know the solution at the discrete time coordinate t = tn

and we wish to calculate it at t = tn+1, (2.18) is integrated over cell i, j, k and

over ∆t = t = tn+1 - tn to get the following expression for the updated solution

Un+1
ijk =

Un
ijk −

∆t

∆x

(
Fn
i+ 1

2
jk
− Fn

i− 1
2
jk

)
− ∆t

∆y

(
Gn
ij+ 1

2
k
−Gn

ij− 1
2
k

)
− ∆t

∆z

(
Hn
ijk+ 1

2
−Hn

ijk− 1
2

)
+ ∆tSnijk ,

(2.19)

were we drop the over-line as we have expanded the compacted terms. Here

Un
ijk =

1

V

∫
V

U (x, y, z, tn) dV (2.20)

is the mean value of U in cell i, j, k at tn and
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Figure 2.1: A schematic showing a 1D grid with m cells populated by a piece-
wise constant solution U. The superscript n corresponds to the discrete time
coordinate tn and the subscript i to the cell index. The flux evaluated at the
interface i− 1

2
is shown as well as the source term (red).

Fn
i± 1

2
jk

=
1

A∆t

∫
∆t

∫
A

i± 1
2

F

[(
i± 1

2

)
∆x, y, z, t

]
dAdt

Gn
ij± 1

2
k

=
1

A∆t

∫
∆t

∫
A

j± 1
2

G

[
x,

(
j ± 1

2

)
∆y, z, t

]
dAdt

Hn
ijk± 1

2
=

1

A∆t

∫
∆t

∫
A

k± 1
2

H

[
x, y,

(
k ± 1

2

)
∆z, t

]
dAdt

(2.21)

are the fluxes averaged over time and the cell interfaces. Figure 2.1 shows a 1D

schematic of what the solution in a populated grid looks like.

Snijk =
1

V∆t

∫
∆t

∫
Vijk

S(x, y, z, t)dV dt (2.22)
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is the source term averaged over ∆t and the cell volume Vijk.

Equation (2.19) is still exact and forms the basis of all conservative schemes

for the Euler equations. It is the way that quantities with the half-integer suffixes

are approximated that distinguishes one scheme from another.

2.3.1 Calculating the intercell flux

The intercell fluxes are calculated from the solution to a so-called Riemann prob-

lem. Consider the following initial value problem (IVP)

PDE: ut + (au)x = 0

IC: u(x, 0) = u0(x) =

{
uL if x < 0

uR if x > 0

(2.23)

for a function with constant left (uL) and right (uR) states where uL 6= uR. This

is the linear advection equation (LAE) written in conservative form, it is the

simplest conservative PDE of hyperbolic type. It is also the simplest example of

a Riemann problem, that is, an IVP for a function of two discontinuous data states

that subsequently evolves according to some PDE. A solution to any Riemann

problem is then a full description of what the function looks like at t> 0, where

its value can be evaluated at any point (x, t).

This is very useful for a numerical scheme like in mg, i.e. one that involves

a grid of discontinuous data states. Here, a set of Riemann problems analogous

to (2.23) can be defined at every cell interface, where the PDEs are the Euler

equations and the initial condition is the fluid state on either side of the interface

- forming the basis of the Godunov scheme (Godunov, 1959).

For the Euler equations, the solution to the Riemann problem is rather in-

volved and is covered in more detail in the next section. Presently it can be said

however that once the solution is known, the fluid state can be determined at

the interface, making it possible to evaluate the intercell fluxes and update the
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solution in time. Only a 1D problem needs to be considered for a single interface,

with the final solution being the sum of solutions for all the interfaces bounding

a cell. This reduces (2.19) to

Un+1
i = Un

i −
∆t

∆x

(
F∗n

i+ 1
2
− F∗n

i− 1
2

)
, (2.24)

where the term in the brackets is computed once for 1D, twice for 2D and three

times for 3D. The source term is then subsequently added once the flux terms have

been calculated. From a single solution, the intercell flux vector F∗ is constructed

as

F∗ =


ρ∗u∗

ρ∗u∗2 + p∗
ρ∗u∗v∗

ρ∗u∗w∗

u∗(E∗ + p∗)

 . (2.25)

The above form of F∗ is the x-split 1D flux appropriate for a 3D grid. Reducing

the number of dimension reduces the number of equations, and thus the number

of transverse components (ρuv, ρuw). The other terms remain the same.

2.3.2 Solution to the Riemann Problem

For any hyperbolic system of the form Ut + F(U)x = 0, the characteristic poly-

nomial |A(U) − λI| yields a set of m real eigenvalues λm with corresponding

m linearly independent right eigenvectors rm. Here m is the number of equa-

tions and A(U) is the Jacobian matrix ∂F(U)/∂U. Physically, the eigenvalues

represent speeds of propagating information, or characteristic speeds.

The system (2.23) has m = 1, F(U) = au and A(U) = a, resulting in a single

characteristic speed λ1 = a. For the LAE, signals propagating with the speed a

represent constant values of u i.e. u(x, t) = u0(x0, 0) = u0(x−at), giving a closed

form solution such that the value of the function can be computed at any point
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Figure 2.2: Initial conditions (a and c) and characteristic representations of the
solution (b and d) for a Riemann problem for the linear advection equation (a and
b) and the Euler equations (c and d). The single ray in (b) corresponds to the
single characteristic at the initial discontinuity, with the field of characteristics
to the left of the discontinuity not shown. The double rays in (d) correspond to
characteristics of unknown type which can either be a shock or a rarefaction, and
are dependent on the exact values of PL and PR. The dashed characteristic in
(d) is always a contact discontinuity.
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at any time. For the system (2.23), this can be expressed as

u(x, t) = u0 (x− at) =

{
uL if x < at

uR if x > at
(2.26)

which can be illustrated in an x− t plane by a set of characteristic curves x(t) =

x0 + at. Figure 2.2(a–b) shows a possible initial condition, and the characteristic

for the discontinuity at x0 = 0, i.e. x(t) = at.

For the Euler equations, the situation is a little trickier. It is often convenient

to make use of the vector P = (ρ, u, v, w, p)T of primitive variables, rather than

the vector U of conserved variables, with density ρ, particle velocities u, v, w in

the x, y, z directions, and pressure p. Input states for the Riemann problem are

then PL and PR, and obey the following equation for P:

∂P

∂t
+ A

∂P

∂x
= 0 (2.27)

where the matrix A is given by

A =


u ρ 0 0 0
0 u 0 0 1/ρ
0 0 u 0 0
0 0 0 u 0
0 ρa2 0 0 u

 (2.28)

with the eigenvalues of A being

λ1 = u− a, λ2 = λ3 = λ4 = u, λ5 = u+ a . (2.29)

Here, a is the adiabatic sound speed (γp/ρ)
1
2 . The initial condition for this system

is shown in Figure 2.2(c), with the resulting characteristic pattern shown in panel

(d).

In general, the discontinuous states do not satisfy the Rankine-Hugoniot jump
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conditions. At t > 0, a nearly centered wave system thus develops to connect

the two states. Their wavespeeds are not in general the characteristic speeds

given by the eigenvalues, but instead are associated with them. Typically, the

waves consist of a rarefaction wave, a contact discontinuity and a shock wave,

e.g. typical waves seen in a shock-tube problem (Sod, 1978). Evolution for t > 0

is thus three waves separating four constant states which from left to right read

PL, P∗L, P∗R and PR. In Figure 2.2(d), the double rays represent characteristics of

unknown type, as they can be either a shock wave or a rarefaction, and separate

the inner starred region from the outer initial data. The middle wave separating

the starred states is always a contact discontinuity, across which the pressure

p∗ and velocity u∗ do not change. The density changes across all of the waves,

and the transverse velocity components v and w are passively advected, simply

switching from the left to right states across the contact discontinuity.

To compute the solution, one must consider two cases: one in which u∗ >

0 and one in which u∗ < 0. Each case has 5 sub-cases, giving a total of 10

realisations of the wave patterns (see fig. 6.5 in in Toro, 2009). The sampling

of the solution is taken at x = 0 in the local frame of the Riemann problem,

and all ten possible wave patterns must be taken into account for the sampling

procedure. No closed form of the solution like that in (2.26) exists, however an

exact solution can be derived for every portion of the flow by taking advantage of

the constancy of p∗ and u∗ and applying the Rankine-Hugoniot relations across

the waves. The resultant algebraic equations describing the regions are implicit,

and thus an iterative procedure must be used to evaluate the solution at any

desired location, x = 0 in our case. Such a procedure forms the basis of exact

Riemann solvers, which can require intense computational effort.
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2.3.3 First-order version of the scheme

The simplest way to solve the Riemann problem for the Euler equations, and that

used in mg, is to construct an approximate solution by instead solving the linear

problem

∂P

∂t
+ A

∂P

∂x
= 0 (2.30)

where A(PL,PR) is some mean matrix. In mg this is chosen to be

A(PL,PR) = A

[
1

2
(PL + PR)

]
. (2.31)

The approximate solution to the Riemann problem satisfying (2.30) at x = 0

can then be given by

P∗ = PL +
∑
λi<0

li · (PR −PL)(
li · ri

)
= PR −

∑
λi,>0

li · (PR −PL)(
li · ri

) (2.32)

where λi, ri, li are the eigenvalues and right and left eigenvectors of A (Falle

et al., 1998). The fluxes can then be computed directly from P∗ according to

(2.25), with the fluid state updated according to (2.24). Note that for a first-

order scheme, the maximum possible number of Riemann problems required for

each cell is 6, corresponding to a 3D grid.

2.3.4 Second-order version of the scheme

To achieve second-order accuracy in space and time, piece-wise linear cell inter-

polation and a predictor-corrector method is used.

Firstly, the first-order version of the scheme (2.24) is used to obtain the con-
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servative update, U
n+ 1

2
ijk at half a timestep. The conserved variables are then

converted into primitive variables P
n+ 1

2
ijk and used to compute average gradients

in each cell. For the x -direction, this is computed as(
∂P

∂x

)n+ 1
2

ijk

=
1

∆x
av
(
P
n+ 1

2
ijk −P

n+ 1
2

i−1jk,P
n+ 1

2
i+1jk −P

n+ 1
2

ijk

)
, (2.33)

where av(a,b) is an averaging function defined in Section 2.3.5. Next, the gradi-

ents are used to construct the left and right states immediately to the left and

right of the interface as

P
n+ 1

2
L = P

n+ 1
2

ijk +
1

2
∆x

(
∂P

∂x

)n+ 1
2

ijk

,

P
n+ 1

2
R = P

n+ 1
2

i+1jk −
1

2
∆x

(
∂P

∂x

)n+ 1
2

i+1jk

,

(2.34)

with analogous expressions for y and z directions, together forming the basis of

the “prediction” step.

For the “correction” step, the primitive variables from (2.34) are used as input

states for a subsequent Riemann Problem, allowing us to use (2.32) to calculate

more accurate intercell primitive variables and thus (2.25) for the half-timestep

fluxes F∗n+ 1
2 . The final second-order time update then proceeds as

Un+1
i = U

n+ 1
2

i − ∆t

2∆x

(
F
∗n+ 1

2

i+ 1
2

− F
∗n+ 1

2

i− 1
2

)
(2.35)

where again the term in the brackets is computed twice for 2D and three times

for 3D, resulting in a maximum of 12 Riemann problems required for the second-

order scheme. Note that the source terms are treated in the same way as the

first-order scheme - with half-timestep contributions added after each of the two

full iterations of the second-order update of Ui.
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2.3.5 Averaging function

We briefly comment on the function av(a,b) seen in equation (2.33). This is a

non-linear averaging function with the goal of reducing the scheme to first order

in the neighbourhood of discontinuities to ensure monotonicity and stability, and

maintain second order everywhere else; see Godunov’s theorem (Godunov, 1959).

The averaging function must therefore have the following properties

av(a, b) =
1

2
(a+ b) as a→ b

= 0 if ab < 0

→ a as |a|/|b| → 0

→ b as |b|/|a| → 0

(2.36)

MG adopts the following prescription (Van Leer, 1977)

av(a, b) =
a2b+ ab2

a2 + b2
if a2 + b2 6= 0 and ab > 0 ,

= 0 otherwise ,

(2.37)

indeed satisfying the requirements.

2.3.6 Stability

The criterion for stability is known as the Courant-Friedrichs-Lewy (CFL) con-

dition (Courant et al., 1967) which sets a limit on the size of the timestep ∆t. It

reads as

∆t =
Ccfl∆x

Snmax
, (2.38)

where Ccfl is the Courant, or CFL coefficient satisfying 0 < Ccfl ≤ 1. Snmax is the

largest wave speed present throughout the domain at time level n, such that no

wave present in the solution of all Riemann problems is allowed to travel more
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than a distance ∆x in time ∆t. This includes waves formed at the boundaries.

2.3.7 Scaling

In this work, the cgs system of units is used. As we are dealing with Astrophysical

scenarios, quantities of interest take on extremely large (O(20)) and extremely

small (O(-20)) values, making such a system of units incompatible with computa-

tion. To avoid array overflows or rounding errors, we can choose a set of reference

values to construct scaling factors to normalise our quantities with, allowing us

to express them in a more computationally amenable form. Once normalised, the

computational values can be expressed back in cgs units by being multiplied by

their scaling factors. Any reference values can be chosen, providing the dimen-

sions are preserved so that the physics remains the same.

For our model, the reference values used are the length of a parsec L0 [cm],

hydrogen mass mh [g], and the Boltzmann constant k [g cm2 s−2 K−1]; all contain-

ing the four basis dimensions of length [L], time [T], mass [M] and temperature

[K]. As a combination of these can give the dimensions of all other quantities in

our work, we can construct the scaling factors as follows. The scaling factor for

the length is chosen to be one of the reference values itself, that is, the length of

a parsec, resulting in

1 code length [L] = L0 [cm] = 3.09×1018 [cm] . (2.39)

The scaling for the time is constructed using the Boltzmann constant k, hydrogen

mass mh and temperature T as (kT /mh)0.5 to obtain the velocity scaling factor

V 0, which is used to evaluate V 0/L0 giving

1 code time [T] = T0 [s] = 3.71992×1014 [s] . (2.40)

The scaling for mass is constructed using the scaled hydrogen number density
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nh [cm−3], multiplying it by mh and a the scaled volume L3
0, giving

1 code mass [M] = M0 [g] = 5.9×1031 [g] . (2.41)

The temperature scaling is unchanged. From these values, pressure, energy, mag-

netic field strength and the gravitational constant can be determined in a similar

fashion.

Additional to the normalisation of the cgs values into code units, it is possible

to scale the spatial and temporal resolution to model systems at different scales.

In mg this is done by scaling the length and timescale by a parameter called rat.

This redefines the length and time values as

1 rat × code length [L] = rat× L0 [cm] = rat× 3.09×1018 [cm] (2.42)

1 rat × code time [T] = rat× T0 [s] = rat× 3.71992×1014 [s] . (2.43)

It then becomes possible to scale all the other quantities with appropriate sub-

stitutions of the above scaling. Note that the temperature and density remain

unchanged. The latter of these therefore implies that mass transforms as

1 rat3 × code mass [M] = rat3 × M0 [g] = rat3 × 5.9×1031 [g] . (2.44)

2.4 Source terms

In non-cartesian coodtinates, one has to be careful with evaluating sources (Falle,

1991). However, for Cartesian grids, if the source term depends only on U, the

first order approximation is just

Snijk = S(Un
ijk) . (2.45)
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For second order, the source terms are additionally evaluated with the state U
n+ 1

2
ijk

constructed at half a timestep. As the sources give rates per unit volume, the

addition to the conservative update in a cell is evaluated as

Snijk∆t . (2.46)

2.4.1 Heating and cooling

Depending on what conditions the ISM finds itself in, a diverse range of atomic

processes will be permitted to take place. Consequently, photons of different

wavelengths are absorbed and released at different rates, resulting in local con-

tributions to energy losses and gains. Changes resulting from these processes can

have dynamical significance, and therefore must be carefully considered when

modelling ISM systems.

One method of approximating these processes is by including a source term

of the form ρL(ρ, T ) in the energy equation, as has been done in this work. The

function

L(ρ, T ) =
1

mh

Γ− ρ

m2
h

Λ(T ) (2.47)

is a heat-loss function where Γ is a constant heating rate set in this work to =

2× 10−26 erg s−1, and Λ(T ) is a temperature dependent cooling coefficient with

units erg cm3 s−1. Our temperatures of interest span a wide range up to 109 K,

which in reality considers material composed of molecular gas at low tempera-

tures, and plasma at high temperatures. Thus our cooling coefficient has been

developed using data for 3 separate temperature regimes (Wareing et al., 2016a),

with the following contributions to the cooling coefficient being used.

For lower temperatures (T≤ 104 K), the contribution is that of a corrected

fit to the data in Koyama & Inutsuka (2000). They consider both calculations

from Wolfire et al. (1995) for n< 103 cm−3, and their own non-equilibrium cal-
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Figure 2.3: (a) Cooling coefficients consisting of contributions due to
Koyama & Inutsuka (2002) (T< 104 K), cloudy (104<T< 107.6 K), and mekal
(107.6<T< 109 K). (b) Equilibrium pressure (L(ρ, T ) = 0) in pressure-density
space. (c) Equilibrium temperature (L(ρ, T ) = 0) in temperature-density space.
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culations for 103<n< 106 cm−3. The original fit to these processes was done by

Koyama & Inutsuka (2002) however contained two typographical errors, and was

subsequently corrected by Vázquez-Semadeni et al. (2007) to give

Λ

Γ
= 107 exp

(
−1.184× 105

T + 1000

)
+ 1.4× 10−2T 1/2 exp

(
−92

T

)
(2.48)

where the same value of Γ is used as our work.

Between 104<T< 107.6 K, data for the contributions is taken from Gnat &

Ferland (2012). The calculations of Gnat & Ferland (2012) were performed using

cloudy v10.00 (Ferland et al., 1998) whose full capabilities can be found detailed

in Osterbrock & Ferland (2006). For temperatures in the range 107.6<T< 109 K

the plasma emission code mekal was used (Kaastra, 1992; Mewe et al., 1992,

as distributed in XSPEC v11.2.0). Its capabilities and developments from the

previous version of the code meka are outlined in Mewe et al. (1992)

The resultant form of the cooling coefficient up to the maximum temperature

T = 109 is shown in Fig 2.3(a). The region where L(ρ, T ) = 0, i.e. 1
mh

Γ = ρ
m2

h
Λ(T )

is shown in pressure-density space in Fig. 2.3(b) and temperature-density space

in Fig. 2.3(c), respectively representing the equilibrium pressure and temper-

ature. As mentioned in Section 1.2.2, where dP/dn < 0 the gas is thermally

unstable to isobaric perturbations, and is stable where dP/dn > 0. Thus, two

thermally stable phases can coexist in pressure equilibrium within the pressure

range Pmin<P<Pmax. At pressures greater than Pmax = 103.69 K cm−3, only

the cold phase (CNM) can exist and below Pmin = 103.19 K cm−3 only the warm

phase (WNM) can exist. The CNM begins at the cold temperature minimum

(dP/dn = 0) at T = 160 K, and the WNM begins at the warm temperature max-

imum lying at T = 5000 K, which are both marked on Fig 2.3(b). The isotherm

that brackets the hot phase (HIM) from the WNM is also shown at T = 10 000 K,
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where only non-equilibrium material is permitted to exist.

Numerically, once the cooling rate has been calculated for a cell located at

x ijk, the source term is evaluated as ρijkL(ρijk, Tijk) giving an energy rate per unit

volume as expected. This contribution to the energy is then updated according

to equation (2.46).

2.4.2 Gravity

The existence of mass in space necessarily results in a gravitational field that

defines a potential obeying the Poisson equation

∇2φ = 4πGρ . (2.49)

In Astrophysical scenarios where the timescales of interest are much shorter than

the gravitational free-fall time, its effects can be ignored. When the timescales

are comparable, gravity must be included in order to elucidate its effects on the

dynamics. In the equations of hydrodynamics, this is done by including the

solution to (2.49) as a momentum source −ρ∇φ, and including an appropriate

contribution to the total energy.

There are many techniques to treat the Poisson equation numerically. As it is

an equation of elliptic type, these techniques differ from methods for hyperbolic

problems. The technique used in mg is the multigrid method. This method relies

on a relaxation technique that takes the discretised Laplacian operator L, and

calculates a residual error r 0 as

Lφ0 − 4πGρ = r0 (2.50)

where φ0 is an initial guess for the value of the potential. The residual error is
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then used to update the potential, and a subsequent iteration is calculated as

L(φ0 + φ1)− 4πGρ = r1 (2.51)

with φ1 being a correction to the potential and r 1 being a new residual. This

then continues for n iterations as

L
∑
n

φn − 4πGρ = rn (2.52)

and is stopped once the residual error reaches a certain threshold, typically

∼O(10−4 – 10−6). It can then be said that the approximation of the potential

resembles the value of the true potential. Note that care must be taken with

what boundary conditions are used with mg by default assuming a value of the

potential of 0 at the boundaries.

The complete technique used in mg is known as the full-approximation multi-

grid, and the interested reader on multigrid techniques, how boundary conditions

are treated, and how these methods are implemented in parallel on an adaptive

grid is referred to Briggs et al. (2000).

2.5 Adaptive mesh refinement

When modelling flows at high resolution, it is often appropriate to limit it to

regions that really require it. This is beneficial as it is often the case that many

regions of the flow vary smoothly, and an increase in resolution would not result

in higher accuracy of the solution. On finite volume grids this can be done using

Adaptive Mesh Refinment (AMR).

The basic idea of AMR is to increase the resolution of the grid in regions

that require it, and decrease it in regions that do not. To control where in the

flow this happens, an appropriate criterion must be chosen based on the solution

45



2. METHODS

of the flow and in this way, the grid can evolve as the solution evolves. In mg,

this is done by initialising the domain with a hierarchy of grids G0 ... GN-1

where N is the number of levels chosen for the simulation. Levels G0 and G1

are initialised by default and cover the whole domain. The fractional difference

between solutions within a cell and its parent is used to control refinement, and

on a cell-by-cell basis finer cells are created in regions that exceed a given error

tolerance. When the error in refined cells falls below that tolerance, they are

subsequently removed. A cell on G0 has size ∆x and timestep ∆t and has size

∆x/2N-1 and timestep ∆t/2N-1 on the Nth level in order to ensure the fluid step

is synchronised at coarse and fine boundaries. Such a grid structure improves the

efficiency of the code.

2.6 Parallelisation

The capabilities of a program are limited by the capabilities of the computer it

is executed on, in particular the memory and processing power. The memory

dictates how much data can be processed at any given time, and the processing

power dictates how fast this can take place. For three-dimensional simulations

like ours, the number of grid cells (ncells ∼ O(106)), joins (n joins ≈ 6ncells)) and

the data structures containing the fluid variables typically require ∼ 50 – 100 GB

RAM and ∼ 100 cores in order to have a total simulation run-time of less than

100 hours. It would be impossible to perform such simulations on a typical single-

CPU machine.

A way around this problem is to optimise the code for execution on parallel

processors. This can be done quite easily for simple programs with a few lines

of code, however it is more involved if one wishes to extend the capabilities of

the code for larger problems. One way of doing this is by decomposing the

computational domain into sub-domains, and distributing them across a number
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of processors. Each processor then deals with one or more of the sub-domains,

and communication between sub-domains takes place within a perimeter of ghost

cells that contain copies of the boundary values of each neighbouring sub-domain.

In mg, the parallelisation has been implemented according to the message-passing

paradigm using the Message Passing Interface (MPI) standard. For details on the

MPI library, and how this can be implemented into a hydrodynamical code please

consult chapter 3 of Wareing (2005).
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Chapter 3

Shock-cloud interactions in the
small cloud regime

The content of this chapter has been published in the paper titled “Interactions

of a shock with a molecular cloud at various stages of its evolution due to thermal

instability and gravity” (Kupilas et al., 2021).

3.1 Introduction

Stars form in cold and dense cores, themselves embedded in giant molecular

clouds (GMCs). GMCs are clumpy and filamentary (André et al., 2014) and are

understood to be characterised by a turbulent velocity field (Larson, 1981). This

dynamical state of GMCs must be partly driven and maintained by physical pro-

cesses that form them and their substructures, however what physics dominates

at different stages is not fully understood.

In the ISM, density inhomogeneities can partly be attributed to thermal phase

transitions due to inherent instabilities resulting from the balance of heating and

cooling processes (Parker, 1953; Field, 1965; Field et al., 1969; Wolfire et al.,

1995, 2003). This thermal instability (TI) can develop in association with other

processes, however it has been demonstrated that even in isolation, the TI is an

effective mechanism for converting warm diffuse gas into cold and dense material,
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generating conditions for star formation, and driving large scale flows that re-

sult in turbulence-like velocity characteristics (Wareing et al., 2016a, 2019, 2021,

hereafter WPFVL16, WFP19, WPF21).

To study the TI in isolation, WPFVL16 performed 3D simulations of a quies-

cent 17 000 M� cloud seeded with ± 10 per cent density perturbations around an

equilibrium state of n = 1.1 cm−3 in the warm unstable phase, reflecting a pos-

sible resultant/intermediate state of gas after the passage of e.g. a spiral arm

shock. The simulations performed involved successive increases in complexity by

including gravity and magnetic fields of different strengths, neglecting any addi-

tional mechanisms such as driven turbulence, converging flows or feedback. They

found that after ∼ 20 Myrs of evolution the growth of the density perturbations

formed clumps (and in the magnetic field scenarios, filaments) with properties

that connected well with observations of molecular clouds. A higher resolution

hydrodynamic (HD) study by WFP19 of a more massive cloud explored the in-

terplay between gravity and the TI and found that realistic clump masses, sizes,

velocity dispersions and power spectra could be achieved without resorting to

additional driving mechanisms. Additionally, the clumps were connected by 0.3 –

0.5 pc width filaments that continuously fed material to the clumps and as the

original cloud had 8× the mass of WPFVL16, the clumps were able to gather

enough mass to collapse under gravity and conclude the star formation process.

Most recently, a higher resolution study by WPF21 including TI, magnetic fields

and gravity now also provides possible explanations for the origins of features

such as striations (Goldsmith et al., 2008), hour glass magnetic fields (Pattle

et al., 2017) and the integral shaped filament (ISF) in the Orion A molecular

cloud (Stutz & Gould, 2016; Stutz et al., 2018).

The studies of WPFVL16/WFP19 were highly idealised. It is now appropriate

therefore to incrementally introduce extra dynamical ingredients. For example,
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as the timescales of evolution of the models in WPFVL16 are long and the clouds

were evolved for a free-fall time of ≈ 50 Myrs, it is likely that in reality a cloud

like this would experience one or more shocks.

As discussed in Chapter 1, interaction of shocks with clouds is a ubiquitous

problem already studied by many authors so the basic physics of the interaction

is well understood.

In the literature, many works mainly focus on the effects of different physics

on the particulars of the cloud destruction. However, the compression due to a

shock can also be an effective mechanism for generating cold dense clouds out of

warm diffuse gas, triggering the thermal instability and in the process generating

the conditions for star formation (e.g. Inoue & Inutsuka, 2009; Aota et al., 2013;

Inoue & Omukai, 2015).

For example, Van Loo et al. (2007, 2010) explored in both 2D and 3D the

effects of a shock interacting with diffuse atomic clouds initially in a warm stable

state with a density of n = 0.45 cm−3. They included an adapted cooling function

and magnetic fields, and found that depending on the magnetic field orientation

relative to the shock normal, magnetically dominated clouds formed with prop-

erties that resembled those of molecular clouds and low-density Hi clouds. Since

the effects of heating and cooling were also included, the transmitted fast mode

shocks demonstrated an ability to trigger the TI. Similar results were found by

Heitsch et al. (2009) which affirmed the utility of shock-cloud interactions in cre-

ating conditions ideal for the formation of dense molecular clumps. However, as

gravity was not included, and their resolution was too low to fully resolve the

cooling length, it was not possible to elucidate the importance of the TI and

witness the formation of clumps and cores.

In this chapter we build on the work of WPFVL16 which included gravity and

sufficient resolution to track the behaviour of the TI, by introducing a shock. We
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thus present a self consistent HD model of molecular cloud formation due to the

TI, gravity and shocks. We track the evolution of a cloud from initially quiescent

atomic gas, to the formation of clumps that eventually collapse under gravity,

demonstrating the ability of the clouds to form stars. During their evolution we

explore the relative importance of the physical processes driving their behaviour.

In Section 3.2 we present the numerical method and the models studied. In

Section 3.4 we present the results and discussion, and in Section 3.3 we provide

a summary and conclusion.

3.2 Setup

3.2.1 Numerical Method

In this chapter we present 3D hydrodynamic simulations of the interaction of a

shock with a cloud that is evolving due to the thermal instability and gravity.

All calculations were performed using the adaptive mesh refinement (AMR) code

MG (Falle, 1991, 2005; Hubber et al., 2013). The details of how the code works

has been discussed in Chapter 2 and we refer the reader there.

3.2.2 Model

The model used for this work is similar to the set-up used in scenario 3 in

WPFVL16. Namely, we initialise 17 000 M� of diffuse material within a spherical

cloud with a 50 pc radius. The cloud lies at the center of a uniform Cartesian do-

main with numerical dimensions of -3< xyz < 3 thus with corresponding physical

dimensions of 300 pc on each side . The cloud is seeded on the grid scale with ± 10

per cent random density variations around an equilibrium state of ncl = 1.1 cm−3,

with a pressure set according to the unstable equilibrium of heating and cooling

at P eq/k = 4800 ± 300 K cm−3. We assume a mean particle mass of 2.0× 10−24 g.

The initial condition at t = 0 and the dependence of the equilibrium pressure on
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Figure 3.1: (a): Initial condition showing density perturbations in a density slice
through z = 0. (b): Equilibrium pressure against density for the warm, unstable
and cold ISM. The initial condition of the cloud and ambient gas with χ= 50 are
marked on the plot.
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the density with the cloud and ambient state are shown in Fig. 3.1.

The cloud is embedded in a lower density medium with a density contrast

χ= 50 (χ = ncl/namb) thus setting the ambient density as namb = 0.022 cm−3.

In order to keep the cloud confined, the surroundings are set with an equivalent

pressure of P/k = 4800 K cm−3, without the fluctuations, resulting in a temper-

ature of 218 000 K. Gas in the ISM with these temperatures has a short cooling

time of ∼ 0.2 Myrs, which is significantly lower than the dynamical timescale

characterised by the free-fall time tff defined as

tff =

√
3π

32Gρ
, (3.1)

which for n = 1.1 cm−3 is 45 Myrs. For this reason, the heating and cooling are

switched off in the ambient medium to keep the cloud confined during its quiescent

(shock-less) evolution. The heating and cooling is controlled via an advected

scalar α that is set to 1 in the cloud and 0 everywhere else, and heating and cooling

is switched on only in regions where α> 0.9. It is possible to confine the cloud

in a lower density medium where t cool > tff, however this raises the temperature

and shortens the timestep, thus a choice of χ= 50 ensures the simulations are

not too computationally expensive. When the shock is introduced, the ambient

medium is reset to n = 0.0022 cm−3 (χ= 500) which adjusts the temperature

to T ≈ 2 182 000 K, and heating and cooling are switched on everywhere in the

domain. Additionally, to prevent any numerical errors from developing due to

sharp edges and large density contrasts, and since clouds in the ISM are unlikely

to have sharp edges (e.g. see discussion in Nakamura et al., 2006), we smooth

out the cloud interface over ∼ 5 cells. Note that for our resolution, our clouds

have ∼ 170 cells per radius, and so the smooth edges will not have a significant

impact on the growth rate of dynamical instabilities (Pittard et al., 2009).
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Figure 3.2: (a): Cloud at shock introduction for 12Shock scenario after 11.78 Myrs
of evolution. (b): Cloud at shock introduction for 24Shock scenario after
23.58 Myrs of evolution.

55



3. SHOCK-CLOUD INTERACTIONS IN THE SMALL CLOUD
REGIME

3.2.2.1 Resolution and thermal instability

The model employs 8 levels of AMR where the coarsest grid, G0, was set with

a small number of cells (83) to ensure fast convergence of the multigrid solver.

This meant that if fully populated, the finest grid G7 would employ 10243 cells

resulting in an effective resolution of 0.29 pc. Note that the shocked simulations

also include a further single level of AMR for the 12Shock scenario and two extra

levels of AMR for the 24Shock scenario towards their final stages, as they reach

the resolution limit quickly.

Koyama & Inutsuka (2004) assert that for simulations of the TI to converge,

one must include thermal conduction and resolve the Field length by at least

3 cells, which they call the “Field condition”: we do neither of those things.

According to their equation (11) the Field length for our initial unperturbed

density is 0.0587 pc. We note however that their equation (11) is incorrect, and a

more appropriate expression for the Field length was derived by Falle et al. (2020)

and is included in the appendices of KWPF21 and WPF21. This expression gives

a Field length of 0.594 pc for our unperturbed density, so we would require closer

to 20 cells. In any case, to satisfy this we would require excessive computational

resources. However, Falle et al. (2020) showed that with thermal conduction for

our initial density n = 1.1 cm−3, rather than being narrowly peaked, the growth

rate has a rather broad maximum between the Field length and the thermal

length located at λ= 8.95 pc. Thus the TI does not depend strongly on increases

in resolution within this range. In all of our simulations, perturbations grow

initially at the grid scale but rapidly increase beyond that scale to large clumps.

Although we exclude thermal conduction, these are nevertheless separated by

length scales roughly corresponding to the wavelength with the maximum growth

rate which is in common with various other authors who, despite insufficient

resolution for the Field length, recover the properties of a thermally bistable
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medium − it is accepted that such properties as the mass function of cold clumps

and the power spectra of velocity and density are known to converge on large

scale (Gazol et al., 2005; Vázquez-Semadeni et al., 2006; Hennebelle & Audit,

2007; Inoue & Omukai, 2015). Since our intention is to examine the large-scale

interaction of a shock with a cloud, we argue that it is sufficiently resolved in this

Chapter. This is explored further and accompanied by resolution tests for both

HD and MHD cases respectively in the appendices of KWPF21 and WPF21.

Our grid is set up so that 3 levels fully populate the domain and 8 levels fully

populate the cloud region. This is in contrast to WPFVL16 who employed 5 fully

populated levels with the remaining 3 refining and de-refining dynamically. Our

choice is so that we are able to track all of the dynamics within the cloud when

the shock is introduced and for numerical consistency, we keep this setting on

throughout all of the cloud’s evolution. It also allows us to extend the size of the

domain from the -1.5 < xyz < 1.5 used in WPFVL16 at little computational cost;

placing the grid boundaries further from the cloud reduces the possibility of the

cloud advecting off the grid and being affected by any shock induced reflected

waves at the boundaries. It is important to note that fully refining the cloud

does affect the initial behaviour of the TI, and so our evolution deviates slightly

from WPFVL16. As the refinement of their highest 3 levels was not fixed, it

resulted in their AMR grid de-refining to the 5th level as the density variations

seeded in the initial condition smoothed out. As our inital perturbations smooth

out, our grid does not de-refine and thus the growth rate at our highest level

is larger than theirs and the TI develops earlier. This results in a difference in

evolution timescales, where their model experiences a delayed phase transition

when compared to ours, and is seen to evolve for approximately a full analytical

free-fall time of ∼ 50 Myrs before reaching the state that we do at ∼ 35 Myrs. We

stress again however that while the timescales are different, the final established
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state of the TI in terms of number, mass distribution and separation of clumps,

is unaffected by this.

3.2.3 Scenarios

There are three scenarios studied in this work. The first scenario NoShock, follows

the evolution of the quiescent cloud described in the previous section. This is left

to evolve for a free-fall time and used to compare against scenarios with shocks.

In the second scenario 12Shock, the quiescent cloud is evolved for ∼ 12 Myrs and

then a shock is introduced, we refer to the cloud as being in a “pre-TI” state. In

the third scenario 24Shock, the quiescent cloud is left to evolve for ∼ 24 Myrs

into a “post-TI” state before a shock is added. Note that the NoShock scenario is

evolved using the Godunov solver until the gradients become too large; it is then

changed to Kurganov-Tadmor which is more diffusive and smears out the sharp

gradients. This has a small effect on the mass distribution, however it eventually

gets reconciled and it does not effect the global evolution of the cloud. For the

shocked scenarios we switch to Kurganov-Tadmor immediately prior to shock

introduction, as the gradients introduced by the shock require a more diffusive

solver.

The shock is artificially imposed on the grid by setting the values of cells

to the left of the shock front according to the Rankine-Hugoniot relations. The

shock then propagates from left to right. Note that cells that lie on the boundary

in the post shock region are also set to the post-shock values. The shock front

is defined by the normal vector which lies at r = 1.05r̂ and θ= 160◦ where r is

the radial vector from the origin (where unit length = 50 pc) and θ is the angle

counterclockwise from the positive x -axis. This angle was chosen as simulations

with the shock propagating directly along the x -axis saw the formation of artifi-

cial structures. This was due to the Quirk instability (carbuncle phoenomenon)
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(Quirk, 1997) which commonly arises in upwind schemes when the angle between

the flow and grid axes is small. After the shock has been imposed it is evolved

for a few short time-steps in order for the AMR grid to refine to the finest level

at the shock front in regions where it is not fully refined. Following this, it is

reimposed tangent to the cloud. In both scenarios, the shock has a Mach number

of M = 1.5, where M = v s/c for a shock with velocity v s moving into a stationary

material with a sound speed c. The associated clouds at those times are shown in

Fig. 3.2, which can be considered as the initial conditions for the shocked scenar-

ios. The simulations are then evolved for a further 5.16 Myrs and then stopped

as densities reach values that are beyond the resolution limit set by the Truelove

criterion (Truelove et al., 1997). The resolution is then increased by allowing

additional grid levels and the simulation is evolved for an additional 1.5 Myrs.

As mentioned in Chapter 1, we approximate the shock as planar and assume

that the post-shock state is time-independent. This makes it the simplest ap-

proximation of a more complex interaction, e.g. between a cloud and a supernova

remnant in the Sedov-Taylor stage. Recall from section 1.2.5.2, an approxima-

tion like this requires that the distance of the blast origin and the closest cloud

edge Rc be much larger than the cloud radius r cl, i.e. r cl � Rblast. This is so

that the blast is far enough to remove any shock curvature locally to the cloud,

and for the post-shock pressure to not change on timescales under consideration,

characterised by a large pressure variation timescale tP. In our models, we are

assuming Rc = tP =∞, thus studying the models in the small cloud regime as

introduced in Klein et al. (1994) (see equation 1.14 in Chapter 1).

Even though the clouds at 12 and 24 Myrs are very different from one an-

other, it is useful to consider their evolution in terms the established theoretical

timescales presented in Section 1.2.5.1 (Klein et al., 1994), which we recapitulate

here. For a cloud with radius rcl and an external shock with velocity vs, the
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time taken for the external shock to sweep across the cloud, the shock crossing

timescale, is defined as

tsc ≡
2rcl

vs

. (3.2)

During this period, a shock is driven into the cloud which propagates approxi-

mately with a velocity

vs,cl ≡
vs

χ1/2
. (3.3)

The characteristic time for the cloud to be crushed by the transmitted shock, i.e

the cloud crushing timescale, can now be defined as r cl/v s,cl, or as

tcc ≡
χ1/2rcl

vs

. (3.4)

These are the basic timescales governing the evolution of the shocked cloud.

For our models with χ= 500, M = 1.5 and r cl = 50 pc, we have v s = 240 km s−1,

t sc = 0.41 Myrs, v s,cl = 10.7 km s−1 and t cc = 4.6 Myrs.

It is important to note that these values are approximate and are derived

for an adiabatic shock in a uniform cloud. While our shock is adiabatic in the

ambient medium, inside the cloud it is radiative, and for model 24Shock there is

structure inside the cloud. Nevertheless we find that the shock in our models still

propagates on this timescale. This is in line with other works who comment on

the validity of this approximate timescale in describing fractal clouds with large

density contrasts (Banda-Barragán et al., 2019), where t cc is understood as an

average value of a distribution of cloud-crushing times intrinsic to the gas density

distribution.
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3.3 Results and discussion

In this section we first present the evolution of the NoShock scenario. Following

that, the evolution of the 12Shock and 24Shock scenarios are described. For the

NoShock scenario the times quoted are since t = 0. For the shocked scenarios the

first times quoted are those elapsed since shock introduction, t - t shock, and the

corresponding times since t = 0 are quoted in brackets.

3.3.1 Scenario 1 - NoShock

Fig. 3.3 shows the evolution of the NoShock scenario in density slices in the x – y

plane (slice through z = 0). Prior to Fig. 3.3(a) at 10.32 Myrs the cloud remains

effectively unchanged with all gas initially found in the thermally unstable phase.

The instability is seeded by the pressure variation across the cloud which grows

initially on the smallest scales. The material in the cloud must then evolve into

a thermally stable phase, where either it condenses into a cold, dense phase or

evaporates into a warm diffuse phase. This results in the characteristic two-phase

medium of Field et al. (1969) which is seen to develop here. Fig. 3.3(a – d) capture

the first moments of the phase transition from the initially quiescent cloud. As

there are no external influences on the cloud, the long period of quiescence up to

this point reflects the growth rate of the TI at this resolution, which is relatively

long but nevertheless shorter than the gravitational timescale.

Number densities of ∼ 100 cm−3 are first seen around 18 Myrs, which are

complemented with drops in temperature by nearly 2 orders of magnitude from

∼ 4000 K to 100 K. Fig. 3.3(e) shows the first instance where a small number

of higher density locations have emerged with clear, lower density structures

spread throughout the cloud. These inhomogeneities are seen to develop into

clumps at different rates, with some clumps clearly growing in mass and size

faster than others. By 21.37 Myrs (Fig. 3.3f) there are a large number of clumps
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Figure 3.3: Slices through z = 0 of the Noshock simulation evolving over a period
of ∼ 15 Myrs. Minimal change is seen in the cloud from t = 0 to 10.32 Myrs
and hence these snapshots are not shown. Snapshots highlight the onset of the
instability (a – d), its development into a two-phase medium (e – h), and the final
collapse of the cloud (i – l).
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visible which are approximately separated at distances of 10 – 15 pc. The average

separation decreases to ∼ 5 – 10 pc as more condensations form out of the material

transitioning from the thermally unstable phase to the cold phase. This is the

typical length scale of the TI-driven large-scale stable structures. By 23.58 Myrs

(Fig. 3.3g) the cloud has settled to a state that is typical of a two-phase medium

formed due to the TI, which is seen to form in all hydrodynamic scenarios in

WPFVL16. It is important to note that this spatial distribution and growth rate

of clumps are characteristics of the TI, which are not affected by the spherical

nature of the cloud or any edge effects. Isolating only the cloud material on

the grid and analysing the total mass fraction of gas occupying the different

thermodynamic regimes reveals that at 23.58 Myrs approximately ∼ 60% of the

material is in cold and dense clumps (T < 160 K) with ∼ 35 % of the material

still unstable (160 <T < 5000 K) located in a thin layer around the clumps. The

majority of the volume is occupied by warm gas (5000 K<T < 10 000 K), however

this accounts for only ∼ 5% of the mass.

Panels (i – l) in Fig. 3.3 show the final evolutionary stages of the collapse. By

28 Myrs the cloud has shrunk to a radius ∼ 20 pc. At this point, gravity is

dominating over the TI in the evolution of the internal structures as the cloud is

now accelerating rapidly at the edges, and as it collapses the outer clumps collide

and merge with many of the inner clumps. This accelerates the growth of the

maximum density which exceeds 1000 cm−3 by 30 Myrs. By 32.42 Myrs (Fig. 3.3k)

there is residue of the thermal instability formed clumps near the centre of the

cloud, and the now 10pc radius cloud contains a cold and dense canopy all around

the edges. This period is very short lived as by ∼ 35 Myrs (Fig. 3.3l) the whole

cloud has collapsed to a single core with radius 5pc containing ∼ 17 000 M� of

material.

Fig. 3.4 shows snapshots of the evolution of the pressure-density mass dis-
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Figure 3.4: Mass distribution in pressure-density space from the moment of phase
transition to a two-phase medium. Panels (i – l) show the final stages of evolution
as the cloud experiences global gravitational collapse. Temperatures that distin-
guish the different equilibrium phases with isotherms that mark the hot phase
(10 000 K < T), warm phase (5000 K <T< 10 000 K), unstable phase (160 K
<T< 5000 K) and cold phase (T < 160 K). The corresponding panels in Fig. 3.3
are referenced in square brackets where applicable.
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tribution imposed over the pressure equilibrium curve. Isotherms are shown to

distinguish between the hot, warm, unstable and cold phases. It is important to

note that only material lying on the equilibrium curve can be considered to belong

to a phase, otherwise it is simply transitioning within a regime or between phases.

Any gas that does not lie on the equilibrium curve but is found in a temperature

regime is explicitly referred to as that regime’s material, e.g. unstable material,

which lies in the unstable temperature range but is not on the equilibrium curve.

Little change is seen in the gas state between t = 0 (Fig. 3.1b) and 16 Myrs

(Fig. 3.4a) where we can see the majority of the gas in the cloud is still located

in the unstable phase. Note that we have a smoothed cloud interface, which is

responsible for the distribution of material seen in Fig. 3.4(a). On this timescale

however, even clouds that start off with sharp edges develop a smoothed edge due

to the solver distributing discontinuities over a number of grid cells. Although

little change since t = 0 is seen in Fig. 3.4(a), it does capture the first hints of the

phase transition due to the TI. In Fig. 3.4(a – c) material is seen to migrate across

the phase diagram and by 18.42 Myrs there is a fraction of cold material settling

into the cold phase. This is reflective of the timescale of the TI and the formation

of the first clump. Following this we see the migration of more unstable material

into the cold phase, which manifests as an increase in the number of clumps and

mass in individual clumps. This behaviour continues throughout the cloud until

t ≈ 29 Myrs. Fig. 3.4(k) is when we start to observe the effects of the merging and

coalescence increasing the maximum density, with gravity keeping the structures

bound together. At t ≈ 32 Myrs (Fig. 3.4l), 95% of mass is now contained in the

cold phase with remaining material being warm and unstable, the gravitational

collapse of the whole cloud follows.

Two behaviours are important to note from the phase diagrams. The first is

the migration of the unstable material into the cold phase as seen in Fig. 3.4(a –
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c). This type of transition is the precise signature of the TI when viewed on a

pressure-density phase diagram. If a shock is introduced into a simulation prior

to this, and shocked gas cools into the unstable phase it is then susceptible to

the TI (e.g. Van Loo et al., 2010). If it consequently follows this trajectory,

one can conclude that the shock has successfully triggered the TI (e.g. Inoue

& Inutsuka, 2009, 2016). The second thing to note is that in isolation with no

other influences, the final state of the TI from this initial condition can produce

maximum cold densities of 100 cm−3. Gravity and cooling changes these slightly,

however the persistence of the mass distribution as seen in Fig. 3.4(h,i) represents

what can be considered the final established state of the TI. We briefly highlight

the spread of the distribution seen first to occur between Fig. 3.4(h/i). This is

partly due to the changing of the Riemann solver from Godunov to Kurganov-

Tadmor, which temporarily reduces the maximum density on the grid and diffuses

the sharply peaked density profiles of the clumps. The two-phase structure is not

strongly affected by this, however large deviations from this distribution means

the development of a different environment that may not closely resemble a two-

phase medium. The existence and deviations of such behaviour are some of the

things examined in our shock-cloud interactions, which we now turn to.

3.3.2 Scenario 2 - 12Shock

3.3.2.1 Dynamics and Morphology

The evolution of the cloud in the 12Shock scenario is illustrated with density

slices in the x – y (z = 0) plane in Fig. 3.5.

Immediately prior to introducing the shock, the cloud has not experienced

any significant changes. It has not yet contracted, its density, pressure and tem-

perature are almost uniform and almost all of the gas is in the thermally unstable

phase where it would have remained for another 4 Myrs if undisturbed (as seen
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Figure 3.5: Slices through z = 0 of model 12Shock evolving over a period of 5.16
Myrs taken every 0.74 Myrs. The logarithm of the number density is shown
with a separate colour scale for panels a-d and e-h. The time shown first is the
time elapsed since shock introduction, t - t shock (t shock = 11.78 Myrs), and the time
shown in brackets is the time since t = 0.
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in Fig. 3.4a). Initially, therefore, the behaviour has characteristics common to

the shock-cloud interactions seen in many works and can be effectively described

as having a constant density contrast of 500 and an analytical cloud crushing

timescale t cc≈ 4.6 Myrs. Note that while the transmitted shock cools and there-

fore slows down, it is seen to converge in the cloud centre prior to the snapshot

at 5.16 Myrs (Fig. 3.5h), which is of the order of the analytically calculated value

of t cc.

The external shock has a velocity of 240 km s−1 and crosses the cloud in

less than 0.45 Myrs. During the passage of the external shock, a bow wave

is reflected back into the external medium and a shock is transmitted into the

cloud. In this scenario, t cc/t sc ∼ 10 so the transmitted shock propagates much

slower than the external shock. The external shock is diffracted as it sweeps

over the cloud causing it to lose strength. Swept up material is therefore raised

to a lower pressure. This results in a weaker transmitted shock further down

the cloud which can be seen in the decrease of the initial density jump on the

sides in Fig. 3.5(b) when compared to the initial density jump on the front face

of the cloud in Fig. 3.5(a). Consequently, the cloud size is mainly reduced in the

direction parallel to the distant upstream flow velocity. The ram pressure of the

external flow accelerates this process. When the external shock converges on the

symmetry axis behind the cloud, a strong pressure increase occurs which drives

a shock into the back of the cloud. The consequences of this are seen after 1.5

Myrs in Fig. 3.5(c) where the transmitted shock is clearly visible within the entire

cloud with higher densities at the back and front when compared to the sides.

This results in a cloud that is increasingly oblate.

At the front of the cloud, the transmitted post-shock gas cools on the order

of a cooling timescale (t cool≈ 1.5 Myr) forming a dense shell near the cloud in-

terface. As the shell’s internal energy is radiated away, its pressure drops and so
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it is further compressed making it susceptible to various dynamical instabilities.

For example, the acceleration of the cloud by the post-shock gas triggers the

Rayleigh-Taylor (RT) and Kelvin-Helmholtz (KH) instabilities. The RT instabil-

ity in general arises as a consequences of pressure and density differences between

colliding flows or within static stratified media, and hence here is most disruptive

on the front face of the cloud. At 2.21 Myrs (Fig. 3.5d), regions in the shell are

seen to accelerate at different rates resulting in larger, more distinct perturba-

tions. These grow to resemble RT “fingers” which distort the shell and make it

susceptible to more unstable behaviour. Between 3 – 4 Myrs (Fig. 3.5e – f) these

distortions have grown so large that the instability now resembles the Vishniac

instability (Vishniac, 1983; Michaut et al., 2012), strikingly similar to what was

witnessed by Pittard et al. (2003) in an expanding SNR in an AGN environment.

The KH instability is most disruptive in regions with large velocity shear,

which in this work is on the edges of the cloud. Where there is shear, small

scale perturbations are amplified to lateral and vertical motions that form locally

circulating eddies that disrupt the cloud. At the rear of the cloud, the velocity

shear results in the formation of a powerful poloidal flow with a low pressure core,

which redirects the external stream adjacent to the cloud towards the back of the

cloud. This results in a vortex ring with a complex velocity field that traps hot

circulating low density gas and induces strong turbulent motions causing mixing

of cloud and ambient material. This flow warps the outer edges of the rear-

facing shell and amplifies the compression of the already convergent flow. This

strongly affects the morphology of the shell which in the density slices is seen as

a winged-like structure with a protruding needle at the centre, where the flow

is most focused. The growth of this structure is seen most clearly in Fig. 3.5(e –

h) where the strong pressure jump and converging flow induces velocities of up

to 13 km s−1 in the needle, forcing it to grow in contrary motion to the 1.8
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Figure 3.6: Top panels: Phase diagrams for model 12Shock over a period of 5.16
Myrs taken every 1.48 Myrs. Bottom panels: Phase diagrams for the correspond-
ing snapshots in model NoShock. Logarithmic mass-weighted mass fractions are
shown. The first time shown corresponds to elapsed time since shock introduc-
tion, t - t shock (t shock = 11.78 Myrs), and the time in brackets is since t = 0. The
corresponding density slices in Fig. 3.5 (Fig. 3.3 where applicable) are referenced
in the square brackets. Isotherms delineating the hot (10 000 K < T), warm
(5000 K <T< 10 000 K), unstable (160 K <T< 5000 K) and cold (T < 160 K)
regimes are shown.

km s−1 motion of the centre of mass of the cloud. This is also faster than the

transmitted shock velocity of 10.6 km s−1 and while not apparent in the colour

scale used here, the needle overshoots the transmitted shock by Fig. 3.5(g). By

Fig. 3.5(h) the cloud appears hemispheric with a curved front and a flattened

back. The exterior contains multiple clumps and dense structures with a needle

like protrusion nested at the rear. The base of the needle contains a high density

core with n = 1.51×103 cm−3.

3.3.2.2 Phase evolution

The evolution of the mass weighted pressure-density distributions are shown in

Fig. 3.6. Panels (a – d) show the distributions for the 12Shock scenario which

are contrasted against the distributions of the NoShock scenario in panels (e – h)
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for the same instances in time. The rich complexity of the interaction is indeed

reflected in the plots. Initially gas is seen to be shocked off the equilibrium curve

increasing the amount of warm gas in the cloud. The full range of compression is

captured, reflecting the variation of the strength of the transmitted shock across

the cloud. The peak of the compression corresponds to regions in the front of the

cloud where the transmitted shock is the strongest and gas cools the fastest. This

gas loses much of its internal energy and thus is susceptible to further compression.

This causes a significant fraction of unstable material to transition to the cold

regime.

One focus of this work is to examine the interplay between the shock-dominated

effects and the TI. In this scenario, two things are important to highlight. When

the shock is first transmitted, it compresses the material such that it begins

to cool rapidly. This results in rapid compression and material is seen to com-

pletely pass through the unstable regime. During this transition, it is not actually

evolving due to the TI but radiative cooling. As mentioned in Section 3.1, the

trajectory of the TI across the equilibrium curve is very distinct and evolves al-

most isobarically, which is not the case in this simulation. There does appear to

be a possibility of re-triggering the TI, with some shocked gas transitioning, or

remaining close to the unstable equilibrium curve. If this material was to settle in

the unstable phase, it would again become subject to the TI. However following

the convergence of the transmitted shock at the centre of the cloud on the cloud

crushing timescale (Fig. 3.5f – h), all gas in the unstable phase gets shocked out of

equilibrium. This gas is found where the transmitted shock was the weakest on

the edges of the cloud. Therefore a weaker shock and a delayed cloud crushing

would aid the development of the TI. A weaker shock could be achieved if the

initial Mach number is lower, or if magnetic fields are present (e.g. Van Loo et al.,

2010). A larger cloud like that of WFP19 would delay cloud-crushing. The most
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effective shocks in triggering the thermal instability are those where the density

of the final state is on the unstable part of the equilibrium curve. For an initial

upstream density of n = 0.1 cm−3, Falle et al. (2020) show the path of an oblique

MHD fast shock in their fig. 7 which achieves precisely this. See also discussion

in their section 3.3 and further examples of such shocks in their table 1.

Densities greater than 1000 cm−3 are seen 4.42 Myrs into the evolution of

12Shock. Contrasting this with the values seen in NoShock, densities greater

than 1000 cm−3 are first seen ∼ 28 Myrs into the evolution and ∼ 15 Myrs later

than in the 12Shock scenario. Note that since the state of the cloud in model

NoShock is effectively the same over the first 15 Myrs of evolution, introducing

a shock at any time during this period will result in the same interaction as

12Shock. This means that densities of ∼ 1000 cm−3 could have been witnessed as

much as 25 Myrs prior to what is seen in the NoShock scenario had we decided to

introduce the shock at t = 0, for example. This long period of quiescence means

that the likelihood of this type of interaction taking place in the ISM is therefore

relatively high. In this scenario, the TI does not play as much of a role as the

shock and gravity do. However, the cooling processes responsible for the TI are

fundamental in this interaction.

3.3.2.3 Local and global collapse of 12Shock

We now discuss the state of the clumps that have formed in the context of star

formation, compare this to what we see in the unshocked scenario NoShock, and

present evidence for local gravitational collapse. The evolution presented in the

previous section ran to its resolution limit and to study any further evolution

would require additional levels of AMR. WFP19 performed higher resolution

simulations of a smaller portion of a larger cloud, one of which was focused

on the gravitational collapse of an individual clump. This clump witnessed a
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Figure 3.7: Shown are snapshots of a collapsing clump in the 12Shock scenario
at t = 6.45 Myrs. The slice is through the region of maximum density (z = 0.22
pc). Shown are (a) density, (b) pressure and (c) gravitational potential. Panel
(d) shows magnitude of velocity. Velocity vectors are shown only for gas in the
cold (T< 160 K) regime scaled to v = 10.84 km s−1, the highest velocity in the
region constrained by the temperature. Panel (e) shows a region zoomed in on
the collapsing core with velocity vectors in the frame of the clump for the coldest
(T< 50 K) regions showing a converging velocity field. Velocity vectors are scaled
by the largest velocity in this region which is v = 6.12 km s−1. Panels (f – k) show
the density evolution up to that point.
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rise of density and pressure by two orders of magnitude in ∼ 105 years. To

track the entirety of this behaviour in our shocked clouds, would require at least

an additional 4 levels of AMR to increase the resolution from ∆x = 0.29 pc to

∆x = 0.018 pc as was done to capture the final collapse in WFP19. This would

be extremely computationally intensive, so we choose to only add a single extra

level of AMR and evolve slightly further. To discuss the differences between the

structures that form, we follow the definitions summarised in table 1 of Bergin &

Tafalla (2007) unless stated otherwise.

Prior to a cloud-crushing timescale of t cc≈ 4.6 Myrs, the cloud has formed

a hemispheric, turbulent-like exterior which at the front face of the cloud frag-

ments into structures that experience a density increase from n = 1.1 cm−3 to ∼

200 – 1000 cm−3. In terms of mean density, size and velocity extent, these have

properties typical of Bergin & Tafalla clouds. They do however fall on the lower

end of the range of cloud sizes, with most structures having radii of ∼ 1 – 4 pc,

which falls closer to Bergin & Tafalla clumps. Their temperatures, crossing times

and masses also agree with this definition. The larger clumps contain various

substructures and appear to be coalescing with their neighbours. However their

densities fail to grow much further beyond 1000 cm−3 and the clumps are not

seen to collapse under gravity.

At 6.63 Myrs we find densities greater than 104 cm−3 and turn our attention

to the structures containing them. The origin of these structures is witnessed

earlier of course, as they are located at the base of the protrusion shown in

Fig. 3.5(f). In terms of sizes, masses and velocities, these structures continue

to have properties that can be characterised as clumps. They now also fit the

clump category according to their mean density, although the highest densities

suggest that they are evolving into cores. In Fig. 3.7 we show a snapshot of two

of the clumps at this instance in time, 1.3 Myrs of evolution after Fig. 3.5(h).

74



3.3 Results and discussion

Evolution of this region up to this point is shown in Fig. 3.7 panels (f – k). The

slices presented are through the plane z = 0.22 pc which cut through the location

of maximum density which is n = 1.34 × 104 cm−3 in the final snapshot; it is

marked with a star on the velocity plot in Fig. 3.7(d). We zoom in on this region

in the temperature plot in Fig. 3.7(e) and show locally converging velocity vectors

in the frame of the collapsing clump. Note that velocity vectors in Fig. 3.7(d) are

shown for cold material (T< 160 K), whilst in Fig. 3.7(e) we only show them for

the coldest (T< 50 K) regions.

From the evolution snapshots in Fig. 3.7(e – j), we see that the clumps are

contained within the protrusion-like structure which is moving upstream at ∼ 8

km s−1 against the 90 km s−1 post shock flow. One clump follows the motion of

the needle and is seen to develop a local potential minimum. The second clump

remains confined at the base of the potential well, but is accelerated upstream by

the converging flow along with the material at the back and sides of the cloud.

Its center of mass has a velocity of 6.4 km s−1 and its internal velocity dispersion

is ∼ 1.4 km s−1. At the front of the protrusion, a bow shock has formed which

punctures through the front shell in Fig. 3.7(k) and disrupts structures contained

in the shell. While we notice regions get compressed and become over-pressured,

on these timescales and at this resolution, this interaction does not cause any

structures in the shell to collapse.

We focus therefore on the fastest collapsing clump marked by the star. Williams

et al. (1995) found that in the Rosette Molecular Cloud, CO traced clumps have

an average H2 number density of n ≈ 220 cm−3, excitation temperatures T < 20 K

and thermal gas pressures P/k ≈ 2500 K cm−3. For our analysis we therefore iso-

late a spherical region centered on the maximum density with a radius set by

inspection, and only trace material for n > 220 cm−3, P/k > 2500 K cm−3 and T

< 20 K. For the clump under consideration, our radius of choice is 0.75 pc, which
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traces slightly over the total volume of the clump, and the other constraints en-

sure that effectively only molecular material is considered. We note that due

to the low resolution, the location of the potential minimum, maximum density

and the centre of mass of the core are all displaced by only a few cells, thus a

decision to use any of them as the centre around which to define our region would

effectively yield identical results.

We find that the clump contains ∼ 140 M� of material and has a mean

density of n ≈ 2.8 × 103 cm−3. It has central temperatures of ∼ 12 K and is over-

pressurised with respect to the surroundings by almost 2 orders of magnitude.

In the frame of reference of the clump, the surrounding velocities are converging

and an energy analysis reveals it to be Jeans unstable (|Egrav|> 2E therm) and

gravitationally bound (Egrav + Ekin + Etherm < 0). The density threshold for

star particle creation as set by Truelove criterion is 1.1× 104 cm−3. As this has

been exceeded and the usual tests for star particle algorithms have been passed

(e.g. Federrath et al., 2010), the clump could now have been converted to a star.

Since densities typical of molecular clouds were seen ∼ 2 Myrs into the simu-

lation, we conclude that the lifetime of our starless cloud, and therefore timescale

for star formation, determined by the first signs of gravitational collapse is ∼ 3 – 5

Myrs. The application of a robust star particle algorithm to fully determine the

star formation rates and efficiencies, and to study the feedback of those stars into

these clouds, will be left for future work.

3.3.3 Scenario 3 - 24Shock

3.3.3.1 Dynamics and Morphology

The evolution of the cloud in the 24Shock scenario is illustrated with density

slices in the x – y (z = 0) plane in Fig. 3.8(a – h). Contrasted against the entirety

of NoShock we show the maximum density in Fig. 3.10(a) and the fractions of
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Figure 3.8: Shown are slices through the x – y (z = 0) plane of model 24Shock
evolving over a period of 5.16 Myrs taken every 0.74 Myrs. The logarithm of
the number density is shown with a separate colour scale for panels a – d and
e – h. The time shown first is the time elapsed since shock introduction, t - t shock

(t shock = 23.58 Myrs), and the time shown in brackets is the time since t = 0.
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material in the different regimes in Fig. 3.10(b) where the numbers account for

both equilibrium and out of equilibrium material. In this scenario the cloud has

been allowed to evolve undisturbed for 23.58 Myrs. Over this period it has formed

a two-phase medium due to the effects of the TI, namely a complex of cold and

dense clumps embedded in a warm diffuse inter-clump gas, which is itself embed-

ded in a hot rarefied medium. The nature of the interaction is very different to

12Shock. Now each dense clump acts like its own individual cloud, effectively re-

sulting in multiple shock-cloud interactions. The global interaction is dominated

by the sum of these. This means that the global evolution deviates strongly from

a typical shock cloud interaction as the transmitted shock is distorted by the

clumps and the development of the Vishniac, RT and KH instabilities are sup-

pressed. These instabilities would likely be present on the individual clumps but

they are not adequately resolved in these simulations.

In Fig. 3.8(a) the shock has swept over most the cloud and a transmitted

shock is faintly seen. As there are no clumps exactly on the edges of the cloud

(i.e all clumps are surrounded by an envelope of warm gas) the shock that they

initially interact with is not the external shock, but the transmitted inter-clump

shock. The interactions are different from clump to clump, as the transmitted

shock enters regions of varying density and density contrasts between the clump

and interclump gas. The subsequent structure of the shock is then affected, as it

loses energy as it propagates through the cloud and is distorted by the previous

clumps it interacts with.

The cloud experiences considerable disruption much earlier than the one in

12Shock. As the cloud is more porous, the shock moves more rapidly through

the low density inter-clump material and accelerates the clumps as it does. The

denser clumps are more resistant and are accelerated more slowly. As a result,

they get left behind and become entrained in the low density external flow. The
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shocked inter-clump material cools and forms a dense shell, with dense hubs

occupied by the pre-existing clumps. Some clumps are seen to break off as early

as ∼ 1.5 Myrs (Fig. 3.8c) and become entrained in the external flow. Inner clumps

then become entrained in the shocked inter-clump flow, and all embedded clumps

form elongated tails that are directed radially inward. The tails of the clumps

inside the cloud become exaggerated when the external flow channels the lower

density inter-clump material further into the cloud, exposing more inner clumps

to the external flow.

As clumps are accelerated less than the inter-clump gas, channels form from

all sides of the cloud which play an increasingly important role in redirecting

the external flow. Since the inter-clump gas is less resistant to the flow, and

the initial cloud is smaller than 12Shock at shock introduction, the shock can

propagate faster through the cloud than in the 12Shock scenario. As a result,

the cloud-crushing timescale is shorter, and the transmitted shock converges at

the centre of the cloud ∼ 3.7 Myrs into the interaction (Fig. 3.8f). Overall this

results in turbulent-like dynamics. However, there is still large-scale order to the

flow.

Flow meeting the cloud at the sides now gets redirected upstream and meets

the flow coming in from the rear. This flow is better able to accelerate the

high density clumps with some accelerating directly along a collision path. Such

collisions result in the formation of an over-dense region in Fig. 3.8(g) which

becomes the location of the highest density in the cloud. This region continues

to gain bulk momentum and in Fig. 3.8(h) it is seen to be confined to a clump

at the centre of the cloud. Densities in excess of ∼ 3000 cm−3 are now located in

this clump meaning that gravity is taking over its evolution.
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Figure 3.9: (a – d): Phase diagrams for model 24Shock over a period of 5.16
Myrs taken every 1.48 Myrs. (e – h): Phase diagrams for the corresponding snap-
shots in model NoShock. Logarithmic mass-weighted mass fraction are shown.
The first time shown corresponds to elapsed time since shock introduction, t -
t shock (t shock = 23.58 Myrs), and the time in brackets is since t = 0. The corre-
sponding density slices in Fig. 3.8 (/3.3) are referenced in the square brackets.
Isotherms delineating the hot (T> 10 000 K), warm (5000 K<T< 10 000 K), un-
stable (160 K<T< 5000 K) and cold regimes (T< 160 K) are shown.
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3.3.3.2 Phase evolution

Fig. 3.9 shows the evolution of the mass weighted pressure-density distributions,

where panels (a – d) show the distributions for the 24Shock scenario and (e – h)

for the NoShock scenario for the same instances in time. From Fig. 3.9(a) the first

thing to note is that material with densities n ≈ 1.1 cm−3 respond the strongest to

the introduction of the shock. This corresponds to the shocking of the interclump

material, and the distribution reflects the full range of compression it initially

experiences. When out of equilibrium, the material subsequently behaves very

similarly to the 12Shock scenario as it migrates from the unstable regime to the

cold phase. This reflects the formation of the interclump shell that connects the

outermost clumps. Compared to 12Shock, shocked material is much more widely

distributed within the regimes, with most of it out of equilibrium and cooling

to the cold phase. This distribution of material is aided by the shocking of the

thermally unstable layers on the edges of clumps, which significantly disrupts

the distribution of the characteristic two-phase medium seen to prevail in the

NoShock scenario.

By 3.68 Myrs (Fig. 3.9c), this distribution has disappeared completely due

to the transmitted shock converging at the centre of the cloud, and almost all

material is out of equilibrium and cooling into the cold phase. By Fig. 3.9(d),

most of the material is concentrated in the cold phase and the maximum density

is approaching n = 104 cm−3 reflecting the gravity dominated evolution resulting

from the collision of structures near the rear of the cloud.

3.3.3.3 Local and global collapse of 24Shock

The maximum density in the cloud at the time of shock introduction is n = 332

cm−3. The free-fall collapse timescale for this value is ∼ 2.6 Myrs. Local struc-

tures do eventually collapse, though on a longer timescale of ∼ 5 Myrs. Note
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Figure 3.10: Shown are snapshots of a collapsing clump in the 24Shock sce-
nario shown at t - t shock = 6.63 Myrs (t shock = 23.58 Myrs). The slice is through
the region of maximum density (z = -0.77 pc). Shown are (a) the density, (b)
pressure, (c) gravitational potential. Panel (d) shows the magnitude of velocity
with velocity vectors for gas in the cold (T < 160 K) regime scaled by v = 10.31
km s−1, the highest velocity in the highlighted regions. Panel (e) zooms in on
the collapsing core and shows velocity vectors in the frame of the clump for the
coldest (T < 50 K) regions. The vectors are scaled by v = 8.52 km s−1 and show
a converging velocity field. Panels (f – k) show the density evolution up to that
point.
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that similar behaviour was seen in WPFVL16 and WPF19, where an extended

period of ∼ 15 Myrs was seen prior to any collapse, in spite of a free-fall time of

∼ 5 Myrs for n = 100 cm−3.

From the last snapshot shown in Fig. 3.8(h), we continue the simulations with

an additional 2 levels of AMR for a further 1.5 Myrs. Fig. 3.10 shows the final

snapshot at 6.63 Myrs where the slices are through the z = -0.77 pc plane and

cuts through the fastest collapsing object marked by a star on the velocity and

temperature plot in panels (d) and (e) respectively. Velocity vectors and the

density evolution are shown as in Section 3.2.3. There continues to be a strong

asymmetry between the momentum transferred from the front of the cloud when

compared to the back and sides. Flow meeting the cloud at the sides is re-directed

towards the centre by pre-existing structures where it picks up an upstream ve-

locity component due to the interaction with the converging flow originating from

the rear.

We again analyse the fastest collapsing clump, which is located slightly off

the central plane at the head of the most protruding structure in the cloud. We

analyse material using the same criteria as in Section 3.2.3 and find that the object

contains 160 M� of material with a mean density of 1.47× 104 cm−3. It has bulk

velocities ∼ 4 km s−3 in the ambient frame and an internal velocity dispersion of ∼

1.38 km s−1. Fig. 3.10(b) shows that it contains pressures in excess of 105 K cm−3

which are ∼ 1.5 orders of magnitude greater than the surroundings. With a

developed local potential minimum and temperatures below 15 K, this shows clear

evidence of gravitational collapse. An energy analysis additionally reveals it to

be Jeans unstable (|Egrav|> 2E therm) and gravitationally bound (Egrav + Ekin +

Etherm < 0). The density threshold for star particle creation as set by Truelove

criterion in the cell with the highest density is 3.48× 104 cm−3 for this resolution.

The maximum density in this object is n = 7.9×105 cm−3, and so this object
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satisfies star particle formation criteria.

The lifetime for this cloud prior to star formation is slightly longer than in

12Shock, as we are also considering the period that established the two-phase

medium due to the TI. Densities in excess of 220 cm−3 were seen ∼ 18 Myrs into

the NoShock model. Since the shock was introduced at ∼ 24 Myrs and collapse

happened 6 Myrs after that, the lifetime of the starless molecular cloud, and

therefore the timescale for star-formation, is ∼ 12 Myrs.

3.4 Conclusion

In this chapter we present a self-consistent model of the formation of a molecular

cloud out of a diffuse atomic medium evolving due to the thermal instability,

gravity, and shock impact. The interactions are studied in the small cloud regime,

such that the shock is planar and time-independent throughout the simulation.

Two different times are considered for the shock introduction: when the cloud

is in a “pre-TI” warm atomic state, and a “post-TI” state where cold and dense

clumps have formed. The cloud is subsequently evolved until the first instances of

local gravitational collapse are seen and during its evolution we study the relative

importance of the shock, thermal instability and gravity. We note the following

outcomes:

1. Both shock scenarios show early and sustained evidence of local gravita-

tional collapse, successfully demonstrating their capacity for star formation.

Local collapse was not seen in the unshocked clouds as in our NoShock sce-

nario or WPFVL16, though more massive clouds do show local collapse in

WFP19.

2. Introducing the shock whilst the cloud is atomic prevents the development of

the thermal instability. Gas is shocked into the thermally unstable regime,
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but cools directly to the cold phase.

3. Radiative post shock material cools to form a dense shell which fragments

due to dynamical instabilities. Some fragments eventually collapse due to

gravity.

4. While the transmitted shock can potentially trigger the thermal instability,

this is prevented because the post shock gas that cools back to the unstable

phase is repeatedly shocked on a cloud-crushing timescale. A shock inter-

acting with a much larger cloud, like that of WFP19, would be a better

candidate for witnessing shock triggered thermal instability.

5. Thermal instability formed clumps are important in determining the struc-

ture of the velocity field as external flows are directed via low density inter-

clump channels. Inspecting the velocity field visually shows it to appear

turbulent-like (see Chapter 5), with lots of un-ordered regions of flow. How-

ever, there is still some larger scale order to the flow as the majority of it is

directed through the channels to the centre of the cloud and back upstream

against the cloud drag.

6. When structure is already present in the cloud, the shock substantially

increases the probability of clump-clump interactions. These occurrences

are largely responsible for the first instances of gravitational collapse.

7. In our models the shocked molecular clouds remain starless for ∼ 5 Myrs in

the 12Shock scenario and ∼ 15 Myrs in the 24Shock scenario, thus reflecting

the possible lifetimes of molecular clouds prior to star formation.

In the next chapter, we perform similar studies to those in the current chapter,

however now consider the large cloud regime.
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Chapter 4

Supernova-cloud interactions in
the large cloud regime

The content of this chapter is in the in-press publication titled “Shocking inter-

actions of supernova remnants with atomic and molecular clouds - the interplay

between shocks, thermal instability and gravity in the large cloud regime” (Kupi-

las et al., 2022).

4.1 Introduction

In the previous chapter we looked at an extension of the 3D hydrodynamical sce-

narios in Wareing et al. (2016a, hereafter WPFVL16) by including a shock. The

simulations were set up as a plane-parallel shock-cloud system in the small cloud

regime, as commonly seen in the literature (e.g. Klein et al., 1994; Nakamura et al.,

2006; Van Loo et al., 2007; Pittard et al., 2009; Pittard, 2011; Kinoshita et al.,

2021). The relative importance of the TI, gravity and the shock impact was then

explored. Two shock-cloud scenarios were studied, consisting of a shock-cloud

interaction with a “pre-TI” warm atomic cloud, and a “post-TI” molecular cloud

consisting of cold and dense (T ∼ 50 – 160 K, n ∼ 100 – 1000 cm−3) clumps embed-

ded in a warm and diffuse (T ∼ 1000 K, n ≈ 0.8 cm−3) interclump gas. In both

cases, the constant impact due to the post-shock flow compressed the cloud sig-
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nificantly and accelerated the global gravitational collapse of the cloud. Evidence

of local gravitational collapse was seen also, occurring on a ∼ 5 Myr timescale in

both scenarios.

Positioning the shock source away from the cloud edge at Rc =∞ such that

upon impact it can be approximated as time-independent and planar is charac-

teristic of the small cloud regime (see Section 1.2.5.2). It is prudent therefore to

investigate what happens when the shock is time-dependent and has curvature,

such as characteristic of shocks in the large cloud regime. We do this here by

replacing the shock with a supernova explosion, so that condition r cl> 0.05Rc is

satisfied (equation 1.16). We have r cl≈ 50 pc and Rc = 50 (pre-TI) and 70 (post-

TI), placing our models firmly in the large cloud regime. To our knowledge, a

systematic comparison between the physical behaviour of an idealised shock-cloud

and supernova-cloud set-up has not yet been performed. In Section 4.2 we present

details of the model, the specific scenarios studied and the computational details.

In Section 4.3 we present our results, and we conclude our work in Section 4.4.

4.2 Methods

4.2.1 Numerical method

This work presents 3D hydrodynamical simulations of the interaction of a super-

nova remnant with a cloud in the large cloud regime, with the cloud initially evolv-

ing due to the thermal instability and gravity. The interactions are then compared

to their analogous planar shock-cloud scenarios in the small cloud regime and the

un-shocked scenario studied in Chapter 3. All calculations were performed using

the finite-volume adaptive mesh refinement (AMR) code mg (Falle, 1991, 2005;

Hubber et al., 2013). The code solves the Euler equations of hydrodynamics with

free boundary conditions, is second order in space and time, employs a hybrid

cooling function and treats gravity by solving the Poisson equation using the full-
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approximation multigrid technique. For the reader interested in the details of the

numerical scheme, they can be found in Falle (1991), WPFVL16 and Chapter

3. We note however that in Chapter 3 the simulations were initially ran with

the Godunov (GOD) Riemann solver (Godunov, 1959) until the gradients in the

domain were too high for the simulations to continue. At that point the solver

was switched to Kurganov-Tadmor (KT) (Kurganov & Tadmor, 2000). In the

current chapter, the KT solver is chosen from the beginning.

4.2.2 Model

In this chapter we adopt the same initial model as scenario 3 in WPFVL16 and

that in Chapter 3. Namely, 17 000 M� of diffuse material is initialised in a sphere

with radius r = 50 pc, which we refer to as the cloud (see figure 3.1 in Chapter

3). The cloud lies at the origin of a Cartesian domain with a numerical extent

of -3< xyz < 3. In our model a unit length corresponds to 50 pc, resulting in a

domain with 300 pc extent on each side. 8 levels of AMR are used, with the grid

fixed to maximum resolution within a sphere with radius r = 75 pc centered at

the origin to accurately capture the behaviour of the TI. The grid refines and de-

refines dynamically outside this region, with level 5 chosen as the minimum base

level. For the supernova scenarios, the region outside r = 75pc is then forced to be

resolved down to the 5th level to manage the computational cost associated with

the grid creating levels and cells as the remnant expands into regions that are of

no interest to the interaction. Note that for a fully refined grid, the maximum

number of grid cells would be 10243, however due to the AMR, . 10 per cent

of this is used. The maximum resolution on the finest grid is ∆x = 0.29 pc. A

discussion of the dependence of the thermal instability on the grid resolution and

our arguments as to why it is acceptably resolved in our simulations are presented

in the appendix of Chapter 3 and Wareing et al. (2021).
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The cloud is seeded on the grid scale with ± 10 per cent random density vari-

ations around ncl = 1.1 cm−3 in the thermally unstable phase. The pressure for

this is then Peq/k = 4800± 300 K cm−3. We note that we assume a mean parti-

cle mass of 2.0× 10−24 g. Just like in Chapter 3, all material in the domain is

initially quiescent and the cloud is embedded in a medium with a density con-

trast χ= 50 (χ= ncl/namb) setting the ambient medium namb = 0.022 cm−3. An

advected scalar α is set to 1 in the cloud and 0 everywhere else, and heating and

cooling is switched on only in regions where α> 0.9. The value of the scalar and

all the other fluid states transition monotonically between the cloud and ambient

values over an interface region with thickness of ∼ 5 cells. At the moment of

supernova/shock injection, the surroundings are remapped to have namb = 0.0022

and T amb = 2.19× 106 K (χ= 500) so that the energy source term can be switched

on in the whole domain whilst the surroundings remain adiabatic due to the large

cooling times of the order of t cool & 100 Myr at such temperatures.

4.2.2.1 Scenarios

Five scenarios are considered in this chapter: NoShock, S1, S2, SN1, SN2. The

first three, NoShock, S1 and S2 are effectively the cases presented in Chapter

3. For self-consistency, the data from Chapter 3 was not used and instead the

models were re-simulated using the KT solver for accurate comparisons to the

new SN1 and SN2 scenarios. Just like in Chapter 3, the NoShock scenario

follows the evolution of the initial cloud for a free-fall timescale of t ≈ 35 Myr

without any additional disturbances. S1 is then the 12Shock analog, where a

planar shock is introduced at 11.78 Myr into the evolution of NoShock. SN1 then

corresponds directly to S1, with the idealised planar shock being replaced by a

supernova explosion introduced at the exact same time. S2 is then the 24Shock

analog, however this time a shock is introduced at 26.5 Myr into the evolution

90



4.2 Methods

Table 4.1: Summary of all the scenarios studied in this chapter. The columns
show the scenario name, the source of impact onto the cloud, the distance from
the blast origin to the nearest cloud edge Rc, the Mach number (M ) of the
disturbance shock immediately upon impact, and the injection time (t inj) of the
disturbance. Scenarios NoShock, S1 and S2 are effectively NoShock, 12Shock
and 24Shock from Chapter 3 which have been re-simulated for this study for self-
consistent comparisons. Scenarios SN1 and SN2 introduce supernova explosions
at the same time as the shock in S1/S2.

Scenario Disturbance Rc [pc] M (impact) t inj [Myr]
NoShock None N/A N/A N/A
S1 Shock ∞ 1.5 11.78
SN1 Supernova 50 ≈ 7* 11.78
S2 Shock ∞ 1.5 26.5
SN2 Supernova 70 ≈ 7* 26.5

Due to a 10 M� and 1051 erg explosion located at the polar coordinate (r, θ) = (100 pc,
160◦) in the z = 0 plane. θ is measured from the positive x axis.

of NoShock instead of 24 Myr. The reason for this later injection time is due to

the KT solver being more diffusive than the GOD solver, causing the thermal

instability to take longer to trigger in the re-simulated NoShock scenario. This

causes the phase transition to occur ∼ 2 Myr later than in Chapter 3, and as such

we choose a later time for shock/supernova injection in the S2/SN2 scenarios.

For the S1 /S2 scenarios, an M = 1.5 shock is artificially imposed on the grid

and boundary cells lying within the post-shock region are fixed to the post-shock

values. The shock front is located at the polar coordinate of (r, θ) = (50 pc, 160◦)

in the z = 0 plane, placing the shock immediately on the cloud’s edge. The angle

is measured counterclockwise from the positive x -axis, and is chosen to minimise

the effects of the Quirk instability, or the so-called carbuncle phenomenon, that

can cause perturbations along the shock symmetry axis, with strongest pertur-

bation occurring when aligned with the grid (Quirk, 1997; Elling, 2009). If Rc

is the distance from the shock origin to the closest cloud edge, for our choice of

parameters, S1/S2 scenarios can be considered to have Rc = ∞, placing them
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Figure 4.1: Shown are snapshots of the z = 0 plane of the density logarithm of
(a): The cloud at injection time t inj = 11.78 Myr for SN1 /S1 scenarios and (b):
Cloud at injection time t inj = 26.5 Myr for SN2 /S2 scenarios. The location of the
explosion can be seen in both snapshots.
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in the small cloud regime as initially assummed.

For the SN1 /SN2 scenarios, a supernova is injected at the polar coordinate

of (r, θ) = (100 pc, 160◦) in the z = 0 plane on the grid located such that the

first impact on the cloud is felt at the same location as the first shock impact

in S1/S2. The injection volume is artificially refined to the highest AMR level

and subsequently chosen to fill a region with a radius of 5 cells, i.e. 1.5 pc, into

which 10 M� of mass and 1051 erg of thermal energy are injected over a 500 yr

period, roughly the time it would take for a remnant to expand to the injection

volume. Note that immediately upon impact, the forward shock of the supernova

remnant has M≈ 7. The clouds at 11.78 Myr and 26.5 Myr are shown in figure

4.1 where the region of supernova injection can also be seen. The condition

r cl> 0.05Rc (equation 1.16) must be satisfied for a system to qualify for the

large cloud regime. For SN1, Rc≈ 50 pc which gives 0.05Rc = 2.5 pc. As in this

scenario r cl = 50 pc, it places this model firmly in the large cloud regime. For

SN2, Rc≈ 70 pc as the evolution results in the cloud shrinking slightly due to the

formation of clumps and gravitational contraction, reducing r cl to a size of 30 pc.

Nevertheless, 0.05Rc evaluates to 3.5 pc, also placing this model firmly in the large

cloud regime. Thus our new models showcase interactions in two contrasting, and

very different regimes, with the large cloud regime showing a much more realistic

interaction. A summary of the model parameters are presented in Table 4.1.

4.3 Results

In this section we present our results. First, we present the SN1 scenario and

discuss the evolution outside the cloud, followed by a discussion of the internal

evolution. Secondly, we present the SN2 scenario by again looking at the external

and internal evolution separately.
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Figure 4.2: Shown are pressure logarithm plots in the z = 0 plane of the SN1
scenario. The cloud edge cannot be seen initially in panel (a) and is thus marked
by the white dashed line. The time in each panel corresponds to time since
supernova injection t - t inj, with t inj = 11.78 Myr. The final snapshot shows the
moment immediately prior to the primary shock moving off the grid, and at the
time the upstream flow around the cloud is being established.
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4.3.1 Interaction with atomic cloud - SN1

Throughout the discussion, comparisons are made to the planar shock scenario

S1, whose detailed evolution is presented in Chapter 3. In addition, where ap-

propriate, the NoShock scenario is referenced. The 5.16 Myr timescale, where we

choose to stop our analysis, corresponds to the time of the first S1 snapshot that

showed evidence of local gravitational collapse.

4.3.1.1 Dynamics outside the cloud

To illustrate the external dynamics we first show in figure 4.2 the pressure profile

of the domain in the z = 0 plane. The first 0.74 Myr are shown, as the most in-

teresting features in the ambient medium are seen during this timescale. Figure

4.2(a) shows a snapshot immediately post supernova injection. A spherical region

with a 50 pc radius centered at the origin contains 17 000 M� of material, whose

density is a factor χ= 500 greater than the surroundings with namb = 0.0022 cm−3.

A region with a radius r = 1.5 pc contains 10 M� and 1051 erg of thermal energy,

and as such is strongly over-pressured with respect to its surroundings, with in-

ternal pressures exceeding 1010 K cm−3, 7 orders of magnitude larger than the

ambient pressure of approximately 4800 K cm−3. A powerful explosion thus fol-

lows, accelerating stationary material to speeds exceeding 104 km s−1.

Before describing the interaction, we highlight a number of noticeable numer-

ical effects. Firstly, the cloud in Fig. 4.2(a) has a radius r = 50 pc, however only

a smaller spherical region with a radius r ≈ 25 pc can be seen. This corresponds

to where the internal pressure has dropped slightly due to the early action of

the thermal instability. This behaviour is expected and acceptable, however we

would expect to see the whole cloud behave this way. Instead what we see is a

numerical effect on the boundary resulting from how the source term was initially
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set up (i.e. switched off for regions where the scalar α< 0.9, with α= 1 inside

the cloud and α= 0 outside). Material below α< 0.9 does not cool, and as such

a gradient develops starting at the interface (where α= 0.9) from the value of

the ambient pressure (P/k ≈ 4800 K cm−3) to the lowest value of the cloud cen-

tre (P/k ≈ 4750 K cm−3), and accounts for why the full cloud is not visible in

panel (a). Where the edge actually is has been marked with a dashed white line.

Whilst this effect is noticeable, it accounts for a maximum of 1 per cent fractional

difference in the fluid variables, and does not affect the dynamics. Additionally,

an outwardly propagating expansion wave can also be seen at the far side of the

cloud, most clearly in panels (b) and (c). This results from the mapping of the

ambient medium from χ= 50 to χ= 500, and amounts to a fractional difference

in the fluid state of ∼ 5 per cent. Again, this has little effect on the dynamics

especially since these differences become overwhelmed by the supernova impact

shortly thereafter.

The impact with the cloud occurs ∼ 40 kyrs after explosion. At this point,

∼ 33 M� of material has been swept up, approximately 3× the mass of the ejecta,

and as such the profile immediately prior to impact is Sedov-Taylor-like. The

shock has a speed vs = 1087 km s−1 upon impact, and given a pre-shock sound

speed c = 160 km s−1, this amounts to an impact shock with Mach number M = vs/c≈ 7,

roughly a factor ∼ 4.5× stronger than the M = 1.5 planar shock in S1. A reverse

shock from the blast moves towards the epicentre with v rs = 450 km s−1, and a con-

tact discontinuity separates the forward and reverse shocks. Note that a purely

analytical Sedov-Taylor profile does not have these two features - it is assummed

that all waves have settled into a steady state such that a self-similar analytical

solution is appropriate. In our simulations the profile behind the forward shock

matches well with the analytical Sedov-Taylor profile.

The profile interacts with the cloud as the remnant passes over it, transmitting
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a shock into the cloud and reflecting a shock back into the ambient medium. The

reflected shock propagates towards the blast epicentre, and leaves behind a low

pressure void due to a trailing expansion. Meanwhile, the reverse shock from the

initial blast reflects at the epicentre, and as it propagates back outwards, interacts

with the cloud-reflected shock, generating an additional set of disturbances. This

shock subsequently approaches the cloud and causes a secondary impact. We

refer to the cloud edge where this impact occurs as the front of the cloud, the

first shock as the primary shock and the second shock as the secondary shock.

Fig. 4.2(b) shows a snapshot at 92 kyrs. The primary shock has passed almost

half of the cloud, and a clear distortion in its interior structure is seen in the region

that interacts with the reflected shock. The primary shock diffracts around the

cloud which further distorts its structure. A low pressure region ahead of the

cloud can be seen, which forms due to the expansion of gas behind the reflected

primary shock. The gas at the front of the cloud continues to expand during

the secondary shock approach, and as such there is a strong and sharp pressure

contrast between this region and its surroundings - as evident in Fig. 4.2(c) which

shows the moment preceding the secondary impact. By Fig. 4.2(d) the secondary

impact has occurred, resulting in turbulent eddies forming at the front of the

cloud and a set of reflected waves propagating towards the left x boundary. The

level of which this may seed turbulence is left to a future work. Both shocks

can now be seen sweeping over the cloud too, and the primary shock has nearly

converged at the rear.

By Fig. 4.2(e), the primary shock has converged and the secondary shock is

trailing close behind. As the primary shock converges, an interaction region is

generated with portions of the resulting waves propagating both downstream and

upstream, with the upstream waves interacting with the secondary shock as it

sweeps over the cloud. By Fig. 4.2(f) both shocks have passed over the cloud, and
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are now at the domain edge. The secondary shock has now also converged at the

rear, resulting in a secondary set of waves with both downstream and upstream

components. Around the edges of the cloud the upstream components generate a

flow which then itself converges at the front, exaggerating the compression from

the initial impact.

After Fig. 4.2(f), the ambient medium evolves due to existing pressure gradi-

ents and the remaining flows on the grid. The ambient pressure in panel (f) can

already be seen to be lower than most of the cloud’s edge, and this continues to

drop as the model evolves. The portions of the cloud that can respond to these

changes, i.e. those that have been shocked, gradually expand in an attempt to

balance the ambient pressures and the post-shock pressures in the cloud. This

is halted however at the front of the cloud due to the ram pressure impact of

the flow that converges there. Thus the outer envelope of the cloud expands ev-

erywhere but the front, resulting in a lobe-like morphology with the front being

pinched inwards.

As early as the first 1 Myr of evolution, considerable differences between the

SN1 and S1 scenario can be seen. Two main ones can be identified however which

exaggerate as the simulations evolve, and account for all of the differences seen

between our shock-cloud and supernova-cloud scenarios. Firstly, for an idealised,

infinitely extending planar shock, the flow behind it is continuously replenished,

resulting in disruption of the cloud throughout its entire evolution. Secondly,

after shock passage, the ambient pressure is relatively time-independent, i.e after

the medium is shocked and its pressures exceed that of the cloud, it stays that

way, and provides continuous compression. These two features are present in all

adiabatic, planar shock-cloud systems, and thus a more realistic model like ours

can usefully be contrasted against them.

The impact of this in our models can clearly be seen in the last snapshot at 5.16
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Figure 4.3: Shown are slices in the z = 0 plane showing the velocity (panels a and
c) and pressure (panels b and d) of SN1 (panels a and b) and S1 (panels c and
d) at t = 5.16 Myrs - the final snapshot presented in this work and the timescale
at which the S1 scenario witnessed local gravitational collapse.
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Myrs in figure 4.3 which shows the pressure and velocity field in the z = 0 plane.

In Fig. 4.3b the ambient thermal pressure can be seen to have decreased down to

∼ 4000 K cm−3, approximately 80 % of its original value of 4800 K cm−3. The final

S1 pressure in comparison is ∼ 104 K cm−3, a factor of 2.5 larger than the final

SN1 pressure, and has not dropped since the initial shock passage. The velocity

difference is even larger, with impact amplitudes on the order of 10 km s−1 in SN1

(Fig. 4.3a) and 100 km s−1 in S1 (Fig. 4.3c), resulting in ram pressure impact that

is ∼ 100 times greater (ρ|u|2|S1/ρ|u|2|SN1, |u|2 =u2
x + u2

y + u2
z) in S1 than in SN1.

Thus in aggregate, the supernova has a profoundly weaker compressive effect on

the cloud, and is mainly responsible for creating external conditions that couple

strongly to the cloud behaviour and result in cloud expansion.

We note that it is not entirely clear to what extent boundary effects impact

the ambient evolution. Many waves are expected due to back and forth reflec-

tions within the remnant (e.g. Cioffi et al., 1988). As seen in Fig. 4.2, the shocks

move off the grid soon after 0.75 Myrs and so these reflections cannot occur.

We would not however expect the fluid state to be significantly altered by their

presence, and 1D spherically symmetric tests of supernova explosions with equiv-

alent parameters as our models suggest this to be true. In fact, in our 1D tests,

once the reverse shock reflects at the blast epicentre, it is unable to catch up to

the forward shock to reflect backwards once more. An additional concern is the

26 km s−1 flows near the left x boundary. Boundary effects are likely responsible

for these flows as they do not align with the spherical symmetry of the initial

blast. However as they are not near the cloud and flowing off the grid, we do not

expect them to affect the cloud. Finally, the internal pressure of any supernova

remnant drops as it expands. As we see such a pressure drop occur in our models,

we are confident that our simulations are representative of what would happen if

the whole remnant was captured until the latest times considered.
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4.3.1.2 Dynamics inside the cloud

To describe the evolution inside the cloud, we first show snapshots of the log-

arithm of the density through the z = 0 plane in figure 4.4. Additionally, in

Fig. 4.4(i – k) we respectively compare the maximum density, fractions of mate-

rial existing in warm (10 000>T > 5000 K), unstable (5000>T > 160 K) and cold

(T < 160 K) thermal regimes, and the energy partition between thermal and ki-

netic energies. Comparisons are drawn between the NoShock (black line), SN1

(red line) and the S1 scenarios. Here, only cloud material is traced, i.e. where

the passively advected scalar α> 0.9. Note that in our discussions, material lying

on the equilibrium curve is referred to as belonging to a phase (e.g. thermally

unstable phase). When talking about material within a temperature bracket (i.e.

all material, equilibrium + non-equilibrium), we refer to this as belonging to that

particular regime (e.g. thermally unstable regime).

The impact of the primary shock is felt strongest on the cloud front. As

the cloud and ambient medium are initially in pressure balance, the transmitted

shock has roughly equivalent strength in the cloud as it does in the surroundings,

resulting in an M≈ 7 shock (M = v s/c where v s≈ 50 km s−1 and c≈ 7 km s−1)

travelling into the cloud and thermalising a thin layer of material - as seen in

Fig. 4.4(a). Just like for a planar shock, the cloud causes the supernova shock

to diffract and reduce its strength, thus reducing the strength of the transmitted

shock. Its strength is weakened further as the remnant expansion itself slows

down, which is not an effect that occurs with a planar shock due to a continuously

driven flow. Thus when the primary shock reconnects at the rear, much of its

strength has been lost, with the convergence having little effect on amplifying the

shock impact. This is in stark contrast to the S1 scenario, where the strongest

compression was seen at the back of the cloud due to the converging flow.

By Fig. 4.4(b), the shock has travelled over the whole cloud and the transmit-
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Figure 4.4: Panels (a – h) show density slices in the z = 0 plane for the SN1 sce-
nario. The logarithm of the number density is shown, and the time on each
panel corresponds to the time elapsed since supernova injection t - t inj, where
t inj = 11.78 Myr. Panels (i), (j) and (k) respectively show the maximum density,
phase fractions and energy fractions in the cloud, showing data for SN1 (red
lines), S1 (blue lines) and NoShock (black lines) for direct comparison at equiva-
lent times. Panel (j) shows mass fractions in cold (T < 160 K, solid line), unstable
(160<T < 5000 K, dashed line) and warm (5000<T < 10 000 K, dot-dashed line)
regimes. Panel (k) shows the fractions of the thermal energy E thermal (solid line)
and kinetic energy E kinetic (dashed line) out of E tot = E thermal + E kinetic in the
cloud. Gravitational energy is ignored.

102



4.3 Results

ted shock is moving inwards from all sides. Where the impact was the strongest,

the thermalised state experiences an increase in cooling, causing the material to

be compressed by the surroundings as its temperature and pressure drops. This

effect is only evident at the front of the cloud, resulting in the formation of the

single cap-like structure that after 2 – 3 Myrs appears filament-like in the density

slices shown. The shape of this structure is distorted by the converging flow, and

the pinching of the front causes the structure to accelerate faster at the centre

than the sides. This is an effect more vividly seen after ∼ 3 Myrs (Fig. 4.4e) and

is exaggerated by the expansion of the surrounding envelope. The remaining

evolution is gradual, where the cloud continues to expand and the cold structure

continues to be distorted by the converging flow. The shock inside the cloud con-

tinues to slow down, and by Fig. 4.4(h) it has still not converged at the centre,

in contrast to S1 which saw the cloud shock converge on this timescale.

Many significant differences between the S1 and SN1 scenarios can be iden-

tified and can all be explained by this fact that the continuously replenished flow

in S1 provides constant ram pressure impact and constant thermal compression,

and the remnant does not. Because of this, in S1 the period between 1 – 4 Myrs

saw the formation of a cold thin shell spanning most of the cloud’s edge which

was continuously impacted by the incident flow. This flow distorted the shell,

triggering Rayleigh-Taylor and Vishniac instabilities at the front, with the sides

being distorted by the Kelvin-Helmholtz instability. Where the flow converged at

the rear, the shell became winged-like, with a protruding needle forming in the

centre that was subsequently accelerated against the motion of the cloud. The

surrounding flow maintained high thermal pressures, and in combination with the

strong ram pressure, the cloud was continuously compressed to create conditions

where gravity could take over, and collapse individual structures. Whereas here,

instead of a cold thin shell forming around the edges, the only cold region is found
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in the small layer at the front. This forms due to an instantaneous impact with

no subsequent continuous flow. As such, the ram pressure is smaller by a factor

of ∼ 100 and thermal pressure by a factor of ∼ 2.5 (see Section 4.3.1.1). None of

the hydrodynamical instabilities present in S1 are triggered, and the continuous

drop in pressure means that the cloud expands rather than contracts. The only

other source of compression - the secondary shock, has no effect on the material

in the cold layer and only somewhat affects the warm material at the interface.

We do not expect to see star formation take place on the same timescales as

S1. The stronger and more instantaneous impact of the supernova can be seen

in the maximum density (Fig. 4.4i), subsequently followed by a rapid decline in

the next 200 kyrs. The phase and energy fractions (Fig. 4.4j,k) also show this

behaviour, with the kinetic energy specifically showing a rapid decay akin to that

observed in the studies of Seifried et al. (2018). S1 overshoots SN1 in the kinetic

energy after ∼ 300 kyrs, maximum density after ∼ 1 Myr, and cold mass fraction

after ∼ 2 Myr. The sustained compression and acceleration of material in the S1

scenario subsequently results in the steady increase of these properties, with the

final maximum density growing to values of ∼ 104 cm−3, 2 orders of magnitude

higher than SN1. At n = 104 cm−3, gravity is dominating, and since 70 per cent of

the S1 material is in the cold regime (Fig. 4.4j), the probability of star formation

is high. Indeed our results in Chapter 3 showed evidence of local gravitational

collapse. At a maximum n = 100 cm−3 however and with less than 5 per cent

of material in the cold regime, clearly in SN1 the conditions for self-gravity to

dominate and cause local gravitational collapse are not created. We note however

that the cold mass fraction does appear to increase in Fig. 4.4(j) (although the

maximum density decreases) suggesting that the structure is not in the final stage

of formation.
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Figure 4.5: Panels (a – l) show the mass distribution of cloud material repre-
sented in pressure-density space for the SN1 scenario. Isotherms differentiating
the hot (T > 10 000 K), warm (10 000>T > 5000 K), unstable (5000>T > 160 K)
and cold (T < 160 K) thermal regimes are shown on each panel. Presented is a
period of 2.95 Myrs from t inj = 11.78 Myrs, after which material settles into a rel-
atively steady state where the cold material evolves primarily due to gravity, and
the warm envelope expands into the surroundings.

4.3.1.3 Formation of cold material

Figure 4.5 shows the mass distribution of cloud material in pressure-density space,

along with the equilibrium curve and isotherms for the hot (T > 10 000 K), warm

(10 000>T > 5000 K), unstable (5000>T > 160 K) and cold (T < 160 K) thermal

regimes. Note that the data shown is only for material where the advected scalar

α> 0.9, i.e. cloud material.

Panel (a) shows the moment before any impact. Note that the remapped

material exists where α< 0.9, and as such it is not seen in the panel. Panel (b)

clearly shows the compression of cloud gas due to the transmitted shock, and the

heating of unstable material to the warm regime. The low-pressure, low-density
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gas that results from the reflection of the primary shock has now mixed with the

cloud and is traced by the scalar α, and thus can be seen to exist in the hot

regime. In panel (c), a clear rise in pressure and density can be seen with this

material, which is an effect that can be credited to the impact of the secondary

shock. In the warm regime, a drop in density and a broader pressure distribution

can also be seen as material begins to cool towards thermal equilibrium, a pattern

that continues in panels (d) and (e).

What is most striking is the behaviour of the gas over the next 1.5 Myr. In the

S1 scenario, post-shock gas is seen to cool from the warm regime directly to the

cold phase, completely passing the unstable phase. Here we instead see material

cool from the warm regime back to the unstable phase, and then migrate towards

the cold phase from the unstable phase - in a fashion that resembles action of

the thermal instability. This is exactly what was seen in the NoShock scenario

presented in Chapter 3 (in particular fig 3.3(a – e)). In NoShock, the thermal

instability formed cold and dense clumps embedded in warm intercloud gas. We

would therefore expect to see such structures form here, which indeed appears

to be the case. What looks like a filament in the density slices shown in figure

4.4(c – h) is in fact a cross-section through a broader cap-like structure, with what

looks like clumps embedded in a diffuse warm envelope, features better seen in

projection.

In Fig. 4.6 we show column density projections at t = 5.16 Myr. Two lines-

of-sight (LOS) are considered, with the image in panel (a) being a projection

perpendicular to the z = 0 plane (LOS shown in panel b), and (b) being along

the axis of symmetry as determined by the blast (LOS shown in panel a). Here,

the length of the lines represent the projection depth, such that only material

within the volume as defined by the depth is projected. The axes of the resul-

tant projections are subsequently shown in the centre of mass frame of the cold
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Figure 4.6: Shown are logarithm plots of column density projections along two
lines of sight for the SN1 scenario. The dashed line in panel (a) corresponds to
the line of sight for panel (b), and vice versa in panel (b). The length of each
line corresponds to the projection depth. Note that the axes in the image do not
correspond to the original axes of the simulation, and instead form the axes of the
projected image centered on the centre of mass of the cold structure (T < 160 K).
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material.

In a projection perpendicular to the x – y plane (Fig. 4.6a) the singular filamentary-

like identity seen in Fig. 4.4 is mostly lost, and the projection reflects a mor-

phology consistent with a conic, cap-like structure that has been shaped by the

convergent flow. In the projection shown in Fig. 4.6(b) we see that the filamen-

tary identity is completely lost and within the surface there appears to be a

small complex of clumps separated by distances typical of structures created by

the thermal instability (∼ 3 – 5 pc, see WPFVL16 and Chapter 3). The clumps

themselves have average densities n ≈ 80 cm−3, temperatures T ≈ 30 – 50 K and

sizes r ≈ 1 – 2 pc. We thus see that the supernova shock has triggered accelerated

thermal evolution in the localised area of the ‘front’ of the cloud, closest to the

supernova, and on realistic timescales formed the TI-driven structure expected

from such a phase transition (e.g. see Falle et al., 2020). As mentioned, the

cold mass fraction is gradually increasing, suggesting that these clumps are not

in their final stages of formation, however no star formation is observed. We

note that the fragmentation of such post-shock layers has been documented in

the literature (e.g. Whitworth et al., 1994; ?; ?; Dinnbier et al., 2017), providing

more detailed discussions on the potential origins of clumps similar to those seen

here.

4.3.2 Interaction with molecular cloud - SN2

Just like SN1, we present the SN2 scenario by focussing first on the dynamics

outside the cloud and secondly on the dynamics inside the cloud. Throughout

our discussion we compare and contrast this behaviour to the idealised planar

shock scenario S2, the un-shocked scenario NoShock, and the previously presented

scenario SN1.
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Figure 4.7: Shown are pressure logarithm plots in the z = 0 plane of the SN2
scenario. The time in each panel corresponds to the time since supernova injection
t-t inj, with t inj = 26.5 Myr. Just like the SN1 scenario, the final snapshot shows
the moment immediately prior to the primary shock moving off the grid and the
development of the upstream flow.

4.3.2.1 Dynamics outside the cloud

We illustrate the external behaviour by again showing snapshots of the pressure

logarithm in the z = 0 plane (figure 4.7) and a snapshot at 5.16 Myrs showing

pressure and velocity profiles in the same plane for both SN2 and S2 (figure 4.8).

The full evolution is presented on the same timescale of 5.16 Myrs which just like

for S1 is the timescale of the first snapshot in S2 that showed evidence of local

gravitational collapse.
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Fig. 4.7(a) shows the moment once all of the 10 M� and 1051 erg are injected

into the domain. A supernova explosion follows, and the remnant propagates

out into the surroundings sweeping up mass and thermalising material as it does

so. Just like in SN1, a Sedov-Taylor-like profile develops with a forward shock,

reverse shock, and a contact discontinuity separating the two. The reverse shock

then reflects at the blast epicentre, sending a secondary shock propagating back

towards the cloud.

The subsequent evolution is very similar to SN1, however subtle differences are

worth pointing out. Firstly, the cloud no longer has a smooth edge, resulting in

multiple wave reflections that distort both the primary and secondary shocks. As

the primary shock sweeps over the cloud and interacts with the inhomogeneities,

sets of oblique shocks form which distort the profile further. These are seen

to persist for up to 180 kyrs (Fig. 4.7c), and are destroyed after the passage of

the secondary shock. Secondly, the cloud is smaller than in SN1, resulting in

shorter timescales for the passage of the shocks. As can be seen in Fig. 4.7(d) -

the primary shock has converged, and the panel captures the moment prior to

secondary shock convergence. Contrasting this to SN1 (Fig. 4.2d), the primary

shock has yet to converge at this time. In spite of these differences, in the next

∼ 4 Myrs the ambient medium behaves almost identically to the SN1 scenario: a

low velocity, laminar upstream flow develops that converges at the front of the

cloud, and the thermal pressure drops globally.

The final state of this behaviour is seen in figure 4.8, showing the same order

of magnitude differences between the velocity and thermal pressures, giving a

thermal pressure difference of a factor ∼ 2.5 lower in SN2 than S2, and ram

pressure difference a factor ∼ 100 lower (on the cloud edge). The most surprising

behaviour in this scenario is the state of the SN2 cloud itself, showing that

although the cloud becomes immersed in under-pressured surroundings just like
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Figure 4.8: Shown are plots in the z = 0 plane showing the velocity (panels a
and c) and pressure (panels b and d) of SN2 (panels a and b) and S2 (panels
c and d) at t - t inj = 5.16 Myrs - the final snapshot presented in this chapter and
the timescale at which the S2 scenario witnessed local gravitational collapse.

111



4. SUPERNOVA-CLOUD INTERACTIONS IN THE LARGE
CLOUD REGIME

in SN1, the cloud has not expanded. The cloud in fact continues to contract

(albeit not as fast as S2 ), which is clearly a gravitational effect. In this scenario

therefore, the ambient behaviour is only weakly coupled to the cloud.

4.3.2.2 Dynamics inside the cloud

We now discuss the dynamics inside the cloud and refer to the density logarithm

snapshots and statistics in figure 4.9. Again we show the maximum density

(i), mass fractions in the cold, unstable and warm thermal regimes (j), and the

fractions of thermal and kinetic energies (k).

This scenario begins at 26.5 Myr. The evolution of the material inside the

cloud has so far been dominated by the effects of the thermal instability which

has generated a complex of cold and dense clumps embedded in a warm diffuse

gas. The evolution of the thermal instability in the NoShock case was covered in

section 3.3.1 of Chapter 3. To summarise, the initial grid-scale inhomogeneities

initialised around the thermally unstable equilibrium smooth out and seed the

instability within the first few thousand years of evolution. The cloud remains

quiescent for ∼ 15 Myr, corresponding to a period that sees a growth of the in-

homogeneities, enhancing the pressure and density differences within the cloud.

A critical point is reached within the next ∼ 5 Myrs where the cooling rates in-

crease such that cold material cools further, causing it to be further compressed

by the over-pressured surroundings. This continues to cool until temperatures

reach a stable cold equilibrium, resulting in densities increasing from n ∼ 1 cm−3

to n > 100 cm−3 in a period of ∼ 3 Myr. Gravity subsequently increases these

densities to ∼ 1000 cm−3 prior to the global collapse of the cloud at ∼ 35 Myr.

Following phase transition and prior to the global collapse, the state of the

cloud is a complex of cold and dense (T ∼ 50 – 160 K, n ∼ 100 – 1000 cm−3) clumps

embedded in a warm and diffuse (T ≈ 5000 K, n ≈ 0.8 cm−3) gas. Low-density,

112



4.3 Results

Figure 4.9: Panels (a – h) show density slices in the z = 0 plane for the SN2 sce-
nario. The logarithm of the number density is shown, and the time on each
panel corresponds to the time elapsed since supernova injection t - t inj, where
t inj = 26.5 Myr. Panels (i), (j) and (k) respectively show the maximum density,
phase fractions and energy fractions in the cloud, showing data for SN2 (red
lines), S2 (blue lines) and NoShock (black lines) for direct comparison at equiva-
lent times. Panel (j) shows mass fractions in cold (T < 160 K, solid line), unstable
(160<T < 5000 K, dashed line) and warm (5000<T < 10 000 K, dot-dashed line)
regimes. Panel (k) shows the fractions of the thermal energy E thermal (solid line)
and kinetic energy E kinetic (dashed line) out of E tot = E thermal + E kinetic in the
cloud. Gravitational energy is ignored.
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diffuse (T ≈ 700 K, n ≈ 5 cm−3) structures resulting from thermal flows connect

the clumps, and the clumps appear somewhat elongated towards one another,

serving as evidence that these clump-connecting structures are possible regions

of filament formation (e.g. seen in the high resolution hydrodynamical simulations

of Wareing et al. (2019)). As mentioned, the first detailed study of this behaviour

was conducted by WPFVL16 and for extra details and comparisons between non-

gravitational simulations and ones including magnetic fields - we refer the reader

there. We now describe the impact of the supernova on material inside the cloud.

Upon impact, the primary shock has an equivalent strength to that in SN1

with an approach velocity of ∼ 1000 km s−1. The interclump material is impacted

first and accelerated towards the cloud interior. By Fig. 4.9(b) the shock has

interacted with the clumps, and many individual shock-clump interactions ensue.

The clumps are accelerated less than their surroundings, thus interclump material

is seen to be pushed inwards between the clumps - most apparent in panels (c – d).

Note that by panel (d), the upstream flow around the cloud contributes to this

effect.

As the shock interacts with individual clumps, they appear to elongate slightly

towards the cloud centre and develop tail-like morphologies, an effect due to

their outer envelopes being stripped in the direction of the post-shock flow and

potentially due to impact with the material swept up by the shock itself (Pittard,

2011). The material connecting the clumps is disturbed also and contributes to

this tail-like appearance, again orienting radially towards the centre. Note that

the irregular interface and presence of clumps distorts the shock front, and as such

its position is not obvious in the panels. However, by panel (d) it is evident that

the shock has interacted with outer clumps around all of the cloud’s edge, as they

all appear to have these elongated morphologies from their stripped envelopes.

Tail-like features were seen both in NoShock and S2, but to very different
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extents. In the NoShock scenario, material was accelerated radially inwards by

gravity only, with clumps accelerated slower than the interclump material. The

resulting velocity gradients were quite weak, although large enough to slightly

ablate the clump envelopes, resulting in similar, albeit much less pronounced

tail-like morphologies compared to S2/SN2. This is seen in both Chapter 3 and

WPFVL16 (who also observe that equivalent models in 2D exaggerate this effect

due to motion being restricted to a plane). In the S2 scenario, this effect is much

more pronounced, as after shock passage the clumps become entrained in a con-

tinuous flow. Although the initial impact is weaker than in SN2, the post-shock

flow is in total much more disruptive, with clump material being continuously

ablated. The constant flow results in continuous acceleration of the interclump

material, resulting in some clumps breaking away from the cloud. These clumps

become fully entrained in the external flow, which further exaggerates the for-

mation of elongated tails, and destroys some clumps completely. In contrast, no

clumps are seen to break away from the cloud in the SN2 scenario.

In addition to seeing clumps elongate, they also appear to increase in size and

coalesce into larger cold regions. This appears to be due to their outer envelopes

expanding. As the shock enters the cloud, its post shock pressure drops due to

the combination of increased cooling in the cloud, gas attempting to match the

decreasing external pressure, and gas expansion effects characteristic of Sedov-

Taylor-like evolution. Due to these effects, the clumps become embedded in

material with lower pressure than the initial interclump material, and their outer

envelopes expand, with the remainder of the material bound together by gravity.

This pressure profile is illustrated in Fig. 4.10 showing the cloud at 2.21 Myrs.

The high pressure discontinuities near the cloud center mark the position of the

transmitted shock which can be seen to surround a central region of the cloud not

yet disturbed by the shock. The pressure in this region is equivalent to the inter-
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Figure 4.10: Pressure profile in the z = 0 plane for the SN2 scenario at
t = 2.21 Myrs. The logarithm of the pressure is shown, and the time of the
panel corresponds to the time elapsed since supernova injection t - t inj, where
t inj = 26.5 Myr. The equivalent density slice is shown in Fig. 4.9(d)

clump pressure pre-shock passage, which is much higher than the pressures of

the gas that the clumps are embedded in (visible in the dark-green pseudo-colour

region). The cooling is strongest at the front, and as such we see the majority of

clump expansions occur there (see Fig. 4.9d – f). Thus this increase in size is not

to be mistaken by a gain in clump mass - also apparent by the lack of deviation

from the cold mass fraction NoShock (Fig. 4.9j).

Note that what we could also be seeing is thermal-instability induced material

forming at the front in a manner similar to SN1. However, it is difficult to

find explicit evidence that would differentiate this from the individual clump

expansion, as the effects of the thermal instability would be seen at the front

(similar to SN1 ), which is where the clumps expand the most. In addition, any

migration across the phase diagram akin to figure 4.5 is obscured as the existence

of the two-phase medium occupies exactly that portion of the diagram. The only
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possible evidence is a short-lived increase of cold material seen in Fig. 4.9(j) which

occurs on the order of the cooling timescale of the post-shock gas. However this

is negligible (. 1% increase, ∼ 100 M�), and returns almost immediately to the

NoShock fraction. Thus in this scenario we conclude that once the clumps have

formed, the supernova impact does not trigger any further thermal instability.

At later stages of evolution, many of the clumps appear to collide and merge.

This is interesting, as we would expect this effect to raise the maximum density

in the cloud. Inspecting individual clumps shows that densities do increase in

merging regions, however these are small and do not exceed the maximum. There

does appear to be a slight increase in the maximum density for a brief period (see

Fig. 4.9i) however again this returns to NoShock values, and eventually decreases

further. In S2, we can see that at 5.16 Myrs densities are attained that are two

orders of magnitude larger (∼ 105 cm−3) than in SN2 (∼ 103 cm−3). Once again,

this can be attributed to the fact that the S2 cloud was continuously compressed,

resulting in local gravitational collapse, and an acceleration of the global collapse

of the cloud.

It is interesting therefore to observe that a supernova blast is unable to cre-

ate such conditions. In fact, looking at the density snapshots, and examining

the extracted data from the model - after the first 3.5 Myrs the cloud is almost

indistinguishable from the NoShock scenario. Once the initial impact of the su-

pernova is seen, the cloud settles into a steadily, globally collapsing state with

gravity dominating the evolution. Nevertheless, even with more than 50 per cent

of the cloud material being cold and dense (increasing up to ∼ 90 per cent), a

single supernova event is unable to aid gravity in collapsing individual structures

prior to the global collapse of the cloud. Thus we conclude that no extra star

formation is to be expected from this interaction. Further work is warranted to

see if such behaviour is seen when a supernova interacts with TI formed clouds
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with different masses, and ones simulated at higher resolution that results in the

hydrodynamic formation of filaments (as seen in Wareing et al. (2019)).

4.4 Discussion and Conclusion

In this chapter, we study the interaction of a supernova remnant with a cloud

that is evolving due to the thermal instability (TI) and gravity, and draw com-

parisons to idealised shock-cloud scenarios and a scenario without shocks. A total

of five 3D hydrodynamical simulations were performed: an un-shocked scenario

NoShock, two shock-cloud scenarios in the small cloud regime, S1/S2, respectively

analogous to 12Shock/24Shock in Chapter 3, and two supernova-cloud scenarios

in the large cloud regime, SN1/SN2, looking at impacts at equivalent times to

S1/S2. Just like Chapter 3, the disturbance is introduced at a “pre-TI” (S1/SN1 )

and “post-TI” (S2/SN2 ) stage, and the models are evolved for a timescale cor-

responding to the first snapshots when the shock-cloud scenarios S1 /S2 showed

evidence of local gravitational collapse.

For our chosen parameters, the Mach number of the supernova shock is

roughly a factor ∼ 4.5× stronger at impact than that of the planar shock. How-

ever on aggregate the supernova is significantly less disruptive than the sustained

impact from the idealised post-shock flow. In S1/S2, the post-shock flow is con-

stantly replenished and approaches the cloud at ∼ 100 km s−1. This provides

a ram pressure that consistently throughout the simulation is a factor ∼ 100×

larger than from the ∼ 10 km s−1 flows that develop around the cloud in the

SN1/SN2 scenarios. Additionally, the constantly replenished flow means that

the ambient thermal pressure is maintained at higher values than those in the

cloud, resulting in continuous compression throughout the entire simulation. In

contrast, the profile within the remnant is Sedov-Taylor-like. As such the impact

of the blast on the cloud decays rapidly, the cloud is not met with a contin-
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uous flow, and the ambient thermal pressure drops below that of the cloud in

less than 1 Myr. These facts accounts for all of the differences seen between the

supernova/shock models, and we observe the following particular outcomes:

1. SN1 /SN2 : The cloud is impacted by two shocks - a primary shock that is

the forward shock from the initial blast, and a secondary shock resulting

from the reverse shock that reflects at the blast epicentre and propagates

back outwards and towards the cloud. The impact of the secondary shock

on each cloud is weak, and its influence is mainly felt at the cloud – ambient

interface.

2. SN1/SN2 : The primary and secondary shocks sweep over the cloud and

generate complex wave patterns that propagate both downstream and up-

stream. The upstream components generate a flow on the cloud interface

that converges at the front.

3. SN1/SN2 : The primary shock loses much of its strength as it sweeps over

the cloud. When it converges at the rear of the cloud, the convergence has

negligible effect in amplifying the impact. In fact, as the model evolves, the

strongest ram pressures occur at the front of the cloud where the upstream

interface flow converges. This is in stark contrast to S1/S2, where the

strongest compression was at the rear.

4. SN1 : The lower ambient pressure compared to that of the cloud (ram +

thermal) results in a constant and gradual cloud expansion. Where the

upstream flow converges, the expansion is prevented - giving the cloud a

lobe-like morphology.

5. SN1 : The lack of continuous flow means that the Rayleigh-Taylor, Vishniac

and Kelvin-Helmholtz instabilities are not triggered.
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6. SN1 : The TI is triggered behind the primary shock. This forms a cap-

like structure with clumps embedded inside with properties expected from

such a phase transition. The maximum densities in these structures do not

exceed 100 cm−3, however the cold mass fraction is increasing, suggesting

the structure is not in its final stages of formation. Nevertheless, we do not

expect star formation to occur on the same timescales as S1.

7. SN2 : The passage of the shock through the interclump medium results in

the formation of tail-like structures due to clump envelopes being ablated.

This does not happen to the same extent as in S2, e.g. no clumps are seen to

break away from the parent cloud and get entrenched in an external flow.

This effect is however more pronounced than that due to flows resulting

only from gravitational acceleration of material in the NoShock scenario.

8. SN2 : After shock passage, the clumps appear to increase in size. This is

not due to an increase in mass, and instead due to expansion. This happens

because the inter-clump pressure drops below that of the clumps after shock

passage.

9. SN2 : Clumps are seen to coalesce and merge. This however does not

increase the maximum density in the cloud or cause any local gravitational

collapse.

10. SN2 : Although the exterior pressure drops below that of the cloud within

the first 1 Myr, the cloud does not expand as it is gravitationally dominated.

After ∼ 3.5 Myr, the cloud is almost indistinguishable from the NoShock

scenario. Thus, apart from the trivial global collapse of the cloud, we do

not expect to see any additional star formation.

120



Chapter 5

Turbulence analysis

The results for the 12Shock and 24Shock scenarios shown in this chapter are

published in Kupilas et al. (2021).

5.1 Introduction

For molecular clouds dominated by H2 gas, cold temperatures of T∼ 10 K imply

sound speeds of cs≈ 0.2 km s−1. Internal velocity dispersions however, as mea-

sured by the linewidth, are calculated to be σ≈ 0.5 – 10 km s−1 (see e.g. Larson,

1981; Solomon et al., 1987). Thus the gas in molecular clouds is mostly highly

supersonic, with Mach numbers M =σ/cs� 1.

The empirical size-linewidth relation of Larson (1981), although often con-

tested (see e.g. Ballesteros-Paredes et al., 2019, and references therein), has for

over 40 years implied that molecular clouds are supersonically turbulent. Indeed

considering even simple physical arguments, this is almost certainly true. For-

mally, for a system with a characteristic size L, characteristic velocity V and

kinematic viscosity ν, its flows are considered turbulent when the Reynolds num-

ber Re� 1, where

Re =
LV

ν
. (5.1)
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The quantity V /ν = 1/ldiss, where ldiss is the dissipation length. Flows where

Re< 1 are laminar, and the transition to turbulence occurs at Re& 1. Note that

the transition from laminar to turbulent flows is an unsolved problem in physics,

as such these numbers only provide order of magnitude estimates. Following the

argument presented in Krumholz (2014), for a non-magnetic, diffuse gas, the kine-

matic viscosity is ν= 2uλ, where u is the root mean square (RMS) particle speed,

and λ∼ 1/nσ is the particle mean free path. Here, n is the particle number den-

sity and σ is the cross section. For a neutral particle like H2, σ∼ 10−15 cm2. Thus,

typical densities in molecular clouds of n ∼ 100 cm−3 imply λ∼ 1013 cm, and with

the RMS particle speed being comparable to the sound speed, i.e. u∼ 0.2 km s−1,

it means that ν∼ 1017 cm2 s−1. Combining this result with a characteristic length

and velocity of L = 10 pc and V = 1 km s−1 respectively, we find that in molecular

clouds Re∼ 109. Thus the flows are invariably turbulent

The role of turbulence in molecular cloud dynamics is a strongly debated

topic and its importance is emphasised by many authors (Mac Low & Klessen,

2004a; McKee & Ostriker, 2007; Hennebelle & Falgarone, 2012; Federrath, 2013a).

Numerical simulations and analytical models with fine-tuned turbulence driving

parameters are able to address fundamental problems associated with stellar clus-

tering (e.g. Hopkins, 2012a, 2013b), the star formation rate (e.g. Kravtsov, 2003;

Wada & Norman, 2007), the filamentary nature of molecular clouds (e.g. Feder-

rath, 2016), and the slope and peak of the IMF (e.g. Padoan & Nordlund, 2002;

Hennebelle & Chabrier, 2008, 2009; Clark et al., 2011; Hennebelle & Chabrier,

2013; Hopkins, 2012b, 2013a). It is not fully understood however what these driv-

ing parameters represent, and more broadly what the dominant physical processes

governing the flows are.

In molecular clouds, the fluid viscosity is one of many interacting dissipative

mechanisms, with the action of ambipolar diffusion (e.g. Li et al., 2012) and ther-
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mal phase transitions (e.g. Wareing et al., 2019, 2021, hereafter WPF19, WPF21)

possibly setting the dissipative limit prior to the action of fluid viscosity, acting to

lower the Reynolds numbers. The dominant driving mechanisms are unclear also:

spiral-arm compression (e.g. Dobbs et al., 2008; Dobbs & Bonnell, 2008) mag-

netorotational instability (e.g. Balbus & Hawley, 1991; Tamburro et al., 2009),

gravitationally driven flows and fragmentation (e.g. Field et al., 2008; Van Loo

et al., 2014; Vázquez-Semadeni et al., 2019), cloud-cloud collisions (e.g. Wu et al.,

2018), supernova explosions (e.g. Padoan et al., 2016), thermal instability alone

(WFP19), or with combinations of other processes (e.g. Saury et al., 2014; Kim

et al., 2008; Yang & Krumholz, 2012), all contribute on different time and length

scales.

To address this problem, turbulent flows are often described in terms of statis-

tics of density and velocity (and magnetic field for MHD turbulence). A common

statistic is the power spectrum, which characterises how rapidly the quantity un-

der analysis changes as one moves between two points in a turbulent flow (see

e.g. Elmegreen & Scalo, 2004). Theoretically, between a driving scale and a dis-

sipation scale, a turbulence power spectrum should display an inertial range over

many decades of wave number that scales as E (k)∝ kα with a constant value of α,

where E (k) corresponds to power contained in wave number modes in the interval

between k and k + dk. The Kolmogorov (1941, hereafter K41), incompressible,

hydrodynamical turbulence power spectrum scaling follows an E (k)∝ k−5/3 slope,

while the supersonic, compressible power spectrum scales as E (k)∝ k−2 (Burgers,

1948, hereafter B48).

There are challenges with using the power spectrum as a tool to study molec-

ular cloud turbulence. Due to the computational demands associated with resolv-

ing spatial scales of many orders of magnitude, numerical simulations are unable

to resolve a full inertial range. The highest resolution turbulence simulations to
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date (40963 for hydrodynamic turbulence (Federrath, 2013b)) can capture a max-

imum of 3 decades. Additionally, comparisons of simulations should ultimately be

made with observational results, which comes with its own set of challenges when

using the power spectrum as a diagnostic tool (e.g. Lazarian, 2009). Finally, due

to the statistical nature of a 1D spectrum, dynamical details can be lost when

applying it to the study of molecular clouds, with very different fluid behaviour

showing similar spectral behaviour (Kupilas et al., 2021, hereafter KWPF21).

In this chapter, we take advantage of the fact that we have analysed models

where the physical prescription is relatively simple, the dominant physics at dif-

ferent stages reasonably well understood, and derive the power spectra for the

velocity, density and density logarithm. We attempt to connect their behaviour

to the dynamics seen in the models, and explore whether any of it registers as

spectra with constant slope, thus possibly capturing any turbulent behaviour.

We present an overview of the methods in Section 5.2, in Section 5.3 we present

the results, and in Section 5.4 we conclude this Chapter.

5.2 Methods

Power spectra are calculated using the same IDL script that was used in WFP19,

WPF21 and KWPF21.

A power spectrum E (k) of quantity q(x) can be defined in terms of the square

of the Fourier coefficients,

E(k) ≡ 1

2
|q̃(k)|2, (5.2)

obtained from the 3D Fourier transform as

q̃(k) =
1

(2π)3

∫
V

q(x)e−2πik ·xd3x (5.3)
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Here, k = kxî + ky ĵ + kzk̂ = 2π
lx
î + 2π

ly
ĵ + 2π

lz
k̂ is the 3D wave vector, and the

integral is over the 3D physical volume V. Note that E (k) is an expression for

the power per unit volume in 3D k -space, and to derive the 1D spectrum, this is

binned into wave numbers as

E(k) ≡
∫
Vk

E(k)δ(|k| − k)d3k (5.4)

where δ(k) is the Dirac delta function, and the integral is performed over the

3D wave number volume V k. E (k) is then the total power contained in modes

with wave numbers in the interval between k and k + dk. Note that both E (k)

and E (k) are often referred to as power spectra in the literature. We explicitly

refer to the latter expression of E (k) as the power spectrum (sometimes quoted

as P(k) in the literature).

We derive power spectra for the 12Shock and 24Shock scenarios from Chapter

3, and SN1 and SN2 scenarios from Chapter 4. We then follow the evolution

of the spectra over the initial 5.16 Myr timescale considered in these models, i.e.

until the first evidence of gravitationally collapsing sub-structures were seen in

the 12Shock and 24Shock scenarios. We take power spectra of the magnitude

of the velocity vector |v|=
√
v2
x + v2

y + v2
z , the mass density ρ, and its logarithm

log(ρ). The raw data for the spectra is exported from a subsection of the domain

in the region corresponding to -1.5< xyz < 1.5, i.e a 1503 pc3 box centered on

the origin. We export the finest grid, and in regions where the grid is not fully

refined, the values in the cells are interpolated to the finest grid. Our resolution

means that the box under consideration has 5123 cells. The box contains all of

the cloud material, and a subsection of the remainder of the ambient gas (recall

that the full computational domain is a 3003 pc3 box). This choice of box size

means that we can investigate the behaviour of the power spectrum across all of

the thermodynamic phases in the model, consisting of hot (T> 104 K) material in
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the ambient medium, and warm (5000<T<104 K), unstable (160<T< 5000 K)

and cold (T< 160 K) material in the cloud, as defined by the cooling curve used

(see Chapter 2 for details).

The primary focus is to identify if any insight into the dynamics can be gained

from the power spectra, and in particular if the spectra contain an inertial range

with self-similar scaling where E (k) ∼ kα scales with a constant value of α across

a range of wave numbers. We are specifically looking out for two values of α. Sub-

sonic and incompressible turbulence approaches the K41 index of α = -5/3. In this

limit, both the density and velocity spectra are expected to behave in a similar

fashion as the density field is not affected by fluctuations that are characteristic of

compressible flows. Supersonic and compressible turbulence approaches the B48

index of α = -2. This slope is expected to emerge only in the velocity spectrum as

compressibility can significantly affect the density structures due to the presence

of shocks. This can in turn flatten the slope of the density spectrum, as more

power is induced on the small scales (e.g. Kritsuk et al., 2007). Flattening of

the slope in the density spectrum is also expected when self-gravity becomes

important (e.g. Federrath & Klessen, 2013). The density logarithm spectrum

however are expected to display more stable and turbulent-like behaviour due

to the logarithm operation filtering out extreme density contrasts (Kowal et al.,

2007).

5.3 Results

In this section we present the 1D power spectra of velocity, density and logarith-

mic density for the simulations presented in Chapters 3 and 4. We first present

the power spectra for the shock-cloud 12Shock and 24Shock scenarios, followed

by the spectra for the supernova-cloud SN1 and SN2 scenarios.
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Figure 5.1: Shown are power spectra of velocity (panel a), density (panel b) and
the density logarithm (panel c) for the 12Shock scenario. The colours correspond
to snapshots at times since shock introduction t shock = 11.78 Myrs, and the black
dashed line corresponds to the NoShock spectrum at t shock. In panel (a) the
NoShock spectrum scale is shown on the right y-axis, whilst the SN2 spectra
correspond to the left y-axis. Note that the NoShock scenario considered in these
panels is that from Chapter 3. The K41 -5/3, B48 -2 and a -4 slope are shown
for comparison.
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5.3.1 Shock-cloud scenarios

We illustrate the power spectra of the shock-cloud scenario 12Shock in Fig. 5.1

and 24Shock in Fig. 5.2. In both figures, spectra are shown for the velocity

amplitudes in panel (a), density in panel (b) and density logarithm in panel (c).

The NoShock spectrum is shown at the time of injection in all panels, and then

5 subsequent snapshots of the shock-cloud interaction spectra are shown. In

the velocity spectra, the shock can be seen to have injected a large amount of

energy on all scales, and as such the right y-axis scale corresponds to the NoShock

spectrum, and the left y-axis to the shock-cloud spectrum. Note that this is only

the case for the velocity spectra, and the scale on all other panels is the same for

both the NoShock and shock-cloud scenarios. Lines with slopes α = -5/3 (K41),

-2 (B48), and -4 are also shown on the figures.

5.3.1.1 12Shock interaction

Turning first to Fig. 5.1(a), we see that the shock injects a substantial amount

of power on all scales. It is striking that at the initial stages of the interaction

the spectrum appears to display a large inertial range spanning all scales of the

computational domain, and the slope follows a power law somewhat close to the

B48 α = -2. This is peculiar, as it is indicative of supersonic, compressible tur-

bulence, which is unlikely to have had a chance to develop on these timescales,

especially since the initial shock is weak and the post-shock flow is subsonic. One

explanation for this slope could simply be due to the presence of a shock, re-

gardless of how it interacts. Mac Low & Klessen (2004b) and Krumholz (2014)

comment on the fact that a Fourier transform of a step function representative

of a perfect shock results in an α= -2 slope. We tested this by deriving a velocity

power spectrum for a shock with physical properties identical to 12Shock and

24Shock, but without the cloud being present. The power spectrum was derived
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as soon as the shock was imposed, at a few subsequent time-step intervals, and

at 60 kyrs. At all times a perfect α= -2 slope was recovered with the spectra

appearing the same as that seen at 0.37 Myrs in Fig. 5.1(a). The same timescales

were then considered for tests with the cloud present, with almost identical spec-

tra derived. It is not surprising therefore that we see such spectra here, although

it is interesting to observe that the full slope persists for 0.37 Myrs, post impact

with the cloud. Note that the shock is still on the grid however and has swept

only over half of the cloud’s edge, as such the spectra could simply be reflecting

the energy contained in this shock.

Investigating the spectral behaviour at 0.74 Myrs, we see that this changes

and the velocity spectra lose power on all scales, with most significant losses oc-

curring after k & 30 (l . 5 pc) where the spectra appear to have α ≈ -4. This

behaviour implies that the onset of the dynamical Kelvin-Helmholtz, Rayleigh-

Taylor and Vishniac instabilities, as well as radiative cooling, are possibly enough

to obstruct energy transfer to scales smaller than 5 pc, and the break could be

an indicator of the length-scale of the instabilities. It is difficult to find explicit

evidence to help determine which of these processes dominate, as the instabili-

ties act in interdependence with each other and with radiative cooling. As has

been demonstrated by WFP19, a break on these scales can also be indicative of

flows decelerating across the warm – cold boundary between the clump and the

interclump medium. Note that on scales larger than this, the slope is shallower,

and appears to be somewhere between the K41 α= -5/3 and B48 α= -2 index.

Indeed, inspecting the velocity field within and around the cloud shows a mix-

ture of laminar-like and turbulent-like flows, especially around regions where the

dynamical instabilities have been triggered.

Turning to Fig. 5.1(b), the density spectra show drastic differences when com-

pared to the velocity spectra. With increasing time, they show significant flat-
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tening and a gain in power across all length scales. It is clear that the spectrum

captures a power increase on the smallest scales first, likely due to the compres-

sion of radiatively cooled regions that subsequently become clumps. As the model

evolves, these scales then show the strongest increase in power, increasing by 7

orders of magnitude from the inital NoShock spectrum. By 2.21 Myrs, the spec-

trum has increased beyond the NoShock values on all scales and by 5.16 Myrs,

except for fluctuations captured between 2< k < 20 (75> l > 7.5 pc), the spec-

trum appears mostly flat.

Examining the logarithm of the density in Fig. 5.1(c), the spectra look a lot

more stable. Except for the largest scales, they do not vary significantly in overall

power between snapshots, and do not flatten as the cloud evolves. A bump is

seen around k = 30 (l = 5 pc), likely reflecting the high density clumps on those

scales, and the deceleration of the surrounding flow across the warm – cold phase

boundary. The logarithm spectrum certainly appears to show K41-like behaviour

in an inertial range of 1< k < 20 (150> l > 7.5 pc). This is in agreement with

Kowal et al. (2007) who find logarithmic density spectra show this behaviour

when the regular density spectra do not.

5.3.1.2 24Shock interaction

Turning now to Fig. 5.2, we focus on the behaviour of the spectra in the 24Shock

scenario. Similar to the 12Shock scenario, the velocity spectra in Fig. 5.2(a) show

that the shock injects a substantial amount of power, and a large inertial range

spanning all scales can initially be seen. The slope once more follows a power

law somewhat close to the B48 α= -2. As mentioned previously, this is likely

simply due to the presence of the shock, as a Fourier transform of a perfect step

function gives a slope of α= -2. Note that the NoShock spectrum displays more

turbulence-like behaviour at this time also, most likely due to the presence of
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Figure 5.2: Shown are power spectra of velocity (panel a), density (panel b) and
the density logarithm (panel c) for the 24Shock scenario. The colours correspond
to snapshots at times since shock introduction t shock = 23.57 Myrs, and the black
dashed line corresponds to the NoShock spectrum at t shock. In panel (a) the
NoShock spectrum scale is shown on the right y-axis, whilst the 24Shock spectra
correspond to the left y-axis. The NoShock scenario considered in these panels
is that from Chapter 3 also. The K41 -5/3, B48 -2 and a -4 slope are shown for
comparison.
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already formed clumps.

A 0.74 Myrs, the spectrum loses power on all scales, with the biggest drop

occurring at k > 30 (l < 5 pc). After this however, little change is seen in the

velocity spectra on these scales. Most of the subsequent changes are seen for

k < 30 as the slope appears to approach an index somewhat closer to a K41 α= -

5/3. It does not look as though this happens due to power increasing at the

larger k range, up to k = 30, indicative of an energy cascade, but instead due to

power diminishing on small k (large scales). This is most likely due to the cloud

shrinking in overall size as it is compressed by the external pressure, resulting in

less power on larger scales. This is also seen in the 12Shock spectra, however not

to the same extent as the cloud is initially larger and ultimately not compressed

as much as 24Shock

Examining the behaviour at and after 0.74 Myrs in more detail, we see that

it is very similar to 12Shock also. This is interesting, because the 12Shock and

24Shock interactions are very different. The break at k ≈ 30 (l ≈ 5 pc) is more

obvious to interpret here than in 12Shock, as the only possible mechanism for

it is the deceleration of flow across the phase boundary between the interclump

medium and the clumps. The effect of the clumps is two fold however, as they also

prevent the formation of the dynamical instabilities seen in 12Shock. This will

inevitably contribute to the bigger drop in energies on larger scales than what

was seen in 12Shock, simply because the instabilities that maintained energies

at those scales are not there. Finally, just like 12Shock, on scales 6< k < 30

(24> l > 5 pc), the velocity spectra appear to settle into a turbulence-like slope

with -2<α< -5/3. Inspecting the velocity field does indeed show chaotic flow

patterns within the cloud, although large scale order is also present in the flow.

Examining Fig. 5.2(b), we see more differences between the 24Shock and

12Shock density spectra than in the velocity spectra. Firstly, the NoShock spec-
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trum is already much flatter than in 12Shock due to the presence of clumps.

Over the next 0.74 Myrs, the 24Shock spectrum remains almost identical to the

NoShock spectrum on all scales where k < 70 (l > 2.14 pc), showing the initial

impact of the shock is not effective in altering the density spectra. In contrast,

the initial impact of the shock caused more dramatic changes in the 12Shock sce-

nario. We note that the change at large k is due to the action of changing the

Riemann solver from Godunov (Godunov, 1959, hereafter GOD) to Kurganov-

Tadmor (Kurganov & Tadmor, 2000, hereafter KT), as was done in the simula-

tions in Chapter 3.

After 0.74 Myrs, the spectra experience an increase in power on all scales.

The rate of increase is much smaller than what was seen in 12Shock, likely due

to the strong increase in cold material that 12Shock experienced, which was not

so much the case with 24Shock. Recall that the clumps were initially mostly

resistant to the flow, and in all the thermodynamic phases only small subsequent

changes were seen. It is interesting to observe that a peak in the spectrum

emerges at low k, with the final snapshot at 5.16 Myrs showing a peak at k ≈ 4

(l ≈ 37.5 pc). This is the signature of the cloud compression, as more mass overall

becomes concentrated in a smaller volume and at the final snapshot the cloud

has a diameter ∼ 30 pc.

Turning to the density logarithm, we see from Fig. 5.2(c) that the NoShock

spectrum at the moment preceding the shock injection already appears to con-

tain a large inertial range within the interval 1< k < 50 (150> l > 3 pc). This is

reflective of the turbulence-like appearance that the thermal instability alone has

generated (WFP19). Upon shock impact, the spectrum then increases in power

over all scales, with the smallest scales showing behaviour reflecting the changes

of Riemann solver. A bump develops around k ≈ 30 (l ≈ 5 pc) which remains as a

consistent break during the full evolution of 24Shock. This length-scale is likely
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a reflection of the clump scale, however it is interesting to observe a lack of this

break in the NoShock spectrum. Further work needs to be done to investigate

the significance of this to determine whether this again is simply the effect of

changing the Riemann solver, e.g. the more diffusive KT solver causes clump

envelopes to expand slightly, registering as a break at a different location to the

GOD solver (a break can be seen at k ≈ 100, l ≈ 1.5 pc in the NoShock spectrum).

Just like in 12Shock however, the general behaviour is again that the spectra are

much more stable, although stronger shallowing can be seen towards the final

snapshots - likely due to the cloud being a smaller size than 12Shock to begin

with. K41-like appearance in an inertial range of 1< k < 30 (150> l > 5 pc) can

be seen, again in agreement with Kowal et al. (2007).

5.3.2 Supernova-cloud scenarios

We now present the power spectra of the supernova-cloud scenarios SN1 (Fig. 5.3)

and SN2 (Fig. 5.4). In both figures, spectra are shown for the velocity amplitudes

in panel (a), density in panel (b) and density logarithm in panel (c). Just like in

the previous sub-section, the NoShock spectrum is shown at the time of injection

in all panels, and then 5 subsequent snapshots of the supernova-cloud spectra

are shown. In the velocity spectra, the supernova can be seen to have injected a

large amount of energy on all scales, and as such the right y-axis scale in figures

5.3(a) and 5.4(a) corresponds to the NoShock scenario only, and the left y-axis for

SN1/2 scenarios. The scale on all other panels is the same for both the NoShock

and supernova-cloud scenarios.

5.3.2.1 SN1 interaction

Turning first to the SN1 velocity spectrum in Fig. 5.3(a), we can see that the

supernova impact has resulted in a large inertial range on scales k > 3. The slope

in this range appears to be steeper than the B48 α= -2, with an index roughly
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Figure 5.3: Shown are power spectra of velocity (panel a), density (panel b) and
the density logarithm (panel c) for the SN1 scenario. The colours correspond
to snapshots at times since supernova injection t inj = 11.78 Myrs, and the black
dashed line corresponds to the NoShock spectrum at t inj. In panel (a) the NoShock
spectrum scale is shown on the right y-axis, whilst the SN1 spectra correspond to
the left y-axis. Note that the NoShock scenario considered in these panels is that
from Chapter 4. The K41 -5/3, B48 -2 and a -4 slope are shown for comparison.
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α≈ -3. This is interesting, as this is steeper than the NoShock spectrum prior to

impact which has an index slightly exceeding -5/3. This NoShock index certainly

suggests that turbulence could have been there prior to supernova injection, and

the supernova has removed this turbulence. This is of course not true, as the cloud

was effectively quiescent prior to injection, and the supernova injects substantial

kinetic energy to the material in the cloud. Note however that it is inconclusive

to what extent the supernova driven flows can be described as turbulent, as

the shock flow is roughly laminar, with only a small number of distinct eddies

present at the front of the cloud. This is contrasted by the spectrum behaviour,

as it appears to approach, and remain at a B48 α= -2 slope from 2.21 Myrs.

It is likely therefore that the spectra are incorrectly reflecting this dynamical

behaviour and important details are lost in this analysis.

At 0.74 Myrs, a very distinctive drop in the spectrum can be seen at k > 20

(l < 7.5 pc). No structure has formed at this stage, and so this drop cannot be

explained by the deceleration of flow across the phase boundary as was seen in

WFP19, WPF21 and the 24Shock scenario. The only other possible physical

origin of this dip is due to radiative cooling experienced in the post-shock layer

at the front of the cloud, where the impact was the strongest, and the cooling

timescale the shortest. It is in this region that cold structure forms, which appears

to be reflected by the energy increase in the subsequent spectra. In fact, the

spectrum appears to increase on all scales, which is most likely associated with

the development of the convergent flow at the front of the cloud - adding a small

amount of energy to larger scales and also accelerating the cold material.

It is interesting that for the final 3 Myrs the energy of the spectrum drops

globally on all scales while maintaining a slope that appears to be very close to

the B48 α= -2. It is difficult to interpret this as something akin to B48 turbulence

however, as the shock flow internal to the cloud is laminar, the convergent flow
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at the front of the cloud is laminar, and flows due to the global expansion of the

cloud are laminar. There is indeed a shock present in these simulations at all

times, and as commented on, shocks alone give an α= -2 slope. However, this is

internal to the cloud and the size of the region that the shock occupies decreases,

with no known shocks being present in the ambient medium. Additionally, the

shock is radiative and is being driven by a flow with a Sedov-Taylor-like profile,

rather than a step function. Thus one might expect a shock with such behaviour

to register as a feature that moves into regions of increasing k on the velocity

spectrum, and not a global dropping spectrum with constant slope. It thus makes

this spectral behaviour difficult to interpret, and as mentioned, certainly difficult

to claim that what the spectrum shows is supersonic compressible turbulence, as

an α= -2 B48 slope predicts. Clearly further work needs to be done into how to

interpret such spectra.

Turning to Fig. 5.3(b), we see the behaviour of the density spectrum. Post

supernova impact, there is a drop in energy on lower scales at k > 60 (l < 2.5 pc),

and they remain below the NoShock spectrum for the next 2.21 Myrs. Meanwhile,

a sudden increase in energy is seen at 10< k < 60 (15> l > 2.5), which drops down

to, and stays at the NoShock values over the subsequent ∼ 2 Myrs. The initial

drop in power on small scales is likely due to the presence of densities with values

of the order of 10−4 cm−3 at the surface of the cloud generated by the expansion

that trails behind the reflected primary shock. Densities in the interior of the

remnant are of this order of magnitude also which will be contributing to the

drop. As structure forms in the cloud and more material enters the cold phase,

the spectrum flattens and increases energy on scales above k > 10 (l < 15 pc), and

appears to drop below the NoShock spectrum at k smaller than this, conducive

with the gradual expansion of ambient gas as the pressure gradients left behind

after the passage of the remnant attempt to return to an equilibrium. Whilst
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regions of the spectra appear to match a K41 slope of α= -5/3, especially at 2.21

Myrs, this is short lived and is followed by a further flattening of the spectrum,

as seen in the shock-cloud scenarios.

The density logarithm behaves much differently to this. Where the density

overall increased on all scales, the density logarithm appears to decrease. The

decrease is strongest at k > 100 (l < 1.5 pc) and minimal below k < 40 (l > 3.75 pc).

At k < 40, the spectrum is very stable, and continuously exhibits a slope slightly

steeper than the B48 α= -2. It is not entirely clear what is responsible for the

difference in how the power spectra of density and density logarithm change,

however the differences in stability of the spectra is aligned with expectations

(see e.g. Kowal et al., 2007). In any case, as established through inspecting the

dynamics, we do not see any turbulence-like behaviour in our clouds, with most

flows being laminar.

5.3.2.2 SN2 interaction

A similar situation to SN1 is seen in the SN2 scenario. Examining first the

velocity spectrum in Fig. 5.4a, we again see the supernova adds a considerable

amount of energy on all scales, with a relatively steady inertial range for k > 4

(l < 37.5 pc) with a slope α≈ -3. The spectrum subsequently loses energy on all

scales, with the largest decreases occurring for k > 30 (l < 5 pc), likely due to

cooling processes. It is interesting to note again that whilst the remainder of

the spectrum stays the same, wave numbers of k > 30 experience a subsequent

increase in energy, just like in SN1. The 10 km s−1 flow along the cloud interface

converges at the front at this timescale and more of the cloud is shocked. It

is likely therefore that this is what causes the increase. Once this energy is

replenished, just like SN1, the final 3 Myrs of evolution results in a gradually

dropping velocity spectrum with an approximately constant B48 slope of α≈ -2.
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Figure 5.4: Shown are power spectra of velocity (panel a), density (panel b) and
the density logarithm (panel c) for the SN2 scenario. The colours correspond
to snapshots at times since supernova injection t inj = 26.5 Myrs, and the black
dashed line corresponds to the NoShock spectrum at t inj. In panel (a) the NoShock
spectrum scale is shown on the right y-axis, whilst the 12Shock spectra correspond
to the left y-axis. Note that the NoShock scenario considered in these panels is
that from Chapter 4 also. The K41 -5/3, B48 -2 and a -4 slope is shown for
comparison.
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The density and density logarithm spectra behave in a similar fashion to SN1

also, however this time the NoShock cloud consists of a complex of cold and dense

clumps embedded in a warm diffuse gas. Thus this is registered as an already

flattened spectrum, roughly within the range 2< k < 20 (75> l > 7.5 pc) followed

by an increase in power up to a peak at k ≈ 40 (l ≈ 3.75 pc) corresponding to the

size of the clumps, after which a steep slope of -4 follows. The spectrum subse-

quently increases in energy on all scales by the time the simulation is stopped.

An increase in the density is accompanied by a global decrease in the density

logarithm (Fig 5.4c). This decrease is more pronounced than it was in SN1, and

is seen to happen on all scales. This maintains the slope at values between -2 and

-5/3, and a steeper value is somewhat visible for k > 30 (l < 5 pc), likely reflecting

the size of the clumps.

The flows in SN2 could be considered more turbulent-like than in SN1, since

internally the clumps distort the passage of the shock, meaning the flow is less

laminar, and there are already pre-existing velocities present in the cloud during

this time. As discussed in Chapter 4, after ∼ 3.5 Myrs, the cloud is almost in-

distinguishable from a NoShock cloud. Turbulence-like spectra are thus not too

surprising, as it was shown that it is possible for such clouds to exhibit power

spectra like this in WFP19.

5.4 Conclusion

In this chapter we perform a Fourier analysis to obtain power spectra of the

velocity, density and density logarithm of the models considered in this Thesis.

Specifically, power spectra were derived for the 12Shock and 24Shock scenarios

from Chapter 3 and the SN1 and SN2 scenarios from Chapter 4. Our goal

was to take advantage of the fact that we have a reasonable understanding of

the dynamics in those models, and investigate if any connections can be made
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between the cloud dynamics and the spectra. Specifically, we look to see if the

spectra contain inertial ranges that scale as E (k)∝ kα with constant value of

α, allowing us to identify the physical behaviour responsible for such spectra

and possibly gain insight into their nature. A value of α= -5/3 corresponds to

subsonic, incompressible hydrodynamic turbulence (Kolmogorov, 1941, hereafter

K41) and the value α= -2 corresponds to supersonic, compressible hydrodynamic

turbulence (Burgers, 1948, hereafter B48).

While self-similar scaling is seen in many of the spectra, it is challenging to

interpret this as representing turbulence in every case. Just as was found in

KWPF21, different dynamics are able to show similar spectral behaviour, im-

plying that important details may be lost in the analysis. Nevertheless, a very

wide range of interesting spectral behaviour can be seen, and general features do

appear to be captured.

In both shock-cloud interactions, velocity power spectra show a B48 α= -2

slope for a period of ∼ 400 kyr after shock impact. This is not reflective of com-

pressible supersonic turbulence however, but simply corresponds to the presence

of a shock on the grid, as confirmed by tests that looked at the Fourier trans-

form of the shock only. Both shock-cloud interactions display subsequent velocity

spectra with turbulence-like behaviour with a slope somewhere between the K41

α= -5/3 and B48 α= -2, roughly spanning just over a decade in wave number

with a break around 3< l < 5 pc. Inspecting the velocity field indeed shows a

mixture of laminar and turbulent-like flows, especially around regions influenced

by dynamical instabilities. Both supernova-cloud interactions show a 3 Myr pe-

riod with B48 α= -2 slope also. This is very interesting since in the SN1 scenario

almost all flows are laminar during this period. More believable is the SN2 spec-

trum as it is likely capturing the pre-existing thermal flows and the distortions

of the shock as it passes over clumps. Once again however, we observe that very
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different fluid dynamics give rise to similar spectra.

The density spectra show drastic differences when compared to the velocity

spectra. With increasing time, they show significant flattening and a gain in

power across all length scales. This is in line with predictions in the literature

(e.g. Kritsuk et al., 2007; Federrath & Klessen, 2013; Kowal et al., 2007). As

also predicted by those authors, our density logarithm spectra behave differently:

they are stable, and in all models show turbulence-like slopes. In our shock-cloud

models, these are mostly achieved not by an energy increase on small scales,

indicative of an energy cascade, but due to energy decreasing on large scales.

Thus the spectra are likely capturing the overall compression of the cloud due to

the external flows. This is likely what is captured in the spectrum for the SN2

scenario as the cloud is compressed also, however it is inconclusive what causes

this behaviour in SN1, as the cloud expands. Further investigation is clearly

required.

The dynamics in every scenario is different, thus while the spectra most likely

correctly capture the turbulent nature of the flows where they exist, many details

are lost. Most strangely, in the SN1 scenario, all flows are laminar, as such further

investigation is needed to elucidate the reason for a turbulent-like spectrum. Thus

as mentioned, a similar conclusion can be drawn here as it was in KWPF21: the

spectra appear to be unable to convey the key information about the nature

of the interactions, with different interactions showing similar spectra. Clearly

more work is required than is shown in this chapter however, as power spectra

are not the only statistical description important for understanding molecular

clouds and star formation more broadly. Single point statistics, such as density

probability distribution functions, are also used alongside two point statistics

such as autocorreleation functions and power spectra, which are all important in

numerical and analytical models of star formation (Mac Low & Klessen, 2004a).
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Conclusions

6.1 Summary

In this Chapter we summarise our approach, findings, and provide a discussion

with suggestions for potential future work.

In this Thesis, using the MG code we numerically studied the relative im-

portance between the thermal instability (TI), gravity and shock impact in the

process of molecular cloud (MC) formation out of an initially quiescent atomic

medium. Our models built on earlier work in our group (Wareing et al., 2016a,

hereafter WPFVL16), who using numerical simulations showed that even in iso-

lation, the TI is an effective mechanism for forming MCs out of a diffuse atomic

medium, and is able to generate clumps with properties that match observa-

tions. The clouds in WPFVL16 were left undisturbed by any external events for

∼ 50 Myrs, and so it is of interest to investigate deviations from such an idealisa-

tion. As the role of the TI was extensively studied by WPFVL16, combining it

with the extensively studied shock-cloud problem is one appropriate step to take,

and one I decided to take here.

A total of five scenarios were considered in this Thesis. These were an un-

shocked scenario, two planar shock-cloud scenarios in the small cloud regime in

Chapter 3, and two supernova-cloud scenarios in the large cloud regime in Chapter
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4. The regimes were defined in terms of the distance of the shock wave origin away

from the nearest cloud edge, and allowed us to study shock-cloud interactions in

two very extreme circumstances. Additionally, the shock was introduced at two

different times: when the cloud was in a “pre-TI” warm atomic state prior to any

noticeable action of the TI, and a “post-TI” state after cold and dense clumps have

formed. This allowed us to study the effects of the presence/absence of clumps

on the resulting dynamics. In Chapter 5 we took advantage of the fact that

the dynamics in the models were well understood in the previous chapters, and

via a Fourier analysis derived the power spectra of velocity, density and density

logarithm. This allowed us to understand how the dynamics were reflected in

the spectra, and if any turbulence was present, as reflected by spectra containing

inertial ranges of constant slope.

6.1.1 Chapter 3: Shock-cloud interactions in the small
cloud regime

We first turn to summarise our results from Chapter 3 where the un-shocked

NoShock scenario was considered, and scenarios where a shock with Mach 1.5

impacts a “pre-TI” cloud (12Shock) and a “post-TI” cloud (24Shock).

Both 12Shock and 24Shock showed early and sustained evidence of local grav-

itational collapse on a timescale of ∼ 5 Myrs since shock introduction, successfully

demonstrating the capacity for star formation in the clouds. This is interesting,

since local collapse was not seen in the NoShock cloud, despite the 4.5 Myr free-

fall timescale for gas with n = 100 cm−3, which the NoShock cloud contained after

≈ 15 Myr - only global collapse on an ≈ 35 Myr timescale was seen. More mas-

sive clouds like that in NoShock did show local collapse in Wareing et al. (2019)

however, clearly indicating that this difference between NoShock and Wareing et

al. is due to the NoShock clumps being unable to accumulate enough mass to
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take them over the Jeans limit, requiring additional compressive mechanisms to

do so, such as that due to a shock like in my work. Where this threshold lies,

beyond which no compressive devices are needed to induce local gravitational

collapse, would be an interesting exploration for future work, and could prove

valuable insight to the study of global hierarchical collapse (Vázquez-Semadeni

et al., 2019).

Focusing now on each case individually, the first thing to note is that in the

12Shock scenario, the shock prevented the TI from developing. Instead what we

saw was gas being shocked into the thermally unstable regime, and subsequent

cooling directly to the cold phase. Some shocked regions appeared to have a

higher potential for TI triggering than others, especially where the shock was

the weakest, however the instability was prevented from developing there due to

repeated shocking of gas on a cloud-crushing timescale. Where the shock was the

strongest, the radiative cooling and compression resulted in the formation of a

cold, thin and dense shell. This fragmented due to dynamical instabilities, with

some regions originating from the rear of the cloud eventually collapsing due to

gravity.

Turning now to 24Shock, we first point out that the TI-formed clumps played

quite a significant role, but were not too strongly disturbed by the shock itself,

at least to begin with. Primarily, they strongly influenced the structure of the

velocity field, as external flows were directed via low density inter-clump channels.

Inspecting the velocity field visually showed it to appear turbulent-like, with lots

of un-ordered regions of flow. There was still some larger scale order, however,

as the majority of the flow was directed through the channels to the centre of

the cloud, and back upstream against the cloud drag. The flows in the cloud

substantially increased the probability of clump-clump interactions, and these

occurrences were largely responsible for the first instances of local gravitational
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collapse.

In our models, the shocked molecular clouds remained starless for ∼ 5 Myrs

in the 12Shock scenario and ∼ 15 Myrs in the 24Shock scenario, reflecting the

possible lifetimes of molecular clouds prior to star formation.

6.1.2 Chapter 4: Supernova-cloud interactions in the large
cloud regime

In Chapter 4 we performed an analogous study to the previous chapter but this

time in the large cloud regime. Namely, the idealised planar shock was replaced by

a 10 M� and 1051 erg detonation at a distance of 50 pc away from the nearest cloud

edge, reflecting a realistic supernova event. All five scenarios were considered in

this chapter, consisting of the un-shocked scenario NoShock, two re-simulated

shock-cloud scenarios S1/S2 (analogous to 12Shock/24Shock in Chapter 3), and

two supernova-cloud scenarios SN1/SN2 at equivalent timescales as S1/S2 (i.e.

impact with pre-TI and post-TI clouds, evolved for ≈ 5 Myrs). Like previously,

we studied the relative importance of the TI, gravity and supernova impact, but

now compared and contrasted the models not only to the NoShock scenario, but

also to the S1/S2 scenarios in the small cloud regime.

For our chosen parameters, upon impact the Mach number of the supernova

shock was ≈ 7, and this was stronger than the planar shock roughly by a factor

of 4.5, which had a Mach number of 1.5. On aggregate however, the supernova

was significantly less disruptive than the sustained impact from the idealised

post-shock flow. Since S1/S2 were in the small cloud regime, the post-shock

flow was constantly replenished and approached the cloud at ∼ 100 km s−1. This

provided a ram pressure that consistently throughout the simulation was at least

a factor of 100 higher than that due to the ∼ 10 km s−1 flows that developed

around the cloud in SN1/SN2. A constantly replenished flow also meant that
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in S1/S2 the ambient thermal pressure was maintained at higher values than

those in the cloud, resulting in continuous compression throughout the entire

simulation. SN1/SN2 were a strong contrast to this, where the compression

dropped strongly due the Sedov-Taylor-like profile in the interior of the remnant,

causing the ambient pressure to drop below the cloud’s after 1 Myr.

In the SN1 scenario, the ambient pressure drop after the passage of the shocks

resulted in the expansion of the cloud. The edges expanded everywhere at the

same rate, except at the front where an upstream flow had developed that halted

the expansion and gave the cloud a lobe-like morphology. This unique evolution,

and a lack of oncoming flow meant that the Rayleigh-Taylor, Vishniac and Kelvin-

Helmholtz instabilities were not triggered, which were fundamental to the S1/S2

evolution. Internally, where the impact was the strongest, the TI appeared to be

triggered which formed a cap-like structure with clumps embedded inside. We

concluded however that we would not expect any star formation in this scenario,

at the very least on the same timescales as in S1, as the maximum densities

obtained were 100 cm−3.

In the SN2 scenario the decrease of the ambient pressure was followed by even

more surprising behaviour. The shock had almost no effect on the cloud at all. In

fact, after ∼ 3.5 Myrs from the initial disturbance, the cloud recovered into a state

that was almost indistinguishable from the NoShock cloud. The only signatures

of the supernova remnant were seen in the warm medium morphology, and the

formation of tail-like structures in the clumps nearest to the cloud edge as they

appeared to be ablated by the transmitted shock. After the transmitted shock

passed the outer edge clumps, the interclump medium dropped in pressure, which

resulted in some clumps expanding and merging with neighbouring clumps. This

however did not raise the maximum density in the cloud, thus doing little to aid

the possibility of further star formation beyond that expected due to the trivial
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collapse of the entire cloud (as dictated by the initial condition).

6.1.3 Chapter 5: Turbulence analysis

In Chapter 5 we performed a Fourier analysis to obtain power spectra of veloc-

ity, density and density logarithm of the 12Shock and 24Shock scenarios from

Chapter 3, and the SN1 and SN2 scenarios from Chapter 4. Our goal was to

take advantage of the fact that we understood those models reasonably well, and

investigate if any connections could be made between the cloud dynamics and

the spectra. Specifically, we wanted to see if the spectra contained any inertial

ranges that scaled as E (k)∝ kα with constant value of α, and whether we could

identify the physical behaviour responsible for such spectra. Recall that a value of

α= -5/3 corresponds to subsonic, incompressible hydrodynamic turbulence (Kol-

mogorov, 1941, hereafter K41) and the value of α= -2 corresponds to supersonic,

compressible hydrodynamic turbulence (Burgers, 1948, hereafter B48).

While self-similar scaling was seen in many of the spectra, it was challeng-

ing to interpret this as representing turbulence in every case, with some spec-

tra showing misleading results altogether. In 12Shock and 24Shock for exam-

ple, velocity power spectra showed a B48 α= -2 slope for a period of ∼ 400 kyr

after shock impact. This was not due to any compressible supersonic turbu-

lence being present in the simulations, but simply due to the presence of a

shock on the grid, as confirmed by tests that looked at the Fourier transform

of the shock only. Subsequently, both scenarios displayed velocity spectra with

turbulence-like behaviour, with a slope somewhere between the K41 α= -5/3 and

B48 α= -2, roughly spanning just over a decade in wave number with a break

around 3< l < 5 pc. Around regions influenced by dynamical instabilities, the

velocity field was indeed turbulent-like.

Both supernova-cloud interactions showed a period of 3 Myr with a B48 α= -2
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slope also, which was interesting, since in the SN1 scenario almost all flows were

laminar during this period. More believable were the SN2 spectra, as they likely

captured the pre-existing thermal flows due to the thermal instability, and the

distortions of the shock as it passed over clumps. The density spectra showed

drastic differences when compared to the velocity spectra, displaying significant

flattening with increasing time. The density logarithm spectra were stable how-

ever, and in all models showed turbulence-like slopes.

It appeared that turbulence-like spectra in our shock-cloud models were mostly

achieved not by an energy increase on small scales, indicative of an energy cas-

cade, but by an energy decrease on large scales, shallowing the slope to something

approximating an α of -5/3. There the spectra were likely capturing the overall

compression of the cloud, which is likely what was being captured in the SN2

spectra too as the cloud was shrinking due to gravitational contraction. It was

inconclusive what caused this behaviour in the SN1 scenario, as the cloud ex-

panded.

6.2 Final remarks and possible future work

To our knowledge, the works presented in this Thesis are the first systematic

studies of the impact of a shock on a cloud that is evolving due to the TI and

gravity, where comparisons are made between shocked and un-shocked clouds

and small and large cloud regimes. Our work has significance in elucidating the

role of the TI, supernovae and gravity in the early stages of star formation and

ISM evolution, thus it is very interesting to see such a vast array of surprising

behaviour.

One would expect that all else being equal, the closer a blast source is to an

object, the stronger the impact. Indeed, studying the impact of supernovae on

molecular cloud velocity dispersions, Seifried et al. (2018) found that doubling
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Rc decreased the maximum impact by roughly 40%. It is interesting therefore to

observe planar shocks significantly disrupting clouds in the small cloud regime,

while appearing not to have much of an impact in the large cloud regime, especially

given that the small cloud regime is often employed as an approximation to

supernova remnants. It is useful therefore to consider how reflective simulations

in the small cloud regime are of realistic astrophysical systems.

To illustrate this with our models, it is worth considering again how the

boundaries between the regimes were defined in Chapter 1. A cloud with radius

r cl, density contrast χ, and blast source distance Rc (from nearest cloud edge)

qualifies for the small cloud regime if the parameters satisfy r cl� 0.1Rc/χ
1/2, the

medium cloud regime if they satisfy 0.1Rc/χ
1/2 . r cl . 0.05Rc, and the large cloud

regime if they satisfy r cl> 0.05Rc.

At the time of impact, χ≈ 500 evaluates the first equation to r cl� 0.0047Rc,

requiring a cloud to have a radius that is at an absolute maximum 0.5 % the size

of Rc to qualify for the small cloud regime. For clouds like ours with r cl = 50 pc,

this requires a minimum Rc≈ 11 kpc, which is clearly unrealistic for a single

supernova. In fact, using equation (39.31) in Draine (2011) to calculate the

“fade-away radius” Rfade - the theoretical length-scale at which the shock Mach

number falls below unity and a supernova remnant mixes with the ISM, we get

Rfade≈ 200 pc for our 10 M�, 1051 erg supernova exploding into a medium with

namb = 0.0022 cm−3. Using Rfade to approximate the maximum distance that Rc

can take that would lead to an interaction with a cloud, only clouds with r cl� 1 pc

would fall into the small cloud regime. Clearly, our 12Shock/24Shock and S1/S2

models are not representative of a supernova like that seen in SN1/SN2 exploding

far away.

It is clear that a necessary condition for a supernova explosion to represent

something approximating a wind-like flow like that in a shock-cloud system is
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a supernova rate of 1 every tP, where tP' 0.1Rc/vb approximates the variation

timescale of the shock-driving pressure in a supernova remnant (McKee et al.,

1987; Klein et al., 1994). Thus whilst a single supernova may not drive the

kind of wind seen in S1 /S2, a superbubble due to a cluster of supernovae might.

Given the size of our clouds, it is likely that our S1 /S2 scenarios are thus more

reflective of the kinds of clouds embedded in galactic winds and superbubbles due

to clusters of supernovae (e.g. Fielding et al., 2018). However, given typical wind

speeds (500 – 1500 km s−1) and molecular phase speeds (50 – 300 km s−1) observed

in such systems (see e.g. Strickland & Heckman, 2009; Rupke, 2018), it is unclear

what region of the parameter space our models occupy.

Thus many avenues of exploration remain, and we provide some suggestions

here. Some immediate extensions to the work could involve exploring the param-

eter space between the small and large cloud regimes, by varying the distance

of a single supernovae (e.g. Seifried et al., 2018), and by varying the supernova

rate from a single supernova, to whole clusters of supernovae (e.g. Padoan et al.,

2016). Additionally, as the final “goal” of such a cloud is to form a star, it would

be helpful to consider the impact of increasing the cloud mass, as larger clouds

similar to ours showed higher potential for star formation (Wareing et al., 2019),

and could thus show interesting behaviour when impacted by a shock. Consider-

ing different cloud shapes would be helpful also, as clearly a large factor impacting

the dynamics in our models is the initial spherical shape of the cloud. Exploring

an initial condition of a filament-like cloud could therefore prove insightful (e.g.

Goldsmith & Pittard, 2020), as well as the inclusion of magnetic fields, which

have been demonstrated to form filaments from clouds like ours (Wareing et al.,

2016a, 2021). For those less interested in the assembly stage of a molecular cloud,

the shock-cloud scenarios in this work showed evidence of local gravitational col-

lapse, and are thus very amenable for the study of stellar feedback and cloud
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dispersal.

We also have suggestions with how to improve the turbulence analysis pre-

sented in Chapter 5. Firstly, power spectra are not the only statistical description

important for understanding molecular cloud turbulence. Single point statistics,

such as density probability distribution functions, are also used, as well as other

two point statistics such as autocorreleation functions. These are all important in

numerical and analytical models of star formation (Mac Low & Klessen, 2004a).

It would also be worth investigating whether we should, and by how much, be

worried about the fact that turbulence power spectra can give almost identical

results for very different dynamical behaviour. This would be worthwhile, given

that power spectra are the primary go-to tool in turbulence analysis.
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Alūzas, R., Pittard, J., Falle, S. & Hartquist, T. (2014). Numerical

simulations of a shock interacting with multiple magnetized clouds. MNRAS ,

444. 16
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Saury, E., Miville-Deschênes, M.A., Hennebelle, P., Audit, E. &

Schmidt, W. (2014). The structure of the thermally bistable and turbulent

atomic gas in the local interstellar medium. A&A, 567, A16. 2, 123
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