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Abstract

This thesis details work in two topological materials, with the overall aim
of producing candidates for the next generations of computational techno-
logies.

Sb2Te3 single crystals have been grown with p-type carrier densities in
the range 2 - 12 ×1019 cm−3 using a modified Bridgman method with excess
Te in the melt. Magnetotransport up to 8 T reveals a non-linear Hall res-
istivity with field and a saturating magnetoresistance in the high-field limit
across the carrier density range, which are both explained by a semi-metallic
two carrier band model with a majority hole and minority electron band.
Shubnikov de Haas Oscillations are observed below 30 K for all samples
and a carrier-density dependent beating envelope caused by the convolu-
tion of multiple frequencies is found for reduced carrier density samples.
Fitting the oscillations directly, non-trivial Berry phases are extracted for
each Fermi branch for carrier densities in the range 4.1 - 7.9 × 1019 cm−3.
Rather than originating from non-trivial Rashba or Dirac surface states,
linearly dispersive bulk states are found to be responsible for the beating
and non-trivial Berry phase. Overall a carrier density range required for
observing the Rashba surface states in thin samples is confirmed.

RhPb2 thin films have been grown using a DC sputtering and anneal-
ing procedure, where films annealed at 450◦C for 24 hours show a clear
superconducting onset close to 1.4 K, though a complete transition to a
zero resistance state is not observed down to 380 mK. The emergence of
superconductivity shows an acute sensitivity to the annealing conditions:
Tc is suppressed with higher annealing temperatures, and annealing in a
ultra high vacuum environment gives an increase in the total reduction of
resistance by 380 mK. Despite this, the upper critical field dependence on
temperature is well described by the conventional WHH theory for dirty
spin-singlet superconductors, and a positive correlation of Tc with increas-
ing amounts of structural disorder suggest a spin-singlet superconducting
state. These changes in Tc are found to be related to a reduction of the
electron-phonon coupling strength, characterised by analysis of the normal
state resistivity dependence on temperature.

iii



Contents

1 Introduction 1
1.1 Proposed Investigation for Topological Insulators . . . . . . . . . . . . . 5
1.2 Proposed Investigation for Topological Superconductors . . . . . . . . . 6
1.3 Order of this Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2 Background Theory and Review 9
2.1 3D Topological Insulators . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.1.1 Z2 Topology and Band Inversion Mechanism . . . . . . . . . . . 10
2.1.2 Surface States of 3D Topological Insulators . . . . . . . . . . . . 13
2.1.3 Experimental Signatures . . . . . . . . . . . . . . . . . . . . . . . 17

2.2 3D Topological Superconductors . . . . . . . . . . . . . . . . . . . . . . 20
2.2.1 Topology and Odd-Parity Pairing . . . . . . . . . . . . . . . . . . 21
2.2.2 Spin-Triplets, Odd-Parity Pair Potentials and Spin-Orbit Coupling 22
2.2.3 Majorana Zero Mode Surface States . . . . . . . . . . . . . . . . 25
2.2.4 Experimental Signatures . . . . . . . . . . . . . . . . . . . . . . . 26

3 Methods 32
3.1 Growth Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.1.1 Single Crystals - Modified Bridgman Method . . . . . . . . . . . 33
3.1.2 Thin-films - DC Sputtering . . . . . . . . . . . . . . . . . . . . . 36

3.2 X-Ray Characterisation . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2.1 X-Ray Apparatus . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2.2 X-Ray Diffraction . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2.3 X-Ray Reflectivity . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.3 Electronic Transport . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

iv



CONTENTS

3.3.1 Cryostat Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3.2 Sample Preparation . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3.3 Electrical Measurements . . . . . . . . . . . . . . . . . . . . . . . 47
3.3.4 Magnetotransport Effects . . . . . . . . . . . . . . . . . . . . . . 49

4 Antimony Telluride 56
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.2 Material Growth and Structural Parameters . . . . . . . . . . . . . . . . 59
4.3 Electronic Transport Measurements . . . . . . . . . . . . . . . . . . . . 62

4.3.1 Transport Characterisation . . . . . . . . . . . . . . . . . . . . . 62
4.3.2 Multiple-Band Transport . . . . . . . . . . . . . . . . . . . . . . 64
4.3.3 Self-Consistent Semi-metallic Two-Band Transport . . . . . . . . 66

4.4 Shubnikov de Haas Oscillations . . . . . . . . . . . . . . . . . . . . . . . 69
4.4.1 Isolation and Resolution of Multiple SdHO . . . . . . . . . . . . 69
4.4.2 SdHO Fitting and Phase Analysis . . . . . . . . . . . . . . . . . 73
4.4.3 Origins of Non-Trivial SdHO . . . . . . . . . . . . . . . . . . . . 76

4.5 Discussion of the Origins of Carrier Bands . . . . . . . . . . . . . . . . . 84
4.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

5 RhPb2 90
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5.1.1 Prospects of Topological Superconductivity in RhPb2 . . . . . . 92
5.2 Material Synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5.2.1 Choice of Growth Method and Initial Considerations . . . . . . . 95
5.2.2 Film Deposition and Initial XRR Characterisation . . . . . . . . 100
5.2.3 Annealing Investigation and RhPb2 Phase Formation . . . . . . 102

5.3 Electronic Characterisation . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.3.1 Transport Properties . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.3.2 Resistivity Dependence on Temperature . . . . . . . . . . . . . . 110

5.4 Superconductivity in RhPb2 Thin Films . . . . . . . . . . . . . . . . . . 114
5.4.1 Onset of Superconductivity . . . . . . . . . . . . . . . . . . . . . 114
5.4.2 Evidence for Conventional Superconductivity from the Temper-

ature Dependence of the Upper Critical Field . . . . . . . . . . . 120
5.4.3 Other Elements of the Film . . . . . . . . . . . . . . . . . . . . . 122

v



CONTENTS

5.5 Effect of Annealing Temperature . . . . . . . . . . . . . . . . . . . . . . 123
5.5.1 Structural Changes . . . . . . . . . . . . . . . . . . . . . . . . . . 125
5.5.2 Normal State Transport . . . . . . . . . . . . . . . . . . . . . . . 125
5.5.3 Tuning Critical Temperature . . . . . . . . . . . . . . . . . . . . 126

5.6 Effect of Annealing Environment . . . . . . . . . . . . . . . . . . . . . . 131
5.7 Summary of Superconducting Parameters . . . . . . . . . . . . . . . . . 134
5.8 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
5.9 Further Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
5.10 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

6 Conclusions 140

References 143

vi



List of Figures

1.1 Schematic representation of topological classifications. The hole in the
mug and the doughnut acts as a topological invariant, meaning it is
preserved under continuous deformation and sorts these objects into the
same topological class. A discontinuous deformation changes the number
of topological invariants in this example, changing the topological class
of the object. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Schematic representation of the discontinuous deformation, or band in-
version, that sorts ordinary and topological insulators into different to-
pological classes which are no longer represented by a topologically equi-
valent Hamiltonian. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Schematic representation of the emergence of peculiar topologically pro-
tected surface states from the unwinding of the non-trivial bulk topology,
with the contrasting case shown for a topologically trivial material with
ordinary surface states. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.1 (a) Schematic of Kramer’s energy band pairs and enforced band degen-
eracy at the TRIM points k = 0, πa [44]. (b) The TRIM points of a 3D
Cubic Brillouin Zone [44]. The Z2 invariant characterises how properties
related to the TRS of a system change between these TRIM points. . . 11

vii



LIST OF FIGURES

2.2 Schematic representation of: (a) non-inverted band structure and topo-
logically trivial material. (b) The bulk band inversion mechanism pro-
ducing a 3D TI. Often strong spin orbit coupling interactions lead to a
orbital dependent shift in the energy levels, producing a band inversion.
If such band inversions occur between orbitals with opposite spatial par-
ity at an odd number of TRIM points, the band inverted compound will
be a strong Z2 TI. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.3 Schematic representation, adapted from [44], of the difference in the sur-
face band dispersion between (a) a trivial insulator with generic surface
bands residing in the gap and (b) a non-trivial insulator with topologic-
ally protected surface bands. In (a), there are regions where completely
insulating behaviour could be found. In (b), there is no region within
the band gap where the surface states will not be partially occupied. . . 14

2.4 Schematic representation of 2D Dirac cone band structure, with energy
projected vertically [44]. The Dirac nature results from strong spin-orbit
coupling, the degeneracy at the TRIM point is enforced by TRS. The
non-trivial topology enforces an odd number of these gapless surface
states. The Helical spin structure originates from a Rashba-like SOC
Hamiltonian for the 2D surface state. . . . . . . . . . . . . . . . . . . . . 17

2.5 Schematic representation of the non-trivial spin-texture arising from or-
bital dependent SOC direction [23]. If an inter-orbital attractive inter-
action is preferred over an intra-orbital attractive interaction, then an
odd-parity spin-triplet will form instead of an even-parity spin-singlet. . 24

2.6 Numerically calculated examples of MJZMs found on the surface of a
TSC with a fully gapped pair potential [22]. (a) Example of simple
surface state structure without a remnant Dirac cone from an underly-
ing topological normal state. (b) Example of more complicated surface
dispersion resulting from the interference of the emerging MJZM and
preserved normal state Dirac cones. . . . . . . . . . . . . . . . . . . . . . 26

viii



LIST OF FIGURES

3.1 (a) Schematic of the vertical tube furnace used to implement the mod-
ified Bridgman method, with simple representation of the temperature
profile. (b) Representation of single crystal growth driven by the moving
temperature gradient. (c) Measured temperature gradient at the bottom
of the furnace, which is linear across the sample length and remains the
same during the growth. . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.2 (a) Examples of growth lines signifying the formation of large single crys-
tal segments in the material ingot after the modified Bridgman method.
(b) The growth ingots can be cleaved apart to reveal large single crys-
tal segments and more polycrystalline regions (bottom). (c) Example of
pristine mirror-like surface of a single crystal after cleaving. . . . . . . . 35

3.3 Schematic of the DC Magnetron Sputtering growth system used in this
work, adapted from [126]. . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.4 (a) Schematic of the 4He Dewar with VTI insert adapted from [129]. (b)
Schematic of 3He Heliox insert adapted from [130]. . . . . . . . . . . . . 42

3.5 (a) Schematic of the Hall bar geometry used to measure the electronic
transport in Sb2Te3 single crystals. (b) Image of single crystal sample
after preparation for transport measurements. Chip carrier sample area
is 4 × 4 mm for reference. Highlighted contacts and labels show the Hall
bar configuration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.6 (a) Schematic of the Van der Pauw geometry used to measure the elec-
tronic transport in RhPb2 thin films. Contacts are made to the film by
Ag paste and Au wire. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.7 (a) For clean measurement of the small SC transitions in this work 1mA
current is required, which is confirmed to produce no visible change on
the SC transition through heating effects by comparison of DC pulsed
and AC continuous measurement. (b) No intrinsic suppression of the SC
transition is observed until 4 mA current in DC pulse mode, also confirm-
ing correct determination of the SC onset temperatures in measurements
using 1 mA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

ix



LIST OF FIGURES

3.8 (a) Electrons completing cyclotron orbits have quantized k-space or-
bit areas in the direction perpendicular to the applied field, known as
Landau tubes. Figure adapted from [78]. (b) As the field is increased the
tube radius increases and they periodically vanish at the extremal cross
sectional area of the Fermi surface, meaning there is a periodic change
in the density of states at the Fermi level. For fixed kz, corresponding to
the maximal area S of the Fermi surface ε, this periodic change is due
to tubes of different Landau level index n passing through the edge of
the Fermi surface. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.1 XRD patterns for increasing nominal concentration of Te. Each scan is
normalised to the highest intensity peak close to 45 degrees, and data sets
are shifted upwards with increasing Te content for clarity. Diffraction
peaks are labelled with the (003l) index for single crystal Sb2Te3. . . . . 60

4.2 (a) The hexagonal unit cell of Sb2Te3, highlighting the quintuple layers
and Van der Waals gap cleavage plane. Adpated from [162]. (b)(i)
Hexagonal unit cell c-axis values extracted from the (0 0 15) XRD peak,
shown to stay approximately constant across the nominal composition
range. (b)(ii) XRD peak FWHM extracted from the (0 0 15) peak, only
for samples measured using the same x-ray beam collimation, showing a
slight increase for samples with high nominal Te concentration. . . . . . 61

4.3 (a) Resistance dependence on temperature indicates a degenerately doped
semiconductor system with metallic like behaviour, suggesting the car-
rier densities have remained high and the chemical potential resides in
the valence bands. (b) Variance in ρ0 with nominal composition. (c)
Variance of RRR calculated from the values of ρxx at 270 K and 4.2 K. 63

4.4 (a) Hall resistivity measured at 1.5 K shows a clear non-linearity with
field for all compositions, which is a signature of multiple-band transport
in non-magnetic systems. Inset shows deviation from low-field linear
slope for largest and smallest Hall resistivity. (b) The MR measured at
1.5 K shows quadratic low-field behaviour and tends towards saturation
at higher fields, with clear SdHO. Solid lines are the fitted curves of the
two-band magnetotransport equations. . . . . . . . . . . . . . . . . . . . 64

x



LIST OF FIGURES

4.5 Composition dependence of the transport parameters determined from
the 2-band fitting to the Hall data. (a) p-type carrier density, (b) p-type
carrier mobility, (c) n-type carrier density, (d) n-type carrier mobility. . 67

4.6 Comparison of the 2-band model fitting parameters determined from
fitting the Hall resistivity and the out-of-plane MR. Solid lines show 1:1
correspondence. (a) p-type carrier density, (b) p-type carrier mobility,
(c) n-type carrier density, (d) n-type carrier mobility. . . . . . . . . . . . 68

4.7 Reliability of the 2-band model shown by (a) the positive correlation
between the conductivity calculated from the 2-band fit parameters and
the measured RRR and (b) good agreement between the 2-band fit ef-
fective carrier density and the effective carrier density determined from
the high-field limit of the Hall resistivity. . . . . . . . . . . . . . . . . . . 69

4.8 Reducing the carrier density in Sb2Te3 leads to the emergence of a non-
exponential SdHO envelope (a) reducing carrier density from bottom
to top, non-exponential envelope patterns are apparent with a small
reduction of the carrier density compared to the nominally stoichiometric
sample, where a clear beat pattern with nodes (shown by solid arrows)
is resolved in the 3 lowest carrier density samples. (b) FFT of the beat
envelopes show partial splitting of frequency peak between 20 - 30 T
for the lowest carrier density samples, but no splitting for other samples
which show a beating envelope. Insets show the decomposition of the
FFT peaks by multiple-peak Lorentz fit, unveiling the hidden second
frequencies required to produce the beating envelopes. . . . . . . . . . . 71

4.9 Isolated SdHO (opaque lines) plotted against inverse field for both ρxx

and ρyx. Solid lines show the LK equation fits. . . . . . . . . . . . . . . 75
4.10 (a) Example of SdHO breakdown into separate frequency components

with similar amplitude and decay rate that produce the beating in the
sample with p = 2.4 ×1019 cm−3. (b) The LL fan diagram composed by
plotting the decomposed SdHO minima positions in inverse field against
LL index, whose x-axis intercepts are the same as the phase offset de-
termined by fitting. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

xi



LIST OF FIGURES

4.11 Calculated band structure of a 6 quintuple layer Sb2Te3 sample taken
from Ref. [19], clearly showing the Dirac and Rashba surface states.
Bulk bands are shown by grey regions and black dotted lines. Red and
blue markers show opposite spin directions for the surface states. . . . . 77

4.12 Band structure for bulk Sb2Te3 traced and interpolated from Refs. [20,
21] and [18]. Dashed horizontal lines signify the estimated range of
the band structure observed in this work, highlighting that the section
of BVB 1 along Γ − K with linearly dispersive bands and accidental
band crossing points is likely responsible for the non-trivial Berry phase
SdHO. Edges of the bulk band continuum are shown by black lines and
grey dashed lines show the internal dispersive nature of these bands. Red
and blue markers show opposite spin directions for the surface states. . 80

4.13 Schematic of the band structure of Sb2Te3 with solid colour horizontal
lines showing the estimated chemical potential positions for the asso-
ciated sample. Inset black line segments show the diameter of Fermi
branches estimated from the SdHO. . . . . . . . . . . . . . . . . . . . . 81

4.14 Positive correlation between the p and n type carrier densities across
the carrier density range, consistent with energy formation calculations
predicting a reduction of both Te vacancies and SbTe anti-site defects. . 85

4.15 (a-b) Full breakdown of the SdHO and FFT peak amplitude temperature
dependence for the sample with p = 2.4 ×1019 cm−3. (c) Summary of
the temperature dependence of the FFT amplitudes fitted to the the RT
term of the LK equation to determine the cyclotron mass of the carriers. 87

4.16 Carrier density dependence of the cyclotron mass extracted from the
temperature dependence of the SdHO. All are close to the average value
of 0.1 m0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.1 Tetragonal body-centred unit cell of RhPb2 shown from two different
angles, clearly displaying the body-centred structure, which is shared
across the entire CuAl2(C16) materials class. . . . . . . . . . . . . . . . 91

xii



LIST OF FIGURES

5.2 Details of the band structures of (a) RhPb2 and (b) PdPb2, taken from
[32, 35]. Both show similar features and qualitatively similar Fermi sur-
faces are expected, importantly the symmetry enforced Dirac points at
the P and N points in both materials open the possibility for TSC if
inter-orbital attractive interactions are preferred. . . . . . . . . . . . . . 94

5.3 Detail regarding phase formation in the Rh-Pb system. (a) Binary phase
diagram for the Rh-Pb system with details of different phases [211]. (b)
Composition dependence of the Gibbs free energy of formation, showing
the only three stable phases in this binary system are RhPb, Rh4Pb5

and RhPb2 [194]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.4 Schematic of the multilayer films grown in this work, showing the desired

result with annealing where the repeated layers are mixed and crystallise
into the RhPb2 phase. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5.5 Initial XRR characterisation of the DC sputtered films (a) Example of
fitted XRR data for film and (b) the changes of Bragg peak position,
arising from the repeating layer unit, when changing the growth time
and so thickness of the repeating Rh layer. . . . . . . . . . . . . . . . . . 101

5.6 Kiessig fit to the long period oscillations in the XRR that arise from
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Introduction

1



In the last few decades a new paradigm in condensed matter physics has surged, one
focussing on the classification of materials based on the topology of the electronic state.
Principally, topology is a field of mathematics that considers the classification of systems
based on some invariant property or feature, one that is unchanged under smooth,
continuous deformation, and which therefore separates systems into classes which share
the same topological invariant. A popular example is that of the mug and the doughnut,
shown in Figure 1.1, where the hole in both acts as a topological invariant, sorting them
into the same topological class where the shapes could be smoothly connected to one
another.

Figure 1.1: Schematic representation of topological classifications. The hole in the
mug and the doughnut acts as a topological invariant, meaning it is preserved under

continuous deformation and sorts these objects into the same topological class. A
discontinuous deformation changes the number of topological invariants in this

example, changing the topological class of the object.

The definition of topological matter most generally means any material system
whose electronic state has a non-trivial topological index associated with it, which
separates it from the topologically trivial limit of an atomic insulator. In 3D crystalline
materials, these topological indices are intimately linked to the underlying symmetries
of the electronic state, and the detailed topological classification of materials has been
subject to much research [1, 2]. From this, Topological Insulators (TIs), Topological
Semimetals (TSMs), and Topological Superconductors (TSCs) have all emerged as
novel phases of matter, where Hamiltonians describing the electronic states of systems
in the same classes may be smoothly connected to one another without the need to, for
example in Figure 1.2 for a TI, reverse non-trivial band orderings, an analogous process
to the bite in Figure 1.1. These material classes present novel physics to explore as
the physical manifestation of topological phases, and are highly sought-after based
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on proposed functionalities arising from the properties they possess as a result of the
underlying non-trivial topology of the electronic state.

Figure 1.2: Schematic representation of the discontinuous deformation, or band
inversion, that sorts ordinary and topological insulators into different topological

classes which are no longer represented by a topologically equivalent Hamiltonian.

The key emergent property of these systems is the requirement to have a topolo-
gically protected surface state with a peculiar energy band structure, with bands that
are enforced to be degenerate at high-symmetry points in the Brillouin zone. This re-
quirement is intimately linked to the topological properties and underlying symmetries
of the bulk crystal: the peculiar form of the surface states only arises due to the non-
trivial topology of the bulk, so is called the bulk-boundary correspondence, and the
degeneracies are enforced by symmetry constraints that define the topological protec-
tion. This is often visualised as the unwinding of the bulk non-trivial topology at the
boundary with a topologically trivial phase, shown in Figure 1.3. The surface states
are described as topologically protected, since they should remain stable as long as
the underlying topological properties are preserved meaning these features are robust
against certain perturbations. The interest in many topological materials is related to
the properties of these surface states.
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Figure 1.3: Schematic representation of the emergence of peculiar topologically
protected surface states from the unwinding of the non-trivial bulk topology, with the
contrasting case shown for a topologically trivial material with ordinary surface states.

For example, 3D strong TIs whose electronic states obey time reversal symmetry
(TRS) an inversion symmetry (IS) present a single, linearly dispersive gapless Dirac
cone on each surface, where an underlying strong spin-orbit coupling interaction leads
to a spin-momentum locked structure, and overall a protected metallic surface state on
an ideally insulating bulk [3, 4]. In an analogous fashion, 3D TSCs obeying TRS and
IS present exotic linearly dispersive Majorana zero-modes [5–7], where both of these
surface states are enforced to be degenerate at special points in the Brillouin Zone by the
underlying TRS. The key here is that symmetry-obeying perturbations to the electronic
states that would generally lift any accidental degeneracies of surface electronic states
in topologically trivial materials, would not lift the degeneracy of the electronic states in
a topological non-trivial material: the gapless nature of the surface states is protected
by an underlying symmetry, in this case TRS, meaning the surface states and their
intriguing properties are generally robust against non-magnetic disorder.

These systems are seeing a surge of interest due to both the novel underlying phys-
ics and the possible technological applications, where the overall intent is to produce
devices capable of utilising the unusual surface states and mark an improvement from
current technologies. In part, this is motivated by seeking advancements in the energy
efficiency of conventional logic-circuit devices, where the spin-momentum locking in 3D
TIs leads to ballistic spin-polarised charge transport to form the basis of low-power,
high-frequency, spin-based field effect transistors (FETs) [8–10]. On the other hand, the
Majorana-zero modes found on the surfaces of TSCs may facilitate the implementation
of topologically protected quantum computation, providing an avenue for quantum op-
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1.1 Proposed Investigation for Topological Insulators

erations with a natural resilience to de-coherence effects, unlocking the next-generation
of computational power and the ability to tackle problems beyond the capabilities of
classical computers [11, 12].

Of course, these high-level goals rely on detailed experimental work to produce con-
tinual improvements in materials and systems design, which is important on two fronts:
clearly uncovering the features of these materials related to the non-trivial topology,
and for tuning the basic properties of the systems to maximise the efficiency of any
technological implementation. The main motivation for this thesis then is to identify
and experimentally realise novel topological materials that should lead to improvements
in functionality compared to current examples of topological materials.

1.1 Proposed Investigation for Topological Insulators

Some of the fundamental problems surrounding 3D TIs and their implementation in
spin-FETs is related to bulk conduction channels that short circuit the surface state
transport: this is typically countered by alloying between similar material end-members
and by reducing the physical dimensions of the samples to use, which has lead to the
successful detection of spin-polarised transport in many 3D TI materials [13–15]. An-
other part of the functionality in devices is related to the ability to switch the direction
of the spin-polarisation by electrostatic tuning of the chemical potential position, this
sign change requires the existence of a second set of surface bands with a Rashba spin
structure, that so far have been achieved by ’accidental’ surface doping [16].

To this end, Sb2Te3 has been identified as a strong materials candidate for future
application. It is a 3D TI with a single Dirac cone on the hexagonal (001) cleavage
surface that is well separated from the bulk band structure [4]. It presents the highest
surface charge carrier mobility (2.5 ×104 cm2/Vs) of any 3D TI found to date with
successful depletion of bulk transport channels in thin samples [17], lending itself to
spin-dependent device applications on account of the long ballistic transport regime. It
also possesses an intrinsic set of Rashba surface bands pending full electronic charac-
terisation [18–21], which should presumably lead to greater control over the degree of
spin-polarisation compared to states arising from surface doping.

As it stands there are some significant barriers before being able to seek applications
of Sb2Te3. Primarily, only one example of surface dominant transport with such high
mobility exists [17], and confirmation of whether the Rashba surface states can also

5



1.2 Proposed Investigation for Topological Superconductors

contribute significantly to the surface transport alongside the Dirac surface state, and
so affect the degree of spin-polarisation switching, is also required.

The aim of this work is to first investigate whether the bulk carrier density of Sb2Te3

can be reduced as far as reported previously utilising a modified Bridgman method to
produce high-quality single crystals, which should later allow for ex-foliation and further
adaptation into device architectures [10, 16]. By tuning the growth stoichiometry,
the overall goal is to produce low bulk carrier density, high surface carrier mobility
samples where contributions to the transport are identified from the Dirac and Rashba
surface states. After this, further work in the system would include the ex-foliation of
very thin samples, which would in turn lead to higher surface state contribution and
easier identification of the surface contributions, and then also allow for electrostatic
gating and nano-pattern device fabrication to illuminate and control the spin-polarised
transport behaviour.

1.2 Proposed Investigation for Topological Superconduct-
ors

So far, many of the examples of TSCs are based on TIs with induced superconductivity.
The first experimental evidence for TSCs came from Cu-intercalated Bi2Se3 and In-
doped SnTe, where the superconductivity is an emergent property of the doped material
[22, 23]. The requirement for doping presents significant challenges in the preparation
of samples that are definitely and reproducibly TSCs [23].

In other cases, the superconducting proximity effect has been used to induce super-
conductivity in the topological surface states [24], leading to the emergence of protected
Majorana modes at, for example, the ends of 1D nano-wires [25], or within the con-
stricted regimes of planar Josephson Junctions [26–28].

Recently, there has been a surge of interest in the topological properties of already
superconducting compounds [29–31]. Ultimately, the emergence of intrinsically topolo-
gically non-trivial superconductivity in a material that requires no doping or additional
processing may ultimately lead to easier implementation in devices.

In line with this, the second material identified as a promising candidate for study
in this thesis is the intrinsically superconducting 3D Dirac semi-metal RhPb2 [32–
39]. The material holds the pre-requisite ingredients for a TSC phase, and the intrinsic
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1.3 Order of this Thesis

superconductivity and Dirac nature will in any case lead to protected surface Majorana
modes to be identified [40]. A novel structural polymorph of RhPb2 is also predicted to
have one of the highest superconducting critical temperatures found in a topologically
non-trivial material so far, close to 10 K [30].

So far there is minimal characterisation of RhPb2 in the literature: only the values
of Tc are quoted in studies from 50 years ago [38, 39], and only recently has the material
been re-synthesized for re-determination of the structural parameters [41].

Considering this, the proposed investigation of this material system here has the
primary key objectives: synthesize the base compound RhPb2 and characterise the
basic properties of the system, including confirming the presence of Dirac semi-metal
behaviour and characterising the emergent superconductivity in more detail, searching
for any signatures of unconventional TSC behaviour. After this, seeking experimental
verification of the proposed structural polymorph is highly desirable to further explore
the possibility of topological superconductivity in this material system.

Since thin-film TSCs may be more desirable for future implementation of Josephson
Junction devices and this material cannot be easily exfoliated into thin samples from
bulk, DC sputtering is targeted as the first synthesis method, since many of the well-
established nano-fabrication techniques can be utilised after thin-films showing the
desired properties are obtained.

1.3 Order of this Thesis

Chapter 2 first reviews some of the key theoretical ideas underlying Topological In-
sulators and Superconductors, focussing on the physical mechanisms related to the
emergence of the topologically non-trivial states. The surface states of these materials
are discussed, and the key experimental signatures used to identify the states of interest
are reviewed.

Chapter 3 introduces the experimental methods used in this thesis, highlighting
some of the physical concepts relevant to these and detailing the apparatus used.
Details of the electronic measurement techniques are considered to ensure accurate
determination of the properties of superconducting films, and the magnetotransport
effects observed in this thesis are introduced and discussed to provide more context to
the fitting and extraction of material parameters applied later.

Chapter 4 presents a study of the material system Sb2Te3, detailing an investigation
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1.3 Order of this Thesis

into reducing the bulk transport contributions in attempts to uncover signatures from
the Dirac and Rashba surface states of interest. Varying amounts of excess Te are used
to grow single crystals covering an order of magnitude range of carrier densities. This
allows a detailed investigation of the electronic properties of the system.

Chapter 5 presents a study of the material system RhPb2, reporting the first success-
ful observation of superconductivity in textured thin-films of this material. From this,
the superconducting properties of the system grown in thin-film form are characterised,
and the observed properties are probed for signatures of unconventional behaviour.

Finally, Chapter 6 reports the main conclusions of this work.
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Chapter 2

Background Theory and Review
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2.1 3D Topological Insulators

This chapter explores some of the underlying physical mechanisms responsible for the
emergence of non-trivial Topological Insulators and Superconductors, and introduces
the non-trivial surface states. The key physical features that can be observed in exper-
iments are also reviewed.

2.1 3D Topological Insulators

Topological Insulators still posses a conduction band, a valence band and a band gap
in the bulk: they are however distinct from trivial insulators as they have non-trivial
topological indices that characterise the bulk electronic state. This non-trivial bulk
topology generally arises due to changes in the electronic structure of the material,
specifically a reversal in the ordering of some of the bulk energy bands relative to a
topologically trivial material. The non-trivial topology requires the existence of an odd
number of topologically protected gapless surface states, which in the cases of 3D TIs
with strong spin-orbit coupling (SOC) obeying TRS and IS are 2D Dirac cones with a
spin-momentum locked structure.

2.1.1 Z2 Topology and Band Inversion Mechanism

The topological invariants defined for a 3D TI obeying TRS are called the Z2 invariants,
which are defined based on the properties of the Bloch Hamiltonians describing the
electron wave-functions in a periodic crystal lattice. The invariants are (ν0; ν1ν2ν3),
where ν0 = 0 or 1 defines the trivial or strong non-trivial topology respectively [42, 43].
The remaining ν1ν2ν3 are the weak topological indices, which are so called because
they depend on lattice translation symmetry and so break down in the presence of
disorder. The Z2 invariants reflect how a quantity called the time reversal polarization
(TRP) changes when an electron completes a Fermi arc between special Time Reversal
Invariant Momentum (TRIM) points in the Brillouin zone.

In any spin-1/2 system obeying TRS, the energy eigenstates must be doubly degen-
erate: an eigenstate with spin-up and momentum k has an equal energy time-reversed
partner with spin-down at −k, this property is called the Kramer’s degeneracy [42–44].

For electrons in a crystal the energy bands therefore exist in Kramer’s pairs, where
E(k) = E(−k), shown schematically in Figure 2.1a. At special points of the Brillouin
Zone, those defined by exactly the reciprocal lattice vectors, k = −k due to the trans-
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2.1 3D Topological Insulators

(a) (b)

Figure 2.1: (a) Schematic of Kramer’s energy band pairs and enforced band
degeneracy at the TRIM points k = 0, πa [44]. (b) The TRIM points of a 3D Cubic

Brillouin Zone [44]. The Z2 invariant characterises how properties related to the TRS
of a system change between these TRIM points.

lation symmetry of the lattice and the time-reversed Kramer’s partners are degenerate
at the same crystal momentum [44]. These points are called TRIM points, and the
energy band degeneracy remains intact at these points as long as TRS is obeyed. The
TRIM are highlighted in Figure 2.1a at k = 0, πa , and shown for a cubic Brillouin Zone
with lattice constant a in Figure 2.1b labelled Γi.

The ν0 Z2 invariant in inversion symmetric systems is defined by the relation [42,
43]:

(−1)ν0 =
∏
i

δi (2.1)

δi =
N∏
m=1

ξ2m (Γi) (2.2)

Here ξ2m (Γi) is the parity eigenvalue of the 2m-th occupied band at the TRIM point
Γi, which shares a parity eigenvalue with the Kramer’s partner ξ2m−1 (Γi).

Parity defines whether the wave-function is unchanged (even-parity or symmetric)
or reverses sign (odd-parity or anti-symmetric) under spatial inversion, with the parity
operator giving eigenvalues ±1 for even and odd wave-functions respectively. The term
δi then is the product of the band-parity eigenvalues over 2N occupied bands (δi = ±1)
assessed at the i-th TRIM point Γi, and the term ∏

i δi is the product of this value
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2.1 3D Topological Insulators

from all the TRIM points present in the Brillouin zone (∏i δi = ±1).
In short, the ν0 Z2 invariant becomes non-trivial if the value ∏i δi = −1. For

atomic orbitals the parity eigenvalue is (−1)l where l is the orbital angular momentum
quantum number [45]. The parity eigenvalues for hybridized bands in materials are
known from band-structure theory [42, 43]. This allows for simple assessment of the
terms above and identification of an overall odd parity product and non-trivial Z2
invariant.

The approach for identifying TIs comes directly from this definition by identifying
the presence of a band inversion between the upper most occupied band and a lowest
unoccupied band with opposite parity eigenvalue, around an odd number of TRIM
points, shown schematically in Figure 2.2. First, inversions between occupied bands
produce no change in the overall parity product ∏i δi. With an even parity product in
conventional insulators at all the TRIM points, the inversion of the parity of the upper-
most occupied band at an odd number of TRIM points will lead to an overall negative
product of the parity eigenvalues, therefore giving a ν0 = 1 topological insulator.

Such band inversions between the highest occupied and unoccupied energy levels
in materials are visualised by following the evolution of the orbital energy levels of
a single atomic element as it undergoes the effects of chemical bonding into a crystal
structure, which are then shifted in energy by the presence of any spin-orbit interaction
[4]. Typically, the crucial point of inversion is brought about by this strong spin-orbit
coupling interaction, naturally leading to the identification of TIs in heavy-element
(high-Z) semi-conductors with narrow band gaps, which in the ideal case would be
insulating at low temperature [4, 44].
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2.1 3D Topological Insulators

(a) (b)

Figure 2.2: Schematic representation of: (a) non-inverted band structure and
topologically trivial material. (b) The bulk band inversion mechanism producing a 3D
TI. Often strong spin orbit coupling interactions lead to a orbital dependent shift in
the energy levels, producing a band inversion. If such band inversions occur between

orbitals with opposite spatial parity at an odd number of TRIM points, the band
inverted compound will be a strong Z2 TI.

2.1.2 Surface States of 3D Topological Insulators

At the boundary of any crystal the periodic potential of the lattice is terminated, which
leads to the emergence of discrete energy levels within the energy gap of the crystal [46].
The amplitude of the wave-functions describing these states is damped exponentially
moving further outside or inside the crystal, meaning they are localised to the crystal
surface and so are called surface states [46]. Thus, there is a spectrum of electronic
states in between the conduction and valence bands of the bulk, which may only be
occupied by electrons on the surface [46].

Figure 2.3a shows an example of such generic surface states residing in the band
gap of a topologically trivial material. In this case, generally expected for a trivial
semi-conductor, there are regions where the chemical potential would still reside in a
complete band gap, one where the surface states are not partially occupied, and the
surface remains insulating.

The physical implication of a ν0 = 1 topological insulator is that the surface band
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2.1 3D Topological Insulators

energy spectrum takes a different form, shown schematically in Figure 2.3b, where there
is no longer any region where the chemical potential could reside in a complete band
gap to give insulating behaviour. This form of the surface state is generally referred
to as metallic, or gapless, and conduction is expected from the surface states for any
chemical potential in the band gap. This gapless nature is enforced by the underlying
Kramer’s degeneracy.

(a) (b)

Figure 2.3: Schematic representation, adapted from [44], of the difference in the
surface band dispersion between (a) a trivial insulator with generic surface bands

residing in the gap and (b) a non-trivial insulator with topologically protected surface
bands. In (a), there are regions where completely insulating behaviour could be

found. In (b), there is no region within the band gap where the surface states will not
be partially occupied.

Formally, the ν0 = 1 Z2 invariant represents that there must be a change in the
TRP between the surface TRIM points, the projection of the bulk TRIM onto the
surface, labelled Λa and Λb in Figure 2.3. Physically this is represented by any surface
energy band ’switching partner’ at the TRIM points Λa and Λb. For the trivial ν0 = 0
case there is no change in TRP and this is physically represented by the surface energy
bands not switching partner.

The key distinction is that a trivial insulator may have surface states residing in
the bulk band gap, however there can still be fully gapped regions of energy between
the surface bands and changes to the Hamiltonian may shift the energy bands out of
the gap completely [44]. It is also likely that two surface bands are intersected for
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2.1 3D Topological Insulators

any coincidental intersection between Λa and Λb. For the non-trivial case, a chemical
potential in the bulk band gap is guaranteed to intersect only one surface band between
Λa and Λb given the structure in Figure 2.3. Further, generic shifts to the energies of the
bands will not change this consequence: a single band is guaranteed to be intersected.

This summarises the physical consequence of a non-trivial Z2 invariant: ν0 = 1
guarantees that a chemical potential in the band gap will always intersect a surface
band, and that only one surface band is intersected.

In general, the details of the surface state electronic spectrum depend on the form of
the Hamiltonian near to the surface of the material [42]. Ultimately the surface states
are derived from solutions to the bulk Hamiltonian when the periodic potential of the
lattice breaks down [47]. In practice, the form of the surface state can be determined
by the projection of the bulk Hamiltonian onto surface subspaces [4].

The key relevant modification to the bulk Hamiltonian in the high-Z materials
showing the TI phase arises from a strong SOC interaction. Including the relativistic
SOC terms in the Hamiltonian leads to being able to represent the electronic states of
the crystal by a form of the relativistic Dirac Hamiltonian, where the energy disperses
linearly with momentum [4, 5, 48, 49]. On the surface then, the projection of this
Hamiltonian leads to a Dirac-like form of the surface state [3, 4], which coupled with
the strong non-trivial topological Z2 index leads to the emergence of a single linearly
dispersive Dirac cone on the surface that is enforced to extend across the band-gap and
be gapless at the surface TRIM points.

Since there is an enforced degeneracy at the TRIM point due to the TRS, this
surface state in a TI is defined as a gapless Dirac cone, which is enforced to be gapless
as long as TRS and underlying Z2 topology is preserved. These gapless Dirac cones
have a linear dispersion relation: E = ~kvF , which is equivalent to the electrons being
described by the massless Dirac equation, or that with rest mass set to zero, leading
to them being called massless Dirac fermions [44, 50]. The opening of a band gap in
the Dirac spectrum when the topological protection is broken leads to a gap in the
Dirac cone, and the electrons are then instead described by a massive form of the Dirac
equation.[44]

Importantly, the actual effective mass of the charge carriers would diverge for the
common m∗ =

(
∂2E
∂k2

)−1
form. In fact, this form is only valid for parabolic band

dispersions, and instead the more general form, valid for any dispersion, is given by
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m∗ = p
vg

= ~k2
(
∂E
∂k

)−1
with momentum p and group velocity vg [51]. The cyclotron

mass is given by mc = ~2

2π

[
∂A(E)
∂E

]
E=EF

where A(E) is the cyclotron orbit area in k-
space [47, 50, 51], and is equivalent to the general form for an isotropic Fermi surface
[51], and overall the effective/cyclotron mass of a Dirac fermion is given by: mc = ~k

vF

[50, 51].
Another important consequence of the strong SOC interaction is the emergence

of spin-momentum locking in the surface band structure. As a relativistic correction
to the Schrödinger Hamiltonian the spin-orbit interaction Hamiltonian is given by:
ĤSOC = ~

4mc2 (∇V ×−→p ) · −→σ , where ∇V is the gradient of the electrostatic potential,
−→p is the particle momentum, and −→σ is the Pauli spin operator [52].

On the surface of an inversion symmetric crystal, this is modified due to the dom-
inant out-of-plane electric potential gradient from the planar surface termination. For
out-of-plane ∇V and in-plane crystal momentum ~

−→
k , the cross-product leads to an

in-plane spin-direction perpendicular to the momentum [52]. This is encapsulated by
a Rashba-like spin-orbit term: ĤSOC = vσz (kxsy − kysx), where v is the velocity, s is
the Pauli matrix in spin space, and σz = ±1 now defines an orbital component usually
leading to an opposite spin-helicity for each surface band arising from a single bulk
band with double spin degeneracy [5, 23, 53].

The ν0 = 1 topological property of the bulk dictates the partner switching nature of
the surface state, and the two values of σz now describe a switching of the spin-helicity
above and below the band crossing at the surface TRIM point. The surface state is
then referred to as a 2D topologically protected helical Dirac cone, shown in Figure
2.4, and the surface TRIM is referred to as a Dirac point.

Another facet of the non-trivial topology is that an electron within a surface Dirac
cone has a non-trivial π Berry phase. In surface bands this is physically apparent
from the spin-structure of the Dirac cone: a spin-1/2 electron completing a orbit in
momentum space around the Dirac cone must have a 2π spin rotation, leading to the
accumulation of geometric Berry phase factor of π [42–44]. Formally however, the non-
trivial Berry phase arises due to the linearly dispersive nature of the bands [54–56],
and a non-trivial phase may also appear from linearly dispersive 3D Dirac bulk bands
[54, 57].
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Figure 2.4: Schematic representation of 2D Dirac cone band structure, with energy
projected vertically [44]. The Dirac nature results from strong spin-orbit coupling, the
degeneracy at the TRIM point is enforced by TRS. The non-trivial topology enforces
an odd number of these gapless surface states. The Helical spin structure originates

from a Rashba-like SOC Hamiltonian for the 2D surface state.

2.1.3 Experimental Signatures

Theoretical consideration is of course paramount for assessing the topological invari-
ants of a material, where the non-trivial inversion of the bands must be confirmed for
firm confirmation of the topologically non-trivial nature. Most of the experimental
challenges revolve around clearly discerning signatures of the surface states, since the
non-trivial band ordering looks practically identical to that of a trivial insulator. Some
of the techniques often employed for characterising TI materials are reviewed here.

Surface State Spectroscopy

An incredibly important tool for recognising TIs is by directly observing the surface
band dispersion by Angle Resolved Photo-Emission Spectroscopy (ARPES), which is
based on the photo-emission of electrons from the energy bands near the surface of
a material. By measuring the kinetic energy and emission angle of emitted electrons,
the binding energy and crystal momentum can be reconstructed using energy and mo-
mentum conservation principles, allowing visualisation of the electronic band structure
[58].

The first proposed 3D TI phase was predicted in the Bi1−xSbx alloy system, based
on the inversion of bands around the L TRIM point between the end members, Bi
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and Sb. Sb was found to have the inherent ν0 = 1 band-inverted structure, however
possessed a semi-metal band structure with partial band overlap [42]. A full gap was
found with alloying into Bi0.9Sb0.1, where the single Dirac surface band was directly
imaged by ARPES, providing the first experimental evidence of a 3D TI [58]. On the
basis that the Dirac surface band should also be spin-momentum locked Spin Resolved
(SR)-ARPES was also employed to directly measure the spin polarisation of the surface
bands in Bi1−xSbx alloys, confirming the non-trivial nature of the material [59].

After this confirmation of the 3D TI phase different material systems were proposed
for study. Inherently Bi1−xSbx alloys are the result of random substitutional disorder
which generally result in high defect levels, and the electronic structure is complicated:
as well as the surface Dirac bands there are bulk 3D Dirac bands and trivial surface
bands close to the non-trivial states for an overall complex surface dispersion [3, 4]. To
overcome these issues, the topological properties of the stoichiometric, layered materials
Bi2Se3, Bi2Te3, and Sb2Te3 were considered, which were found to be strong TIs with
simple, single Dirac band surface states on the natural cleavage plane of the materials
[4]. The non-trivial surface states in this material class were confirmed by ARPES
[53, 60], and alloying between different members of the material class was found to
produce samples with Dirac points well-separated from the bulk conduction bands [61].

Electronic Properties

Studying the electronic transport properties of these materials to uncover the surface
states is another powerful tool for characterisation, which should also lead to implement-
ation in electronic devices. Topological Insulators ideally present bulk semi-conducting
or insulating behaviour and gapless metallic surface states. In the simplest case of a
fully insulating bulk, the transport properties of a TI should be completely dominated
by the gapless (metallic) surface states at low temperatures. Typically however, the TI
candidates in the Bi2Se3 class have significant numbers of intrinsic defects which lead
to high bulk carrier densities [62]. In these cases the surface state contributions to the
transport are more subtle, and must be dis-entangled from any bulk contribution.

Significant efforts to reduce the bulk carrier densities with altered growth stoi-
chiometry in the strong TI compounds and alloying into crystals of the (Bi1−xSbx)2(Se1−
yTey)3 (BSTS) type have been largely successful [63–66]: reducing the bulk carrier dens-
ities in BSTS alloys led to samples with a dominant 70% transport contribution from
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the surface [67]. Reducing the dimensions of the samples to be measured also increases
the surface to volume ratio and leads to surface dominant transport [68].

Since there is usually surface and bulk conduction in parallel and the conductive
properties of the different bands are not degenerate, the transport effects must generally
be considered by multiple-band models. In TIs, this leads to looking for signatures of
multiple band transport in both the Hall effect and the magnetoresistance (MR) [44].
Multiple transport bands may also arise from complicated bulk band structure with
multiple Fermi pockets contributing to the transport as is the case in many semi-metallic
materials [57, 69, 70], or from trivial surface bands [44, 69, 70].

Changing the thickness of a sample will reduce the bulk contribution relative to a
surface state and can help disentangle surface contributions more clearly, however to
complement this multi-band transport analysis some probes of the non-trivial nature
are required.

Weak Anti-Localisation

Due to the Dirac spin-momentum locked band structure of the surface state many TIs
with significant surface contributions to the transport show a feature in the MR caused
by weak anti-localisation (WAL). There is an decrease in the zero-field resistivity due
to quantum interference effects related to the spin-momentum locked structure and a
V-like feature with increasing field as this interference is perturbed by the application
of a magnetic field [44, 71, 72].

In a disordered system, there is a possibility of an electron undergoing many low-
angle scattering events and returning to its initial position, drawing out a circular
path which may be traversed in both directions by partial waves φ1 and φ2 [73]. If
phase coherence is kept around the loop, there are quantum interference terms (I =
φ1φ

∗
2 +φ2φ

∗
1) to consider that will alter the probability from the classical result, in total

P = |φ1|2 + |φ2|2 + φ1φ
∗
2 + φ2φ

∗
1.

In the absence of spin-orbit coupling, the two partial waves interfere constructively
at the origin, and the probability of the electron being found there is doubled: this is
the origin of weak localisation [73, 74].

With the addition of strong spin-orbit coupling, the spin directions of the electron
partial waves need to be considered. Now, the interference terms are expressed in terms
of the two-spin system [75–77] which either take a singlet φ00 or triplet form φ11, φ10,
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φ1−1, leading to I = 1
2
(
|φ11|2 + |φ10|2 + |φ1−1|2 − |φ00|2

)
. Since the spins are parallel

for the triplets and their velocities are opposite around the loop, each scattering event
changes the angle of each in the opposite sense, dephasing them over a scattering time
τso leading to destructive interference and φ11, φ10, φ1−1 = 0. The spin singlet state
retains phase coherence since the spin and velocity directions are opposite, leading to
constructive interference and I = −1

2 |φ00|2, reducing the probability of the electron
returning to the origin to half the classical result, giving the WAL effect.

Shubnikov de Haas Oscillations

Many TI materials grown as single crystals show high bulk and surface mobilities, in
the presence of a magnetic field this leads to carriers completing many cyclotron orbits
before scattering and the formation of Landau energy levels in the energy spectrum
[78]. These are essentially a quantisation of the density of states and lead to quantised
Landau tubes in momentum space, where the energy level spectrum is dependent on
the magnetic field strength. Changing the magnetic field strength leads to oscillatory
effects in many physical properties of materials as these Landau tubes sweep through
the edge of the Fermi surface [78]. A powerful tool for characterising the electronic
states are oscillations in the MR of a material, Shubnikov de Haas Oscillations (SdHO).
Importantly, the π Berry phase of the Dirac surface bands leads to an observable phase
shift in the SdHO [54, 56, 79].

The surface and so 2D origins of the SdHO should also lead to a distinct angular
dependence where the SdHO frequency, which is proportional to the Fermi surface
Cross Sectional Area (CSA), should show a 1/ cos θ dependence on the angle θ between
the applied field and the out of plane direction [44]. The confirmation of a non-trivial
Berry phase and 2D surface nature in the SdHO are strong indications of a 3D TI phase.
Comparison of the carrier properties extracted from the SdHO to those extracted from
the Hall resistivity can also confirm the surface nature of contributions to the semi-
classical transport.

2.2 3D Topological Superconductors

Topological Superconductors are most generally defined as the topologically non-trivial
counterpart to a conventional superconductor described by the Bardeen-Cooper-Schrieffer
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(BCS) theory of superconductivity. Differences in the underlying electronic structure
of the superconducting state lead to the non-trivial topology. Specifically, the electrons
forming a Cooper pair to enter the superconducting state join in a spin-triplet with
odd-spatial parity, where the odd-spatial parity is the key to the non-trivial topology.
The surface state in a TSC with TRS takes the form of a gapless Majorana zero mode.

2.2.1 Topology and Odd-Parity Pairing

The many-body mean-field Bougouliobov-de Gennes (BdG) Hamiltonian most often
used to describe the superconducting state is fully gapped, and is constructed to inher-
ently reflect the particle-hole symmetry (PHS) of the superconducting state [80]. The
topological index defined for such a system, with both TRS and PHS, is the topological
winding number n, where it may generally take on any integer non-zero value for a to-
pologically non-trivial system [49]. The topological phase for a TSC is then protected
as long as TRS is preserved.

Exhaustive topological classification of various systems subject to different sym-
metry constraints has shown that the value of n can only take a non-trivial value for
superconductors with Cooper pairs that have odd spatial parity, those where the super-
conducting pair potential ∆k obeys P∆kP

† = −∆−k, where P is the spatial inversion
operator [2, 49].

Fu and Berg [49] realised there can be an extension of the Z2 topological invariant
ν to superconducting systems, which implies a non-zero value of n. From this, they
found that superconductors with odd-parity Cooper pairs will be TSCs if the Fermi
surface of the normal state encloses an odd-number of TRIM points in the Brillouin
Zone.

Overall, this leads to an identification scheme of looking for odd-parity pairings in
materials with a Fermi surface enclosing or close to the TRIM points in the Brillouin
Zone. Some previously studied unconventional spin-triplet p-wave superconductors
are therefore expected to be TSC candidates, such as SrRuO4 [81–83]. Often these
spin-triplet pairings are heavily susceptible to disorder which ultimately destroys the
superconducting phase [80, 83–85].

Since TI materials often show Fermi surfaces close to an odd number of TRIM
points, they also emerge as TSC candidates if superconductivity can be induced. The
non-trivial topological superconductors of focus here arise due to the strong spin-
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momentum locking effects in the bulk of these materials, leading to inter-orbital spin-
triplets that are inherently protected against strong disorder [86, 87].

2.2.2 Spin-Triplets, Odd-Parity Pair Potentials and Spin-Orbit Coup-
ling

The basic two-electron spatial wave function describing a Cooper pair of two electrons
above the Fermi sea is given by [80]:

ψ0 (r1, r2) =
∑
k

gke
ik·r1e−ik·r2 (2.3)

with weighting coefficient gk which is proportional to the effective interaction potential
Vkk′ [80].

Here, using ea × eb = ea+b and Euler’s formula, and the fact that the spatial wave
function should have a well-defined parity parity in inversion symmetric systems, we
can define a symmetric ψs and anti-symmetric ψa spatial wave function dependent on
the separation of the electrons [23, 80]:

ψs =
∑
k

gks cosk(r1 − r2) (2.4)

ψa =
∑
k

gka sink(r1 − r2) (2.5)

The total wave function Ψ of the two-electron state must include a spin wave-
function χ(s1, s2), which may also be anti-symmetric (spin-singlet), or symmetric (spin-
triplet) [88]:

χa = 1√
2

(| ↑↓〉 − | ↓↑〉) (2.6)

χs = | ↑↑〉, 1√
2

(| ↑↓〉+ | ↓↑〉), | ↓↓〉 (2.7)

If the two electrons are exchanged, the requirement of the two-Fermion wave-
function to be anti-symmetric leads to two scenarios [88]:

ΨS = ψsχa (2.8)

ΨT = ψaχs (2.9)

where in the BCS theory only the spin-singlet state ΨS is considered, that is mediated
by a spatially isotropic and constant attractive potential Vkk′ = −V [80].
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The odd spatial parity required for non-trivial topology depends on the formation
of Cooper pairs in the triplet state ΨT with a sinusoidal dependence on the electron
separation, implying the pair probability amplitude reduces to zero at small separation.
An attractive interaction then should fundamentally lead to a suppression of spin-triplet
pairing [80, 84].

In the BdG mean-field formalism, the BCS superconducting state wave-function is
defined by a pair potential described in terms of creation and annihilation operators of
the electrons:

∆k,s ∝ 〈c−k↓ck↑〉 (2.10)

This describes the internal structure of the Cooper pair [80], where electrons with
opposite momentum and opposite spin are paired together, corresponding to ΨS .

The proposal of the novel emergence of TSC was identified based on the non-trivial
bulk Hamiltonians in TI materials, where the strong SOC leads to a Dirac-like bulk
Hamiltonian containing a Rashba-like orbital dependent spin-momentum locked struc-
ture [49]. The key to realising a stable odd-parity pair and so TSC in these materials,
without the requirement of an unconventional attractive interaction/pairing mechan-
ism, is to include the possibility of an orbital degree of freedom in the superconducting
pair potential [49].

An example of the orbital dependent spin-structure that may arise in a strong SOC
material is shown in Figure 2.5, described by the Rashba-like Hamiltonian defined
earlier: ĤSOC = vσz (kxsy − kysx) where the change in σz = ±1 between two orbitals
leads to an opposite spin helicity [23, 49]. If an attractive interaction between orbitals is
favoured rather than one within orbitals, a spin-triplet pairing with odd spatial parity
will arise, described by a pair potential of the form [23, 49]:

∆k,σz ,s = ck,+1,↑c−k,−1,↓ + ck,+1,↓c−k,−1,↑ (2.11)

This kind of spin-structure is naturally found in many 3D TI materials and 3D Dirac
and Weyl semi-metals (DSM, WSM) on account of the strong SOC, leading to the
search for TSC in superconducting TIs, WSMs, and DSMs [23, 40, 49, 89].
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Figure 2.5: Schematic representation of the non-trivial spin-texture arising from
orbital dependent SOC direction [23]. If an inter-orbital attractive interaction is

preferred over an intra-orbital attractive interaction, then an odd-parity spin-triplet
will form instead of an even-parity spin-singlet.

The key advantage of inter-orbital TSCs relative to intra-orbital spin-triplet pair-
ings is related to the required pairing mechanism and the stability of the state against
disorder. As mentioned, spin-triplet states are fundamentally suppressed with an at-
tractive interaction due to the odd spatial wave-function. To prevent the suppression
additional components in the interaction potential Vkk′ between two electrons are gen-
erally required to stabilize the Cooper pairing. Some possibilities include strong repuls-
ive components at small electron separations in strongly correlated systems [80, 83], or
systems with strong spin-exchange interactions [84, 90].

Overall, the interaction potential and so superconducting gap-function may become
spatially anisotropic in momentum space and spin-dependent [80, 84]. High levels of
scattering ultimately average out any anisotropy and lead to a decoherence of the pair
potential [86, 91], giving suppression of the spin-triplet superconducting state where a
conventional BCS-like superconductor is largely unaffected [83, 85, 86, 92].

For the TSCs forming an inter-orbital spin-triplet, same spin direction and oppos-
ite momentum states can only exist in separate orbitals due to the orbital dependent
spin-momentum locked structure. The suppression of the anti-symmetric spatial wave
function now relies on the scattering of electrons between orbitals, which is suppressed
compared to intra-orbital scattering due to the spin-orbit locked structure [86]. Form-
ally an emergent chiral symmetry related to the spin-momentum locked structure pro-
tects the superconducting state, though the pairing is still eventually suppressed with
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strong disorder [86, 87]. So far, spatially isotropic attractive interactions arising from
the conventional electron-phonon coupling are also expected to be able form the Cooper
pairs [49, 86].

2.2.3 Majorana Zero Mode Surface States

From the bulk-boundary correspondence, the non-trivial topological nature of the bulk
superconducting state must produce a gapless surface state. In the case of a 3D TSC
obeying TRS, PHS, and breaking SU(2) spin-rotation symmetry, this surface state takes
the form of a 2D Majorana Zero Mode (MJZM) [5].

Generic surface states are not unusual for superconductors: systems with spatially
anisotropic pair potentials give Andreev bound states (ABS) on the surface [93]. At the
surface of a superconductor the Cooper pair must break down, leading to energy levels
within the superconducting gap that are populated by electron-hole quasi-particles
bound to the surface. The energy level of such an ABS reflects the internal symmetries
of the pair potential [94]. In the specific pair-potentials describing the odd-parity spin-
triplet inter-orbital pairing of TSCs, the ABS shows linearly dispersive bands that are
enforced to be degenerate at zero-energy [22].

In the Bougouliobov-de Gennes formalism, broken Cooper pairs are viewed as quasi-
particle excitations above the superconducting ground state [80]. These are described
by the superposition of electron-hole creation and annihilation operators, which are
linked to one another by γ(E) = γ†(−E) due to the PHS of the state [6, 7, 80].

The fact that the ABS are fixed to zero-energy on the surface of a TSC means that
the operators for creation and annihilation are equivalent. Also, the linearly dispersive
nature of the excitations means they are described by the relativistic Dirac equation in
an analogous fashion to TIs, and the non-trivial topology of the bulk leads to a single
surface ABS [22, 23]. Finally, the spin-momentum locked structure of the electronic
states breaks spin-rotation symmetry, and overall the single surface ABS of an inter-
orbital spin-triplet TSC is actually a 2D MJZM: the quasi-particles are then referred
to as Majorana fermions [6, 7].

An example of this surface state spectrum is shown in Figure 2.6a [22]. Figure 2.6b
shows the combination of a non-trivial bulk pairing and the preservation of a Dirac cone
TI surface state when transferring to the TSC phase, leading to a more complicated
surface dispersion, which however remains a MJZM on the surface [22].
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(a) (b)

Figure 2.6: Numerically calculated examples of MJZMs found on the surface of a TSC
with a fully gapped pair potential [22]. (a) Example of simple surface state structure

without a remnant Dirac cone from an underlying topological normal state. (b)
Example of more complicated surface dispersion resulting from the interference of the

emerging MJZM and preserved normal state Dirac cones.

The primary drive for realising isolated MJZMs is for their prospective use as the
underlying components of topological quantum computers. In essence, the topological
origin of the surface state protects against suppression of the underlying computational
unit, and the exchange of single MJZMs leads to topologically protected quantum
operations on the wave-function of the particle [11, 12].

2.2.4 Experimental Signatures

Again, full theoretical consideration of the underlying electronic structure is required
to confirm a TSC phase. The novel structure of the Cooper pair, described by the
pair potential, often called the superconducting gap function, may however lead to ex-
perimental signatures separate from the direct observation of the surface states. This
section reviews some of these features, and details the more direct methods for con-
firming the MJZM surface states and TSC phase.
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Unconventional Thermodynamics

Unconventional pairing symmetries generally lead to unconventional behaviour in many
of the standard probes of superconductivity. Formally, the energy gap function derived
for conventional s-wave BCS superconductors can be used to calculate many of the
bulk thermodynamic properties of the superconducting state [80]. Often, novel pairing
symmetries can lead to divergence from the BCS theories predictions, especially in the
temperature dependence of the bulk properties for anisotropic gap functions in the un-
conventional superconductors [92]. Similar ideas can therefore be transferred to TSCs,
which suggest an unconventional nature of the superconducting state if measurements
deviate from the BCS or Ginzburg-Landau (GL) theory.

Formally, full theoretical consideration of the different permitted superconducting
pair-potentials for a particular crystal structure are required, and the effect that these
should have on the bulk properties must be calculated in detail [92]. Notably, gap
anisotropies are not necessarily guaranteed since the pairing interaction may generally
be phonon mediated, spin-independent and spatially isotropic in TSCs [49, 80, 86], and
in some cases fully gapped spin-triplet pairings can lead to identical behaviour to a fully
gapped spin-singlet pairing [85, 92]. Nevertheless, some unconventional behaviours are
present in many of the standard probes of superconductivity in TSC materials, and
these signatures are reviewed here.

First, the normalised scale of the electronic specific heat jump when entering the
superconducting state may be modified beyond the weak-coupling BCS limit of 1.43
[80, 95, 96]. In itself this probes only the coupling strength, since an isotropic s-wave
pairing is assumed in theory, however TSCs often show divergence from BCS weak-
coupling behaviour [96].

To probe the nature of the pairing more directly, the temperature dependence of the
specific heat is related directly to the temperature dependence of the energy gap and so
the pair potential. Deviations from the behaviour predicted for a BCS s-wave supercon-
ductor [80, 97] have been identified in CuxBi2Se3 [96], and behaviour consistent with
nodal d-wave behaviour has been identified in TSC candidate Cux(PbSe)5(Bi2Se3)6

[98].
Formally, the full microscopic details of the superconducting pair potential will

also affect the temperature dependence of the critical field values of a superconductor,
leading to different quantitative theoretical predictions [92]. For example, behaviour
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consistent with p-wave spin-triplet pairing symmetry has been found in TSC candidates
β-PdBi2 [99] and CuxBi2Se3 [100, 101].

Another approach is to consider the detailed temperature dependence of the pen-
etration depth for various superconducting gap functions, where most differences are
seen at low temperatures [80]. In unconventional Type-II superconductors muon spin-
rotation (µ-SR) experiments have emerged as a powerful tool for characterising the spec-
trum of local magnetic fields, which then allows determination of the penetration depth
since the local field variation around vortices depends on the value of λ(T ) [80, 102].
Recently, the µ-SR technique was applied to TSC candidate ZrRuAs, where good agree-
ment with s-wave behaviour was found suggesting conventional behaviour [97]. Further
investigations have been undertaken in various intercalated Bi2Se3 samples, where sig-
natures of unconventional superconductivity have been uncovered [103, 104].

Full theoretical consideration of the impact of different pair potentials was car-
ried out in detail for the first TSC candidate CuxBi2Se3 [105–107], where examples of
nematic superconductivity have been experimentally identified in many of the thermo-
dynamic quantities [108, 109].

Notably, some spin-triplet states with odd parity may present essentially identical
isotropic gap functions, and therefore identical equilibrium properties to spin-singlet
superconductors [92]. However, due to the different spin-states present in TSCs, pair-
breaking effects of the magnetic field are also generally expected to have a different
impact on the critical field values [92].

Magnetic Field Pair Breaking Effects

Type-I and Type-II superconductors are defined in the GL theory depending on the
GL parameter κ = λ/ξ, with effective field penetration depth λ and effective supercon-
ducting coherence length ξ, where κ = 1/

√
2 separates Type-I (κ < 1/

√
2) and Type-II

(κ > 1/
√

2) [80]. At the boundaries between a normal state region with magnetic field
B and a superconducting region, the B field is screened exponentially with a character-
istic length scale λ and the superconducting condensate order parameter recovers over
a characteristic length scale ξ [80]. The distinction between Type-I and Type-II arises
due to the surface energy at this domain wall, which is positive in Type-I with ξ � λ

and negative in Type-II with λ� ξ [80].
The key physical difference between these regimes is the behaviour in a magnetic
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field. A Type-I superconductor (with no demagnetising shape effects) completely
screens a magnetic field, due to the energy cost associated with the domain wall and so
minimisation of these boundaries, up to a thermodynamic critical field Bc where the su-
perconducting state is suddenly destroyed. A Type-II superconductor allows magnetic
flux to penetrate above a lower critical field Bc1 in normal state vortices containing the
minimum magnetic flux quantum Φ0, due to the negative domain wall energy promot-
ing the formation of a maximum number of vortices with minimal flux contained in
each, where the superconductivity is destroyed at an upper critical field Bc2.

The thermodynamic and upper critical fields of Type-I and Type-II superconduct-
ors represent the point at which the work done by the superconducting condensate
in counteracting the magnetic field by setting up screening currents is equal to the
condensation energy of the superconducting state [80].

In the BCS and GL theory the critical fields are calculated based on thermodynamic
principles [80]. In reality, the free-energy of the superconducting state in a magnetic
field is also affected by contributions of Landau diamagnetism (orbital de-pairing ef-
fects), Pauli paramagnetism (spin de-pairing effects), and by spin-orbit coupling, which
are formally accounted for by the Werthamer, Helfand and Hohenberg (WHH) theory
[110]. These additional Cooper pair-breaking or stabilising effects related to the spin-
state will affect the internal-energy of the Cooper pair in a magnetic field, and so affect
the overall magnitude of critical field values [80].

The WHH equation (see e.g. [111]) is solved numerically to give a value of the upper
critical field at a fixed temperature for a dirty Type-II superconducting system, taking
the critical temperature, mean-free path and Fermi velocity as fixed parameters. Two
additional fitting parameters, the Maki parameter α quantifying the strength of the
spin-paramagnetic pair breaking effects that reduce the critical field values, and λSOC

quantifying the strength of the stabilising SOC effects that increase the critical field
values, can then be determined.

The WHH equation with α = λSOC = 0 always includes orbital de-pairing effects,
and the critical field values predicted in this limit act as an upper limit for the critical
field values of a superconductor in a conventional spin-singlet pairing [111–113]. This is
because with some finite α and strong SOC (λSOC � 1), the upper critical field values
predicted by the theory are equivalent to those when α = λSOC = 0 [111–113], meaning
these values cannot be surpassed. Formally, the WHH upper critical field values with
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α = λSOC = 0 are only surpassed by spin-triplet superconductors [114]. This fact has
been used for evidence of spin-triplet pairing in many TSC candidates [99–101].

Fundamentally, the pair breaking effect from Pauli spin-paramagnetism has a lar-
ger effect on spin-singlet pairings than the aligned spin-triplet Cooper pairings, leading
to the expectation of a small or negligible suppression of the critical field values due
to the spin-paramagnetic effect in spin-triplet superconductors [114]. Since spin-orbit
coupling provides a spin-stabilising effect against the Pauli spin-paramagnetism, in the
limit of strong spin-orbit coupling the Pauli spin-paramagnetism may be completely
counteracted [111, 113]. However, the upper limit of the WHH theory cannot be sur-
passed even in this case due to the spin-singlet structure. Surpassing the WHH limit
remains a signature of spin-triplet pairing [99–101].

Smoking Gun Experiments

For less well studied materials and novel TSC candidates, it is important to initially
look for deviations from standard BCS behaviour for suggestions of unconventional
behaviour. These signatures may either way be confirmed by more direct probes of the
topological nature of the state. Smoking gun experiments in TSC systems are those
that provide a more direct probe of the symmetry of the pair potential, or those that
directly measure the surface state spectrum to confirm the existence of a MJZM on the
surface.

A powerful tool for investigating TSC is the use of tunnelling spectroscopy [93] [94].
As mentioned earlier anisotropic pair potentials result in electron-hole quasi-particle
ABS on the surface of a superconductor. Since these bound states are a finite density
of states residing in the superconducting energy gap, they allow a finite tunnelling
current in point contact measurements for voltage bias’ within the superconducting
gap, where for fully gapped BCS superconductors there is no tunnelling current [80].
For the case of odd-parity TSCs which have Majorana zero modes on the surface, the
conductance peaks occur at zero voltage bias and are dubbed zero bias conductance
peaks (ZBCPs). These have been confirmed in many 3D TSCs [115, 116].

A large body of work aiming to achieve these signatures so far has focused on
proximity-induced superconductivity in TI wires, where the induced superconductivity
becomes topologically non-trivial due to the spin-texture in the TI, and accordingly
MJZMs appear localised at the boundaries of the systems [24]. Some studies report
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on the observation of ZBCPs in TI/conventional superconductor heterostructures [25],
however these systems are extremely difficult to fabricate cleanly, as a recent high-
profile retraction attests to [117].

Some open questions in the field revolve around Josephson Junction devices, which
are sensitive to internal phase differences between the pair-potentials of different super-
conductors, and as a result can be used to probe the pair potential of TSCs [22, 118].
The Josephson current between a conventional s-wave superconductor and a TSC
should take a second order form J(φ) ∼ sin(2φ) with phase difference φ, and so is
distinct from the first order form in a SNS junction comprised of BCS superconductors
[118].

There is a growing effort to realise coupled Josephson Junction architectures in
proximity induced TIs: some examples of the second order form of the Josephson
current have been established using the proximity effect in S-TI-S junctions [119, 120].
Anomalous Josephson currents have also been realised in crossed-junction structures
on the surface of 3D TI Bi2Se3 [27].
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3.1 Growth Methods

3.1.1 Single Crystals - Modified Bridgman Method

The processes and equipment for this material growth were set up by the author along-
side Dr. B.D.G. Steele and Dr. S. Sasaki prior to the start of this project. The
first Sb2Te3 sample with nominally stoichiometric composition was grown prior to this
thesis, which was used for control in an investigation of Sn and Pb doped Sb2Te3 that
is not reported here. All subsequent work was carried out during the author’s PhD
campaign.

The single crystal growth procedure of Sb2Te3 consists of 4 steps: weighing the
desired amounts of each element, sealing in a clean quartz ampoule, box furnace pre-
reaction of Sb and Te into a poly-crystalline Sb2Te3 ingot, and finally single crystal
growth in a vertical tube furnace with a stable temperature gradient.

Source material pellets are kept in a controlled N2 atmosphere glove box to protect
them from oxidation and contamination: typical relative humidity values are below 2%.
Stoichiometric amounts are weighed before being sealed at vacuum (P ∼ 10−2 mbar)
in an Ar purged and roughing pump evacuated quartz tube using an oxygen-acetylene
torch. All the materials used are 5N purity, and are weighed repeatedly to within a
standard error of ± 10 µg of the required amounts. To ensure a well mixed sample
before the Bridgman growth the pellets are initially melted together and mixed in a
box furnace at 800◦C for at least 24 hours. This mixing process promotes an even
distribution of material, judged by the uniform colour of an ingot afterwards.

Large and high-quality single crystal examples of the strong 3D TI candidates can be
reliably grown using a modified Bridgman method [121, 122]. The standard Bridgman
method slowly pulls a sample through a temperature gradient from above the melting
point to below it, where the temperature gradient must be large enough to have a well
defined point where crystallization occurs and the pulling rate set appropriately slowly
so that crystallization is continuous from the initial nucleation site [123]. The same
is true for the modified method, however instead of moving the sample the furnace is
cooled at a controlled rate, meaning the crystallisation temperature line moves across
the sample instead, overall requiring less equipment to implement.

Figure 3.1a shows a schematic of the vertical tube furnace set-up and temperature
profile. The fire bricks, ceramic plate and insulating blanket are used to prevent air
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(a) (b) (c)

Figure 3.1: (a) Schematic of the vertical tube furnace used to implement the modified
Bridgman method, with simple representation of the temperature profile. (b)

Representation of single crystal growth driven by the moving temperature gradient.
(c) Measured temperature gradient at the bottom of the furnace, which is linear

across the sample length and remains the same during the growth.

currents moving through the furnace that would disrupt the temperature gradient,
the ceramic holder improves the reliability of sample positioning radially. Figure 3.1b
details the growth mechanism: as the furnace cools the point of the furnace at the
crystallisation temperature (dashed line) moves up across the sample. Figure 3.1c
shows an example of the temperature gradient of the furnace measured with an external
thermocouple inserted at different lengths into the furnace. This was taken with the
bottom temperature of the furnace slightly above the melting point (620◦C) of Sb2Te3,
with a set-point temperature of 770◦C, which is the temperature in the middle of the
furnace. The temperature gradient across the length of the molten material (typically ∼
40 mm) is linear and equals 1.50 ± 0.02 ◦C/mm. Reducing the set-point temperature of
the furnace should decrease this temperature gradient since the ’coldest’ point is always
at room-temperature, and so it may change during the growth: it was found however
to remain constant within the uncertainty down to a set point of at least 670◦C, at
which point all of the material will have crystallised.

A full cycle of a modified Bridgman growth consists of a high temperature re-melt
and mixing period, followed by a controlled cooling through the melting point where
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(a) (b) (c)

Figure 3.2: (a) Examples of growth lines signifying the formation of large single
crystal segments in the material ingot after the modified Bridgman method. (b) The
growth ingots can be cleaved apart to reveal large single crystal segments and more

polycrystalline regions (bottom). (c) Example of pristine mirror-like surface of a
single crystal after cleaving.

crystallization occurs, and finally cooling to room temperature. A mixing temperature
close to 800◦C is again used for 24 hours, and a cooling rate of 0.1◦C/min from 700◦C
to 530◦C was found to produce large single crystals that often extend across the entire
length of the material ingot.

Multiple initial crystal nuclei may form single crystals concurrently using this growth
method, so after growth the total ingot may consist of separate single crystal segments
and more polycrystalline regions. An example of the ingot after growth is shown in
Figure 3.2a, where clear growth lines can be seen indicating good, but multiple, single
crystal formations. The samples cleave apart easily when applying pressure to these
growth lines with a razor or scalpel, revealing mirror-like single crystal segments and
more poly-crystalline regions as shown in Figure 3.2b. An example of the pristine
mirror-like nature of the crystals is shown in Figure 3.2c. It was found that the shape
of the bottom of the quartz tube would impact the quality of the single-crystal forma-
tion: an even conical shape extending to a sharp point led to fewer competing forming
segments of single crystals and so overall larger ingots to be taken for further measure-
ment.
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3.1.2 Thin-films - DC Sputtering

As discussed later, DC sputtering is selected as the deposition method for repeating
Pb-Rh-Pb multilayer units, which are then annealed post-growth to mix the layers and
form RhPb2. This method is selected based on its relative ease of implementation, with
specific apparatus and appropriately sized material targets available at the University
of Leeds for layer-by-layer deposition, and also since stoichiometric thin-films of TSC
candidates are highly desirable for future applications. This section briefly reviews the
process of DC sputtering [124] and details the apparatus used.

Sputtering relies on the ejection of a source material by high energy ions, where the
kinetic energy of the ion is greater than the binding energy of atoms within the solid,
allowing them to be ejected by a collision. In this work, DC magnetron sputtering with
Ar plasma is employed. A deposition chamber is pumped out to UHV (∼ 10−8 mbar)
and a small amount of inert gas is introduced (Ar at 2.4 mTorr). An electric field is held
between a cathode (target) and anode (substrate) using a large potential (∼ kV), where
electrons with high energy collide with the Ar atoms and eject electrons in an ionisation
event, creating the unbound charged particles that form the plasma. The positively
charged Ar ions are then accelerated to the target and collide with ∼ keV kinetic
energy to eject sputter atoms. Permanent magnets behind the sputter target produce
a magnetic field is used to confine the positive ions radially, since there is a horizontal
radial component of the magnetic field and a vertical drift velocity from the electric
field, the Lorentz force on the ions produces an circular drift current parallel to the
target surface: the charged ions drift whilst undergoing cyclotron motion and colliding
with the target. Electrons are also confined by this field, improving the efficiency of
ionisation events and therefore increasing the sputter yield.

After ejection, the neutral sputtered atoms of desired material have some kinetic
energy and move around the chamber by ballistic or diffusive transport, depending on
the Ar gas pressure, and ultimately arrive at the substrate. The energy of the arriving
atoms and flux of other species in the plasma determine the growth morphology of the
thin film, as does the substrate material and temperature, since the growth morphology
is determined by the competition of inter-atomic forces and the energy of arriving atoms
[125]. Here, a cold growth is used with reasonably low Ar pressure/high energy sputter
atoms to produce continuous layers of the targeted materials, which are then annealed
post-growth aiming for mixing of the layers and re-structuring of the films.
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Figure 3.3: Schematic of the DC Magnetron Sputtering growth system used in this
work, adapted from [126].

The apparatus used was built in house at the University of Leeds, shown schem-
atically in Figure 3.3. A roughing pump and cryo-pump are connected to the main
chamber, the roughing pump initially evacuating to ∼ 10−2 mbar and then the cryo-
pump evacuating to a pressure of ∼ 10−8 mbar. A cold shroud is also used with a
continual flow of liquid nitrogen to condense gaseous impurities out of the chamber
to reduce the pressure and impurity content further. Substrates are mounted on Cu
plates with Kapton tape, which are secured in a rotatable motor controlled sample
holder wheel and aligned directly above the target materials before growth. A motor
controlled shutter wheel is also present to block substrates from the sources to pre-
vent unwanted deposition. The shutter wheel also contains a permanent magnet array
around the opening to deflect energetic charged particles that may cause unwanted re-
sputtering of the grown material or damage the films. Growth of one layer of a specific
thickness is performed by moving a substrate and open shutter over a lit source for a
certain amount of time and moving off again: movement and timings are controlled
automatically by in-house software.

During growth Ar is introduced to a working pressure of 2.4 mTorr and the sputter
rates for specific materials at this growth pressure are controlled based on the power
discharge through the plasma by controlling the current from the Power Supply Units
(PSUs). Rh is a hard material with high binding energy, requiring 50 mA current for
2 Å/s growth rate, Pb is much softer with 10 mA giving a 3 Å/s rate. Both materials
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used are 5N purity: a thick-film of Pb showed Tc (defined as the midpoint of the
resistive transition) of 7.19 ± 0.02 K, with transition width ∆Tc = 0.2 K, suggesting
no magnetic impurities; a thick film of Rh showed a small upturn in resistivity at
low temperature which was not removed by magnetic field, thereby discounting Kondo
effects and suggesting no magnetic impurities. Further information regarding the film
structure and annealing process is discussed in Chapter 5.

3.2 X-Ray Characterisation

After growth, cleaving, or annealing, the primary mode of structural characterisation
used in this work is the scattering of x-rays. This section details the x-ray apparatus
set-up and introduces some of the characterisation methods employed.

3.2.1 X-Ray Apparatus

For all measurements in this thesis a 2θ-θ Bragg geometry was used in a commercial
Bruker D8 diffractometer with Cu as the x-ray source. For the Sb2Te3 investigation
both the Cu-Kα−I and Cu-Kα−II radiation was present, with Cu-Kβ filtered out by a
Ni plate. For the RhPb2 investigation a 4-bounce Ge (002) monochromator was used
to retain only Cu-Kα−I radiation.

The system has multiple degrees of freedom for the alignment of samples. In all
cases the measurements are taken in an out-of-plane geometry, so diffraction occurs
from planes parallel to the flat planar surfaces of both the single crystal and thin-film
samples.

3.2.2 X-Ray Diffraction

X-ray diffraction (XRD) is a powerful technique for characterising the crystalline state.
It relies on the diffraction of x-rays from the periodic arrangement of atoms in a crystal
lattice to angular positions defined by Bragg’s law, leading to the observation of sharp
peaks in diffracted intensity. Here, XRD is primarily used to identify already known
phases by comparison to published crystal structures, and to track the structural quality
of a materials system undergoing different preparatory treatments.

The primary goal of phase identification is performed by measuring the high-angle
XRD peaks and comparing these to known spectra from the materials of interest, which
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also rules out the presence of impurity phases. The position of a particular XRD peak
is directly related to the size of the crystalline unit cell and the orientation of planes
that are diffracted from. The measured peak positions are compared to reported values
in the literature: the standardised unit-cells for Sb2Te3 and RhPb2 are modelled in the
PowderCell software suite to produce complete XRD scans for comparison.

Ideal single crystals grown without twinning or multiple domains should present
higher orders of a single index peak for a particular alignment orientation: this fact
is used to ensure that cleaved single-crystals are single domain and confirm the out-of
plane orientation for the interpretation of transport measurements in magnetic field.

Thin films may generally be amorphous, polycrystalline with no preferred orienta-
tion, polycrystalline and textured, or completely epitaxial, depending on the substrate
choice, growth method and conditions. The goal of this work is to grow crystalline films
of RhPb2, given the amorphous/polycrystalline Rh buffer layer used to chemically pro-
tect the phase, either polycrystalline or textured thin films of RhPb2 are anticipated and
XRD is used to characterise the dominant orientations of RhPb2 forming in the films.
The progression of phase formation in the films with annealing time and temperature
is also determined by XRD.

Detailed quantitative information regarding the structural quality of the materials
in this work is not used. To fully account for the various factors affecting the intensities
and width of diffraction peaks not arising from the intrinsic properties of a sample is
a highly non-trivial undertaking. Instead, qualitative trends are analysed in series of
the same materials by looking at how a particular diffraction peak may change by
some different treatment of the system. To do this reliably, the beam geometry and
collimation is kept fixed so that the instrument factors are equivalent in each case.
Also the sample dimensions for each material system studied are kept approximately
the same.

For bulk single crystal samples, information regarding lattice dimensions can be
compared from peak positions, and changes in overall structural disorder due to micro-
strain from vacancies and lattice defects can be judged by changes in diffraction peak
widths, for a fixed peak index. In thin-film samples the peak widths will be affected by
grain size and by lattice defects. Since the growth method uses an annealing protocol to
form the desired phase, the total peak area can also be tracked with various parameters,
corresponding to the overall phase strength.
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3.2.3 X-Ray Reflectivity

X-ray reflectivity (XRR) is an effect based on the reflection of x-rays from surfaces and
interfaces in multilayer films. The reflection or transmission of x-rays from an interface
depends on the electronic density of the two materials and the angle of incidence,
leading to different levels of reflection from different interfaces in multilayer films [127].
For a single layer film with thickness t, the interference of reflections from the surface
and interface leads to the well known oscillatory form, Kiessig fringes, the form used
for single layer fitting in this work given by:

θ2
m+1 − θ2

m = λ2(2m+ 1)
4t2 (3.1)

describing the angular separation between two peaks with index m [127].
For multilayers, the full XRR pattern is a combination of oscillatory Kiessig fringes

from different reflections in the films, where the scattering length density (SLD) profile
of a specific sample determines the exact form of the XRR pattern [127]. The SLD
profile depends on the chemical make-up of each layer, the density of each layer, and
the roughness of the interfaces between layers [127]. Fitting software can model the
SLD profile for a multilayer film and predict the XRR pattern, thereby allowing fitting
of a measured XRR pattern by parameter refinement.

In this work, the open source software GenX is used to fit XRR data from multilayer
films. Initially this allows characterisation of layer thickness, densities, and roughness
to judge to success of a growth run and determine the nominal composition of a film
to be annealed. This is also used again after annealing to check for buffer and cap
layer inter-mixing effects, which also determines whether significant impurity phases
may have formed.

3.3 Electronic Transport

3.3.1 Cryostat Systems

4He System

To investigate the electrical properties of materials in this thesis at temperatures
between 300 K and 1.5 K 4He cryostats with variable temperature inserts (VTI) are
used: a schematic of which is shown in Figure 3.4a. The cryostat essentially consists
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of a constant temperature (4.2 K) liquid 4He reservoir that is used as a transfer gas for
cooling and heating from room temperature to 4.2 K: liquid 4He is introduced through
a porous inlet block, where the total flow rate is controlled by a motorised needle valve,
and the temperature of the exchange gas controlled by a heater next to the inlet block.
The amount of heating or cooling power from the VTI inlet to the sample is controlled
by the quantity of gas flow and the pumping speed of the connected roughing pump.

To reach temperatures below 4.2 K the roughing pump connected to the VTI reduces
the vapour pressure of 4He in the VTI which results in a lower temperature [128]. A
typical minimum working temperature of 1.5 K is achieved by balancing the inlet gas-
flow with a rotary pump capable of evacuating to ∼ 10−2 mbar.

The inner vacuum, liquid nitrogen jacket and outer vacuum are used to thermally
insulate the He-reservoir, the liquid nitrogen jacket acts as a heat sink to reduce heat
transfer into the He reservoir. Radiation baffles are present in the VTI to disperse
radiative heating from the top of the cryostat. Unlabelled ports on the top of the
cryostat are for reservoir filling, vacuum pumping, and safety relief valves.

A superconducting solenoid is submerged in the liquid helium reservoir around the
sample space which is used to produce magnetic fields up to 8T along the vertical
directions in Figure 3.4a. Sweeping the field between -8 T (down) and 8 T (up) allows
measurement of the magneto-transport of the sample, which can be taken in various
configurations depending on the orientation in which the sample is mounted.

The chip carriers containing the samples are mounted in brass holder heads, in close
proximity and with good thermal contact to a calibrated Cernox temperature sensor,
and electrical contact is made to the base pads of the chip carrier with non-magnetic
spring-loaded pins. The sample holder is then connected to a probe stick that contains
the thermometry and twisted-pair measurement lines which run to a break-out box that
is used to connect to the current-source and voltage-measurement equipment. Different
orientation heads are used to change the sample orientation relative to the field.

3He System

To reach temperatures below 1.5 K, an Oxford instruments 3He based 8Heliox′ insert is
used in-place of the VTI, with schematic shown in Figure 3.4b. The physical principle
behind reaching lower temperatures than a 4He based cryostat is that much less pump-
ing capacity is required to reduce the temperature of 3He, since the vapour pressure is
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(a) (b)

Figure 3.4: (a) Schematic of the 4He Dewar with VTI insert adapted from [129]. (b)
Schematic of 3He Heliox insert adapted from [130].

overall higher due to the lighter mass [128]. Since 3He is extremely rare and expensive,
a closed system is desirable. In place of a roughing pump and re-cycling system which
risks some leakage, the 3He is pumped on by an activated charcoal sorb within a closed
system in the Heliox insert.

The operation is as follows. The entire sample space is enclosed in a vacuum
can sealed by being evacuated and pulled onto a cone seal with high-vacuum grease.
The sample space is purged with clean 4He and evacuated multiple times, and finally
pumped out to ∼ 10−5 mbar using an oil diffusion pump, to minimize ice build up upon
cooling. A single 10 cm3 shot of 4He exchange gas is finally introduced to provide a
heat link between the 4.2 K 4He bath and the insert, allowing efficient initial cooling
upon insertion to the bath. Once lowered into the 4He bath and pre-cooled to 4.2 K,
opening a needle valve on the 4He inlet line, pumped on by a roughing pump, will draw
in 4He from the bath and cool the 1 K pot region and 4He exchange gas sorb to 1.5 K,
where it will capture all of the 4He exchange gas and remove the heat link to the bath.

After this, a heater within the closed 3He system on the sorb is used to raise the
temperature to 30 K and de-sorb the 3He gas condensed there, which will be cooled
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by passing near to the 1 K pot line and condense into the 3He pot. After roughly 30
minutes all of the 3He gas will be condensed into the 3He pot. Turning off the 3He
sorb heater, its temperature will slowly reduce to that of the 1 K pot line that it is
mechanically linked to, and it will begin to pump 3He and reduce the saturated vapour
pressure of the liquid and so temperature of the 3He pot. The sample space is heat
linked to the 3He pot by a thick copper braid and closely follows the temperature of
the 3He bath.

Significant heat-sinking is performed near the 1K pot region, since there is active
cooling there, and a section of the measurement lines are made of high resistance wire
to reduce heat transfer to the sample from room temperature. With the 1 K pot and
3He sorb at 1.5 K, the 3He pot can reach a temperature of 260 mK, the sample space
temperature is measured by a calibrated cernox mounted on the sample chip carrier,
and will reach a minimum temperature of 380 mK. Temperature control below 1.5 K
is by changing the 3He sorb temperature and so adsorption ability, a heater on the 3He
pot can be used to control the temperature above 1.5 K when the 3He evaporates.

3.3.2 Sample Preparation

Single Crystals

The preparation procedure of single crystals for transport measurements consists of 3
main steps: cleaving and exfoliation of a pristine mirror-like sample into an appropriate
shape, attaching gold wires with silver paint in a Hall bar configuration, and then
securely mounting the wired sample onto a standard gold plated chip carrier. In order
to obtain high quality electronic transport data in single crystal samples significant care
must be taken during sample preparation in order to minimize the effects of extrinsic
factors such as sample deformation, poor contact resistances, and oxidation.

Initial cleaving of single crystal segments from the growth ingot is performed with
a razor blade by gently pushing along growth lines, these are cut into cuboids approx-
imately 4 mm x 1 mm lateral dimension using a diamond wire saw, which gently grinds
through the sample without applying pressure and deforming the single crystal seg-
ments. Samples are held in place during cutting by beeswax which is easily removed
in warm (50◦C) acetone. These cuboid are then ex-foliated with kapton tape to ∼ 0.1
mm thickness, where the planar single crystal surfaces in contact with wax/acetone are
removed.

43



3.3 Electronic Transport

Attaching 25 µm diameter gold wires to the sample by hand using silver conductive
paste results in ohmic contacts (∼ 1 Ω) after curing in a small vacuum chamber at room
temperature that are mechanically sturdy, occasionally gentle current annealing is used
if contact resistance is greater than 10 Ω. Hall bar geometries are used in all cases of
single crystals measurements, shown in Figure 3.5a, so that the Hall effect and MR
can be measured simultaneously at the same temperatures, an important consideration
when SdHO from both quantities are to be compared.

In Figure 3.5a, Vxx signifies measurement of a longitudinal voltage, and Vyx meas-
urement of a transverse voltage. Since the transport properties of Sb2Te3 are isotropic
in the mirror plane [131], the only component contributing to Vyx, for perfectly aligned
contacts, is the Hall voltage for a non-zero B. With B pointing perpendicularly out of
the sample mirror plane, we define the out-of-plane MR that is measured on Vxx. The
measured magnetotransport data is processed into even and odd components with field
to remove any artefacts due to contact misalignment, since the Hall voltage is odd in
field and the MR is even.

Large current contacts are connected to the end areas of the sample with a full
and even distribution of silver paint across the entire face to promote planar current
injection, the lateral extent of the four voltage leads are minimised to reduce voltage
averaging and error in resistivity determination, but they are extended across the thick-
ness of the sample.

Sample lateral dimensions between the voltage contacts are measured using a motor-
controlled 2-axis sample stage underneath an optical microscope, which can directly
map the contact co-ordinates (x, y) in real space to calculate the sample dimensions.
Uncertainties in the lateral dimensions due to the size of the contacts are typically
50µm, roughly twice the wire width. Misalignment between the centres of the contacts
is typically less than 50 µm. The thickness of the samples is measured using the height
adjustment of the same stage, with an uncertainty of 10 µm.

To prevent electrical contact to the chip carrier a thin piece of rolling paper is
secured to the chip carrier base with a small amount of low temperature varnish-acetone
mix, which then acts as a gentle adhesive layer to hold the sample and thermally anchor
it to the chip carrier. Images of a sample after cutting, exfoliation, wiring and mounting
in a chip carrier are shown in Figure 3.5b.

XRD of samples before and after this process confirms no deterioration of sample
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quality, judged by the XRD peak width, from this processing. The finally ex-foliated
surfaces of measured samples are typically exposed to atmosphere for ∼ 2 hours during
the final wiring step, and are otherwise kept under vacuum in a small vacuum chamber
for drying the silver paint contacts, when not wiring they are kept in a desiccator.

(a) (b)

Figure 3.5: (a) Schematic of the Hall bar geometry used to measure the electronic
transport in Sb2Te3 single crystals. (b) Image of single crystal sample after

preparation for transport measurements. Chip carrier sample area is 4 × 4 mm for
reference. Highlighted contacts and labels show the Hall bar configuration.

Thin-Films

After the annealing procedure the thin films are typically 4 mm × 4 mm in lateral size,
grown on a 0.5 mm thick substrate. Contacts are again made to the sample using Au
wire and Ag paste, which are typically ∼ 1 Ω. Samples are secured to the chip carriers
using a small amount of low temperature varnish.

The Van der Pauw (VdP) geometry, shown in Figure 3.6, is used to measure the
film’s resistivity at room temperature and at 1.5 K to calculate the RRR, since any
geometric effects will be removed [132, 133]. Two measurements for each side are
taken with voltage and current lines swapped, these are then averaged and used to
calculate the film resistivity following Ref. [133]. Thickness is taken from the XRR
characterisation.

Hall measurements are also taken using the VdP geometry, but using a continuous
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Figure 3.6: (a) Schematic of the Van der Pauw geometry used to measure the
electronic transport in RhPb2 thin films. Contacts are made to the film by Ag paste

and Au wire.

AC current measurement with field swept to positive and negative values [132]. Current
is applied across the sample diagonal (e.g. along CB) and voltage measured on the
transverse contacts (e.g. over DA). The odd component of this voltage is again isolated
to give the correct Hall resistivity. Switching current and voltage lines was found to
give an identical Hall resistivity, since the samples are symmetric.

To speed up measurements of the resistivity dependence on temperature and field,
two additional contacts are used between two corners, set in-line across the sample
diagonal, to take an approximate 4-point measurement of the longitudinal resistivity.
These give an incorrect measurement of the actual resistivity, however they correctly
measure the RRR and MR%, confirmed through comparison to the full VdP measure-
ment. These longitudinal 4-point measurements are multiplied by a geometric factor
to make them identical to the VdP resistivity, and these are the measurements that are
presented. In the thin film samples, we define the perpendicular MR for an out-of-plane
B, transverse MR for in-plane B perpendicular to I, and longitudinal MR for in-plane
B parallel to I.

A calibrated Cernox temperature sensor was mounted alongside the samples in each
measurement run in order to measure the sample temperatures below 1.5 K, since in
the 3He system there is no in-built thermometry in the sample space. These were
calibrated against a pre-calibrated Cernox obtained from Lakeshore Cryogenics, with
resistances measured using a low-power AC resistance bridge.
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3.3.3 Electrical Measurements

All measurements of sample voltage were carried out using a Keithley 6221 AC/DC
current source. Voltage measurements at room temperature for initial characterisation
of resistance are taken in DC mode using a Keithley 2182 nano-voltmeter. During
dynamic measurements a sinusoidal AC waveform is applied constantly through the
sample, and Stanford SR830 lock-in amplifiers were used to measure the voltage in
AC mode. The frequency used in all measurements presented here was 117.66 Hz,
which was selected to avoid interference from mains sources (50, 100 Hz) and reduce
inductive effects: in all cases measurements are only undertaken if the out-of-phase
voltage components are close to zero. Only the band-pass filters of the lock-in are used,
since the 50 Hz and 100 Hz line filters affect the measurement at 117.66 Hz. The overall
set-up of the measurement lines are also arranged to reduce external noise. Twisted
pairs are always used for current lines and voltage measurement pairs, typical noise
level is 20 nV for the AC measurement technique.

For these measurements Joule heating effects in the samples during measurement
may be significant. The samples lateral sizes are large leading to reasonably low res-
istances in the both the single crystals and films, typically ∼ 50 mΩ and ∼ 0.5 Ω
respectively. Power dissipation in single crystal samples measured with 1 mA current
is ∼ 10 nW, producing negligible heating effects.

In the thin films studied in this thesis only the onset of superconducting transitions
are found, typically showing a transition in resistance < 0.2 mΩ. The transitions were
first identified using continuous AC measurements and the offset-expand feature of the
lock-in amplifiers, allowing small changes on a larger base-line voltage to be measured.
The typical level of baseline noise in the AC voltage measurement is 20 nV: to achieve a
signal to noise ratio of 10, a 1 mA current is required. The maximum power dissipation
then is ∼ 10µW in the thin films, which was seen to increase the sample temperature
at the 3He insert base temperature by ∼ 0.1 K over the course of ∼ 30 s where it then
stabilised.

To ensure this heating effect did not change the measured superconducting proper-
ties, a measurement of the transition with a pulsed DC current was performed, where
DC current is only applied for a short time during a voltage measurement, and then
the current is left off for a longer delay time, minimising the heat load on the sample.
Figure 3.7a compares a pulsed DC measurement with 1 mA, 25µs pulse width, and 0.1s
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delay time, to a 1mA continuous AC measurement. The data presented for the DC
measurements is an average of multiple measurement runs, interpolated and smoothed
to remove noise. The superconducting transition is not affected seen by the excel-
lent agreement by the two measurements. Since the thin-film samples resistances are
typically similar, the slight heating effects are therefore taken as an acceptable condi-
tion for cleaner measurements across all samples, since they only affect the base-line
temperature reachable in the 3He system and not the sample properties.

(a) (b)

Figure 3.7: (a) For clean measurement of the small SC transitions in this work 1mA
current is required, which is confirmed to produce no visible change on the SC

transition through heating effects by comparison of DC pulsed and AC continuous
measurement. (b) No intrinsic suppression of the SC transition is observed until 4 mA

current in DC pulse mode, also confirming correct determination of the SC onset
temperatures in measurements using 1 mA.

Apart from heating effects, the SC state is fundamentally sensitive to the application
of a current, where ultimately the current destroys the superconducting state for some
critical value Ic related to the critical field and the sample geometry [80]. To check
whether the current is suppressing the SC behaviour observed in these thin films, Figure
3.7b compares the SC behaviour for various measurement currents in DC pulsed mode.
Clearly, up to 2 mA there is no effect on the downturn, and again 1mA measurement
current is determined to be a safe level for clean measurements.
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3.3.4 Magnetotransport Effects

Resistivity Tensor

Following the relaxation-time approximation (Drude model), the equation of motion
for a charge carrier q, with effective mass m∗ and drift velocity v, undergoing scattering
events at rate τ , in the presence of both an electric E and magnetic B field, is given
by [134, 135]:

m∗
(
dv

dt
+ v

τ

)
= qE + q (v ×B) (3.2)

For a planar sample with lateral dimensions in the x, y plane, with thickness t in the
z direction, electric field E = (Ex, Ey, 0), current density J = (Jx, Jy, 0), defined as
J = nqv where n is the carrier density, with out of plane B = (0, 0, B), and taking the
steady-state solution with dv

dt = 0, we can re-express this as:

J = nqµE + µ (J ×B) (3.3)

Jx
Jy

 =

nqµEx + µJyB

nqµEy + µJxB

 (3.4)

where µ = qτ/m∗ is the charge carrier mobility. These equations can be decomposed
into a matrix equation [135]:Jx

Jy

 = σ0
1 + µ2B2

 Ex + µBEy

−µBEx + Ey

 = σ0
1 + µ2B2

 1 µB

−µB 1

Ex
Ey

 (3.5)

where σ0 = nqµ = nq2τ/m∗ is the Drude conductivity. From J = σE we can define
the conductivity tensor as:

←→σ =

σxx σxy

σyx σyy

 = σ0
1 + µ2B2

 1 µB

−µB 1

 (3.6)

where σxx = σyy and σyx = −σxy. Inverting the matrix to give the resistivity tensor:

←→ρ =

ρxx ρxy

ρyx ρyy

 = 1
σ2
xx + σ2

xy

σxx −σxy
σxy σxx

 = ρ0

 1 −µB
µB 1

 (3.7)

where ρ0 = 1/σ0. The usual expression for the Hall effect is contained here as ρyx =
ρ0µB = 1

nqB = RHB, showing that the Lorentz force results in a linear Hall resistivity
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dependence with field. From this, the origin of the MR is not simply due to the Lorentz
force acting on charge carriers: in a free-electron model with a completely isotropic
Fermi surface the MR should be zero [134, 136]. The origin of intrinsic MR is related
to anisotropies in the carrier properties around the Fermi surface and formally the
MR can be calculated based on the detailed conductivity tensor components calculated
using the Boltzmann transport theory and knowledge of the Fermi surface shape [136].

Nevertheless, from equation 3.7 we have: ρxx = σxx
σ2

xx+σ2
xy

, in metallic systems typic-
ally σxx � σxy at low field and ρxx ≈ 1

σxx
≈ ρ0

(
1 + µ2B2), revealing the well known

B2 power law dependence of the MR [134].

Multiple Bands

As explored in the introduction, many non-trivial topological materials have complic-
ated Fermi surfaces with multiple branches of partially occupied bands. Overall, the re-
sponse of each band combines to give the total current density: JT = ∑

n
Jn = ∑

n

←→ρn−1E,
leading to the definition: ∑

n

←→ρn−1 =←→ρ −1.
Using this definition and the inversion of a single band resistivity tensor [47]:

←→ρ n =

 ρn −RnB
RnB ρn

 −→←→ρ −1
n = 1

ρ2
n +R2

nB
2

 ρn RnB

−RnB ρn

 (3.8)

leads to a set of equations for two dominant transport bands:
ρ

ρ2 +R2B2 = ρ1
ρ2

1 +R2
1B

2 + ρ2
ρ2

2 +R2
2B

2 (3.9)

R

ρ2 +R2B2 = R1
ρ2

1 +R2
1B

2 + R2
ρ2

2 +R2
2B

2 (3.10)

which, after some arithmetic, lead to expressions describing the Hall and MR in a
system with two dominant transport bands:

ρyx(B) = (R1ρ
2
2 +R2ρ

2
1)B +R1R2(R1 +R2)B3

(ρ1 + ρ2)2 + (R1 +R2)2B2 (3.11)

ρxx(B) = ρ1ρ2(ρ1 + ρ2) + (ρ1R
2
2 + ρ2R

2
1)B2

(ρ1 + ρ2)2 + (R1 +R2)2B2 (3.12)

which are often applied to TI materials with one band arising from bulk carriers, and
the other from surface carriers [44].

Importantly, the qualitative behaviour of the 2-band Hall effect shows an explicit
non-linear dependence on field, compared to the linear dependence for a single-band
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model. The qualitative behaviour of the MR in a 2-band material is the same as that
of a single band material, both showing saturation provided there is no compensa-
tion between carrier populations where instead the MR will continue to grow with B2

[47, 134, 135]. The existence of multiple band transport and the requirement for the as-
sociated fitting is therefore indicated by a non-linear Hall resistivity in a non-magnetic
material.

These equations are directly fitted to the measured ρyx(B) and ρxx(B) data. Sweep-
ing to positive and negative field allows the data to be decomposed into even and odd
components, separating out any cross-talk artefacts related to contact misalignment,
since ρyx(B) is odd in field and ρxx(B) even. Since the single band Hall resistivity
is captured correctly by the free-electron model, but the single band MR is not, it
is expected that this free-electron like 2-band Hall effect will provide more reliable
information regarding the carrier properties after fitting compared to the MR.

In general, there may be higher numbers of bands contributing to the transport, the
three-band form of the Hall resistivity is derived following the same method as above:

(3.13)
as it is later applied to Sb2Te3.

Shubnikov de Haas Oscillations

With increasing magnetic field strength, the charge carriers will complete circular cyclo-
tron orbits in a plane perpendicular to the applied field. With increasing B the radius
of the charge carrier orbits will decrease, and the cyclotron frequency will increase.
At high enough fields (µB � 1) and at low enough temperatures (~ωc � kBT ), the
cyclotron orbit radius will reduce to less than the average scattering length, and the
charge carriers will be able to complete many cyclotron orbits before scattering. In
momentum space, the charge carriers are completing many orbits around the Fermi
surface without scattering, leading to a periodic boundary conditions on the electron
wave function, and accordingly the emergence of quantum effects.

Specifically, the Schrödinger equation for the charge carriers resembles that of a
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quantum harmonic oscillator, and the energy spectrum of the electrons becomes quant-
ised into Landau levels with index n, here with B applied along the z-axis [78]:

E = ~ωc
(
n+ 1

2

)
+ ~k2

z

2m∗ (3.14)

The quantization of the energy means that the only permitted electronic states lie on
Landau tubes in k-space, defined by an area a, whose actual cross section for fixed n

depends on the energy of the Fermi surface ε and kz:

a(ε, kz) =
(
n+ 1

2

) 2πeB
~

(3.15)

as shown for a spherical Fermi surface in Figure 3.8a.
As B is increased the tubes radii increase and the occupied length of the tube

shrinks, eventually vanishing completely when a = S, the extremal cross sectional area
of the Fermi surface. This happens periodically as tubes with smaller n pass through
the edge of the Fermi surface, shown schematically in Figure 3.8b for the value of kz
corresponding to S. This vanishing is periodic in intervals of 1/B:

∆
( 1
B

)
= 2πe

~S
(3.16)

or with frequency:

F =
(

∆
( 1
B

))−1
= S

~
2πe (3.17)
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(a) (b)

Figure 3.8: (a) Electrons completing cyclotron orbits have quantized k-space orbit
areas in the direction perpendicular to the applied field, known as Landau tubes.

Figure adapted from [78]. (b) As the field is increased the tube radius increases and
they periodically vanish at the extremal cross sectional area of the Fermi surface,
meaning there is a periodic change in the density of states at the Fermi level. For
fixed kz, corresponding to the maximal area S of the Fermi surface ε, this periodic

change is due to tubes of different Landau level index n passing through the edge of
the Fermi surface.

Since the Landau tubes represent the only allowed states for electrons there is a
sharp change in the density of states at the chemical potential each time a tube crosses
it, and accordingly changes in many of the physical properties of a system are expected.
In particular here we are interested in oscillations of the conductivity described by the
Lifshitz-Kosevich (LK) theory [44, 78, 137, 138]:

∆σxx
σxx

= AB1/2 cos
[
2π
(
F

B
− 1

2 + β

)]
(3.18)

where β is a phase offset related to the Berry phase, which is determined by the nature
of the band dispersion [54–56]. The amplitude A of the oscillations is related to the
maximal CSA and the Fermi surface curvature in the field direction, and various re-
duction factors:

A = A0

(
S
∂2S

∂k2
‖B

)−1/2

RTRDRS (3.19)

where RT , RD, and RS are temperature, Dingle and spin reduction factors respect-
ively. The second derivative summaries the amplitude dependence on the Fermi surface
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curvature which is fixed for each SdHO branch and so absorbed into A0 during fitting,
RS is also fixed for each SdHO branch so is also absorbed into A0 during fitting [78].

Temperatures cause a smearing out of the Landau levels, reducing the abruptness
of the change in the density of states and so the SdHO amplitude [78]:

RT = χ

sinhχ (3.20)

with χ = 2π2
(
kBT
~ωc

)
, meaning the temperature dependence of the SdHO amplitude can

be used to extract the cyclotron mass mc in ωc = eB/mc.
Finite scattering times also cause some smearing of the Landau levels by the uncer-

tainty principle, described by the Dingle term [78]:

RD = exp
[
−2π2

(
kBTD
~ωc

)]
(3.21)

causing an exponential amplitude growth with field, characterised by the Dingle tem-
perature:

TD = ~
2πkBτD

= e~
2πkBmcµD

(3.22)

which allows calculation of µD once mc is known.
Structural inhomogeneity, such as micro-strains, reduce the SdHO amplitude by

causing low angle scattering which affects the single-particle relaxation time and µD,
but not the Drude scattering time and Hall mobility [64, 78, 139]. The effect can be
summarised as a multiplicative factor (>1) in front of TD which is difficult to extract
separately [78], but can give a qualitative indication of sample quality in a series with
similar Hall mobilities.

Clearly, many useful parameters can be extracted after observation of SdHO. The
main analysis procedure in this work is comprised of isolating the SdHO envelope from a
measured resistivity, determining the Frequency F by a Fourier Transform, then directly
fitting equation 3.18 to the data to determine the exponential decay rate related to TD,
and the phase offset β related to the Berry phase of the carriers. Separately, fitting the
RT term to the temperature dependence of the FFT, and so SdHO, amplitude is used
determine the cyclotron mass of the carriers mc.

Careful consideration of the application of this equation is required, since the SdHO
are measured in the resistivity. We note that, depending on the relative magnitudes of
σxx and σxy in equation 3.7, we may have either ∆ρxx

ρxx
≈ ∆σxx

σxx
for σxy � σxx, allowing

direct application of equation 3.18 to the resistivity, or ∆ρxx

ρxx
≈ −∆σxx

σxx
for σxy � σxx.
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For the Sb2Te3 samples in this work σxx ∼ σxy and no unanimous simplifications
are found: there is usually some transition between the two regimes across the SdHO
envelope, moving to ∆ρxx

ρxx
≈ ∆σxx

σxx
at high field (B ≥ 4 T) when σxy � σxx. To reliably

determine the SdHO phase offsets which are a key indication of the Dirac nature of
carriers, we only consider the regions of the SdHO at high field where ∆ρxx

ρxx
≈ ∆σxx

σxx
and

equation 3.18 can be directly applied.
Also, an equivalent equation for SdHO oscillations in σxy is defined with the same

form as that for those in σxx, with the possibility of a sign change, mapping for example,
a peak in σxx to a trough in σxy [138, 140]. In fact, this depends on the charge carrier
type: a maximum in σxx will correspond to a minimum in σxy for hole carriers, and
a maximum for electron carriers [141]. To uncover this information from the SdHO
the same fitting procedure is used on SdHO isolated from ρyx to compare the relative
phase of the oscillations and whether electron or hole carriers are responsible. Again,
it is found that ∆ρyx

ρyx
≈ ∆σxy

σxy
at high-field and only this region is fitted for reliability.

For multiple bands, the amplitude of the SdHO also depends on the scale of the
contribution of the individual band to the total transport [78]. Overall, the separate
contributions from different Fermi surface branches can be treated independently from
one another [78, 142] so that complicated SdHO envelopes can be fit with a linear
combination of equations of the form 3.18.
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Antimony Telluride
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4.1 Introduction

Antimony Telluride (Sb2Te3) makes up the second generation of TI materials with other
quintuple-layered chalcogenide material family members Bismuth Selenide and Bismuth
Telluride. The non-trivial TI phase in these materials arises from the spin-orbit induced
band crossing of opposite parity orbitals at the Γ point in the Brillouin Zone, result-
ing in a singular Dirac cone on the hexagonal (001) mirror-like cleavage surface.[4, 60]
Intriguingly, two more sets of surface states have been identified in Sb2Te3: intrinsic
Rashba spin-orbit split surface bands extending from 300 to 750 meV below the valence
band edge exist within a partial valence band gap, that are protected by a spin-orbit
gap between opposite parity bulk bands;[18–21] and some topologically trivial states
600 meV above the Dirac point.[143] To our knowledge Sb2Te3 is the only TI material
with observed intrinsic Rashba-split surface states co-existing with the topological Dirac
surface states, though the Hamiltonian describing the bulk states of all the chalcogen-
ide family members displays degenerate Rashba-like spin texture,[4, 23, 48] meaning
intrinsic Rashba spin-split surface bands could be ubiquitous across the material family.

In Sb2Te3 the scale of the Rashba splitting: ∆E = αk‖, characterised by Rashba
coefficient α for momentum parallel to the surface k‖; is larger (α = −1.4eVÅ) than
that observed in typical metallic Rashba systems e.g. Bi(111) and Au(111) surfaces [19],
with similar magnitude to that found in a confined 2 dimensional electron gas (2DEG)
created by band bending near the surface of Bi2Se3 [144], and larger than that typically
observed in other 2DEG systems expected to find use in spintronics applications [145–
148]. Coupled with the ability to tune the chemical potential position, altering the
degree of spin accumulation through the Rashba-Edelstein effect, Sb2Te3 emerges as a
promising base for investigating spin-orbit torque magnetisation switching devices [149]
[150].

As well as this, the high mobility of the surface states and the existence of intrinsic
Rashba states highlights Sb2Te3 as a candidate for switch-able spin-polarised transport
devices. Roughly, the mean-free-path of a carrier on the surface with mobility ∼ 2.5
×104 cm2/Vs and kF ∼ 0.1 Å−1 is estimated to be ∼ 1 µm. The existence of a
second surface band with Rashba splitting also contributes to this ability [16, 151], and
a system with Dirac and Rashba bands clearly separated in energy provides a good
platform for being able to tune between these two regimes.

Sb2Te3 is usually heavily hole doped and previous observations of SdHO have found
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that bulk carriers from multiple valence bands can contribute to the transport with p
≈ 1020 cm−3, the typical carrier density for nominally stoichiometric samples, which
should also place the chemical potential close to the intrinsic Rashba surface states.[152,
153] With reduced carrier densities (p ≈ 1018 cm−3) in vapour-transport grown samples
contributions to the transport have been identified from a novel 2DEG in the material,
which are facilitated by an extremely high mobility of 2.5 ×104 cm2/Vs, where a novel
superconducting phase also emerges.[17] So far no systematic studies of the transport
behaviour between these two regimes exists, and given the existence of multiple surface
bands of interest it is important to characterise the material in detail before pursuing
further applications of the novel surface states.

To better understand the material system and probe for contributions to the trans-
port from the surface states, the magneto-transport of (001) oriented single crystal
Sb2Te3 grown with carrier densities in the range 2.4 - 11.5 × 1019 cm−3 is studied.
For the first time the electrical transport is explained using a two-carrier band model,
which uncovers contributions from both hole and electron bands, and clear SdHO are
resolved across the carrier density range. The convolution of different frequency SdHO
cause novel beating envelopes for samples with reduced carrier densities, and fitting
the SdHO uncovers non-trivial Berry phases for carrier densities in the range 4.1 - 7.9
× 1019 cm−3. Naively, the emergence and extinction of a non-trivial Berry phase in
this material with decreasing carrier density may be interpreted as tuning the chem-
ical potential through the band region of the Rashba surface states, where they would
contribute significantly to the surface transport. However, detailed consideration of
the SdHO instead points away from either the Rashba or Dirac surface bands being
responsible for the non-trivial phase, and instead, a region of linearly dispersive Dirac-
like bulk states in the upper valence band is found responsible for the non-trivial Berry
phase and SdHO beats.[54–56, 79]

This work adds a Dirac semi-metal bulk phase to the phenomena present in Sb2Te3

and displays the ability to tune the chemical potential from a regime of dominant
Rashba surface states to dominant Dirac bulk states. It is expected that bulk contri-
butions to the transport are still too high to observe the surface states at present, and
reducing the thickness of Sb2Te3 samples studied will be required to keep the chemical
potential in the appropriate region for both sets of surface states to be accessed through
transport experiments.
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4.2 Material Growth and Structural Parameters

Based on previous studies of the nature of the intrinsic defects in Sb2Te3, excess Te
is incorporated during the melt growth to suppress the formation of Te vacancies and
the subsequent Sb on Te anti-site defects which give rise to the high carrier densities in
Sb2Te3 [62, 154–156]. In the conventional Kröner-Vink defect notation, we have double
negatively charged Te vacancies denoted by VTe

··; and singly positively charged Sb on
Te anti-site defects denoted by SbTe

′.
Cation vacancies are a common problem in this material family, which is due to

the low boiling points and so high vapour pressures during growth, reducing the Te/Se
content in the melt.[62] Sb2Te3 then also suffers from high numbers of anti-site defects
due to the similar electro-negativity and atomic radius of Sb and Te, which allows Sb
to easily enter the vacant Te site.[157]

Similar methods using excess Se/Te were used with Bi2Se3 and Bi2Te3 in the early
days of TI research in attempts to reduce the bulk carrier contribution to the trans-
port and observe the topological surface states in transport measurements,[63] where
it was soon discovered that mixed crystals of the BSTS type were more effective in
controlling the carrier density and observing the Dirac surface states.[67] This study
uses non-alloyed Sb2Te3 to avoid any complications with altering the band structure
since despite the shared bulk Rashba-like Hamiltonian across the material family, it
remains unclear how the intrinsic Rashba surface states would be altered in Sb2Te3

with alloying. Doping has also been employed in the Sb2Te3 system previously, where
substitution of Sb for a more electronegative element can effectively reduce the carrier
density by reducing the number of anti-site defects.[157] It is avoided here since the
charged dopant atoms act as scattering sites for the charge carriers, reducing their mo-
bility and making SdHO harder to observe from either bulk states or the surface states
of interest.

The combined effects of higher Te vapour pressure from the excess Te and a Te-rich
solute are expected to reduce the number of Te vacancies in the forming crystal and
therefore reduce the number of vacant Te sites available for Sb to enter, in-line with
defect formation energy calculations.[158] A range of nominally super-stoichiometric Te
content from 5% atomic excess up to 50% is used, with the expectation that most of
this will not enter into the final single crystal segments since the usual deficiency is ≈
0.7%, corresponding to Te = 2.98.[17] In total 7 separate growth runs were performed
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with nominal Te concentrations of: 3.00, 3.10, 3.16, 3.29, 3.43, 3.89, and 4.52. Details
of the modified Bridgman growth method are found in Chapter 3.

Figure 4.1 shows the XRD patterns for cleaved single crystal segments of each
composition, all displaying the expected (0 0 3l) XRD peaks for single crystal Sb2Te3

aligned to the mirror plane. Peaks are shifted upwards with increasing nominal com-
position for clarity, and are normalised to the strongest XRD peak for the (0 0 15) peak
close to 45 degrees. No additional peaks from Te impurity phases are found.

Figure 4.1: XRD patterns for increasing nominal concentration of Te. Each scan is
normalised to the highest intensity peak close to 45 degrees, and data sets are shifted
upwards with increasing Te content for clarity. Diffraction peaks are labelled with the

(003l) index for single crystal Sb2Te3.

A schematic of the hexagonal-rhombohedral unit cell of Sb2Te3 (space group R3̄m)
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is shown in Figure 4.2a. It is made up of 3 quintuple layered units of atomic layers
of Te-Sb-Te-Sb-Te, where each of the quintuple layer units is connected by a Van der
Waals (VdW) gap. The crystals are easily separated along the VdW gap cleavage plane,
revealing the mirror-like ab-plane, which has the c-axis pointing perpendicularly out of
it.

Figure 4.2b(i) summarises the c-axis values extracted from the strongest (0 0 15)
peak, finding an almost constant value across the composition range (mean c = 30.454±
0.003Å ) in agreement with that found previously [159, 160]. The constant c-axis
suggests that the incorporated Te not entered into the Van der Waals gap, where an
extension of the c-axis would be expected [161].

Figure 4.2b(ii) shows the full width at half maximum (FWHM) of the dominant (0
0 15) peak for each sample, showing an approximately constant value for Te < 3.43,
and a slight increase for the samples with higher nominal Te content. Data is presented
only for samples measured with the same x-ray beam collimation.

(a) (b)

Figure 4.2: (a) The hexagonal unit cell of Sb2Te3, highlighting the quintuple layers
and Van der Waals gap cleavage plane. Adpated from [162]. (b)(i) Hexagonal unit cell
c-axis values extracted from the (0 0 15) XRD peak, shown to stay approximately

constant across the nominal composition range. (b)(ii) XRD peak FWHM extracted
from the (0 0 15) peak, only for samples measured using the same x-ray beam

collimation, showing a slight increase for samples with high nominal Te concentration.
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As mentioned, the nominal amount of Te is much higher than the actual deficiency
in the formed single crystal. We reiterate that there is no change in the single crystal
segments c-axis value, and no Te impurity phases are observed in the single crystal
segments, suggesting that the excess Te that is not incorporated into the vacant sites
of the single crystal Sb2Te3 does not end up elsewhere in the single crystals studied,
and resides in a different part of the growth ingot. For example, most of the nominal
excess Te that is not incorporated into the single crystal may have segregated to the
grain boundaries of polycrystalline regions of the growth ingot [163].

Overall the single crystal segments all show single phase with good crystalline qual-
ity and a consistent structure across the composition range. The amount of extra
Te inclusion in the grown crystals due to the nominal excess has not been measured.
Analysis methods such as energy-dispersive x-ray spectroscopy could provide informa-
tion regarding the exact chemical composition [164]. Structural refinement using the
measured XRD patterns can also provide more information regarding the Sb or Te site
occupation and how this is affected by the nominal excess of Te [165].

The success of the additional Te in reducing the number of Te vacancies and SbTe

defects in the single crystals is inferred by measuring the electrical transport properties
of the samples in the next section.

4.3 Electronic Transport Measurements

This section discusses the electronic characterisation of the Sb2Te3 samples grown, in
order to judge the success of excess Te in reducing the bulk carrier densities. Initially
from the Hall effect measurements, it is found that the system is well described by a
two-band transport model comprised of a majority hole and minority electron band.
The validity and self-consistency of the model are discussed, where the measured out-
of-plane MR is found consistent with the model parameters.

4.3.1 Transport Characterisation

First, the resistivity dependence on temperature for all compositions is shown in Fig-
ure 4.3a. Metallic behaviour is found for all suggesting bulk carrier densities have
remained high, or Sb2Te3 has remained a degenerately doped semi-conductor system
and the chemical potential still resides somewhere in the bulk valence bands. No par-
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(a) (b) (c)

Figure 4.3: (a) Resistance dependence on temperature indicates a degenerately doped
semiconductor system with metallic like behaviour, suggesting the carrier densities

have remained high and the chemical potential resides in the valence bands. (b)
Variance in ρ0 with nominal composition. (c) Variance of RRR calculated from the

values of ρxx at 270 K and 4.2 K.

tial freeze out of carriers indicating semi-conducting behaviour is observed. Figure
4.3b shows the dependence of the residual resistivity ρ0 on the nominal composition,
and Figure 4.3c shows significant changes in the RRR across the composition range.
The usual expectation for metallic systems of higher structural quality producing lower
residual resistivity and a higher RRR does not apply in systems like Sb2Te3, since
it should formally be a semi-conductor and the persistent free carriers arise from the
aforementioned point defects in the lattice, leading to a complicated dependence of ρ0

and RRR on structural quality.
To uncover the effects of the nominal excess of Te on the transport, the magneto-

transport of the single-crystals are studied. Here, current is applied in-plane and the
magnetic field applied perpendicularly out of the plane of the samples, parallel to the
hexagonal c-axis. Misalignment to the field is confirmed to be less than 1 degree in
all cases by measuring the height profile of the top sample surface, using the optical
microscope method described in Chapter 3.

Figure 4.4a shows the Hall resistivity taken at 1.5 K, where a clear non-linear
dependence with field is found indicating multiple carrier band transport, shown more
clearly in the inset [47]. Figure 4.4b shows the MR taken at 1.5 K, displaying quadratic
low-field response that begins approaching some saturation value in the high-field limit,
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(a) (b)

Figure 4.4: (a) Hall resistivity measured at 1.5 K shows a clear non-linearity with
field for all compositions, which is a signature of multiple-band transport in

non-magnetic systems. Inset shows deviation from low-field linear slope for largest
and smallest Hall resistivity. (b) The MR measured at 1.5 K shows quadratic

low-field behaviour and tends towards saturation at higher fields, with clear SdHO.
Solid lines are the fitted curves of the two-band magnetotransport equations.

which is an indication of closed carrier orbits in-plane parallel to the current direction,
and may arise from single or multiple band transport in an uncompensated system
[47]. Clear SdHO are visible in ρxx for all compositions, and are visible in ρyx for some
compositions, these are discussed in detail later.

As discussed in Chapter 3, the non-linear dependence on field is the key indication
of the requirement for a multiple-band transport model, since the single-band Hall
resistivity only scales linearly with field. Here, there is a transition from a shallower
linear low field slope to a steeper linear high field slope in all compositions: this shape
non-linear Hall resistivity has been observed in single crystal Sb2Te3 previously [17,
166, 167] and has not, to our knowledge, been explained in a multiple band transport
model.

4.3.2 Multiple-Band Transport

The number of inflections and zero-crossings can broadly suggest the number of trans-
port bands, for example finding only two regimes of linear gradient in many of the TI
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materials with a single bulk transport band and single surface band [16, 67, 168], and
finding three inflections and two zero-crossings in ZrSiS where three or more bands may
contribute [169]. The balance of band parameters has a large effect on the true shape
of the Hall resistivity however and there is no concrete rule: in this instance, with only
one inflection for each field branch and the only zero crossing at B = 0 T, the form of
the measured data suggests that there are two-bands dominating the Hall effect.

Following this, the bold lines in Figure 4.4 are the results from fitting the two-band
transport equations introduced in Chapter 3. For the Hall resistivity the fitting is
only accepted if the determined carrier parameters reproduce the measured value of

the longitudinal resistivity at zero field at 1.5 K, using
(∑
n

←→ρn−1
)−1

[44], ensuring the
reliability of the determined parameters.

Focussing first on the Hall data, the standard 2-band equation fits the data well
across the composition range and uncovers contributions to the transport from both
hole and electron carriers. For the nominally stoichiometric sample there is majority
p-type band with 1.2 × 1020 cm−3 carrier density and a minority n-type band with 2.7
× 1019 cm−3. This is surprising given the chemical potential resides in the valence band
of Sb2Te3. The fitting reveals similar mobilities to that in previous work for nominally
stoichiometric single crystal Sb2Te3 (1500 cm2/Vs) where p-type carrier densities are
also typically quoted as ≈ 1020 cm−3.[152, 153, 170]

To check the possibility of a third transport band, fitting is also performed with the
three-band form of the Hall resistivity, derived following the same methods to give the
two-band model in Chapter 3. In both the stoichiometric and Te = 3.16 samples, two
of the bands are found to have identical parameters to those from the two-band fitting,
and a third band is found to have p ∼ 1019 cm−3 with extremely low mobility µ ∼ 0.1
cm2/Vs, most likely meaning a non-physical band and that the three-band fitting is
converging to the two-band case.

Considering the hole and electron bands found, the same direction of inflection of
Hall signal from shallow to steeper at higher field is observed in WTe2 but with overall
different sign, which has a majority electron band with minority hole carriers confirmed
by transport and ARPES [171, 172]. This suggests that two bands of opposing carrier
charge exist in the material and the fitting is reliable. It is also possible to show
analytically, using the limiting cases of the standard 2-band model in high and low
field, that the increase in slope from low to high field can only be explained with hole
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and electron bands and not two bands of the same carrier type.
The composition dependence of the carrier properties determined from the Hall

effect are shown in Figure 4.5. Clearly, the additional Te incorporated in the growth
gives notable reductions in the carrier densities and increases mobilities respectively,
the largest changes seen for the samples grown with up to 10% atomic excess Te. There
is an order of magnitude decrease in the majority p-type carrier density for 3.10 6 Te
6 3.29 to ≈ 3 × 1019 cm−3 and on average a slight reduction for higher Te content
to ≈ 7 × 1019 cm−3. A similar trend is found for the minority n-type band in Figure
4.5c where samples with 3.10 6 Te 6 3.29 have the lowest carrier densities of ≈ 3 ×
1018 cm−3, with an average value of 7 × 1018 cm−3 for higher Te content. Figures 4.5b
and 4.5d show a 2 - 4 fold increase in the mobility of both bands for all compositions
compared to nominally stoichiometric Sb2Te3, it increasing on average to 5000 cm2/Vs
with some scatter across compositions.

Importantly, the determination of majority hole and minority electron bands is
confirmed in all compositions, and there has been a successful reduction in the bulk
carrier density by the inclusion of excess Te, finding an optimum nominal composition
close to Te = 3.16. Also, as is explored in more detail later, the range of carrier densities
found allow a detailed investigation of the electronic band structure, using the SdHO as
an indication of the changing nature of the electronic states. First, the self-consistency
of the two-band model is explored by checking whether the other transport properties
can be accounted for.

4.3.3 Self-Consistent Semi-metallic Two-Band Transport

As shown already in Figure 4.4b, the observed MR can also be accounted for by the two-
band model. The background MR found for all samples is a quadratic low-field response
that begins approaching some saturation value in the high-field limit. Generally this
behaviour is expected for single or multiple band materials with closed Fermi branches
in the current direction, or in two-band materials without electron-hole compensation
[47]. Fitting to the two-band model captures the saturating MR for all samples and
also reveals a majority hole and minority electron band across the composition range.

Somewhat surprisingly given that the MR should depend on detailed consideration
of Fermi surface anisotropies [134, 136], and the two-band model derived assumes iso-
tropic Fermi surfaces, the changes in MR% also seem to be broadly consistent with the
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Figure 4.5: Composition dependence of the transport parameters determined from the
2-band fitting to the Hall data. (a) p-type carrier density, (b) p-type carrier mobility,

(c) n-type carrier density, (d) n-type carrier mobility.
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Figure 4.6: Comparison of the 2-band model fitting parameters determined from
fitting the Hall resistivity and the out-of-plane MR. Solid lines show 1:1

correspondence. (a) p-type carrier density, (b) p-type carrier mobility, (c) n-type
carrier density, (d) n-type carrier mobility.

changing carrier properties in the two-band model. This is shown by the reasonable
agreement between the fitting parameters for both the Hall and MR fitting in Figure
4.6, where solid lines show 1:1 correspondence.

As mentioned earlier, a complicated dependence of the RRR on the defect content
in impurity dominated semi-conductors is expected. The carrier properties from the
Hall resistivity predict the degree of metallicity well for all the samples studied in this
work, with a positive correlation between the measured RRR and effective conductivity
calculated using the Hall parameters (σeff = neµn + peµp) shown in Figure 4.7a.

Figure 4.7b shows there is also good agreement between the high-field Hall effective
carrier density peff = p - n extracted from the high-field regime (B >5 T) of ρyx (where
the data is linear with field[47]) and the same quantity calculated from the extracted fit
parameters, which bolsters the reliability of the determined parameters and confirms
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(a) (b)

Figure 4.7: Reliability of the 2-band model shown by (a) the positive correlation
between the conductivity calculated from the 2-band fit parameters and the measured
RRR and (b) good agreement between the 2-band fit effective carrier density and the

effective carrier density determined from the high-field limit of the Hall resistivity.

the model is self-consistent.

4.4 Shubnikov de Haas Oscillations

This section focusses on the analysis of the clear SdHO visible in both ρxx and ρyx.
The motivation here is to see whether the SdHO can be accounted for by either of
the non-trivial surface states in the material, which was thought possible given the
order or magnitude reduction in carrier density and the emergence of a clear beating
envelope similar to those observed from Rashba spin-split states in 2DEG systems
[148, 173], and similar to the beating envelope observed previously in low carrier density
(p ∼ 1018 cm−3) Sb2Te3 samples [17]. The range of carrier densities found allows a kind
of spectroscopy of the electronic states by tracking the changes in SdHO parameters,
which instead point to a region of separate bulk bands causing the SdHO beating.

4.4.1 Isolation and Resolution of Multiple SdHO

Figure 4.8a shows isolated SdHO from ρxx plotted against inverse field for the samples
with the range of hole carrier densities shown in Figure 4.4a. The SdHO are extracted
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by selecting the dominant peak and trough positions and interpolating for the envelope
outlines, averaging these for the ρxx baseline which is then subtracted from the raw
data [142, 174]. It is clear that as p is reduced from 1.2 × 1020 to 2.4 × 1019 cm−3 the
nature of the SdHO envelope changes in Figure 4.8a, the dashed lines are a guide for
the eyes to show the SdHO envelope form clearly.

For the highest carrier density sample exponential-like growth of SdHO amplitude
is found, but with a small reduction of the carrier density to 7.9 × 1019 cm−3 an
envelope that transitions from exponential at low field to non-exponential at high field
is uncovered. Then, for samples with 7.0 > p > 5.5 × 1019 cm−3, the envelope looks like
a beat pattern that is not completely resolved by 8 T (0.125 T−1). Further reducing p
to 4.1 × 1019 cm−3 and below, a full beating pattern with two-nodes is observed, with
some additional amplitude modulation at high field from an additional SdHO. Arrows
show the node positions of the beat envelopes: samples with two observed nodes have
beat periods ≈ 0.14 T−1 so beat frequencies of ≈ 7.5 T magnitude.

To identify the principle frequencies contributing to the SdHO beat envelope Figure
4.8b shows the Fast Fourier Transforms (FFTs) taken on the SdHO, in each case taken
over 0.125 6 1/B 6 1 T−1 using a rectangular window to improve frequency resolution.
The highest carrier density sample shows a dominant frequency at 51 T matching the
exponential envelope and in agreement with previous work for Sb2Te3 with 1 × 1020

cm−3 carriers.[17, 152, 153] For decreasing carrier densities (7.9 > p > 5.5 × 1019

cm−3) only one dominant frequency between 50 T - 60 T is clearly resolved despite the
non-exponential envelopes. For p 6 4.1 × 1019 cm−3 some partial splitting in the FFT
peaks is apparent, which is most clearly seen for the lowest carrier density sample with
p = 2.4 × 1019 cm−3, clearly showing two SdHO frequencies. Also for p 6 4.1 × 1019

cm−3 some higher frequency peaks are resolved close to 70 T.
The Lifshitz-Kosevich (LK) theory describes SdHO in ρxx with periodic behaviour

in inverse magnetic field 1/B, at fixed temperature, by:

∆ρxx
ρxx

∝ RD cos 2π
(
F

B
− 1

2 + β

)
(4.1)

Here, the Dingle term RD = exp
[
−2π2(kBTD

~ωc
)
]

describes the exponential amplitude
growth with field, characterised by the Dingle temperature TD; F is the SdHO frequency
in units of T, which is proportional to the extremal Fermi surface cross sectional area
(CSA); and β is a phase offset determined by the Berry phase of the carriers [44, 78, 175].
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(a) (b)

Figure 4.8: Reducing the carrier density in Sb2Te3 leads to the emergence of a
non-exponential SdHO envelope (a) reducing carrier density from bottom to top,

non-exponential envelope patterns are apparent with a small reduction of the carrier
density compared to the nominally stoichiometric sample, where a clear beat pattern
with nodes (shown by solid arrows) is resolved in the 3 lowest carrier density samples.
(b) FFT of the beat envelopes show partial splitting of frequency peak between 20 -
30 T for the lowest carrier density samples, but no splitting for other samples which

show a beating envelope. Insets show the decomposition of the FFT peaks by
multiple-peak Lorentz fit, unveiling the hidden second frequencies required to produce

the beating envelopes.
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This means non-exponential SdHO envelopes must arise through the interference of
multiple frequencies, given the exponential growth of a single SdHO amplitude with
field governed by RD, and that these SdHO with different frequencies are caused by
the extremal limits of Fermi branches with different CSA.

For the samples with p 6 4.1 × 1019 cm−3, there are clearly three SdHO frequencies
required to describe the envelope. For the higher carrier density samples the picture
is less clear: the minimum requirement to describe a beating SdHO envelope is two
frequencies with closely matched amplitude and decay rate. Since the resolution of the
FFT depends on the magnetic field range measured over and the number of oscillation
periods present, it is thought that in samples with only partially resolved beating
envelopes (5.5 > p > 7.9 × 1019 cm−3) the frequency splitting is present but not fully
resolved in the FFT. For p 6 4.1 × 1019 cm−3 the resolution increases due to the SdHO
emerging at lower fields, increasing the visible/sampling range of the SdHO, and the
individual components are clearly seen.

It is difficult to claim that there may not be more hidden frequencies within the
single peak, however, since no additional amplitude modulation or a second beat fre-
quency is resolved, it is only possible to reliably uncover two frequencies from the FFTs
since this is the minimum requirement for the observed beating envelope. Measure-
ments to higher fields would give better resolution in the FFTs and firmly confirm the
number of SdHO frequencies in the envelopes. Given this, to uncover the frequencies
contributing to the SdHO envelopes, a double peak Lorentz fit is used since the Fourier
transform of SdHO envelope takes a Lorentz form [176, 177]. The decomposed peaks
are shown in Fig. 4.8b and the frequencies given in Table 4.1.

For the samples with clearly resolved beat amplitude nodes in ρxx (p 6 4.1 ×
1019 cm−3) the beat frequency determined from the beat period is consistent with
the frequency differences found by fitting the FFT (≈ 6 - 7 T), confirming that the
beating arises from the closely matched frequencies near to 30 T. Also, the samples
with beating envelopes show decomposed FFT peaks with similar amplitude and width,
corresponding to SdHO with similar amplitude and decay rate as required to produce
a true beating envelope. The sample with p = 7.9 × 1019 cm−3 shows a high amplitude
and low amplitude SdHO which convolute at higher fields to produce a non-exponential
envelope, rather than a true beating envelope.

Previously, SdHO envelopes with multiple frequencies have been observed in Sb2Te3
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with reduced carrier densities. For B ‖ c, there is the emergence of two frequencies for
samples with p ∼ 1019 cm−3, close to 30 T and 80 T in agreement with our findings
[152, 153], however the splitting of the peak near to 30 T has not been reported in
those studies.

We note that previous work has reported an angular dependent beating envelope in
Sb2Te3 [152]. There, the minimum angle required to produce the beating is 5 degrees
from the out-of-plane direction, rotating towards either the a or b directions in Figure
4.2a. Since the samples are aligned parallel to the chip carriers by less than 1 degree
along both the long and short axis of the cleaved samples, the alignment to the field
out-of-plane is less than 1 degree in all cases, and this possibility is discounted.

The only similar beat pattern to that observed here is in superconducting samples
of Sb2Te3 with p ∼ 1018 cm−3 [17]. In general, this kind of beating envelope is observed
in 2DEG quantum well structures with appreciable Rashba spin-splitting of the energy
bands [148, 173]. With contributions to the transport from these non-trivial states in
Sb2Te3 in mind the usual Berry phase analysis is employed to further investigate the
nature of the SdHO.

4.4.2 SdHO Fitting and Phase Analysis

It is well known that β = 1/2 is a strong indication of Dirac-like surface states with π

Berry phase, which has been observed in many TI materials [54, 56, 79]. It has also
been shown that Rashba spin-split states should have a ±π Berry phase (β = ± 1/2)
for each Fermi branch, the opposing sign arising from the opposite spin helicities of
each branch [54, 174, 178–180]. To determine whether the novel SdHO beat envelopes
arise from Dirac or Rashba surface states, the values of β are extracted by direct fitting
of the LK equation to the ∆ρxx

ρxx
data, which is more straightforward than Landau level

(LL) indexing for multiple convoluted frequencies [142, 174].
Figure 4.9 shows the isolated SdHO from both ρxx and ρyx, corrected for the intrinsic

B1/2 dependence in the LK equation. The oscillations isolated from ρyx show the same
behaviour as those from ρxx as expected, the clear beating envelope seen from both
data sets. No SdHO were visible in ρyx for the sample with p = 7.0 × 1019 cm−3

due to the low amplitude. The solid lines show the fits to a linear combination of LK
equations with frequencies fixed as the values from the FFTs. As explored in Chapter
3, the functional form of the SdHO in ρyx is identical to those in ρxx. The phase offsets
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p F1 kF β1 p/n F2 kF β2 p/n F3 kF β3 p/n
(× 1019 cm−3) (T) (Å−1) (T) (Å−1) (T) (Å−1)

2.4 27.6 0.0289 -0.075 p 33.1 0.0317 0.039 p 73.5 0.0472 0.110 p

3.9 29.7 0.0300 0.029 p 35.6 0.0329 0.016 p 76.8 0.0483 0.005 p

4.1 31.0 0.0307 -0.302 p 38.3 0.0341 0.340 p 71.4 0.0466 -0.16 p

5.5 41.8 0.0356 -0.35 p 49.2 0.0386 0.30 p

7.0 50.0 0.0390 -0.51 p* 56.8 0.0415 0.33 p*
7.9 50.7 0.0392 -0.40 p 55.0 0.0408 -0.36 n

12 51.2 0.0394 0.11 p

Table 4.1: Summary of the Hall carrier density dependence of the SdHO frequencies
(Fi), phases (βi), and determined carrier types (p or n, hole or electron). For p = 7.0

× 1019 cm−3 carriers * indicates that the carrier type is not determined by
deconvolution but inferred from the change of CSA relative to the p = 5.5 × 1019

cm−3 sample. Non-trivial phases are resolved for a significant number of samples.

are summarized alongside the frequencies in Table 4.1. Intriguingly, the determined
phases in Table 4.1 suggest some non-trivial branches are contributing to the SdHO
envelope since many deviate from the trivial phase expected for a parabolic band.

By comparing SdHO maxima and minima in ρxx and ρyx the carrier type of the
SdHO is also determined [138, 141, 181] and given in Table 4.1. For further character-
isation the SdHO frequencies in Table 4.1 are used to estimate a Fermi wave-vector kF
assuming a circular CSA using the relations: CSA = F 2πe

~ ; kF =
√

CSA/π.
For clarity, Figure 4.10a shows an example of the separate SdHO components giving

the beating envelope for the sample with p = 2.4 ×1019 cm−3, which have similar
amplitude and decay rate as required to give the clear SdHO beating. Figure 4.10b
shows a reconstructed LL fan diagram which confirms that the SdHO observed are also
far enough from the quantum limit (n > 5) so that the phase is correctly determined
by this method [55, 56]. The x-axis intercepts in Fig. 4.10b agree with the determined
phase in Table 4.1, as required.

Overall, the nominally stoichiometric sample has a dominant trivial hole-like Fermi
branch in agreement with previous work [152, 153]. There is then a non-trivial phase
for both branches with 7.9 > p > 4.1 × 1019 cm−3. The non-trivial phase determined
for the sample with p = 4.1 × 1019 cm−3 is particularly interesting given the reliability
of the FFT analysis due to the clear peak separation. Notably one branch arises from
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Figure 4.9: Isolated SdHO (opaque lines) plotted against inverse field for both ρxx

and ρyx. Solid lines show the LK equation fits.
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(a) (b)

Figure 4.10: (a) Example of SdHO breakdown into separate frequency components
with similar amplitude and decay rate that produce the beating in the sample with p

= 2.4 ×1019 cm−3. (b) The LL fan diagram composed by plotting the decomposed
SdHO minima positions in inverse field against LL index, whose x-axis intercepts are

the same as the phase offset determined by fitting.

electron-like carriers for the sample with p = 7.9 × 1019 cm−3, with larger CSA than the
hole-like branch: since the Hall data still shows a dominant p-type band there must be a
significant source of hole carriers not contributing to the SdHO. There are two dominant
hole-like branches for p 6 3.9 × 1019 cm−3, however trivial phases are instead found
implying a change in the nature of the electronic states. The high frequency SdHOs
for p 6 4.1 × 1019 cm−3 seem to arise from trivial p-type branches.

Since the Rashba surface states reside within a partial band gap in the valence
band structure of Sb2Te3 [18–21], the determined changes of Berry phase with Hall
carrier density are consistent with the idea of tuning from below to above the Rashba
states, since both branches show a non-trivial phase with opposing polarity. Detailed
consideration is therefore given to the SdHO origins, where it is found, however, that
the non-trivial phase SdHO are likely caused by bulk states with predominantly linear
dispersion and the beating by separate bulk Fermi branches with closely matched cross
sectional area, rather than the spin-split Fermi branches of the Rashba surface state.

4.4.3 Origins of Non-Trivial SdHO

First, it is unlikely that the Dirac surface states are responsible for the SdHO in any
cases as they should be more visible with reduced carrier densities, which is not consist-
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ent with the observation of β ≈ 0.5 only for 4.1 6 p 6 7.9 × 1019 cm−3. Also, only one
SdHO frequency with non-trivial phase would be expected for the single Dirac surface
state [168].

Further, the frequencies determined here are in-fact smaller than those reported for
the SdHO beats arising from the 2DEG state in superconducting Sb2Te3, where F1 and
F2 were reported as 34 T and 42 T respectively in samples with an order of magnitude
lower Hall carrier density [17].

Regarding the Rashba-split surface states, Figure 4.11 first shows the calculated
band dispersion for a 6 quintuple layer thick sample of Sb2Te3 in the region of the band
structure hosting the Dirac surface state and Rashba-split surface states, taken from
Reference [19]. The grey regions and black lines show the bulk band dispersions, and
red and blue circles indicate opposite spin directions for the surface states, the size of
the circles indicate the magnitude of the spin density [19].

Figure 4.11: Calculated band structure of a 6 quintuple layer Sb2Te3 sample taken
from Ref. [19], clearly showing the Dirac and Rashba surface states. Bulk bands are
shown by grey regions and black dotted lines. Red and blue markers show opposite

spin directions for the surface states.

Importantly, the range of kF values observed for all the SdHO, not just those with
non-trivial phase, limits the possible regime of bands that may be observed here to:
0.029 6 k‖ 6 0.048 Å−1; corresponding to ≈ -0.70 > E > -0.85 eV in Figure 4.11. In
this region the expected momentum splitting ∆kF between the inner and outer Rashba
branches is in the range 0.020 6 ∆kF 6 0.025 Å−1 [18–21]. The largest ∆kF observed
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between beating frequencies that both have non-trivial phase is ∆kF = 0.003 Å−1 for a
7.4 T frequency difference (F2 − F1) in the sample with p = 5.5 × 1019 cm−3, which is
much smaller than expected, essentially ruling out the possibility of the Rashba states
being responsible for the beating envelope.

Further, the dispersion of the Rashba states in the region corresponding to the
determined kF range has decreasing CSA moving further into the valence band, so it
is expected that the Rashba states would be uncovered as electron-like by the decon-
volution technique. Instead it is found that most SdHO come from hole-like Fermi
branches and no sample shows two separate electron-like branches with non-trivial
phase as would be required for the two separate spin branches of the Rashba states
in this range, compounding the conclusion that the Rashba states cannot explain the
observed SdHO beating patterns and non-trivial phases extracted.

Whilst the Dirac and Rashba surface bands in Sb2Te3 cannot account for the non-
trivial phases observed, there have recently been many observations of SdHO with
non-trivial phase in 3D Dirac semimetals [57] and materials with bulk Rashba-split
bands [174, 178, 182]. The latter case requires inversion symmetry breaking in the
bulk which is not the case in Sb2Te3, but recalling that the Hamiltonian describing
bulk Sb2Te3 has a 3D Dirac form [4, 23, 48] it may be possible that Dirac-like linearly
dispersive states in the bulk of the material are responsible for the non-trivial phase.

Also, whilst a linear Dirac form of the bulk bands may be found in Sb2Te3, there
is no need for Dirac point degeneracies to be strictly enforced at high-symmetry points
in the Brillouin Zone [183–185], bands dispersing linearly away from accidental band
crossing points also result in a Berry phase of π [54, 186, 187].

In the most general case of bulk bands with convoluted contributions from linear and
parabolic dispersions the strict quantisation rules of the Berry phase break down, whose
value then depends on the details of the band structure. For quadratic bands the Berry
phase approaches 0, for linear bands around a Dirac point the Berry phase approaches
π, and for mixed systems the phase is a continuous function that tunes between the
two values depending on the strength of each relative contribution [55, 56].

An approximate range of chemical potential positions in the band structure can
be estimated to search for bulk states dispersing linearly away from band touching
(Dirac) points, that may be causing the observed SdHO. A first-order estimation using
a parabolic model: E = ~2k2

F
2mD

, kF = (3π2p)1/3, with Hall carrier density p and an
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average density of states effective mass mD = 0.24 m0 from literature [152] gives the
chemical potential bounds as −0.1 > E > −0.4 for the carrier density range measured
here.

For reference, a schematic of the bulk band structure in both the Γ−K and Γ−M
directions is shown in Figure 4.12. This figure has been traced and adapted from
ARPES and DFT calculations of a partial Γ −K dispersion for bulk Sb2Te3 in Refs.
[20, 21], and ARPES and DFT of the Γ − M and wider Γ − K dispersion for a 6
quintuple layer sample in Ref. [18] but with the energy scale compressed to match that
for the bulk sample. The features of the bands and widths in momentum are essentially
equivalent between these studies, but the bulk energy scale is used as reference here
allowing direct relation to our samples. Black lines show the bulk band edges, grey
dashed lines show the internal dispersive nature of the bands, red and blue show the
opposite spin direction for the surface states.

The expected energy range is shown by the dashed horizontal lines, clearly limiting
the possible electronic states causing the SdHO to be those in BVB 1 and at the
upper limit of BVB 2. First, this estimated energy range further reinforces that the
Rashba surface states are not responsible for the SdHO: the expected circular CSA for
the Rashba states near the top of BVB 2 would result in an SdHO frequency of ≈
350 T for kF ≈ 0.1 Å−1, much higher than any observed. It also implies that much
higher carrier densities are required to reach the region of BVB 2 below the Rashba
bands. Despite not observing SdHO from the Rashba states here, the chemical potential
positions imply that they should give a significant contribution to the surface transport
in the higher carrier density samples in this study.

In this region the section of BVB 1 extending in the Γ−K direction has significant
segments of more linear dispersion, caused by a strong resonance with the Dirac surface
state [20]. There are also clusters of accidental band touching points at the intersections
of these band pockets [18–21].

It is most likely then that these electronic states are responsible for the SdHO
with non-trivial phase. Since there is a predominantly linear but ultimately mixed
dispersion, a natural explanation arises for the non-trivial, but non-quantised, phase
values extracted from the SdHO [55, 56].
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Figure 4.12: Band structure for bulk Sb2Te3 traced and interpolated from Refs.
[20, 21] and [18]. Dashed horizontal lines signify the estimated range of the band

structure observed in this work, highlighting that the section of BVB 1 along Γ−K
with linearly dispersive bands and accidental band crossing points is likely responsible
for the non-trivial Berry phase SdHO. Edges of the bulk band continuum are shown

by black lines and grey dashed lines show the internal dispersive nature of these
bands. Red and blue markers show opposite spin directions for the surface states.

The identification of these states in the band structure highlight Sb2Te3 as a Dirac
semi-metal [183–185], and the non-trivial Berry phase extracted from the SdHO serves
as the first experimental confirmation of these bulk Dirac states in Sb2Te3 [186, 187].

The non-trivial phase SdHO therefore seem to arise from a Dirac band dispersion
in the bulk of Sb2Te3. To further check the reliability of this identified band region
in explaining the SdHO the other parameters extracted in Table 4.1 are considered to
see how well the SdHO describe the overall band structure in this region. Since the
estimated chemical potential range is based on a simplified parabolic model, stronger
predictions may be gained by measuring the density of states effective mass directly
for the samples in this study, instead of relying on estimates from previous work.
Despite the simplified model however, the next section finds good agreement between
the measured SdHO parameters and the expected bulk electronic states.
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4.4 Shubnikov de Haas Oscillations

Comparison to Band Structure

For clarity the schematic of the bulk band structure is plotted again in Figure 4.13, now
with the estimated chemical potential position for each sample in this study using the
same parabolic model as before, adjusted within the uncertainty range for each carrier
density. The chemical potential positions are shown by the coloured horizontal lines,
where the colours match those used in previous figures.

Figure 4.13: Schematic of the band structure of Sb2Te3 with solid colour horizontal
lines showing the estimated chemical potential positions for the associated sample.
Inset black line segments show the diameter of Fermi branches estimated from the

SdHO.

The chemical potential for the highest carrier density sample is predicted to lie
slightly below BVB 1, where the parabolic upper section of BVB 2 along Γ−K centred
at 0.164 Å−1 is expected to give the SdHO with trivial phase. At this chemical potential
position there is a similar section along Γ−M with slightly larger CSA caused by the
complicated dispersion mixing of BVB 1 and BVB 2. It is possible to extract a second
SdHO from the FFT for this sample, due to the slight peak asymmetry in Figure
4.8b, with frequency ≈ 60 T that is also hole-like and has slightly non-trivial phase
which plausibly arises from this band pocket. The dominant frequency close to 51 T
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is therefore found to arise from a 6-branch Fermi surface, and the minor frequency
contribution also comes from a similar CSA 6-branch Fermi surface, in total giving a
12-branch structure in the nominal stoichiometric sample in agreement with previous
work for samples with p = 1 × 1020 cm−3 [152, 153].

The emergence of the non-exponential and beating envelopes with decreasing p is
then likely caused by the chemical potential being tuned upwards into the separate
branches of BVB 1 centred at k‖ ≈ 0.18 Å−1 and 0.37 Å−1 that have similar, but
slightly different, CSA. This also accounts for the electron-like branch found for the
sample with p = 7.9 ×1019 cm−3 which arises due to the bottom edge of the branch
centred at k‖ ≈ 0.18 Å−1, also implying that the SdHO with F2 arise from the inner
branch. Accordingly, the non-trivial phases found with decreasing p are consistent
with the change from predominantly parabolic to linear band dispersion as the chemical
potential is tuned into this section of BVB 1 with dominant linear dispersion [20]. With
further decrease in p to 6 3.9 ×1019 cm−3 the beating envelope still seems to arise from
these separate branches of BVB 1, however the trivial phase is explained by reaching
the upper limits of these branches where the band dispersions must necessarily become
more parabolic.

The origins of the higher frequency SdHO in samples with p 6 4.1 ×1019 cm−3

are less clear based on the band structure in this region: they are most likely caused
by the central band dispersion given the expected kF values and the decrease in CSA
between p = 3.9 and 4.1 ×1019 cm−3 supports this. However these bands should
behave as electron-like given the curvature and instead all are extracted as hole-like,
which is not expected given the band dispersion. We note that there may be some
additional contributions from second harmonics since the high frequency peaks are
close to the values of 2F1 and 2F2 which are difficult to reliably account for given the
low amplitude of these SdHO compared to the dominant beating frequencies, which
may be responsible for inconsistencies between the SdHO and the expected physical
picture for these high frequency branches. These additional SdHO are not resolved
for the samples with 5.5 6 p 6 7.0 ×1019 cm−3 due to a combination of lower SdHO
amplitude and smaller field range over which the SdHO are observed, which is due to
higher structural inhomogeneity judged by the XRD peak widths.

A comparison of the kF values from the SdHO to those expected from the band
widths can be given assuming circular cross sectional areas for all branches, which
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gives an average value of kF for the two axes of the Fermi pocket perpendicular to the
applied field. For the branches of BVB 1 identified these are likely within the range
0 < kF 6 0.06 Å−1 which gives good agreement with the values determined in Table
4.1. To show a comparison to the observed values, the black line segments inset on
the chemical potential positions in Figure 4.13 show the width 2kF calculated from the
SdHO frequencies placed at the central point of the dispersion each SdHO is thought
to arise from.

The higher k‖ states along Γ −K in BVB 2 are discounted from contributing any
observed SdHO as the approximate CSA from the band structure is expected to be ≈
4 times larger than that observed in the SdHO, assuming no widening perpendicular to
Γ−K, which is not consistent with the values of kF determined. This is also true for
the higher k‖ states along Γ−M in BVB 1 that extend down through BVB 2. These
have been observed in ARPES to have CSA, at the top limit of the valence band, an
order of magnitude larger than what is observed here [18], which based on Figure 4.13
remains true for all the samples in this study.

It is important to re-state that the upper part of BVB 2 hosts part of the intrinsic
Rashba surface states and so they should be partially occupied for samples with high
carrier densities p > 7.9 × 1019 cm−3. In this region, the Rashba states actually
have the widest possible CSA and so highest carrier density, which is important for
maximising their contribution to the surface transport. At present, assuming kF ≈ 0.1
Å−1 in this region, a surface channel thickness ≈ 1 nm from previous work [188], and
a typical mobility found here µ ≈ 5000 cm2/Vs, the total contribution to the transport
from the Rashba surface states in samples with the dimensions here is estimated as
0.001%, making them unobservable through transport.

Since reducing the carrier density will tune away from the Rashba states and make
the topological Dirac state the dominant surface contribution to the transport, the
physical size of the crystals must be reduced to increase the surface to volume ratio
and allow the surface contributions to be observed whilst keeping the chemical potential
close to the Rashba surface states.

It is predicted that exfoliated single crystal examples of Sb2Te3 like those here would
show a 5% contribution from the Rashba states for a thickness ∼ 50 nm, which should
be resolvable in the transport [168] and is currently achievable, though difficult, given
current exfoliation methods [16]. After this, electrostatic gating may allow for tuning
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of the chemical potential between the separate Dirac and Rashba surface contributions
[16, 68, 166].

Overall then we have confirmed that the bulk contributions to the transport are still
too high to resolve the Rashba surface bands in Sb2Te3. Despite this, the consideration
of the observed SdHO and predictions of chemical potential positions suggest that they
should be occupied on the surface for carrier densities in the range p > 7.9 × 1019

cm−3, opening an avenue for characterisation in exfoliated single-crystal flakes. The
characterisation of the bulk states and the spurious non-trivial phase will also be useful
in disentangling any surface state contribution from the bulk in future studies.

4.5 Discussion of the Origins of Carrier Bands

Fundamentally, all the free carriers in Sb2Te3 arise from defects, since the bonding
between Sb and Te leads to completely full valence bands for the ideal crystal. The
important question then is what kind of band do these carriers exist in: namely an
impurity band or an intrinsic band, and how can the pictures determined from the Hall
effect and SdHO be consistent with one another?

The high numbers of defects in Sb2Te3 naturally support the existence of two im-
purity transport bands. In MBE grown samples the defect density N , determined by
Scanning Tunnelling Microscope (STM) images, approaches N ∼ 1020 cm−3, where
each one has an effective Bohr Radius a∗ ∼ 2 nm [158, 189]. The concentration of
defect states is therefore above the threshold for metallic impurity band conduction
according to the Mott criterion: Na3 > 0.02 [190], the limit being N ∼ 1018 cm−3

for a∗ ∼ 2 nm. This also means high mobilities may generally be expected from the
impurity bands [190].

As well as this, the existence of different types of carriers is also naturally explained
from the VTe

·· vacancies acting as donors, and the SbTe
′ anti-site defects acting as

acceptors. It is known that in stoichiometric crystals of Sb2Te3, VTe
·· vacancies con-

tribute 2 electrons each, SbTe
′ anti-site defects contribute 1 hole each, with roughly 6

times more SbTe
′ defects than VTe

·· and so ≈ 3 times more hole carriers than electron
carriers.[62] In the stoichiometric sample here, p/n = 4, consistent with this picture
and suggesting that the Hall bands are comprised of carriers arising from these defects,
and are therefore representing the impurity band transport.

With excess Te, the amounts of both defect should decrease according to defect
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Figure 4.14: Positive correlation between the p and n type carrier densities across the
carrier density range, consistent with energy formation calculations predicting a

reduction of both Te vacancies and SbTe anti-site defects.

formation energy calculations [158]. This is again consistent with the determined Hall
carrier parameters, finding that both p and n decrease with excess Te. Figure 4.14
shows the carrier densities plotted against one another: the fitted linear dependence
has a slope of 1, implying a strong correspondence of the formation of each carrier,
as would be expected given that an SbTe anti-site can only form if a vacant Te site is
available. This relationship is not expected in an intrinsic semi-metallic system with
offset and overlapping bands, since a reduction in an intrinsic p carrier density should
give an increase in an intrinsic n carrier density.

SdHO like features in ρxx have been observed in semi-conducting materials with de-
generate impurity bands [191], where the effect is understood through the tight-binding
model as a result of the interference of carrier wave-functions moving in between impur-
ity sites arranged in a random lattice. This is understood as more of an Aharonov-Bohm
effect rather than a true SdHO effect, though the characteristic fields and functional
temperature dependence are similar [191].

Importantly, the tight binding picture predicts that the effective mass of the carriers
should increase as the band-width between tunnelling sites decreases, which is inversely
proportional to the separation between sites, or N1/3 [191]. To extract the cyclotron
mass for Sb2Te3 here, the temperature dependence of the SdHO amplitude is measured
up to 30 K, where fitting to the RT term of the LK equation allows for direct extraction
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of mc.
An example of this data is shown for the lowest carrier density sample in Figure

4.15(a), and the full breakdown of each FFT peak’s amplitude dependence on temper-
ature is shown in Figure 4.15(b). The amplitude temperature dependence and fitting
to the RT term is summarised for all the samples in Figure 4.15(c) and the determined
cyclotron masses are summarised in Figure 4.16.

We find that mc is essentially constant across the carrier density range, which would
not be expected for an impurity band [191]. The values of mc are also consistent with
those expected of the intrinsic states thought to give the SdHO observed here, and with
those in previous work that confirms the intrinsic nature of the states by confirmation
of the expected arrangement of the Fermi branches dictated by the crystallographic
symmetries [131, 152, 153].

Further, the detailed consideration of the SdHO changes with carrier density strongly
suggest the existence of carriers populating the intrinsic band states of the material,
given the good agreement found between the SdHO and the intrinsic band structure of
the material. Taken with the effective mass analysis, it is reasonable to conclude that
the oscillatory features are true SdHO arising from the intrinsic states of the material.
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Figure 4.15: (a-b) Full breakdown of the SdHO and FFT peak amplitude temperature
dependence for the sample with p = 2.4 ×1019 cm−3. (c) Summary of the

temperature dependence of the FFT amplitudes fitted to the the RT term of the LK
equation to determine the cyclotron mass of the carriers.
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Figure 4.16: Carrier density dependence of the cyclotron mass extracted from the
temperature dependence of the SdHO. All are close to the average value of 0.1 m0.

In this case, the most likely scenario is that the high number of hole carriers are
populating the intrinsic states of the material, since with high-defect content the impur-
ity bands merge into the intrinsic states as the binding impurity potential is effectively
completely screened [191, 192], but the electron carriers are remaining as a separate
impurity band, accounting for the correlation of the carrier properties found in the
Hall effect. Qualitatively, the Te vacancy may have a higher binding energy, thereby
requiring higher carrier densities to be completely screened [192].

We find that the kF values from SdHO are lower than, but consistent with, the
determined p-type Hall carrier densities: assuming 6 spherical pockets for each branch
centred away from k‖ = 0, the SdHO carrier density reduces from 2 × 1019 cm−3 to 1
× 1019 cm−3 from the samples with Te = 3 to Te = 3.16. The additional p-type Hall
carriers likely arise from the wider CSA states not showing SdHO.

Overall then, this suggests a complete picture of the transport in Sb2Te3, with
holes introduced by SbTe anti-site defects occupying the intrinsic states of the material
and electrons introduced by Te vacancies forming a high-mobility impurity band. This
picture is supported by a SdHO cyclotron mass which does not increase with decreasing
defect density and is consistent with estimates from the intrinsic bands of Sb2Te3, and
by the correlation of the electron carrier densities in the Hall effect with the hole carrier
densities in line with the expected changes in defect content.
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4.6 Summary

This chapter has presented an investigation into the electronic transport properties of
Sb2Te3, motivated by the desire to find low bulk carrier density, high surface carrier
mobility materials for device applications. Excess Te is used in a modified Bridgman
method to produce high quality single crystals, which all show the expected XRD peaks
for Sb2Te3 and a constant c-axis for all compositions which is consistent with values
reported in the literature.

The transport properties of the samples show significant changes across the com-
position range grown. The Hall resistivity is discussed in terms of a multiple band
transport model for the first time, and contributions from both hole and electron car-
riers are found. The origins of these carriers are discussed in terms of the dominant
defects in the samples, and overall a transport model comprised of hole carriers pop-
ulating the intrinsic band states of the material and a de-localised impurity band of
electron carriers is proposed.

An order of magnitude reduction in the carrier density is found for samples grown
with a 5% atomic excess of Te, and this persists for up to 10% excess incorporated
into the growth. The carrier density range grown allows for a detailed investigation
of the electronic states of the material as SdHO are identified across the composition
range. A novel beating envelope with non-trivial Berry phase is identified, in-line with
expectations from Rashba split-surface states, however a detailed consideration of the
SdHO reveals that separate bulk Fermi branches with similar CSA and linear character
are likely responsible for this.

Based on the observed SdHOs agreement with the expected electronic states at the
chemical potential, further work using the exfoliation of samples with p > 7.9 × 1019

cm−3 is proposed to be able to observe contributions from the Rashba surface bands,
overall highlighting Sb2Te3 as a promising candidate for further study.
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RhPb2
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5.1 Introduction

Experimental searches for novel topological materials are often based upon theoretical
proposals: the original theoretical work regarding 3D TIs from Fu, Kane and Mele
proposed that the phases may be experimentally realised in Bi-Sb alloys [43, 193].

In recent years, significant progress has been made in the ability to consider the
topological properties of materials from first principles in a systematic, large-scale way,
and algorithm based materials database analysis has led to the proposal of thousands
of novel topological materials to be studied experimentally [32–36].

Such work, combined with consideration of existing literature and material specific
theoretical publications, provides fertile ground to search for novel topological materials
that may open avenues to increased functionality. One of these materials, RhPb2, has
been identified as a semi-metal with symmetry-enforced band degeneracies at the N
and P points of the Brilluoin Zone [32–37, 194].

Alongside this, RhPb2 is a member of the CuAl2(C16) materials class, all of which
have a body-centred tetragonal crystal structure with space group I4/mcm shown in
Figure 5.1, and many of which host superconductivity [38, 39, 195]. Two papers in the
literature find superconductivity in bulk RhPb2, which find Tc to be 1.3 K [38] and 2.7
K [39], meaning there is a significant possibility of finding TSC in this superconducting
Dirac semi-metal [40].

Figure 5.1: Tetragonal body-centred unit cell of RhPb2 shown from two different
angles, clearly displaying the body-centred structure, which is shared across the entire

CuAl2(C16) materials class.

Recently too, a novel structural phase of RhPb2, β-RhPb2, has been theoretically
predicted to be a TSC with Tc = 9.7 K [30]. This proposal draws from the discovery of
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unconventional SC in β-PdBi2 [29, 99, 196], a high-temperature phase of PdBi2 forming
above 380◦C [197].

The theoretical structural polymorph β-RhPb2 has been modelled with the same
crystal structure as β-PdBi2, in space group I4/mmm, and is proposed to host TSC
based on the co-existence of a TI phase and bulk SC, forming a 2D TSC on the surface
by the proximity effect [30]. Therefore there is a significant possibility of discovering
TSC in a material closely related to the RhPb2 phase, after realising and characterising
the parent compound.

Overall then, RhPb2 is identified as a promising material for study in this thesis.
So far there is little experimental work regarding the material and the nature of the
superconductivity in RhPb2 is yet to be firmly established, leaving a broad landscape
for investigation. Notably, only a statement of the critical temperature and has been
previously reported [38, 39], along with confirmation of diamagnetic behaviour [38],
and no normal state electronic transport properties have been investigated. Most re-
cently the crystal structure of the material was re-investigated, confirming the I4/mcm
tetragonal structure with a small refinement to the unit-cell parameters [41].

5.1.1 Prospects of Topological Superconductivity in RhPb2

In RhPb2, the strong spin-orbit interaction conspires with crystallographic symmetries
of the I4/mcm space group to produce enforced band degeneracies at the P and N

points of the Brilluoin Zone, shown in Figure 5.2a, where the effective Hamiltonian
describing the degenerate bands takes a Dirac form [37, 40]. Noting that the Fermi
level for RhPb2 is close to the Dirac points at P and N , there is a significant possibility
of TSC arising due to the combination of symmetry enforced degeneracies in the BZ
and superconductivity.

Fundamentally two routes for non-trivial superconductivity exist in RhPb2, follow-
ing the work of Kobayashi and Sato [40]. The existence of the symmetry protected
Dirac points leads to the emergence of non-trivial surface Fermi loops due to the bulk-
boundary correspondence. Since these degeneracies are preserved during the transition
to a superconducting state, bulk point-nodes of the superconducting gap and non-trivial
Majorana modes should appear on the surface from these features, irrespective of the
SC pairing symmetry. Additionally, the possibility of inherent odd-parity, topologically
non-trivial pairing from inter-orbital attractive interaction arises due to the orbital de-
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pendent non-trivial spin-structure of the Dirac bands, where another set of protected
Majorana modes should appear.

The pairing symmetries of the superconducting state often vary between materials
and there remains no clear consensus as how best to promote the emergence of in-
trinsic inter-orbital odd-parity pairs, even in materials with the pre-requisite ingredients
[198–200]. Fundamentally, non-trivial orbital dependent spin structures are required
alongside an inter-orbital attractive interaction, and phonon-mediated interactions are
typically expected to be able to cause this [49].

As mentioned, there is very little literature regarding RhPb2, including any expos-
ition of the nature of the superconductivity or possible pairing mechanisms. Recently
however, the normal state transport and superconductivity in iso-structural material
PdPb2 was investigated in detail [201]. The material shows Type-I superconductiv-
ity in single-crystal examples, which is mediated by an electron-phonon interaction of
moderate strength. Measurements of the specific heat capacity of PdPb2 show bulk SC
behaviour consistent with isotropic s-wave behaviour.

Intriguingly, however, the Tc/TF (Fermi temperature TF ) ratio introduced by Uemura
[202–204] to characterise the degree of unconventionality in a superconductor falls in-
between unconventional and conventional elemental Type-I superconductors [201]. This
ratio is indicative of whether Tc falls in line with standard BCS expectations, where
high ns and low m∗ (affecting TF ) typically have low Tc ≤ 10 K, or whether similarities
are found with heavy-fermion and unconventional superconductors with low ns and
high m∗ but high Tc ≥ 10 K [202–204].

In order to have some reference for comparison, it is anticipated that RhPb2 should
show similar behaviour to PdPb2, since Pd (Z = 46) is simply replaced by Rh (Z =
45) in the same crystal structure. In-fact, band structure calculations [32, 35, 205,
206] show a similar landscape for both materials in Figure 5.2. From the partially
occupied bands intersecting E − EF = 0 eV, the Fermi surfaces of both materials
are seen to be qualitatively similar: a central electron branch centred at Γ, with hole
branches enclosing both the N and M points. Unfortunately, calculated examples
of the phonon-dispersion relations are not available for these materials, however they
share the same crystal structure and the unit cell parameters and atomic masses are
only slightly changed between the two compounds, broadly implying similar phonon
dispersion relations in each material [47].
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Figure 5.2: Details of the band structures of (a) RhPb2 and (b) PdPb2, taken from
[32, 35]. Both show similar features and qualitatively similar Fermi surfaces are

expected, importantly the symmetry enforced Dirac points at the P and N points in
both materials open the possibility for TSC if inter-orbital attractive interactions are

preferred.
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Overall then, there is a significant possibility for the emergence of topologically pro-
tected point nodes in the surface superconducting state of RhPb2, despite the sugges-
tions from similar material PdPb2 that conventional s-wave behaviour may be found.
In any case, the requisite orbital dependent spin-structure exists on account of the
symmetry protected Dirac points in RhPb2, meaning an intrinsic odd-parity supercon-
ducting pairing may be stabilised depending on the preferred orbital interaction. In
the long-term, alloying between RhPb2 and PdPb2 may allow for significant tuning of
the chemical potential position relative to the Dirac points and ultimately may lead to
fine-tuning of the superconducting state.

5.2 Material Synthesis

5.2.1 Choice of Growth Method and Initial Considerations

The literature regarding the growth of RhPb2 is not comprehensive: to date only two
references mention the growth method. In the first work electric arc heating was used
to melt Pb and Rh together in an evacuated and argon purged environment to form
a polycrystalline ingot of RhPb2, the sample was then annealed at 450◦C for 2 weeks
before single phase samples emerged [195].

Consideration of the stability of Rh and Pb against common crucible materials
suggests some difficulty in preparing RhPb2 from the melt, since they are not both
concurrently stable against common crucible materials [207–210]. The large difference
in melting points also means that the incorporation of Rh may only be mediated by sur-
face reaction and alloying with liquid Pb, at temperatures accessible with the furnaces
available, which are below the melting point of Rh.

In fact, an initial attempt was made to grow RhPb2 using a melt-growth technique
with an atomic composition Rh:Pb 25:75, however some reaction of the material and
quartz was apparent, and a solid formed with a melting point in excess of 1100◦C, the
highest temperature reachable in the furnaces available.

Despite this the second reported growth method, which was identified during the
preparation of this thesis, successfully synthesised single-crystals of RhPb2 [41] using a
melt-growth technique with quartz ampoules, despite the possibility of reaction of Rh
with Si and SiO2 to form various silicides [207]. That study [41] used powdered Rh and
a Pb-rich liquid solute in an initial mixing phase to pre-react the Pb-Rh [41].
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From the initial consideration of phase stability and mixing limitations, DC-sputtering
of thin films was chosen as the synthesis method, since layer-by-layer deposition tech-
niques allow for buffer layers to chemically protect the forming phase, and either inter-
mixed or thin layer repeating units of deposited material can be mixed with annealing to
form the desired phase. Thin-film examples of TSC candidates are also highly desirable
since device architectures, such as Josephson Junction devices [27], can be fabricated
to test the fundamental properties of the superconducting pairing symmetry and in-
vestigate the implementation of Majorana braiding for topological quantum computing
applications.

The phase diagram in Figure 5.3a shows that RhPb2 melts incongruently and that
a Pb rich liquid-solute is needed to crystallise the correct phase [211]. Since sputtering
thin films and annealing does not rely on liquid-to-solid formation, rather the inter-
diffusion of Rh and Pb atoms below the melting point of the material, it is expected
that compositions close to the desired phase should, on complete mixing, produce a
thin-film with the correct composition. Figure 5.3b shows the composition dependence
of the Gibbs free energy in the binary Rh-Pb system [194, 212, 213], which shows
the possibility of two stable impurity phases, Rh4Pb5 and RhPb, both of which are
more energetically favourable to form than the desired RhPb2 phase. Based on this,
compositions that are slightly Pb-rich may promote the desired phase, since more Rh-
rich compositions may preferentially form Rh4Pb5 or RhPb.

With the ability to deposit multiple samples in the same growth environment, the
16-sample DC sputtering system at the University of Leeds is used, which allows the
deposition of a single material layer at a time. There are some systems capable of
co-depositing materials at the University of Leeds, this was not initially pursued since
an appropriately sized Rh target was not available for use in one system, also supercon-
ducting thin-films of Pb had been successfully grown in the system used [126, 214], and
there were some concerns over the quality of the vacuum for growing superconducting
films requiring Pb in another system capable of co-deposition.

A multilayer structure of repeating Pb-Rh-Pb blocks is instead targeted, where
post-growth annealing will mix the layers and ultimately produce a homogeneous film
of the targeted phase. A schematic of the films grown in this work is shown in Figure
5.4. Thin layers are targeted to promote more complete inter-diffusion of the layers
with annealing and encourage the desired phase to form. Rh is sandwiched between two
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(a) (b)

Figure 5.3: Detail regarding phase formation in the Rh-Pb system. (a) Binary phase
diagram for the Rh-Pb system with details of different phases [211]. (b) Composition

dependence of the Gibbs free energy of formation, showing the only three stable
phases in this binary system are RhPb, Rh4Pb5 and RhPb2 [194].
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identically thick layers of Pb to help promote symmetric alloying of the Rh from each
side during the initial mixing phase of annealing, which should promote homogeneous
phase formation across the entire film.

The nominal composition of the films is controlled by changing the thickness of the
Rh in the multilayer. The targeted Pb multilayer thickness (10 Å) and layers of Rh (3 -
5 Å) should correspond to a nominal composition range for RhPbx of 1.53 6 x 6 2.56.
A composition range is grown around the targeted composition, since variances in layer
roughness or exact thickness may affect the exact stoichiometry of the film and so phase
formation.

The average number of atoms contained in a certain layer thickness can be calculated
with knowledge of the unit cell size and type, allowing control for the number of atoms
and so stoichiometry in a multilayer unit. For example the Pb unit cell is face centred
cubic (FCC) containing 4 atoms with 4.95 Å lattice constant [215], meaning a 10 Å
layer of Pb contains 10

4.95 = 2.02 unit cells, and so 2.02× 4 = 8.08 atoms. Accordingly,
for RhPb2, a 4 Å layer of Rh (FCC, a = 3.80 Å [216]) contains 4.2 atoms, giving a
ratio of Pb:Rh of 8.08:4.2, and a composition RhPb1.92.

Since Rh may react with Si/SiO2 [207], a 50 Å Ta layer is grown first to prevent
reaction, followed by a 50 Å Rh layer to prevent any incorporation of Ta into the
forming RhPb2. The possibility of Rh-Ta mixing is considered later and found to be
insignificant. The multilayers are capped by a 100 Å Rh layer to protect the forming
phase from oxidisation whilst annealing. The films’ lateral sizes are roughly 20 × 20
mm after growth, these are then cut into smaller segments (4 × 4 mm) to be annealed.
Some intermixing of the Rh buffer and cap is anticipated with annealing, which is also
considered later and is again found to be insignificant relative to the thickness of the
forming RhPb2, also confirming that no significant impurity phases are forming.

Empirically, most superconducting materials display a suppression of Tc below a
thickness of ∼ 10 nm [217]. The exact details however depend on a number of different
effects [218, 219] and superconductivity has even been found in mono-layer films of Pb
[220, 221]. Below 10 nm there are also usually significant increases in the resistivity
of metals due to a combination of smaller grain sizes, so increased grain boundary
scattering, more significant surface scattering, and in even smaller structures quantum
confinement effects [222]. From this, the total thickness of the RhPb2 films is chosen
to avoid suppression of Tc in the RhPb2 film and avoid increased resistivity, with thin
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Figure 5.4: Schematic of the multilayer films grown in this work, showing the desired
result with annealing where the repeated layers are mixed and crystallise into the

RhPb2 phase.

Ta/Rh buffer and cap layers so that they have high resistance and give negligible
contributions to the electronic transport.

Specifically, the resistivity of standalone Ta/Rh buffer and Rh cap structures de-
posited on SiO2 with the same growth conditions as the RhPb2 films are measured
at room temperature to be 35 and 21 µΩ.cm, and at 4.2 K to be 31 and 17 µΩ.cm,
leading to resistances in a typical film of 20 - 30 Ω. The typical resistance of the total
film with annealed RhPb2 is measured to be 0.5 - 1 Ω, implying that RTotal ≈ RRhPb2
in the parallel resistor stack. The thin Ta layer should also have heavily suppressed
Tc from the bulk value, which is expected to be below 500 mK [223]. The possibility
of superconducting Ta, and other components of the thin-film other than RhPb2, are
considered in more detail later.

The targeted thickness d of the films is 100 nm, following the comparison to PdPb2

(BCS Coherence length ξ0 = 200 nm, London penetration depth λL = 50 nm) this will
likely place a clean example of RhPb2 in the 2D regime of superconductivity, since ξ0,
λL ≥ d, which is considered whilst measuring the magnetic properties of the films.

The effects of substrate and buffer layer on the formation of RhPb2 are now con-
sidered. First, Si with a thin and amorphous layer of native SiO2 oxide layer is selected
as the substrate material, since it should provide a smooth surface for ensuing depos-
ition. XRR shows that the Rh buffer layer has close to 10 Å roughness, so is still a
smooth layer for deposition. Since there should be no epitaxial growth of Ta or Rh
on the SiO2 layer, there should be no epitaxy in the RhPb2 film. Both Ta and Rh
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have been shown to order into a dominant (111) orientation out-of-plane after anneal-
ing treatments [224, 225], which generally occurs to minimise the energy of the system
[125]. The annealing treatment used to form the RhPb2 phase is expected to allow the
system to relax into a dominant single texture [125].

5.2.2 Film Deposition and Initial XRR Characterisation

Figures 5.5 summarises the XRR scans of non-annealed multilayers, with an example of
the fitted curves overlaid assuming an initial stack of the form given in the schematic in
Figure 5.4. Table 5.1 summarises the changing Rh multilayer parameters determined
from fitting and converts the layer thickness’ to a nominal composition. The average
total Pb thickness in each multilayer unit is 20.75 ± 0.3 Å, with good reproducibility
between films.

In all cases the repeating layer thickness is slightly larger than targeted, which likely
arises from the finite time it takes for the shutter wheel and sample to move over each
sputter target, the effect compounding for the repeated Pb layers in each unit. The
additional amount of Pb is ≈ 10 Å, and the additional amount of Rh is ≈ 2 Å. Due
to this the films thickness’ are expected to be 107 nm and the nominal compositions
are slightly Pb-rich, which as mentioned may aid the formation of RhPb2 based on the
Gibbs free energy.

The roughness of the Pb layers is 4.6 ± 0.2 Å , with similar values found for the
Rh layers. Since the roughness scale is comparable to the layer thickness there is likely
some intermixing which should benefit the phase formation. The Bragg peaks arising
from the repeating multilayer units are still well-defined however, which suggests that
the layers and interfaces are still well-defined.

The densities during fitting were fixed at the bulk values for each material. The
layer roughness may in fact be less than that reported if the density of the layers was
taken as a fitting parameter and turned out to be lower than the bulk values. This may
explain why the Bragg peaks are still well defined despite the high level of roughness
compared to the layer thickness.

Table 5.2 summarises the remaining layers’ properties, which are consistent across
all the films grown, shown by the small standard deviation. Figure 5.6 shows the
manual Kiessig fit to the long period oscillation present in Figure 5.6 confirming that
they arise from a layer of 100 Å thickness, which is the Rh cap. Distinct oscillations

100



5.2 Material Synthesis

Figure 5.5: Initial XRR characterisation of the DC sputtered films (a) Example of
fitted XRR data for film and (b) the changes of Bragg peak position, arising from the
repeating layer unit, when changing the growth time and so thickness of the repeating

Rh layer.

Rh Target Rh Actual Rh Roughness Nominal Composition
(Å) (Å) (Å) RhPbx
3 5.0 ± 0.2 4.3 ± 0.2 3.2 ± 0.1

3.5 5.5 ± 0.2 4.9 ± 0.2 2.9 ± 0.1
4 6.0 ± 0.2 4.1 ± 0.2 2.65 ± 0.09

4.5 6.2 ± 0.2 5.0 ± 0.2 2.55 ± 0.09
5 6.9 ± 0.2 4.9 ± 0.2 2.30 ± 0.07

Table 5.1: Summary of Rh layer thickness found by fitting. The average Pb thickness
of all films is used to calculate the nominal composition.
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Layer Thickness Std. Dev. Std. Err. Roughness
(Å) (Å)

SiO2 32 8 3 8 ± 1
Ta2O5 25 14 6 2 ± 1

Ta Buffer 53 6 3 9 ± 1
Rh Buffer 52 2 1 11 ± 2
Rh Cap 98.1 1 0.6 2 ± 1

RhO 7.4 1 0.5 3.6 ± 0.2

Table 5.2: Fitting parameters for the layers present in all the films grown, showing
the variance between films by the standard deviation.

Figure 5.6: Kiessig fit to the long period oscillations in the XRR that arise from
layers of 100Å thickness.

are not visible by eye from the buffer layers, however these are revealed by fitting to
be close to the intended thickness across all the films.

5.2.3 Annealing Investigation and RhPb2 Phase Formation

Since there is limited information available concerning the formation of RhPb2 an initial
annealing investigation was performed using an in-situ vacuum (≈ 10−1 mbar) heater
stage on the XRD system which allows for direct observation of the phase development
with annealing, which is summarised in Figures 5.7a and 5.7b. It was found that 450◦C
is high enough temperature to mix and react the layers, as seen by the decreasing
amplitude and disappearance of the low angle Bragg peak in Figure 5.7a, where all
scans are taken immediately after reaching temperature. This reaction is shown by the
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emergence of a diffraction peak close to 41 degrees, which increases in amplitude and
settles to a position of 41.4 degrees at 450◦C in Figure 5.7b.

Annealing in a cleaner environment, Ar purged and evacuated (P ≈ 10−2 mbar)
quartz tubes, and measuring the samples at room temperature shows that this XRD
peak stabilizes after 1 hour, and remains stable for up to 5 hours in Figure 5.7c. The
high-angle XRD in Figure 5.7d confirms that this is the only diffraction peak present
in the sample after the initial mixing, with a match to both the (201) and (226) peaks
of RhPb and Rh4Pb5 respectively [226]. The resistivity of this sample was measured
down to 380mK, shown later in Figure 5.21b, however no SC transition was observed.

Given that the energy of phase formation is lowest for Rh4Pb5 and the composition
is closer to this phase than RhPb, it is expected that the Rh4Pb5 phase initially forms
in the films and further annealing is required to re-crystallise the deposited material
into RhPb2.
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Figure 5.7: Progressively increasing the annealing temperature with in-situ annealling
in (a) and (b) shows that 450◦C is high enough temperature to completely mix and

react the repeating layers, as seen by the removal of the low angle Bragg peak in (a),
which (b) leads to the ordering of an initial phase. (c) Annealing in a cleaner

environment shows the emergence of the same single phase which is stable up to 5
hours. (d) A single phase is identified, consistent with both RhPb (201) and Rh4Pb5

(226) diffraction peaks.

To investigate re-crystallisation longer annealing times were used: Figure 5.8a shows
that at some point between 5 and 24 hours of annealing the films show a clear change
in the XRD pattern, from a single dominant peak to two roughly equivalent intensity
peaks at 40.8◦ and 42.1◦. These peaks remain stable at least up to 100 hours, suggesting
this is the most energetically favourable phase. In fact, annealing a nominally identical
sample with a thin Al2O3 cap instead of Rh shows only the peak at 40.8◦ in Figure
5.8b, suggesting that the Rh cap crystallises into the (111) orientation as expected and
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is responsible for the peak at 42.1◦. Importantly, the remaining peak corresponds to
the expected (202) orientation of RhPb2 [41], meaning single-texture thin films have
formed after the recrystallisation. For reference, Figure 5.9 shows the standard pattern
of XRD peaks for RhPb2 with structural parameters from Ref. [41].

(a) (b)

Figure 5.8: (a) Evidence for recrystallisation into RhPb2 after annealing for 24 hours
in a clean environment. (b) Comparison of film with and without Rh cap, showing
that the 42.1◦ peak is due to the (111) orientation of Rh, so (202) single-texture

RhPb2 has formed after re-crystallisation.

Figure 5.9: Standard XRD peaks for RhPb2 shown up to 90 degrees, with the (202)
orientation peak labelled. This data was produced based on the structural parameters

reported in Ref. [41].
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Figure 5.10a shows that annealing at 450◦C for 24 hours forms the desired phase
across the entire nominal composition range grown, for 2.3 < x < 3.2 in RhPbx,
but with some significant changes in the total phase strength. Figure 5.10b shows
the dependence of XRD peak area and so phase strength on the nominal composition,
showing that the maximum RhPb2 phase formation here is for x = 2.65. The connecting
line is a spline function and suggests the phase formation is essentially optimised in
composition here.

(a) (b)

Figure 5.10: Composition dependence of RhPb2 phase formation (a) High angle XRD
of the (2 0 2) RhPb2 peak for changing nominal composition. (b) Peak area,

extracted by Lorentz fit, dependence on nominal composition. Connecting line is
spline interpolation, suggesting RhPb2.65 is the optimised composition.

Considering the possibility of extra Rh mixing from the cap and buffer layers with
annealing, Figure 5.11a shows the low-angle XRR scan of the RhPb2.65 film annealed
at 450◦C for 24 hours, where the long period oscillation arising from the Rh cap is still
visible. The inset of Figure 5.11a shows the Kiessig fit of these oscillations, suggesting a
similar Rh cap thickness to before annealing. Figure 5.11b shows the fitted curve based
on the annealed structure from the schematic in Figure 5.4, with fitting parameters
summarised in Table 5.3. Figure 5.11c shows a section of short period oscillations
arising from the thick RhPb2 layer which are also captured by the fitting, the inset
Kiessig plot confirms a total thickness close to 1100 Å. The XRR fitting and Kiessig
plots confirm that the Rh buffer and cap layer thickness’ have essentially remained the
same after the annealing process: thin inter-mixing layers have formed at the interfaces
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with the RhPb2, which likely produce a negligible change in the overall composition of
the RhPb2 layer. The thickness of the Ta layer has remained roughly constant after
annealing, suggesting negligible reaction with the substrate oxide layer or Rh.

(a) (b) (c)

Figure 5.11: (a) XRR data for RhPb2.65 film after recrystallisation, showing a long
period oscillation arising from a 100 Å thick layer, suggesting minimal reaction of the

Rh cap, and by extension the Rh buffer layer, with the forming RhPb2. (b) Full
fitting of the XRR profile for film annealed at 450◦C, fitting parameters are shown
below in Table 5.3. (c) Focus on short period oscillations arising from the RhPb2

layer, with inset Kiessig plot confirming the accuracy of the full fitting profile.

Layer Thickness Roughness
(Å) (Å)

SiO2 16 ± 3 7 ± 1
Ta2O5 15 ± 3 11 ± 1

Ta Buffer 54 ± 2 4 ± 1
Ta/Rh Mix 10 ± 1 4 ± 1
Rh Buffer 30 ± 2 13 ± 2

Rh/RhPb2 Mix 4 ± 1 13 ± 1
RhPb2 1099 ± 6 23 ± 1

RhPb2/Rh Mix 8 ± 2 12 ± 1
Rh Cap 100 ± 1 13 ± 1

RhO 22 ± 2 15 ± 1

Table 5.3: Fitting parameters for the layers after annealing, confirming minimal
change in the Rh buffer and cap layer thickness compared to non-annealed films.
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Concluding, single-texture (202) films of RhPb2 have been successfully grown on
a Rh buffer layer using DC sputtering and an annealing protocol. Annealing at a
temperature of 450◦C in Ar purged and roughing pump evacuated quartz tubes is
sufficient to mix and react layers of Rh and Pb into an initial Rh4Pb5 phase, which
then recrystallises into RhPb2 after 24 hours annealing time. A Pb-rich composition is
found to optimise to phase strength, which shows significant variance in the nominal
composition range 2.3 < x < 3.2 in RhPbx. XRR of the annealed films confirms
minimal inter-diffusion of the Rh buffer and cap layers, and that the thickness of the
RhPb2 layer is consistent with the initial amount of Rh and Pb deposited.

Overall, we find that a nominal composition of RhPb2.65 leads to the largest RhPb2

(202) orientation XRD peak area, after annealing at 450◦C for 24 hours. In the next
three sections, measurements are presented for the film with this nominal composition.
We note that a downturn in resistivity is observed with the same magnitude and onset
temperature in the films with nominal composition RhPb2.55, but the strongest phase
sample was measured in more detail and so is presented here.

5.3 Electronic Characterisation

5.3.1 Transport Properties

Since RhPb2 has minimal characterisation in the literature, this section aims to de-
termine the basic transport properties of the material in thin film form, and search for
any indication of the predicted Dirac semi-metal phase.

Figure 5.12 summarises the basic transport measurements for RhPb2.65 annealed
at 450◦C for 24 hours. Field is applied out of plane. All uncertainties are taken from
the VdP equations considering the finite size of the contacts and misalignment [132],
since these are larger than the numerical uncertainties from Ref. [133]. Errors in ρxx

are < 0.2%, and in ρyx are < 3%.
The electronic transport measurements show that the thin-film RhPb2 is overall

metallic with decreasing resistivity with reducing temperature, and at 1.5K shows a
linear Hall resistivity with field consistent with single band transport, and B2 MR
determined by the general fitting form. From the slope of the Hall resistivity hole
dominant transport is found with a high carrier density of (1.52 ± 0.05) × 1023 cm−3.
The scale of the MR is small, so does not suggest compensated bands as is usually
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(a) (b) (c)

Figure 5.12: Basic electronic characterisation of RhPb2 films. (a) Longitudinal
resistivity shows metallic temperature dependence with downward curvature at higher

temperatures. (b) Hall resistivity with field shows linear, positive slope, showing
dominant hole transport with p = 1.5 × 1023 cm−3. (c) Perpendicular MR shows

quadratic dependence on field.

observed in many Dirac semi-metals, and may be expected in RhPb2 based on the
partially occupied bands in the calculated band structure in Figure 5.2a.

From the values of ρ0 and p at 1.5K the mobility is estimated as (4.1 ± 0.1) cm2/Vs,
using a single band model consistent with the observed Hall effect, with: µ = 1

peρ0
.

Using the relations µ = qτ
m∗ = ql

m∗vF
and vF = ~kF

m∗ with the assumption of a spherical
Fermi surface with wave-vector kF =

(
3π2p

)1/3, the mean free path of the carriers can
be calculated as l = ~kFµ

q , which is estimated as (4.5 ± 0.1) nm.
To look for other signatures of the Dirac nature, Figure 5.13 shows the angular

dependence of the MR at 3T, with B applied in the plane of the sample. This is
performed to search for an indication of negative MR when B ‖ I as has been reported
as evidence of charge pumping between Dirac cones when spin degeneracy is lifted by
the magnetic field [57]. The sample is rotated from B ⊥ I at 10 degrees to B ‖ ±I at
-80 and 100 degrees, showing only positive MR. This suggests that at present, a trivial
bulk-band is dominating the transport properties.
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Figure 5.13: Angular dependence of the MR with B applied in-plane, showing no
evidence for negative MR with B ‖ I.

5.3.2 Resistivity Dependence on Temperature

To reveal some information regarding the dominant scattering mechanism in the RhPb2

films, the temperature dependence of the resistivity is considered. First we focus on
the low temperature regime, then separately consider the observed curvature at higher
temperatures.

Low Temperature

Generally, the resistivity in the low temperature region of a metallic system can be fit
to a power law dependence:

ρ(T ) = ρ0 +ATn (5.1)

where n is taken as a fitting parameter that is dependent on the dominant scattering
mechanism [227]. For electron-phonon scattering mechanisms, n = 3 is predicted for
inter-band s − d scattering which is often prevalent in transition metal compounds
are their alloys [228], and n = 5 is predicted for intra-band scattering which often
describes s-shell valence metals [47]. Usually, the phonon momenta required to cause
s-d scattering is larger than s-s scattering, and s-d scattering becomes more dominant
at higher temperatures [228, 229].

Some materials display a temperature dependence closer to n = 2, which may arise
due to dominant electron-electron scattering effects [47, 230, 231], or from non-Debye
like phonon-assisted s-d inter-band scattering [230]. Through Matthiessen’s rule, these
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scattering mechanisms may all contribute simultaneously, leading to non-integer values
of n.

With increasing temperature the resistivity of non-magnetic metals moves to scale
linearly with temperature, on account of the number of excited phonon modes scaling
linearly with T [47]. The full resistivity curve may be described by the Bloch-Gruneisen
(BG) equation:

ρ(T ) = ρ0 + kλBGΘD

~ω2
p

(4π)2
( 2T

ΘD

)n ∫ ΘD/2T

0
dx

xn

sinh2(x)
(5.2)

where the exponent n = 5 is usually taken, defining intra-band phonon mediated scat-
tering as the dominant mechanism [232–235]. Other fitting parameters are the Debye
temperature ΘD and the electron-phonon coupling constant λBG, for fixed values of
the residual resistivity ρ0 and the Drude plasma frequency ωp. The value of λBG is de-
pendent on the value of the Drude plasma frequency since both contribute to the slope
of the resistivity when linear with T , meaning only the values of ΘD can be reliably
determined without knowledge of ωp [233, 234].

First, the low-temperature regime of the resistivity is fit to the general expression
with n as a fitting parameter. Low temperature is defined by the region of the resistivity
before the cross-over to linear behaviour starts to occur [227]: this is identified as
≈ T 6 25 K using the derivative of the resistivity in Figure 5.14a, above which the
slope starts to decrease. To determine any variance of n with increasing temperature
the fit is performed over different temperature ranges with the lower limit fixed at 1.5
K, finding reliable fits above an upper limit of 13 K up to 27.5 K. Figure 5.14b shows
n plotted against the upper temperature fitting limit, finding that a T 5 dependence
describes the data correctly up to ≈ 17 K, above which the exponent starts to decrease.
Above an upper fitting limit of 30 K the simple expression fails to fit the data well.
To further check this dependence Figure 5.14c shows the resistivity plotted against
T 5, with dashed lines showing 5 K intervals up to 25 K, where there is a clear linear
dependence on T 5 up to 17 K.
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(a) (b) (c)

Figure 5.14: (a) First derivative of the resistivity dependence on temperature,
identifying the low-temperature regime as below 25 K. (b) Temperature exponent n

determined from fitting the resistivity to the simple, general model for increasing
temperature range. (c) Resistivity plotted against T 5, showing a departure from

linear behaviour close to 17 K.

Applying the full BG equation in the low-temperature regime (T 6 25 K) produces
good agreement with the general expression, finding this region to have dominant T 5

behaviour. The fit is shown in Figure 5.15a, finding n = 4.9± 0.2, with ΘD = 140± 4
K, consistent with that previously determined in PdPb2 (ΘD = 152± 1 K) [201]. The
determined values of n and ΘD remain the same with fitting up to T = 40 K, shown by
the dashed line in Figure 5.15a. Above this temperature the exponent n again starts
to decrease.

Given the transition metal (Rh) d-electron valence orbitals involved in the chem-
ical bonding in RhPb2, there may be some move to T 3 dependence with increasing
temperature. The decreasing value of n with increasing temperature seems to suggest
this, and Figure 5.15b shows the resistivity plotted against T 3, which produces a linear
trend up to 28 K.
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(a) (b)

Figure 5.15: (a) Fitting the resistivity dependence on temperature to the
Bloch-Gruneisen equation, confirming a dominant T 5 behaviour at low temperature

and allowing extraction of the Debye temperature for RhPb2 as ΘD = 140± 4 K. (b)
Resistivity plotted against T 3, suggesting an increasing dominance of inter-band

scattering with increasing temperature, consistent with the transition metal nature of
RhPb2.

Overall then, the resistivity dependence on temperature, at least up to 40K, seems
well described by the conventional electron-phonon scattering mechanisms for transition
metal compounds, with a cross-over from dominant T 5 to T 3 behaviour with increasing
temperature.

High Temperature Resistivity

With increasing temperature, the resistivity tends towards linearity as expected, how-
ever above 140 K there is some significant downwards curvature. This is also observed
in single-crystal samples of PdPb2 [201]. There are many proposed mechanisms for
this effect in non-magnetic materials [236, 237]. The first explanations were based on
the idea of a minimum mean-free path, leading to a maximum ’saturation’ value of the
resistivity, it is called resistivity saturation.

A parallel-resistor model has been previously applied at high-temperatures to de-
scribe the behaviour [201, 236, 237]:

ρ(T ) =
[ 1
ρs

+ 1
ρ(T )

]−1
(5.3)

113



5.4 Superconductivity in RhPb2 Thin Films

(a) (b)

Figure 5.16: (a) High temperature regime of the resistivity with the phenomenological
saturating resistivity model applied, shown by the green line. Some additional

upwards curvature is present in the resistivity above ≈ 215 K that is not completely
accounted for, shown by (b) the derivative of the resistivity with respect to

temperature.

where ρ(T ) = ρ0 + ρiT , with residual resistivity ρ0 and ρi describing the slope of
the ideal high-temperature linear dependence of the resistivity in units of µΩ.cm/K.
Despite the name, the resistivity may not necessarily reach a constant value at high-
temperature, there is also not a physical parallel transport channel in the material: the
model has simply been formulated as an empirical/phenomenological description of the
saturating behaviour [236, 237].

The high temperature behaviour is fitted to this parallel-resistor model for T > 80
K and shown in Figure 5.16a, for fixed ρ0 = 9.7 µΩ.cm, the value for ρs = 43.1 ±
0.3 µΩ.cm and ρi = 0.107 ± 0.001 µΩ.cm/K. The simple saturation model describes
the resistivity well up to ≈ 215 K, however some additional curvature is present in the
resistivity above this, shown by the derivative in Figure 5.16b, that is not completely
accounted for.

5.4 Superconductivity in RhPb2 Thin Films

5.4.1 Onset of Superconductivity

The film with nominal composition RhPb2.65 with the largest (202) XRD peak area was
taken for measurement in a 3He 8Heliox′ cryostat insert, capable of cooling the sample
to ≈ 380 mK. Figure 5.17a shows the resistivity dependence on temperature for this
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sample below 10 K, with a clear resistance downturn at low temperature.
Previous works have identified the superconducting critical temperature of RhPb2

as 2.7 K [39] and 1.32 K [38, 195]. The work finding Tc = 1.32 K extracts the critical
temperature as the midpoint of the magnetic susceptibility transition to the super-
conducting state. In our work a complete transition to a zero resistance state is not
observed so such a mid-point cannot be defined. Instead, the onset temperature of the
resistance downturn is quoted as Tc here.

We define the onset temperature as the intersection point of the residual resistivity
to the tangent of the resistivity transition, shown in Figure 5.17b, finding Tc = 1.4 ±
0.1 K. The uncertainty is estimated from the approximate range of intersection points
given by the noise in the data. Notably, an onset temperature of 1.4 K is consistent
with the previous determination of a mid-point Tc of 1.32 K [38].

Unfortunately, only a partial resistance drop is observed: only a 0.01% drop in
resistance is observed over a 1 K reduction in temperature, or 70% of Tc. The capability
to measure the film’s magnetisation below 1.8 K is not available at the University of
Leeds and so observation of Meissner screening is also not currently possible to further
confirm that this downturn is due to the onset of the superconducting state. This is
also true of heat capacity measurements, so the expected discontinuity in the electronic
component of the specific heat across the superconducting transition cannot currently
be observed either. Instead, the field dependence of the state is explored and shows the
expected properties for a superconducting transition, confirming that the downturn is
caused by the onset of superconductivity.

Figure 5.17c shows the low temperature resistivity with different applied magnetic
field, where the field is applied in-plane and parallel to the long side of the sample to
minimise the demagnetising shape factor, showing the rising residual resistivity with
field from the normal state MR and the apparent removal of the resistance downturn.

Figure 5.17d more clearly shows the removal of the downturn by offsetting the
curves in resistivity for the normal state MR. There is a clear shift of the downturn to
lower temperatures with increasing field as expected for the superconducting state, and
by 8 T the downturn is completely shifted to below the lowest temperature reachable.
Figure 5.17e shows the dependence of Tc on the applied field, more clearly showing
the reduction of Tc. An initial estimate of the critical field at 0 K is found by the
extrapolation of a linear trend to Tc = 0, or the complete destruction of the SC state,
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leading to Bc ≈ 9 T.

Figure 5.17: (a) Low temperature resistance downturn in RhPb2 film. (b) Details
regarding the determination of the onset temperature, finding Tc = 1.4 ± 0.1 K. (c)
Resistivity temperature dependence measured with different applied fields applied

in-plane and parallel to the current and longest side of the sample, showing the
normal state MR and removal of the resistance downturn. (d) Field dependence of

the transition (curves offset in resistivity to match at 9 K) clearly shifting the
transition onset to lower temperatures with applied field. (e) Clearer dependence of

onset temperature with applied field, linear extrapolation gives an initial estimate for
the critical field close to 9 T.

Figure 5.18a shows the in-plane MR with field applied parallel to current taken
at 380mK, showing no clear transition from the SC state to the normal state and
MR proportional to B2 shown by the red line. Since the samples do not show a
full transition to zero resistance and there is no large transition to see in the MR
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it is difficult to directly extract any critical field values from Figure 5.18a. To better
visualise the contribution of the SC state to the MR the field dependence of the quantity
∆ρ0.5K−1.5K = ρ0.5K−ρ1.5K is extracted from the ρxx vs T curves and plotted in Figure
5.18b, where some details are shown regarding the extraction of critical field values
used later.

Figure 5.18c shows the field dependence of the SC transition extracted from dif-
ferent temperature points of the field dependent resistivity data, following the same
protocol with ∆ρTK−1.5K = ρTK − ρ1.5K , where T is given in the legend. Overall,
there is a leftward shift of the transition with increasing temperature, corresponding to
lowered critical field values, as expected for the superconducting state. Since this data
is extracted from within the resistivity transition in temperature, the total size of the
transition is also reduced with increasing temperature.

(a) (b) (c)

Figure 5.18: (a) Field dependence of the resistivity showing no clear transition from
the SC state. Field is applied parallel to current direction and parallel to the longer

side of the sample to minimise shape demagnetisation effects. (b) Field dependence of
the superconducting transition extracted from the resistivity vs. temperature data
taken at different applied field. Transition is modelled as a sigmoidal function for
extraction of the upper critical field values, by extrapolating the tangent at the

halfway point to ∆ρ = 0, and for an estimate of an upper limit for the lower critical
field Bc1−UL by the field value at which a 1% change in resistivity is found. (c)

Temperature dependence of the SC transition in field.

Given the field dependence of the resistance downturn it appears that the thin-film
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RhPb2 is Type-II and exists in a mixed state before the complete destruction of the
superconductivity. The transition persists across a wide field range after the initial
suppression of SC, rather than a swift destruction in a narrow field range as would be
the case for a Type-I superconductor in the parallel field configuration. The current
density during measurement is ∼ 102 A/cm2 meaning transition broadening effects are
negligible [238].

Intriguingly, PdPb2 displays Type-I superconductivity in single-crystals with the
BCS values of ξ0 = 0.18~vF

kTc
= 200 nm, λL =

(
ε0m∗c2

nse2

)1/2
= 50 nm [201]. With l = 64

nm those samples are moderately dirty, and κ = 0.715λL
l = 0.55, close to the threshold

of Type-II behaviour. For RhPb2 the BCS values are estimated as: ξ0 = 1000 nm, and
λL = 20 nm for m∗ ≈ 1.9m0 estimated later, meaning it should also likely show Type-I
superconductivity which is at odds with the observed behaviour.

To gather more information regarding the nature of the superconductivity some
established methods for extracting the upper critical field values are employed [238].
The transition is modelled as a sigmoidal function and the slope at the halfway point
of the transition is extrapolated to the intersection of the ∆ρ = 0 line, shown by the
dotted lines in Figure 5.18b, to extract the value of Bc2. The temperature dependence
of these values are shown in Figure 5.19a. Uncertainties in the critical field values are
calculated from the fitting parameters for the sigmoidal function.

Following a linear extrapolation of Bc2(T ) the maximum value at 0 K is estimated
to be 8.9 T, allowing estimation of the effective coherence length ξ via: B

‖
c2 = Φ0

2πξ2

[80], which gives ξ = 6.1 nm. Since ξ ' l = 5 nm determined from the normal state
transport, the films are in the dirty limit of superconductivity where: 1

ξ = 1
ξ0

+ 1
l , and

ξ ≈ l if l � ξ0. Since the penetration depth is also increased in the dirty limit [80],
it seems that the short mean-free paths in these films are responsible for the Type-II
magnetic behaviour.

To reinforce this, it is desirable to estimate a lower bound for the effective GL
parameter κ = λ

ξ for the films by estimating a value of the effective penetration depth
λ from the experimentally determined value of Bc1. Since in the Ginzburg-Landau
theory: Bc1 ≈ Φ0

4πλ2 lnλ/ξ it is possible to solve numerically for λ given a value of
ξ and Bc1 [80]. Typically, accurate determination of Bc1 comes from magnetisation
measurements since the resolution in typical SQUID-VSM apparatus is fine enough to
resolve the initial flux penetration that defines Bc1 [80, 96, 98].
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5.4 Superconductivity in RhPb2 Thin Films

Since Tc is below temperatures reachable in the University of Leeds’ SQUID-VSM,
the field value at which the resistivity increases by 1% from the baseline value of the
sigmoidal function in Figure 5.18c is instead used. Rather than the initial flux penet-
ration this point will correspond to 1% of the superconducting downturn in resistance
being replaced by a resistive voltage caused by the motion of flux vortices from the
Lorentz force [80]. This means it is a result of the existence of flux vortices in the
material, thereby guaranteeing some flux penetration, but does not represent the true
Bc1 value.

We note that the onset field of the resistive transition is also affected by vortex
pinning, whose strength here is assumed to stay constant in the temperature range
0.380 < T < 1.25 K. This means the 1% resistive change is taken as a consistent limit
representing the same critical flux density where the pinning forces are overcome and
the resistive transition begins. Accordingly, a lower Bc1 value then gives a lower value of
field where this critical flux density is reached, since each flux line contributes the same
extra Φ0 to the total flux density. This scheme is introduced to provide an extreme
upper bound for the value of Bc1, labelled Bc1−UL since the two values are proposed
to be correlated for constant pinning, which then provides a lower bound for λ and
correspondingly κ.

The extracted values of Bc1−UL are plotted in Figure 5.19b. To estimate the value
of Bc1−UL(0), the data is fitted to the empirical temperature dependence: Bc1(T ) =
Bc1(0)

[
1− (T/Tc)4], based on the empirical temperature dependence of λ from the

Gorter-Casimir two-fluid model [80, 96, 98]. We note that the detailed temperature
dependence of λ and therefore Bc1 will depend on the exact details of the supercon-
ducting pair-potential, however, as is confirmed in the next section, strong evidence
is found for conventional superconducting behaviour meaning the application of this
model is valid.

The value at 0 K is found to be 0.84 ± 0.03 T. From this the lower limit for λ is
estimated to be ≈ 13 nm, meaning the lower limit for κ ≈ 2.1, and that the films have
been experimentally confirmed to be above the threshold for Type-II behaviour.

To reiterate, measurement of the films magnetisation would lead to accurate determ-
ination of Bc1 and generally confirm the nature of the superconductivity by confirming
the shape of the magnetic transition in field. Further, and crucially, the value of λ
estimated is an extreme lower limit based on an empirical consideration of the experi-
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5.4 Superconductivity in RhPb2 Thin Films

mental data: in reality lower values of the true Bc1 are expected instead of Bc1−UL, and
the actual penetration depth will be larger. According to the dirty limit GL theory:
λ(T ) = λL(T )

(
1 + ξ0

l

)
[80], and the penetration depth could easily reach ∼ 300 nm

given the extremely dirty nature of these films, meaning the true value may instead be
limited by the thickness of the film and lead to considerable anisotropy of the upper
critical field values for in-plane and out-of-plane field [239].

(a) (b)

Figure 5.19: (a) Temperature dependence of the upper critical field values and linear
extrapolation for an estimate of the value of Bc2(0). (b) Temperature dependence of

the upper limit Bc1 values defined using the resistive transition, which follow the
expected temperature dependence from the 2-fluid model, allowing estimation of

Bc1(0) and λ(0).

5.4.2 Evidence for Conventional Superconductivity from the Temper-
ature Dependence of the Upper Critical Field

The temperature dependence of the upper critical field values provides a testing ground
for unconventional behaviour in superconducting materials. Typically, unconventional
pairing symmetries are implied based on deviation from the usual Ginzburg-Landau
theory for s-wave Cooper pairs, or by deviation from the extended theory of Werthamer,
Helfand and Hohenberg (WHH) that takes into account the effects of orbital de-pairing,
spin-paramagnetism, and the spin-orbit interaction on the upper critical field value [99–
101]. Notably, spin-triplet pairings with aligned-spin states are found to be more robust
against spin-paramagnetism pair breaking effects, where Bc2 values above the upper
limit defined by the WHH formalism are taken as an indication of spin-triplet pairs
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5.4 Superconductivity in RhPb2 Thin Films

(a) (b)

Figure 5.20: Temperature dependence of Bc2 with (a) fitting to the 3D and 2D forms
of the GL upper critical field dependence on temperature, and (b) upper WHH theory

limit for conventional behaviour calculated using the estimated effective mass
m∗ ≈ 1.9m0. Dashed line shows minimum limit of the effective mass able to be

explained by conventional behaviour.

and unconventional superconductivity.
First, in the previous section a linear extrapolation of the experimental values of

was used to extract the value of B‖c2(0), which was essentially found to fit the data
well. This linear trend is consistent with the 3D form (d� ξ) of the Ginzburg-Landau
theory for a conventional BCS superconductor:

B
‖
c2(T ) = Φ0

2πξ2

(
1− T

Tc

)
(5.4)

In the 2D limit of superconductivity (d < ξ) a modification to the GL theory is required:

B
‖
c2(T ) = Φ0

2πξd/
√

12

(
1− T

Tc

)1/2
(5.5)

and for completeness the fits to both of these forms is shown in Figure 5.20a. Since the
mean-free path l is much shorter than the expected coherence length ξ0, the films are
in the dirty limit of superconductivity ensuring that d � ξ, as confirmed by the clear
linear dependence in Figure 5.20a. The full 3D GL fit finds ξ = 6.1± 0.1 nm.

In order to properly consider the WHH pair breaking effects, knowledge of the
effective mass is required as it appears in the reduced magnetic field term that is solved
for numerically for a fixed temperature. Without the ability to directly measure the
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5.4 Superconductivity in RhPb2 Thin Films

effective mass it is estimated from the density of states at the Fermi level, following a
reversed calculation applied to PdPb2 [201]. Measurement of the specific heat capacity
and subsequent fitting to the conventional Debye formula in PdPb2 yielded a value
for the Sommerfield Coefficient γ of 128 J m−3 K−2, which was then used to estimate
the effective mass according to: m∗ = 3~2γ

k2
BkF

, giving m∗ = 2.6m0. The Sommerfield
coefficient is directly related to the density of states at the Fermi level N0 by: γ =
N0

π2k2
B

3 , giving N0 = 2.2 states eV−1 unit cell−1 [201] in good agreement with the band
structure calculations in Figure 5.2b.

Given this agreement and that the band structure for RhPb2 is available, this
process is used in reverse to estimate the effective mass: extracting N0 = 4 states
eV−1 unit cell−1 at the predicted Fermi energy, gives γ ≈ 170 J m−3 K−2, leading to
m∗ ≈ 1.9m0 for p = 1.5 × 1023 cm−3. Using the WHH theory with this value of m∗

gives the curve shown in Figure 5.20b, where the measured values of Bc2 are clearly
far below the limit for conventional s-wave behaviour. The lower limit for conventional
behaviour in the WHH theory is determined from a fit to the observed data to be
m∗ ≈ 0.5m0.

The fact that the observed values of Bc2 are far below the upper limit of the WHH
theory implies a strong spin-paramagnetic effect in RhPb2, bolstering the conclusion
of spin-singlet pairings. The upper limit for Bc2 based on the orbital de-pairing and
spin-paramagnetic effect is calculated as 2.4 T [240], suggesting a significant recovery
of the Bc2 values due to the strong spin-orbit interaction in the material. We note that
the extrapolation of the WHH curve that follows the data gives ξWHH = 6.9 nm, in
reasonable agreement with the GL theory, and also supporting the determination of
dirty behaviour.

5.4.3 Other Elements of the Film

To reinforce that the observed downturn in resistivity is arising from RhPb2 it is worth
considering the other elements of the film structure. Rh is a Type-I superconductor
with an extremely low Tc and Bc in bulk samples of 325 µK and 49 mG respectively
[241], so is unlikely to show SC with the Tc observed in thin film form according to
Ref. [217]. Ta is a type-I superconductor with bulk Tc and Bc of 4.48 K and 0.09 T
respectively [242] [243], however displays a significant suppression of Tc to 500 mK for
50Å thickness, and a slight enhancement of Bc to 0.1 T [223]. The Tc and Bc values
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measured in the RhPb2 films are much higher than the expected values for either Ta
or Rh at the thickness’ grown, so it is unlikely that the onset of SC arises from these
layers.

Since the film is slightly Pb-rich, there is likely some residual un-reacted Pb present
in the film. A composition of RhPb2.65 leads to ≈ 5 Å of Pb remaining for each repeated
unit assuming complete reaction of the Rh to form RhPb2. Pb shows bulk-like SC with
Tc ≈ 4.3 K in two atomic layers [244], and substrate induced SC in single atomic layer
samples with Tc ≈ 1.7 K [221], which both rely on pristine ordering of the Pb film. It is
unlikely that such high quality ordering of the residual Pb is taking place in the films,
especially given the approximate roughness of the interfaces is typically the order of 5
Å.

To reinforce these ideas, a non-annealed film shows no SC down to 380mK in Figure
5.21a, confirming that the individual Ta and Rh layers do not show SC and that the
individual Pb layers do not show SC with their maximum thickness before annealing,
so the transition is likely not caused by any residual Pb in the samples. Instead, a slight
upturn in the resistance is observed at low temperature that is not removed with field,
therefore not arising from the Kondo effect due to ferromagnetic impurities [245, 246].

As shown in the previous section films after a short annealing period form an initial
Rh4Pb5 phase. Figure 5.21b shows the low temperature dependence of the resistivity
for one of these films, clearly showing no SC transition down to 380mK. The initial
phase shows a similar upturn to the non-annealed films.

5.5 Effect of Annealing Temperature

Since the films show behaviour consistent with the dirty limit of superconductivity,
further investigation into the effect of annealing temperature was carried out in at-
tempts to reduce disorder and produce cleaner RhPb2 thin films that may show more
intrinsic Type-I superconductivity. Since disorder generally leads to transition broad-
ening effects, it was also anticipated that hotter annealing temperatures should lead
to an increase in the observable superconducting fraction of the film by improving the
transition sharpness [247].

One further consideration was that a linear extrapolation of the transition onset
suggests that the maximum change in resistivity expected is roughly 0.05% by 0 K,
which suggests that in a majority of the film there is RhPb2 where the superconductiv-
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(a) (b)

Figure 5.21: Low temperature transport of control samples with no RhPb2 phase
present. No superconductivity is observed down to 380mK in (a) non-annealed films,
confirming that the Ta/Rh buffer, Rh cap, and residual Pb are not responsible for the
SC, or (b) films after the initial mixing of Pb-Rh-Pb layers that likely form Rh4Pb5.

ity is suppressed. Notably, the amount of crystalline RhPb2 seems limited based on the
XRD peak area compared to the area of the initial crystalline Rh4Pb5 phase, and may
suggest significant regions of amorphous RhPb2 or Rh4Pb5 where re-crystallisation is
unable to complete at a given temperature. Increased annealing temperature rather
than time was chosen, since crystallographic diffusion processes usually scale exponen-
tially with temperature [125].

Overall, higher annealing temperatures were found to reduce Tc, making any im-
provements in the sharpness of the superconducting transition difficult to identify.
Structural and electronic characterisation show a reduction of disorder in the films,
but the total phase strength remains highest for an annealing temperature of 450◦C.
The sample discussed in detail so far showed the largest drop in resistivity by 380 mK,
hence the detailed consideration in the previous sections.

Since there is evidence for conventional behaviour based on the critical field measure-
ments, evidence for a conventional, dominant electron-phonon scattering mechanism in
the films, and disorder is not found to reduce Tc, pointing away from spin-triplet pairing,
the changes of Tc are examined within the BCS-Eliashberg framework for conventional
phonon-mediated superconductivity, where they are consistent with a reduction of the
electron-phonon coupling strength.
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(a) (b) (c)

Figure 5.22: Annealing temperature dependence of the structural parameters of the
films determined by XRD. Showing: (a) peak area, (b) peak height, and (c) peak

FWHM for the (202) orientation peak of RhPb2.

5.5.1 Structural Changes

A group of films with the composition RhPb2.65 were annealed in Ar purged and evacu-
ated quartz tubes for 24 hours at temperatures from 450◦C to 600◦C: only temperatures
in the range 450 to 525◦C gave the RhPb2 (2 0 2) textured phase. Above 550◦C another
recrystallisation of the film was observed where the RhPb2 reacts with the Rh cap and
buffer layer to re-form an Rh4Pb5 phase in a different orientation.

Figure 5.22 shows the progression of the (202) orientation RhPb2 XRD peak para-
meters, extracted using Lorentz peak fits, with changing annealing temperature in the
range 450 - 525◦C. The temperature giving the maximum XRD peak area is found to
be 450◦C. Higher annealing temperatures lead to narrower XRD peaks, which reflect
larger grain sizes and reduced structural disorder. The height of the XRD peaks stays
roughly constant for all annealing temperatures.

5.5.2 Normal State Transport

Figure 5.23 summarises the dependence of normal state transport properties on an-
nealing temperature, overall confirming a reduction of disorder with higher annealing
temperatures which lead to a reduction of the residual resistivity and increases in the
RRR in Figure 5.23d.

Positive correlations of carrier density and perpendicular MR% with annealing tem-
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Figure 5.23: Summary of the changing normal state transport properties of the films
with changing annealing temperature. Showing: (a) resistivity dependence on

temperature, (b) Hall resistivity, (c) perpendicular MR, (d) ρ0 and the RRR, (e) Hall
carrier density and (f) term extracted from the MR ∝ µ.

perature are also found. The increase in the MR is related to an increased conductivity
with higher annealing temperatures since MR ∝ (σB)2 in a single band model [134].
With higher annealing temperatures the mobility also increases due to fewer defects
and scattering sites: Figure 5.23f plots the term

(
MR%(3T)

p2

)1/2
∝ µ showing an overall

positive correlation with annealing temperature.

5.5.3 Tuning Critical Temperature

Figure 5.24 shows the low temperature resistivity for each sample, with the annealing
temperature labelling each plot, finding that as the annealing temperature is increased
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(a) (b) (c)

Figure 5.24: Low temperature resistivity for RhPb2 films annealed at different
temperatures: (a) 475◦C, (b) 500◦C, and (c) 525◦C, showing that Tc is reduced with
higher annealing temperature. Red lines are a guide to the eye to make the onset of

superconductivity more obvious.

from 450◦C the downturn in resistance arising from the SC is shifted to lower temper-
ature until it disappears completely in the sample annealed at 525◦C. Again Tc refers to
the superconducting onset temperature, determined by the intersection of the residual
resistivity and the slope of the transition. The reduction of Tc is accompanied by the
emergence of broad downturn that starts near to 9K, whose magnitude increases with
annealing temperature.

Figure 5.25a summarises the dependence of Tc on annealing temperature. The
remaining plots in Figure 5.25 show Tc plotted against the RhPb2 (202) XRD peak
FWHM, the residual resistivity ρ0, and finally the RRR, which all show a positive
correlation of Tc with structural disorder.

Typically, unconventional spin-triplet superconductors see a suppression of Tc with
increasing levels of disorder [92]. Whilst more robust against non-magnetic disorder on
account of the non-trivial spin-momentum locking and topological properties, the un-
conventional spin-triplet pairings present in TSCs are also expected to show suppressed
Tc in the presence of disorder [86, 87].

Importantly then, the enhancement of Tc with increasing disorder observed here
suggests some convolution of effects: a conventional s-wave pairing in RhPb2, given
the upper critical field analysis earlier, which are firmly established to be insensitive to
disorder [86, 248, 249], leaving Tc unchanged; and a fundamental modification to the
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Figure 5.25: The dependence of Tc on material parameters related to the amount of
disorder in the thin-films: (a) annealing temperature, (b) RhPb2 (202) XRD peak

FWHM, (c) residual resistivity, (d) RRR. All measures suggest a higher Tc for higher
disorder levels.
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underlying material properties that cause the changes of Tc.
Given the consideration of the resistivity dependence on temperature, the dominant

scattering mechanism seems to be electron-phonon, taken with the signatures of conven-
tional s-wave behaviour found so far, the Migdal-Eliashberg theory for electron-phonon
mediated superconductivity can be applied to the system, which is an extension of the
BCS theory accounting specifically for an attractive interaction mediated by phonons
[250].

Specifically, this theory has been used to formulate the McMillan equation describ-
ing Tc [251]:

Tc = ΘD

1.45 exp
{
− 1.04 (1 + λMcM )
λMcM − µ∗ (1 + 0.62λMcM )

}
(5.6)

with Debye temperature ΘD, electron-phonon coupling constant λMcM , and renormal-
ized Coulomb potential µ∗. Usually 0.10 < µ∗ < 0.15, but is difficult to estimate
without first principle calculations and is usually taken as a fixed value for a material
system. This means that Tc should scale linearly with ΘD and approximately expo-
nentially with λMcM for 0.2 < λMcM < 0.5, then linearly for 0.5 < λMcM < 1.

First, the values of Tc = 1.4 K and ΘD = 140 K found for the sample annealed at
450◦C can be used to estimate a value of the electron-phonon coupling strength λMcM

in equation 5.6, giving λMcM = 0.55 ± 0.05. This defines RhPb2 as a moderately-
coupled superconductor which matches the behaviour of PdPb2 with a similar value of
λMcM = 0.67± 0.08 [201].

As explored earlier, the electron-phonon coupling constant λBG appears in the
Bloch-Gruneisen formula and so can be extracted from the resistivity dependence on
temperature, where the values of λMcM and λBG should in principle agree [233]. The
ability to extract an accurate value of λBG is dependent on knowledge of the Drude
plasma frequency ωp which is formally a tensor quantity related to the inverse effective
mass tensor and is calculated theoretically for particular band structures [233]. To
quantitatively estimate λBG a free-electron value of ωp =

(
pe2

ε0m∗

)1/2
with m∗ = 1.9m0

estimated earlier is assumed here [47].
Figure 5.26 summarises the annealing temperature dependence of the BG paramet-

ers for the samples showing a SC transition above 380mK, extracted from fitting to
the resistivity curves for T ≤ 25 K. We find that the Debye temperature stays ap-
proximately constant within the uncertainty, but there are systematic reductions in
both the temperature exponent n, and the electron-phonon coupling strength λBG.
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(a) (b) (c)

Figure 5.26: Summary of parameters extracted from Bloch-Gruneisen fitting of the
resistivity dependence on temperature, for the samples annealed at different

temperatures. (a) Debye Temperature, (b) exponent of the temperature, and (c) the
electron-phonon coupling parameter.

The reduction of n likely reflects an increasing dominance of s-d scattering to lower
temperatures.

The value of λBG estimated for the sample annealed at 450◦C is slightly higher
than λMcM , but is in reasonable agreement given the rough estimate for the effective
mass. This over estimation of λBG (and so Tc via equation 5.6) is likely related to the
free-electron model estimate of ωp and further theoretical work in the RhPb2 system is
required to properly account for this.

Notably, there is a systematic reduction in the electron-phonon coupling strength
with annealing temperature, which is consistent with the reductions of Tc. Quant-
itatively, the values of Tc predicted using these values of λBG are over-estimates as
mentioned, giving predicted Tc double the observed values. Notably, however, the pre-
dicted changes of Tc using the McMillan equation are consistent with those observed:
a 50% change in Tc is observed between the sample annealed at 450 and 500◦C, and
30% between 450 and 475◦C, then from the values of ΘD and λBG there are 60% and
40% changes predicted respectively using the McMillan equation. In other words, the
functional dependence of Tc expected from the McMillan equation for λMcM > 0.5 is
obeyed, strongly suggesting a conventional electron-phonon coupling mechanism.

Specifically, we have: λMcM = N0(EF )〈g2〉
M〈ω2〉 [251], with N0(EF ) the electronic density

of states at the Fermi level, 〈g2〉 is the average squared electron-phonon matrix element
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(indicative of the energy scale of electron-phonon interaction [251]), M is the atomic
mass, and 〈ω2〉 is the squared average phonon frequency.

From the data available here, the p-type carrier density is found to increase slightly
with annealing temperature, and the predicted Fermi level position for RhPb2 is close
to a sharp peak in the DoS from Figure 5.2a. With an increase in the p-type carrier
density the DoS at the Fermi energy would decrease, leading to a reduction in the value
of λMcM consistent with the observations. However, it is difficult to say exactly why
λMcM is changing with annealing temperature, since the effects of changes in N0(EF ),
〈g2〉 and 〈ω2〉 cannot be separated at present.

Overall, the fact that disorder seems to not suppress the superconducting phase
observed in these RhPb2 thin-films suggests a conventional superconducting pairing.
Assuming an electron-phonon interaction, in line with the indications of conventional
superconductivity observed so far, the changing values of Tc are consistent with changes
in the electron-phonon coupling parameter. At present, it is unclear why this parameter
is changing, however the slight changes in carrier density observed with increasing
annealing temperature may lead to a reduction in the density of states at the chemical
potential.

5.6 Effect of Annealing Environment

To characterise whether partial oxidisation during annealing affects the superconduct-
ing properties of the film, a RhPb2.65 sample was annealed for 24 hours at 450◦C in
an UHV system with base pressure ≈ 10−9 mbar that is continually evacuated whilst
heating. Partial pressures during annealing were: N, H2O, CO2 ≈ 5 × 10−9; H ≈ 8×
10−9; O ≈ 2× 10−11.

First, the structural properties and normal state transport characteristics of the
film annealed in UHV are very similar to the sample annealed for 24 hours at 450◦C in
Ar purged and evacuated quartz tubes, as shown in Figure 5.27. The mean free path
l is calculated as before: (5.1 ± 0.1) nm compared to (4.5 ± 0.1) nm for the furnace
annealed sample.
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Figure 5.27: Summary of the XRD and normal state transport for a RhPb2 sample
annealed in a UHV environment at 450◦C for 24 hours.

Figure 5.28a shows the low temperature resistivity: again a clear downturn in res-
istance is observed with onset temperature 1.3 ± 0.1 K, where Tc is again lowered
with field as expected. However, a larger drop in resistivity is observed by 380mK, the
percentage change in resistance for the UHV annealed sample is 0.04%, whereas the
sample annealed in Ar purged quartz tube has 0.01% decrease.

Figure 5.28b shows the field dependence of the SC transition at different temper-
atures, with the effective coherence length extracted using the 3D form of the GL
equation in Figure 5.28c as ξ = 5.2 ± 0.1 nm, again in agreement with the dirty limit
of superconductivity. The superconductivity again more closely follows the 3D form
of the Ginzburg-Landau equation, this is confirmed by a lower χ2 value: 0.35 for 3D
curve and 0.39 for 2D curve. The observed values of Bc2 are also again far below the
WHH upper limit for s-wave superconductivity found earlier.
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The values of Bc1 following the same extraction method as before follow the ex-
pected 2-fluid temperature dependence, finding Bc1(0) to be 1.13 ± 0.07 T, leading to
a minimum value of the penetration depth λ ≈ 9 nm. The lower limit for κ is then
estimated as 1.7, confirming that the dirty RhPb2 films reproducibly show Type-II
behaviour.

Figure 5.28: Summary of the superconducting properties of RhPb2 film annealed in a
UHV environment. (a) A larger drop in resistance is observed relative to samples

annealed in Ar purged quartz tubes, (b-d) magnetic properties show similar behaviour
to furnace annealed samples with Type-II behaviour.

This sharper superconducting transition arises from a greater volume of material
becoming superconducting for the same reduction of temperature. Broadly speaking
this means that there is some oxide forming during annealing that replaces or suppresses
some amount of the superconducting RhPb2 in the film, and that overall the samples
are a mix of superconducting clusters embedded in a matrix of non-superconducting
material. Even with the sharper transition, only a total drop in resistance of 0.13%
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is expected based on a linear interpolation of the downturn to 0K, signifying that still
only a small portion of the RhPb2 has become superconducting.

There is no distinct change in Tc with the annealing environment as there is with
annealing temperature, which suggests negligible effects due to increased oxidisation
from higher annealing temperature on the changes of Tc found previously. Electron
microscopy and chemical analysis of the films grown would be useful in quantifying the
amount of oxide forming and it’s distribution within these films.

5.7 Summary of Superconducting Parameters

For reference, Table 5.4 summarises the film parameters, annealing conditions, normal
state transport, and superconducting parameters for the RhPb2 film discussed in the
most detail in this thesis.

5.8 Discussion

First from a materials optimisation perspective, only the onset of superconductivity
is observed by a partial reduction of the resistivity in these thin-film RhPb2 samples,
and lower temperatures are required to see whether a full transition to zero resistance
is present. Extrapolation of the measured downturns seems to suggest not, meaning
only small volumes of the film are becoming superconducting. No impurity phases
are observed in the XRD of the films, however the increases in the sharpness of the
transition found whilst annealing in a UHV environment suggest that some oxide is
forming and suppressing portions of the superconducting RhPb2.

Rather limited composition and annealing temperature ranges are found to optimise
the phase strength of the thin film RhPb2 system grown in this work. In a separate
investigation, using thicker initial layers in the multilayer film to be annealed, no RhPb2

was found to form, and instead Rh4Pb5 reproducibly formed after re-crystallisation.
This suggests that better initial mixing conditions promote the formation of RhPb2.
From this, it is expected that co-deposition in a UHV environment with the capability
to anneal in-situ or grow on a hot substrate may provide a stronger RhPb2 phase with
less oxidation, ultimately showing thin-films with a larger fraction of superconducting
material.

Overall, further work is required to produce cleaner thin-films of RhPb2 that show
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Nominal Composition RhPb2.65

Orientation (202)

Annealing Pressure ∼ 10−2 mbar
Annealing Temperature 450 ± 1 ◦C

Annealing Time 24 hours

Thickness 109.9 ± 0.6 nm

ρ0 9.69 ± 0.02 µΩ.cm
RRR 2.13 ± 0.01
p 1.52 ± 0.05 ×1023 cm−3

µ 4.1 ± 0.1 cm2/Vs
l 4.5 ± 0.1 nm

m∗ [Estimated] 1.9 m0

Tc [Onset] 1.4 ± 0.1 K
∆ρ/ρ by 380mK 0.01 %

ξ0 [Estimated] 1000 nm
λL [Estimated] 20 nm

Bc2(0 K) 8.9 ± 0.1 T
ξ(0 K) 6.1 ± 0.1 nm

Bc1(0 K) [Upper Limit] 0.84 ± 0.03 T
λ(0 K) [Lower Limit] 13 nm ± 0.5 nm

κ(0 K) [Lower Limit] 2.1 ± 0.1

ΘD 140 ± 4 K
λBG 0.71 ± 0.04

λMcM 0.55 ± 0.05

Table 5.4: Summary of the RhPb2 superconducting thin-film’s parameters measured
and estimated in this work.
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a full transition to the superconducting state at easily accessible temperatures. On the
other hand, the successful single-crystal growth reported by Mochiku et. al [41] suggests
that reactions with quartz crucibles can be avoided by using powdered Rh to initially
pre-react with Pb, which may ultimately yield clean-superconducting single crystal
samples of RhPb2. If crucible contamination remains an issue, floating zone furnace
methods provide an alternative route of synthesis for the TSC candidate RhPb2.

Despite this further work required to produce cleaner samples, the superconductiv-
ity that is observed is consistent with the conventional theories for s-wave spin-singlet
Cooper pairs where the attractive interaction is mediated by phonons, in overall agree-
ment with the iso-structural material PdPb2 [201]. At present some inconclusiveness in
this study exists due to the estimations of the effective mass: experimental verification
of m∗ ' 1.9m0 is therefore important to solidify some of the conclusions presented here.

So far no experimental evidence for the proposed structural polymorph β-RhPb2 has
been observed. The XRD peak from the RhPb2 (202) plane remains unchanged with
annealing up to 525◦C, however the second re-crystallisation into Rh4Pb5 observed
above 550◦C places a limit on the range of investigation for the thin-film structures
grown here.

5.9 Further Work

For the work presented in this chapter, it is important to seek experimental verification
of some properties in order to solidify some of the arguments presented.

First, the conclusion of conventional behaviour based on the upper critical field
analysis relied on an estimated value of the effective mass (m∗ ≈ 1.9m0), which then
allowed calculation of the upper limit of the WHH theory, which the films were far
below. A lower limit of the value of the effective mass was proposed based on where
the measured critical field values would exceed the WHH limit, which was m∗ ≈ 0.5m0.
This means a 3-4 fold reduction in the effective mass relative to the estimated value is
permitted for the conclusions to hold.

This estimation of the effective mass was again taken as a constant within the
Bloch-Gruneisen fitting to extract the electron-phonon coupling parameter λBG, which
was found to reduce with annealing temperature and quantitatively account for the
changes in Tc between samples. From this, a change in the density of states at the
chemical potential was proposed as a possible mechanism for the reduction of λBG and
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so Tc.
To address both the estimated value of m∗ and investigate the possibility of a change

in the density of states at the chemical potential further, we propose an experiment
measuring the temperature dependence of the specific heat capacity for the series of
films annealed at different temperatures.

At low temperatures, the total specific heat is modelled using the Debye approxima-
tion, which describes the total specific heat as: cp(T ) = cel+cph = γnT +A3T

3 +A5T
5,

where A3 and A5 are coefficients related to the phonon contribution, and γnT =
N0

π2k2
B

3 T describes the electronic contribution [47, 96]. After measuring the temperat-
ure dependence of cp the data can be fitted to this equation to extract three parameters.

First and foremost, the effective mass can be estimated given knowledge of γn, since
m∗ = 3~2γ

k2
BkF

and kF can be calculated from the measured carrier density [201]. This will
provide confirmation of the estimated value and also determine whether any changes
are found between samples. This will then confirm the WHH curve and the conclusion
of conventional behaviour, and also provide a more reliable value of λBG by providing
a true value of ωp, though this will still be assumed as a free-electron value. This will
then allow confirmation of the trend of λBG with annealing temperature, to see whether
the changes of Tc can still be understood through the MacMillan equation.

As well as this, the co-efficient A3 can be used to estimate the Debye temperature
ΘD, providing a means of confirming the values determined from the Bloch-Gruneisen
fitting [201]. Further, the density of states at the Fermi level can be calculated from γn

and used to determine if this is the driving factor for the changing value of λBG [251].
We note that it may still be difficult to measure the specific heat capacity across the
superconducting transition since Tc is low, and the transition is small, but if increases
of Tc and the total transition are found then specific heat measurements can also be
used to further probe for signatures of unconventional superconductivity.

Overall, time constraints and equipment limitations have prevented this investiga-
tion, however it is an important and interesting avenue to pursue.

Practically, there exist commercial Physical Property Measurements Systems (PPMS)
capable of performing the measurement [96, 252]. The principle of measurement is to
apply heat to a sample and sample holder, whilst holding a thermally linked stage
at constant temperature: measuring the time-dependence of the temperature of the
sample and sample holder when heating and cooling provides the means for calculating
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the heat capacity of the sample. Commercial equipment provides many in-built cor-
rection algorithms and subtraction methods that are automatically applied to present
only the heat capacity of the sample, which would otherwise have to be considered
carefully.

Since the thin films of RhPb2 are grown on top of a Si substrate, with the presence
of additional Rh and Ta layers, a number of control samples will likely be required in
order to isolate the contribution from the RhPb2 film.

5.10 Summary

This chapter presents the successful synthesis of textured, superconducting thin-films
of RhPb2, by DC sputtering of repeating multilayer units of Pb-Rh-Pb and using a post
growth annealing procedure. Films annealed at 450◦C for 5 hours showed a Rh4Pb5

phase and no superconductivity, after 24 hours the films re-crystallised and showed
XRD peaks in agreement with the (202) orientation of RhPb2, which were confirmed
to show the onset of superconducting behaviour at 1.4 K.

The films show transport properties consistent with a single high carrier density
band and do not show signatures of the predicted Dirac semi-metal phase. The res-
istivity dependence on temperature suggests electron-phonon scattering as the domin-
ant scattering mechanism with increasing temperature.

Only the superconducting onset is observed in these films, however consideration
of the critical field values confirms that they are below the upper limit defined by
the WHH theory, suggesting conventional spin-singlet pairing in the material. The
field dependence of the superconductivity shows Type-II behaviour, with an estimated
ξ = 6.1±0.1 nm, and λ ≈ 13 nm, giving κ ≈ 2.1 meaning the films are weakly Type-II.

Attempts were made to increase the observable reduction of resistivity from the
onset of superconductivity by producing cleaner films, with the ultimate goal of finding
a full superconducting transition to zero resistance. First an investigation of the effect
of annealing temperature was carried out, where clear trends of reducing disorder were
found in the structural and normal state transport properties. This reduction of dis-
order did not however improve the sharpness of the transition, and instead suppressed
Tc, leading to less visible transitions.

Since reductions of disorder should lead to higher critical temperatures for spin-
triplet pairings, the changing value of Tc is proposed to occur due to a conventional
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superconducting phase in the material with some modification of the underlying prop-
erties of the state. Changes in the electron-phonon coupling strength, characterised
by Bloch-Gruneisen fitting to the ρ(T ) data, are proposed as an explanation for the
changes of Tc, based on the MacMillan theory for conventional electron-phonon medi-
ated superconductivity.

A final attempt at increasing the observable superconducting fraction of the film was
successful, revealing that UHV environments are beneficial and there may be some oxide
formation suppressing the superconducting RhPb2, though no significant quantitative
differences in the films properties are observed despite a 4-fold increase in the size of
the superconducting transition.

Overall, there still exist some significant barriers to uncovering TSC in a RhPb2

based system: the primary focus for future work in the system should be phase op-
timisation, where ideally full transitions to zero resistance in clean superconducting
films or single-crystals can be found. A future experiment measuring the specific heat
capacity of the films grown in this work is proposed as a way of confirming the effective
mass required in the WHH theory, and investigating changes in the density of states
at the Fermi level as a mechanism for the changing Tc.
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Conclusions
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Overall this thesis presents the investigation of two separate materials systems: Sb2Te3

and RhPb2. The motivations for studying these materials in particular are based on
their attractiveness for future device applications and apparent benefits compared to
current materials in the literature.

The key findings in Sb2Te3 are: a successful method of controlling the bulk carrier
density using excess Te in a modified Bridgman growth, the co-existence of an intrinsic
majority hole and impurity minority electron band that govern the semi-classical trans-
port, the emergence of a non-trivial Shubnikov de Haas beating envelope and determ-
ination of Dirac-like bulk bands with non-trivial Berry phase, and a confirmation that
non-trivial Rashba surface states should be resolved in ∼ 50 nm thick samples with p >
7.9 × 1019 cm−3.

The key findings for RhPb2 are: the successful growth of textured superconducting
thin-films, normal state transport consistent with the dominance of a single trivial
bulk band, and the determination of conventional superconducting behaviour from the
extracted upper critical field values and how Tc is not enhanced with reduced disorder.

The aims of this thesis were to identify, synthesize and optimize topological mater-
ials, with the idea to uncover materials systems that present some advantage in terms
of applicability. In particular then, the investigation of Sb2Te3 provides a clear route of
further investigation of device architectures, with confirmation that the Rashba surface
states should be accessible in an achievable carrier density range, and confirmation that
the Bridgman growth method can effectively control the defect content and therefore
chemical potential of single crystals that can be exfoliated to the nano-scale.

We also confirm that superconducting thin films of the TSC candidate RhPb2 can
be grown, and uncover some significant sensitivities to the growth and preparation
conditions that will be important considerations for any future work in the materials
system. Reporting the normal state and superconducting properties here serves as a
bench mark for future work given the limited literature so far.

Overall, this work provides context for future studies that should illuminate the
non-trivial behaviour in these systems more clearly. As discussed, a key limitation is
related to the ability to measure the density of states effective mass in both Sb2Te3 and
RhPb2, since this would help solidify some estimations of chemical potential positions,
and the limits of conventional WHH theory for the superconducting state, respectively.

Future work in these systems should therefore include characterisation of the spe-
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cific heat capacity, to place the determined characteristics of these systems on firmer
ground, before additional optimisation for device applications through either thickness
control in Sb2Te3, or further growth optimisation and exploration of the superconduct-
ing properties of RhPb2.
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