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Summary

In the electric vehicle (EV) sector, lithium-ion batteries are the energy device of choice however its energy density still leaves EVs unable to compete with their fossil fuelled counterparts in terms of distance travelled on a single refuel event. The search for more energy dense materials has found that the most promising high-energy anode material is silicon, with a theoretical specific capacity 3579 mAh/g, compared to 372 mAh/g for the presently used graphite anode. The capacity of silicon fades quickly due to its anisotropic volumetric expansion of 280% at maximum lithiation capacity, causing the silicon particles to fracture and exfoliate. Creating void space in the silicon allows the dissipation of mechanical stresses, minimising anode degradation. While the existing method of manufacturing silicon is geared towards the transistor and metallurgy sectors, it is not suitable for making porous silicon (p-Si). The method requires temperatures ≥2000°C followed by etching of the silicon in HF to produce p-Si. The magnesiothermic reduction (MgTR) is an alternative, more efficient bulk method of manufacturing p-Si which operates at 650°C. This method has been researched heavily since its first report in 2007, with studies showing that it can reduce commercial precipitated silica, glass, and even rice husks. The cost of producing p-Si via the MgTR using the methods reported in literature were calculated in this thesis. Strategies for lowering the temperature requirement, whilst increasing the yield and capacity of the p-Si are presented in this thesis.
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1. Introduction

Lithium-ion batteries (LIB) can be found in almost every device in the portable technologies sector. Its high operating voltages (>3V) makes it well suited to energy intensive applications such as grid-scale energy storage and electric vehicles. A lithium-ion cell (Figure 1.1) consists of two electrodes immersed in a liquid electrolyte, and connected externally through an electronic circuit.

![Figure 1.1: Schematic showing key components of a lithium ion cell. Image taken from ref1.](image)

The electrode material, which is in a powder form, is connected to a current collector – copper for the anode and aluminium for the cathode. A separator is placed in the electrolyte in between the electrodes to prevent contact and subsequent short-circuiting between the two electrodes. To travel from one electrode to the other, lithium ions move through the electrolyte whilst electrons are forced through the external electronic circuit. In this way, the energy from the flow of electrons can be harvested for useful work.

Lithium-ion batteries have greatly benefitted portable devices as well as the broad category of energy storage applications, in a way that preceding battery chemistries have not. Their higher operating cell voltage equates to much higher energy densities than earlier battery technologies, so they have catalysed the development of other technologies that require energy storage, such as electric vehicles, renewable energy generation. The lead acid battery has been used in vehicles with
combustion engines for decades and is suited for low-capacity duties such as ignition and providing auxiliary power. The highest specific energy density that can be achieved with this chemistry is 50 Wh/kg (Figure 1.2), an order of magnitude lower than that of lithium-ion cells. Another common cell type is the nickel-cadmium cell. This type of cell is available in AA cell constructions and are used in portable electronic applications. Although this cell possesses a higher specific energy density of 70 Wh/kg higher than lead acid.

![Ragone plot comparing the specific energy and specific power of different energy storage devices. Image adapted from 3. For clarification, the yellow region represents the specific power and energy of NiCd while the orange region represents that of NiMH.](image)

However, in these sectors, the performance of a lithium-ion battery is still the limiting factor. For example, the energy density (gravimetric and volumetric), although high in electrochemical energy storage terms, is low compared to hydrocarbons, the conventional medium for storing energy in the transportation sector. In general, to store enough energy for a car to travel 500 km, 33 kg of fuel is required whereas a lithium-ion battery weighing more than 10x this amount is required (Figure 1.3).
Figure 1.3: The diagram illustrates the difference in energy densities of different energy storage medium in vehicles. Image taken from ref 4.

Having a heavy battery restricts the total distance a car can be driven before recharging. Due to weight of a lithium-ion battery, the size of the battery that can be put in a car is limited, so the resulting car mileage does not exceed one with an internal combustion engine. Energy density matters, to a lesser extent, in portable electronics. Mobile devices are being designed smaller in form, and more power hungry than ever, demanding batteries with high energy densities.

Looking at energy storage from a environmental angle, the ideal for a method of storing energy is one which consumes far less energy to manufacture than it can store over its lifetime. It was shown that the cost of manufacturing a 1 kWh lithium-ion battery releases 13 kg CO₂. A Nissan leaf with an energy density of 67 kWh would therefore have 871 kg CO₂ associated with its production. This car has a rated distance of 168 miles on a single charge, releasing 93.2g of CO₂/mile assuming a grid CO₂ emission of 233 g/kWh. An internal combustion engine (ICEV) vehicle releases 195 g CO₂/mile. The difference in CO₂ emitted per mile travelled is therefore 102 g less for an EV compared to an ICEV. To offset the 871 kg of CO₂ emitted in the production of the battery, the EV has to have travelled 8540 miles or be charged 50 times. A lithium-ion battery is capable of many more charges than this, which makes LIBs a suitable, low or zero carbon alternative to internal combustion engines. Looking at the breakdown of the energy consumption, it was shown that the greatest proportion of energy consumed in the production of a battery was taken by materials production (Figure 1.4). Therefore,
it is crucial that improvements are made to the materials production part of a battery manufacturing process.

![Figure 1.4](image.png)

**Figure 1.4:** The energy consumption of different sectors in the production of a lithium-ion battery. Image taken from ref\(^5\).

Lithium-ion batteries should not be solely merited based on energy storage metrics such as energy density and CO\(_2\) offset and cost per energy stored. By these quantifications, it is difficult to see why lithium-ion batteries should be considered over other technologies, for example pumped hydro and compressed air energy storage\(^{10}\). Despite the disadvantages that come with lithium-ion batteries, there are reasons which point to the need for lithium-ion batteries and for its advancement. For portable electronic applications, it is clear that batteries are the answer, and under the umbrella of batteries, lithium-ions are best suited for the power- and energy-hungry electronic devices of the modern day\(^{11}\). In the transportation sector a shift from carbon-based fuels to low-carbon or zero-carbon fuels is crucial for cutting CO\(_2\) emissions and combatting climate change, and batteries will play a major role amongst the fuel cell and plug-in hybrid technologies that will be used in different modes of transportation\(^{12}\). Lithium-ion batteries are therefore important as a means for storing energy.
across various sectors, however they still suffer from high manufacturing costs and large physical size, which sparks the need for research in this field.

This section of the report introduces key components (charge carriers, electrode, electrolyte) of a lithium-ion cell and the relevant parameters (voltage, specific capacity, specific energy) used to measure the performance of these components, which will form a basis for the selection of appropriate materials to use in lithium-ion batteries.

1.1. Battery fundamentals

1.1.1. Capacity of a cell

In a lithium-ion cell, lithium ions move from the anode to the cathode when energy is being drawn from the cell\(^\text{13}\). The lithium ions travel in the opposite direction when the cell is being charged by applying a voltage from an external source. The materials used in the negative electrode (anode) and the positive electrode (cathode) determine the capacity of the cell, measured in units of milliamp-hours (mAh)\(^\text{14}\). A cell with a capacity of 1 mAh is able to supply a current of 1 milliamp for 1 hour. This unit can be rewritten in units of coulombs (C):

\[
1 \text{mA} \times \text{h} = \frac{mC}{s} \times 3600 \text{ s} = 3600 \text{ mC}
\] (1.1)

Therefore, mAh fundamentally indicates the amount of charge. To predict the theoretical maximum capacity of an electrode material, whether it is the anode or the cathode, the appropriate chemical equation for the half-reaction occurring at the given electrode is required. For example, the following half-reaction occurs in graphite, a commonly used anode material in lithium-ion batteries:

\[
\text{Li}^+ + 6\text{C} + e^- \rightarrow \text{LiC}_6
\] (1.2)

Each lithium ion reacts with 6 carbon atoms – that is, 6 carbon atoms are required to store 1 lithium ion. The amount of lithium ions in moles, \(n_{\text{Li}}\), that a given mass of carbon, \(m_c\) can theoretically react with (and therefore store) is\(^\text{15}\):
where $M_rC$ is the molar mass of carbon, which is 12 g/mol. The charge on each lithium ion is +1, so associated with the movement of each lithium ion is the movement of 1 electron. The amount of charge ($Q_{Li}$) in coulombs associated with $n_{Li}$ moles of lithium ions is given by:

$$Q_{Li} = z * n_{Li} * N_0 * e_c$$ (1.4)

Where $z$ is the charge number of a lithium ion, in this case, 1, $N_0$ is Avogadro’s constant, $6.022 \times 10^{23}$, and $e_c$ is the elementary charge of an electron, $1.602 \times 10^{-19}$ C. Using equation 1.1, $Q_{Li}$ can be converted from units of coulombs to amp-hours (Ah) by dividing by 3600, then mAh by multiplying by 1000. Table 1.1 gives the values for each of the parameters calculated using equations 1.3 and 1.4, by taking a basis of 1 g of carbon (graphite).

**Table 1.1:** The amount of lithium, charge and capacity 1 g of graphite can store is shown, calculated using equations 1.3 and 1.4. Capacity was calculated by dividing charge by 3.6.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amount of lithium</td>
<td>0.01389</td>
<td>moles</td>
</tr>
<tr>
<td>Charge</td>
<td>1338</td>
<td>coulombs</td>
</tr>
<tr>
<td>Capacity</td>
<td>371.7</td>
<td>miliamp-hours</td>
</tr>
</tbody>
</table>

The units for capacity normalised to 1 gram (called specific capacity) of material so that different materials can be compared on a normalised scale (mAh/g).

For a given electrochemical reaction between an electrode material and lithium, the reaction half-equation can be written in the form:

$$xA + yLi^+ + ye^- \rightarrow A_xLi_y$$ (1.5)
Combining equations (1.3) and (1.4) gives, and generalising for any active material, $A$, which can undergo a reversible reaction with Li as given in equation 1.5, equation 1.6 can be written as:

$$Q_{Li} = \frac{z \times m_A \times N_0 \times e_c \times y}{x \times M_{rA}}$$

(1.6)

where $x$ and $y$ are known stoichiometries from equation 1.5. $N_0$ multiplied by $e_c$ gives the Faraday constant ($F$), which takes the value of approximately 96500 C/mol. $z$ is always 1 in the case of lithium, and the specific capacity of a material is given in units of mAh/g, therefore $m_A$ takes the value of 1. Equation 1.6 can then be simplified to equation 1.7:

$$Q_{Li} = \frac{F \times y}{x \times M_{rA}}$$

(1.7)

Multiplying $Q_{Li}$ by 1000 and dividing by 3600 converts C to mAh, so the overall equation for calculating the theoretical maximum specific capacity ($C_g$) in mAh, of a material storing lithium is given by:

$$C_g = \frac{y \times F}{3.6 \times x \times M_{rA}}$$

(1.8)

Unsurprisingly, the equation indicates that materials with a lower molecular weight result in higher specific capacities. The implications of this will be discussed in the materials selection section of this report (section 2.1).

The steps listed above can be applied for cathode materials. The lithium ions in a cell can only be in one electrode at a time, and only one electrode can be saturated with lithium ions at any given time. When a cell is fully charged, the anode is saturated with lithium ions, and when all the energy in a cell has been spent, the cathode is saturated with lithium ions. To release energy, they have to move from anode to cathode. If both electrodes were saturated with lithium ions, then movement of ions from the anode to the cathode would be impossible, so energy cannot be released. When two electrodes are put together as would occur in a cell, the overall capacity of the cell is equal to the lowest of the two electrode capacities. If one electrode stored significantly more lithium ions than the other, then lithium
ions would move from the former to the latter only until the latter has been saturated with lithium ions; movement of lithium ions would therefore halt since there is no more physical space or chemically available electrode material to accept more lithium ions. The limiting factor in the overall electrochemical reaction is the lower capacity electrode. For this reason, electrodes with similar capacities are used in cells.

It is important to remember that although lithium ions are described here as moving from one electrode to another spatially, redox reactions are occurring between the lithium ions and the electrodes. The electrode is oxidised when a lithium ion ‘leaves’ it, the electrode is reduced, when a lithium ion ‘enters’ it.

1.1.2. Electrode potential, cell voltage and energy

Electric current arises from the movement of electrons across a medium. The length of time for which a given current can be sustained by a battery can be calculated as shown in the previous section. While the capacity of the cell tells you how many electrons can be moved to produce a current, to enable the flow of electrons or negative charge, an electric potential is required, the units for which is joules per coulomb (J/C) or, more conveniently, volts (V). The potential of an electrode can be measured with respect to a reference electrode\textsuperscript{17}. Conventionally, the standard hydrogen electrode is used, so the hydrogen electrode has an electrode potential of 0.00 V by definition. This, along with the more practical silver/silver chloride electrode are used for measurements of aqueous electrochemical systems. Lithium-ion cells operate at voltages exceeding the thermodynamic breakdown potential of water (1.23 V), and will react violently with water, hence measuring potentials of lithium-ion cell electrodes in an aqueous environment is inappropriate. Lithium metal is used as the reference electrode as it satisfies the criteria for reference electrode selection\textsuperscript{18}; it is stable in the electrolytes that are commonly used in lithium ion cells, and the electrode potential stays practically constant throughout electrochemical measurement. Electrode potential is dependent upon the concentration of its active material (Li in this case) according to the Nernst equation\textsuperscript{19}, and the
concentration of lithium in the lithium reference electrode is considered to be in excess compared to the working electrode.

When two electrodes of different potentials are placed together in the same body of electrolyte and connected externally through an electronic circuit, a spontaneous redox reaction can occur. Electrons are transferred through the external circuit from the anode to the cathode. An oxidation reaction occurs at the anode, and a reduction reaction occurs at the cathode, and it is the coupling of these reactions that causes the flow of electrons. The direction of flow of electrons, therefore, is from the more reducing electrode to the more oxidising electrode. The overall chemical reaction that occurs will have associated with it a change in Gibbs free energy ($\Delta G$), and from this, the voltage of the cell ($\Delta E$) can be calculated by\(^1\):

$$\Delta E = \frac{-\Delta G}{nF} \quad (1.9)$$

where $n$ is the oxidation state of the active ion and $F$ is the Faraday constant equivalent to the charge of one mole of electrons. It is important to note that the anode is defined as the electrode where oxidation spontaneously occurs and the cathode the electrode where reduction spontaneously occurs\(^3\).

When two electrodes with different electrode potentials are coupled, then the open circuit voltage ($V_{OC}$) of the resulting cell, that is the voltage measured using a high impedance voltmeter, is simply the difference in potential between the two electrodes. This is given by\(^\text{16}\):

$$V_{OC} = E_{anode} - E_{cathode} \quad (2.0)$$

where $E_{anode}$ is the electrode potential of the anode and $E_{cathode}$ is the electrode potential of the cathode. The total energy in joules that can be delivered by a cell is the product of the cell’s voltage and capacity:

$$\text{Energy density} = V_{op} * C_g \quad (2.1)$$
In the same way that specific capacity is used for comparison, specific energy (J/g) of a material is used for meaningful comparison.

### 1.1.3. Electrolyte

The function of the electrolyte is to conduct lithium ions from the anode to the cathode and vice versa\(^\text{18}\). The electrolyte also has to limit electronic conduction so that electrons are forced to flow through an external circuit instead of short-circuiting through the electrolyte. Short circuiting can occur through dendrite formation whereby the dendrites that form on a lithium metal electrode grows across the electrolyte and makes electrical contact with the other electrode\(^\text{21}\). The use of a solid electrolyte curbs this problem however this type of electrolyte suffers from low ionic conductivities. Polymer electrolytes of various types have been developed with beneficial properties such as higher ionic conductivities than solid electrolytes and improved electrode-electrolyte contact which allows for more efficient transfer of lithium ions\(^\text{22}\). Liquid electrolytes possess the highest ionic conductivities of all the electrolytes due to better electrolyte-electrode contact and low ionic diffusion resistance\(^\text{23}\).

The maximum energy that can be delivered by a cell increases with the maximum voltage and therefore \(\Delta G\) of a reaction. Hence, it seems almost obvious that one will find the best material combination for a high energy lithium-ion battery by coupling lithium redox reactions which give the highest \(\Delta G\). However the maximum voltage that can be maintained between the anode and the cathode in a reusable battery is limited by the electrolyte used in the battery\(^\text{24}\). There is a voltage window, the limits of which were associated with the highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) of the electrolyte compound. This voltage window is linked to the stability of an electrolyte in contact with an electrode. If an anode with energies higher than the LUMO or a cathode with lower energies than the HOMO of the electrolyte, reduction or oxidation of the electrolyte would be facilitated by the anode or the cathode respectively\(^\text{24}\). It was reasoned that because HOMO-LUMO energies are based on electronic structure theory which does not take into account the change in energies due to the presence of an electrode, using HOMO-LUMO energies of an electrolyte offers an inaccurate and only approximate window of stability\(^\text{25}\). It follows
that although it is a good approximation, it does not coincide with the true window of stability, which is defined by the reduction and oxidation potentials of the electrolyte when in contact with an electrode (Figure 1.5).

![Diagram showing the difference between the HOMO-LUMO energies and the actual window of stability of an electrolyte](image)

**Figure 1.5:** Diagram showing the difference between the HOMO-LUMO energies and the actual window of stability of an electrolyte image taken from ref[21].

The processes by which a cell stores and releases energy, and the parameters that describe the amount of energy that can be stored have been briefly explained here. The amount of lithium ions stored in a cell directly relates to its capacity. Oxidation and reduction reactions occur at the anode and cathode respectively but are coupled to facilitate the flow of lithium ions through an electrolyte and electrons through an external circuit. The reduction and oxidation reactions have associated with them Gibbs free energies, which translate into electrode potentials, and the difference in the potentials gives rise to the voltage of the cell. A higher voltage results in more energy stored, however it is important that the voltage does not exceed the window of stability of the electrolyte so that the electrolyte does not become reduced or oxidised by the electrodes.

### 1.2. Selection of active materials

It was shown in the previous section that the voltage of the cell is the difference between the potentials of the redox reactions occurring at each electrode. Based on equation 1.8, lighter materials are favoured for high specific capacities. Additionally, the greater the amount of lithium ions (y) to amount
of active material \((x)\), the more electrons stored and the higher the specific capacities. The former point results in the exclusion of heavier elements from consideration when choosing suitable electrode materials and the latter point indicates that transition metals are favoured because they possess multiple oxidation states\(^{24}\). Figure 1.6 shows the elements that are eliminated based on these selection criteria\(^{24}\).

![Figure 1.6: Candidate elements for electrode materials in lithium-ion batteries are identified by eliminating elements that are too heavy or too expensive, or unsuitable due to physical state. Black lines mark the boundaries between elements, while vertical red, green and blue arrows indicate oxidising power, ionic radii and electronegativity respectively. Image taken from ref\(^{20}\).](image)

The selection elements are for the fabrication of active materials for lithium-ion batteries. This means that although elements such as H and Zn are used in other battery chemistries (lead acid and NiMH for H and Zn-air battery for Zn), they are deemed unsuitable for LIB chemistries.

### 1.3. Cathode materials

The characteristics of chemical bonds are determined by electronegativity. The more similar the electronegativities of two elements in a bond, the more covalent the bond. Conversely, the bigger the difference in electronegativities, the more ionic\(^{19}\). Ionic bonds result in a more densely packed material compared to covalently bonded materials, increasing volumetric capacity. The atomic radii of transition metals decrease with atomic number in the same period. Outer electrons are more strongly...
attracted to the nuclei so its binding energy increases. This results in a trend of increasing electric potential going across period 4 of transition metals, as shown in Figure 1.7\textsuperscript{20}. Since cobalt has a higher number of electrons in its outer shell compared to iron and manganese, lithium cobalt oxide, LiCoO\textsubscript{2}, has a higher voltage compared to other transition metal oxides.

The bond of transition metal oxides can be tuned to increase ionic character. Replacing the oxygen anion in Li\textsubscript{x}FeO\textsubscript{2} for a phosphate polyanion, PO\textsubscript{4}\textsuperscript{2-}, causes the electrons in the Fe-O bond to be pulled towards the covalent P-O bonds, resulting in a higher electrochemical potential of the iron, and a higher voltage seen in the phosphate compared to the oxide\textsuperscript{26}. A trend can also be seen in electronegativity of polyanions and electrode potential (Figure 1.8\textsuperscript{16}).

\begin{figure}
\centering
\includegraphics[width=\textwidth]{potential_v2.png}
\caption{Potential of candidate transition metal oxides in period 4. The potential increases with element number. Image taken from ref\textsuperscript{16}.}
\end{figure}
A more electronegative polyanion results in a highly ionic bond between the polyanion and the transition metal. The electrons are pulled away from the transition metal, so its redox potential versus lithium increases.

Another important property of the cathode materials used is the crystal structure. Crystal lattices take the form of layered, olivine or spinel structures, with spaces in the lattice which allow the insertion of lithium during discharge. For example, the crystal structure can affect the cell's discharge characteristics.
A steep voltage drop upon discharge of a layered structured cathode material is due to the ‘breathing’ of the layers to accommodate the lithium ions. This distortion in structure consumes some energy, which translates to an early drop in voltage, followed by a final sharp drop at the limit of the cell’s capacity\(^{29}\). Conversely in more rigid spinel and olivine structures, the voltage stays constant throughout discharge followed by a sharp drop at the limit of the cell’s capacity.

### 1.4. Anode materials

In secondary, or rechargeable LIBs, lithium metal was originally used as the anode since it has the most negative electrode potential on the standard hydrogen scale. Being a light metal it has a high specific capacity of 3860 mAh/g\(^{30}\). Lithium metal forms dendrites over multiple cycles which grows into the electrolyte towards the cathode and creates an electronic short circuit, leading to thermal runaway\(^{21}\). Due to this safety issue, lithium anodes have been replaced with graphite, which is at present, is the most commonly used anode material in lithium-ion batteries. Lithium ions intercalate in between the layers of graphene during charge and for each lithium ion, 6 carbon atoms are required, as shown in Equation 1.2, rewritten below for convenience.
$Li^+ + 6C + e^- \rightarrow LiC_6$  \hspace{1cm} (1.2)

Anodes and cathodes can be categorised by lithiation mechanism. Intercalation materials, such as graphite and lithium cobalt oxides have crystal structures which lithium ions can move into or out of during charge or discharge. Conversion type materials undergo a change in crystal structure during lithiation/delithiation, and these undergo reactions of the form shown in Equation 1.5 of this thesis\(^{31}\). Metals which can alloy with lithium are examples of conversion anodes. Figure 1.10\(^{31}\) compares the capacities and relative potentials of groups of electrodes.

![Figure 1.10: Anodes and cathodes are grouped according to lithiation mechanism, which are plotted to compare capacities and relative potentials. Image taken from:27.](image)

The lower the relative potential, the more reducing the material. It is important to note here that electrodes potentials are relative to a standard electrode – in this case lithium – hence the term relative potential, measured in volts. From here on, relative potential will simply be referred to as potential, using the reduction potential of Li\(^+\) to Li as the 0 V standard.

In an electrochemical cell operating in galvanic mode (i.e. the cell is being discharged and current is being drawn), the more reductive electrode material will spontaneously become oxidised, and release electrons which flow to the more oxidative electrode. *By definition, the anode is the electrode which spontaneously becomes oxidised when a cell is operating in galvanic mode*\(^{20}\) so it is the anodes that have lower potentials (close to 0 V). Cathodes with higher potentials are desirable, as with anodes
possessing lower potentials, since it is the difference in the potentials that gives rise to the cell voltage. From Figure 1.10 it can be seen that conversion anodes are the best candidates for improving the specific capacity of lithium-ion cells – their potentials are around 1 V, comparable to intercalation anodes, however they possess almost ten times the specific capacities.

In Figure 1.11, it can be seen that graphite, the most commonly used anode material at present has one of the lowest potentials, which makes them well suited for their application but it also has one of the lowest capacities. Lithium metal is one of the highest capacity anodes, but as mentioned, suffers from poor cyclability due to formation of dendrites, resulting in thermal runaway.

Under the umbrella of conversion anodes are metals which are able to form alloys with lithium. During lithiation/delithiation, the alloy composition changes according to their respective binary phase diagrams. Metals grouped in this category are represented by the green ellipse in Figure 1.11. These materials have the highest specific capacities and one of the lowest potentials, making them excellent candidates for use in lithium-ion cells. Another notable material is titanium oxide, which, although has an undesirably high potential for an anode, is useful for high power applications due to its ability to deliver a larger current than other anode materials, with minimal damage to its structure.

Figure 1.11: The potentials (against a reference Li electrode) of various anode materials. The units of capacity are equivalent to mAh/g. Image taken from: 28.
It was first found that lithium was able to undergo spontaneous electrochemical alloying (SEA) with certain metals by Dey in 1971\textsuperscript{34}. Alloying electrode materials exhibit high storage capacity for lithium, much higher than intercalation materials, however, they incur a large volume expansion during lithiation\textsuperscript{35}. Various metals which are capable of forming alloys with lithium have been identified as potential electrode materials\textsuperscript{36}, however as a consequence of the large volume expansion, the lithiation of these materials are largely irreversible. This is due mechanical stress experienced by the material when it expands during lithiation. As a result, the material cracks and loses electronic conductivity and therefore can no longer participate in electrochemical reactions\textsuperscript{36}. It is however, possible to mitigate the destructive effects of the physical expansion by incorporating nano-scaled features into the structure of the material\textsuperscript{37}. A list of some of the metals that can alloy with lithium along with their theoretical specific capacities are shown in Figure 1.12\textsuperscript{38}.

![Graph showing specific capacities of materials undergoing SEA with lithium](image)

**Figure 1.12:** Specific capacities of some materials capable undergoing SEA with lithium are shown. Graphitic carbon is included for comparison. Image taken from:\textsuperscript{34}.

Certain metals, however, have additional disadvantages which eliminates them from the shortlist of promising anode materials. Germanium and silver are expensive metals\textsuperscript{31} and tin, antimony, and bismuth, have hindered specific capacities due to their relatively large molecular weight. Of the remaining candidates, silicon possesses by far the highest specific capacity, and is a non-toxic, cheap and abundant element.
1.5. Choice of electrode development

In a lithium-ion cell, the electrochemical potential of the cathode vs. a lithium reference is higher than that of the anode, as shown in Figure 1.9. This difference in potential gives rise to the operational voltage window and the total energy of the cell. Increasing the total energy density of the cell at the cell-chemistry level can be done by increasing the cell voltage window or increasing the amount of lithium-ions that can be stored per unit electrode active material. Of course, there are other components that are required for a cell to be useful in real-life applications. The electrode active materials have to be mixed with conductive and binding additives that create a complete electron conducting pathway. The cells are then packaged in a suitable container containing an ionically conductive electrolyte. These cells are often combined with more identical cells to build a battery pack. This means the final energy density of the cell is the energy arising from its chemistry, divided by the total weight of all the components in the battery pack. It follows that there are plenty of improvements that could be made to the lithium-ion cell at every level from the molecular level to the battery pack level which would indirectly translate to higher energy density.

In full-cell configuration, the cathode and anode capacities have to be matched closely, with the anode’s capacity exceeding that of the cathode’s for battery safety. This is called the N/P ratio (negative to positive electrode) and if either exceeds the other greatly (N/P > 1.5), this will have implications in the degradation of the cell and the formation of lithium metal which raises safety concerns. Therefore, developments in both the anode and the cathode are needed to increase the energy stored at the cell-level. It has been shown, however, just replacing graphite with a high capacity anode such as Si, a higher energy density can be achieved in a full-cell. Though there are still challenges with using silicon as a pure anode material, silicon can be added in small amounts (5-10 wt%) to graphite anodes to improve the overall energy density. A study has shown that in a full-cell containing LiCoO$_2$ as the cathode and graphite as the anode, adding silicon has the potential to increase the energy density at the cell level by 15%.
In brief, it is important that specific capacities of both cathode and anode are improved proportionally to see the maximum gains in energy density at the cell-level. At present, incremental improvements can be still made to the energy of the cell by using a high-capacity anode such as silicon.

1.6. Silicon production

Silicon is an abundant element on earth, however, does not naturally occur in the elemental form. Silica from broad natural resources such as sand and rock is reduced into silicon via the carbothermal reduction process. This process occurs at 2000°C and produces high purity silicon which can be further purified by zone refining for electronic applications. Silicon melts at 1414°C so this process is unsuitable for producing silicon anodes as the product is non-porous. The pure silicon is electrochemically etched in an electrolyte solution, to leave behind a porous material. To achieve porous silicon (p-Si) from a silica raw feedstock, multiple energy-intensive steps are required.

The magnesiothermic reduction process (MgTR) process can reduce silica to silicon in a single step at 650°C. This is a bulk process whereby the silica is mixed with magnesium and heated in a furnace under inert atmosphere. This process is suitable for producing p-Si since the operating temperature is far below the melting point of silicon. At present there are limitations to the reaction chemistry as well as the process economics which inhibits its scale up.

1.7. Thesis structure

This thesis has been prepared in ‘by publication’ format. The first results chapter has been published in a peer review journal, and the second two results chapters have been prepared in a format suitable for publication in relevant peer review journals and will be submitted after the submission of this thesis. The chapters have been ordered in this way to create a thesis with a coherent structure. This subsection is written for the purpose of providing each chapter with context under the narrative of the whole thesis.
A review of the literature is laid out in Chapter 2, where the limitations in the magnesiothermic reduction are identified and the aims of the work in this thesis are laid out.

The experimental and modelling methods used in to achieve these aims are given in Chapter 3. The working principles of each method and the procedures were described.

In Chapter 4, the dependence of reduction temperature on the particle size of SiO₂ is demonstrated using monodisperse silica nanospheres. This work has been published in the journal RSC Advances, titled ‘Exploiting nanoscale effects enables ultra-low temperature to produce porous silicon’. In this publication fumed silica around 7 nm are shown to undergo the MgTR at 380°C giving a yield of 54 mol% p-Si. It is well known that as the reduction temperature is decreased, so does the resulting yield of silicon and at 450°C the yield of silicon becomes negligible. The significance of the work in this chapter is that the conditions required for the ultra-low temperature MgTR reaction are now known.

Chapter 5 sees the application of the concept presented in the previous chapter. Commercial and bio-inspired silica was reduced at 380°C, giving high yields of silicon which exhibit favourable electrochemical performance in a lithium-ion cell.

In Chapter 6, the process economics will be evaluated by building an economic model of the process using experimental data presented in the previous chapters and found in the literature. The aim is to calculate the operational cost of producing p-Si via the MgTR process under lab-tested conditions. This is then compared with the price of silicon produced via the current commercial state-of-the-art. Experimental data collected in chapters 4 and 5 is fed into the model to calculate the decrease in cost compared to the reduction at 650°C. The model is also used to calculate the decrease in operational cost under hypothetical, optimised scenarios. This highlights the limiting steps in the process, in terms of operational cost or product throughput, which can be used to inform future experiments in the field.
1.8. References

2. Literature review

2.1. Silicon anode

Silicon is one of the most promising materials being explored as an anode for lithium-ion batteries. Si undergoes spontaneous electrochemical alloying with lithium, so as it becomes lithiated, it undergoes phase changes according to the Li-Si binary phase diagram (Figure 2.1), moving from the right to the left ordinate.

![Figure 2.1: Li-Si binary phase diagram. The temperature range of importance for the scope of work is below 200°C, so the Li22Si4 phase does not exist within the lithium-ion cell’s operating temperature range. Image taken from ref.](image_url)

At low atomic percentages (at%) of Si, it can be seen in Figure 2.1 that two Li-Si phases exist. Above 180°C, fully lithiated silicon is present as the Li22Si4 phase, however at temperatures that lithium-ion cells are operated, the Li15Si4 phase exists. This alloy of lithium and silicon has a theoretical capacity of 3579 mAh/g at room temperature which can be calculated using Equation 1.8 in Section 1 of this thesis. This value is calculated using the stoichiometry for the reaction of lithium to silicon to give fully lithiated silicon:
Crystalline silicon will lithiate and become an amorphous alloy. As it moves across the phase diagram (Figure 2.1) from right to left, the mole ratio of Li to Si increases from a minimum to a maximum, hence, the value of y in Eqn. 1.8, increases, thereby increasing its specific gravimetric capacity. During lithiation it undergoes volumetric expansion of up to 280% to accommodate the lithium\(^5\). During this expansion, individual particles of silicon crack and exfoliate due to the associated mechanical stress\(^6\). The exfoliated particles become electrically isolated and so do not participate in the redox reactions that store and release energy. This expansion is therefore detrimental to its structure and its ability to store lithium, resulting in a rapid decline in its capacity over multiple charge cycles\(^7\).

### 2.1.1. Lithiation and delithiation

Understanding how the process of lithiation and delithiation occurs is crucial in the design of better anodes with high specific energy density as well as durability. Lithiation occurs when lithium ions approach the surface of a body of crystalline silicon (c-Si). An amorphous-crystalline layer forms at the surface of the silicon particle, moving as an amorphous-crystalline interface (ACI) reaction front toward the centre of the particle as the silicon becomes lithiated (Figure 2.2)\(^8\). The thickness of the ACI does not change as it moves towards the centre of the particle and the crystalline structure is not reformed during lithiation. In that study it was found that due to kinetic favourability, lithium atoms penetrated the crystalline silicon lattice only in the \(<110>\) and \(<112>\) directions, but in the \(<111>\) direction, a ledge peeling mechanism was observed.
During lithiation of amorphous silicon, a shrinking core mechanism is observed similar to the lithiation of crystalline silicon, however the core shrinks isotropically (Figure 2.3)\(^9\) so mechanical stress is not concentrated in a certain region in the particle.

The fully lithiated silicon is an amorphous alloy, unless cycled below 50 mV in which case the silicon spontaneously crystallises to the Li\(_{15}\)Si\(_4\) phase\(^{10}\). Regardless of whether the silicon used was crystalline or amorphous, upon lithiation, an amorphous phase forms, which then delithiates as a single phase without a visible reaction front, and subsequent lithiation and delithiation will also proceed in a single phase (Figure 2.4)\(^9\).
The difference in lithiation and delithiation mechanisms are linked to the way stress is concentrated in silicon particles during lithiation. Crystalline silicon cracks at 150 nm due to anisotropic lithiation – the mechanical stresses are focussed on the crystal faces of the particles. Amorphous silicon lithiates isotropically so the stress is distributed throughout the particle, cracking only occurs when particles are larger than 870 nm \(^{11}\).

### 2.1.2. Mitigation of expansion associated damage

Various strategies have been demonstrated to be effective at mitigating the structural damage and subsequent capacity fade of silicon anodes. One of the challenges facing micro- and nanoparticles of silicon is ensuring electrical connection between particles and the current collector. To enable this, the silicon can be made into films, by vacuum deposition as demonstrated in one study by Ohara et al.\(^ {12}\) The benefits of this method are that the thickness of the film can be easily controlled and that a conductive connection can be ensured between the silicon at the top of the layer (furthest from the current collector) and the current collector. In that study, a film thickness of 50 nm had a lower capacity fade, maintaining a capacity of 3500 mAh/g after 200 cycles at 2 C rate compared to a thicker film of 150 nm with a capacity of only 2200 mAh/g after the same number of cycles. This is a surface manufacturing method, which is difficult to scale or integrate into existing bulk-process techniques used in the manufacture of electrodes.
Silicon can also be made in nanowire form attached on one end to a substrate current collector, which ensures that all the silicon is electronically connected and can participate in energy storing reactions\(^\text{13}\). The nanowires can be spaced apart on the substrate, allowing room for expansion, and being connected to the current collector eliminates the need for conductive additive and binder. They are capable of expanding and contracting during lithiation and delithiation, filling the void space and avoiding collision induced mechanical damage, achieving a stable capacity of \(~3500\ \text{mAh/g}\) after 10 cycles. With the aim of avoiding fracture of the anode material, similar structures have been made in other work such as silicon pillars of 1 \(\mu\text{m}\) diameter on a silicon substrate\(^\text{14}\), achieving \(~2800\ \text{mAh/g}\) after 23 cycles. Silicon nanotube arrays 150 nm in diameter have also been synthesised in a study by Song \textit{et al.}\(^\text{15}\) maintaining a capacity of \(~2300\ \text{mAh/g}\) after 40 cycles. While nanowires are effective at mitigating structural damage, proven by their high, stable capacities, the method of synthesis, like in films, are surface-based techniques which are slow, costly, and unscalable. In order to meet the demand for Si in LIB, in particular, for transport applications, a bulk method of synthesis is required. The demand of Si in transport applications, and ways to meet this demand will be discussed in Chapter 6 of this Thesis.

Wang \textit{et al.} have shown that hydrogen-bond-directed self-healing binders (SHP) can be used to reverse the effects of mechanical damage that occurs during the lithiation and delithiation of silicon\(^\text{16}\). In that study silicon microparticles 3-8 \(\mu\text{m}\) in size were mixed with SHP and conductive carbon then put in a cell and it was found that cells were able retain a high capacity of 2000 mAh/g after 100 cycles. In comparison, the capacities of cells with alginate, CMC and PVDF as binders dropped to 1000, 600 and 400 mAh/g respectively after just 30 cycles. The enhanced cyclability of cells made with SHP was due to the ability of the SHP to stretch, and to reform using the randomly branched hydrogen bonds. While nanotube structures were able to mitigate fracture and exfoliation of active material, this work using SHP takes a different approach, demonstrating that the exfoliation can, to a certain extent, be reversed. This concept supports the use of bulk silicon particles which are easier to synthesise than surface grown nanotubes.
Rather than repairing or minimising the mechanical damage caused by electrochemical cycling, the damage can be avoided altogether by limiting the volumetric expansion. One of the problems associated with the expansion of silicon material over multiple charge and discharge cycles is based on the formation of the solid electrolyte interface (SEI). When an electrode surface comes into contact with an electrolytic solution, a SEI forms where the electrolyte and the electrode meet, which consumes lithium ions and prevents further formation of SEI\(^{17}\). In silicon anodes, the repeated outward expansion and contraction expose more anode to the electrolyte, which encourages the growth of SEI, and consumes lithium ions, leading to a steady decrease in the overall capacity\(^{18}\). Double-walled silicon nanotubes have benefit of mechanical clamping of outer tube, limiting the outward expansion of silicon and therefore preventing material fracture and growth of SEI. Wu et al. have demonstrated that hollow silicon nanotubes surrounded on the outer surfaces by SiO\(_x\) as a mechanical clamp were able to retain a capacity of 600 mAh/g after 6000 cycles\(^{19}\). The rigid SiO\(_x\) outer layer prevented the outward expansion of silicon. Instead, the silicon expanded into the hollow centre. After 6000 cycles the coulombic efficiency of the cell was 99.938%, indicating that degradation rate of the cell was still very low. The motive behind this strategy was to prevent the growth of SEI as a result of repeated exposure of fresh silicon to the electrolyte which occurs during volumetric expansion. Limiting the expansion of the silicon meant that higher volume phases which store the maximum amount of lithium per silicon atom (Li\(_{15}\)Si\(_4\)) were prevented from forming, so there was a clear trade-off – the cyclability was drastically improved at the cost of specific capacity.

Various nanostructures effective at mitigating, preventing or repairing damage from mechanical stress of expansion have been discussed. To reduce the loss of conductivity, wires, pillars or films were used to ensure good electrical connections between the active material and current collector. To limit the extreme volumetric expansion, silicon could be grown as wires and mechanically clamped with a rigid outer layer, forcing the silicon to expand inward into its own hollow space. To make these structures, surface techniques or complex, energy intensive methods are required which hinders their sustainability and viability for scale-up. p-Si nanoparticles can be made using simpler, bulk
manufacturing techniques rather than surface techniques. The benefits of using this type of silicon will be the focus of discussion in the next section.

2.1.3. Porous silicon nanoparticles

The lithiation of pure silicon results in a volume expansion of 280%, however the accepted swelling limit for anodes is 5% to allow for the inevitable evolution of gases released from electrolyte breakdown\textsuperscript{20}. By incorporating porous volume in the anode, theoretically the swelling can occur within the pores so that the overall outward swelling limit of 5% is not exceeded when the cell is lithiated. By expanding into the pores, not only is the outward expansion avoided, but the mechanical stress between particles is also reduced which minimises damage caused by electrochemical cycling. As a result of this, p-Si shows improved cyclability over non-porous silicon (Figure 2.5)\textsuperscript{21}.

![Figure 2.5: Schematic depicting the lithiation behaviour of non-porous (a-d) and porous (e-h) silicon. Image source:57.](image)

Particles can consist of internal pores (pores within each distinct particle) or external pores (space between small particles). Void space means lower specific capacities and energy densities however since the specific capacity of silicon is very high in comparison to the cell's capacity (Figure 2.6), this compromise can be made in the interest of cyclability\textsuperscript{22}. 

\textnormal{Figure 2.5: Schematic depicting the lithiation behaviour of non-porous (a-d) and porous (e-h) silicon. Image source:57.}
The maximum theoretical specific capacity of silicon is 3579 mAh/g, however the cell capacity starts to plateau at much lower anode capacities (1000 mAh/g, Figure 2.6). Should a silicon-based anode material be developed such that the theoretical maximum is achieved, then in a full cell the mass of silicon required to achieve the maximum cell capacity will be less.

Silicon nanoparticles can be added as a minority component to another anode material with lower capacity (such as graphite) which does not suffer from such drastic volume changes. By replacing a small amount of the lower capacity material with silicon, the overall capacity of the cell is increased.

The particle size of silicon determines the performance of a lithium-ion battery. When an anode material comes into contact with an electrolyte, a SEI layer forms at the interface between the two. Smaller particles generally have higher external specific surface area (SSA), which means a larger SEI layer forms compared to bigger particles which tend to have less SSA. However, smaller particles have shown to be beneficial in terms of mitigating stress and shrinking to original size rather than cracking and forming new SEI layers. In that study, silicon nanoparticles of sizes 5 nm, 10 nm and 20 nm were synthesised and their electrochemical performances were compared. 20 nm particles had the lowest SSA and showed the highest initial coulombic efficiency of 85%. The 10 nm particles, with their increased SSA, showed a lower coulombic efficiency of 80%, whereas the 5 nm particles...
showed a coulombic efficiency of 60%. After 40 cycles, the 10 nm particles and 20 nm particles showed the highest and lowest capacity retention of 81% (2750 mAh/g) and 67% (2300 mAh/g), respectively. The 10 nm particles were able to shrink back to their initial particle size after cycling, rather than fracture into smaller particles or grow in size over multiple cycles due to continuous formation of SEI. Furthermore, the initial coulombic efficiency and capacity retention after 40 cycles were improved to 89% and 96% (3393 mAh/g) respectively when the 10 nm particles were coated in a layer of conductive carbon. This improvement in performance was due to the effect of carbon stabilising the SEI layer, by preventing further growth from repeated electrochemical cycling. In another study by Liu et al., it was found that the critical size for fracture of a single particle of crystalline silicon was 150 nm. As a single particle of c-Si was lithiated, a two-phase, core-shell structure was formed whereby the outer lithiated layer, surrounded the c-Si core. As the c-Si became lithiated it experienced the large volume expansion and the reaction front moved toward the core. The difference in the volume between the surface layer and core led to the development of hoop tensile stress experienced by the lithiated surface layer. This hoop stress was dissipated anisotropically in the lithiated phase which then led to propagation of cracks from flaws on the surface. This size-dependent fracture was not seen in amorphous silicon in particles even as large as 870 nm, due to the isotropic propagation of the hoop stress. It is important to note that while nanoparticles are porous, each particle is not necessarily porous so the pores and SSA are external (interparticle pores), rather than internal pores. The definition of p-Si here refers to particles which may not be nano-sized, however possess pores in the nano regime.

p-Si show great promise as an anode material for lithium-ion batteries. Being a bulk material, they can be added to anode materials with low capacity and low volumetric expansion to incrementally increase the overall capacity of the cell. Their porous structure allowed the particles to expand volumetrically without degrading. Their electrochemical performance is dictated by their structural properties, which needs to be controlled and in the next section, the methods for doing this by tailoring synthesis parameters will be described. In particular, the magnesiothermic reduction will be discussed.
as a method for making porous silicon which will highlight further advantages of choosing p-Si nanoparticles over other structures of silicon for lithium-ion batteries.

2.2. Silicon synthesis

Elemental silicon is most widely used for making alloys (metallurgical grade) for various purposes such as electric motors\textsuperscript{26}, engine blocks\textsuperscript{27}, and semiconductors (transistor grade) for electronic devices, the latter requires the highest purity silicon\textsuperscript{28}.

Silicon can be found naturally in sand as quartz, a crystalline form of silicon dioxide. The silicon is extracted via a reduction process using carbon as the reducing agent (Eqn 2.2). This process is called carbothermal reduction and occurs at 2200ºC\textsuperscript{29}.

\[
\text{SiO}_2 + 2C \rightarrow \text{Si} + 2\text{CO}
\]  

(2.2)

From this, metallurgical grade silicon is made which is between 95-97 mol% pure\textsuperscript{29}. This can be further refined by firstly converting into silane, trichlorosilane, or tetrachlorosilane via hydrogenation or chlorination, then transistor grade silicon via thermal decomposition\textsuperscript{30}. To produce a boule of monocrystalline silicon, the pure silicon is first melted in a crucible. A pulling rod is dipped into the silicon and drawn from the crucible while rotating, forming a boule of monocrystalline silicon. This is the Czochralski pulling process\textsuperscript{31} used to make silicon wafers for the transistor industry.

2.2.1. Electrochemical etching of silicon wafer

Porous silicon was first discovered by Uhlir in 1956 in Bell Laboratories in a study which aimed to produce smooth silicon wafers for electronic circuits using an electrochemical etching method\textsuperscript{32}.

Silicon is etched away from the wafer by the HF, as given in Eqn 2.3:

\[
\text{SiO}_2 + 6\text{HF} \rightarrow \text{SiF}_6^{2-} + 2\text{H}^+ + 2\text{H}_2\text{O}
\]  

(2.3)
This method involved the use of a hydrofluoric acid (HF) electrolyte and a platinum electrode. During the study it was found that rather than producing a smooth surface on the silicon wafer, the surface of the silicon wafer was etched unevenly, resulting in a rough and porous structure. This method is a top-down approach whereby external voltage is applied to the silicon and platinum, causing the dissolution of silicon on the surface and leaving behind a porous wafer (Figure 2.7)\textsuperscript{33}.

![Figure 2.7](image-source)

In this process, the operating parameters can be changed in order to give different pore morphologies. These parameters are etching current density, HF concentration, and wafer doping. The etching process begins when an anodic potential is applied to the cell and the surface of the silicon begins to dissolve unevenly. Pore formation occurs at all current densities below a critical current density, above which, pore formation ceases to occur, and instead, electropolishing dominates, creating a smooth rather than a porous morphology on the surface of the silicon. Up to the critical limit, as current density increases, more material is etched and so porosity increases. The current density changes with HF concentration – higher concentrations favour high current densities. Higher concentrations of HF also results in smaller pore sizes formed on the surface of the silicon. N-type doping in the porous silicon leads to the formation of macro- and mesopores, while p-type doping results in micropores.

While this method has its merits including low temperature requirement, high purity of the final product and good control of product properties, it is not without its drawbacks. The first and most important drawback of this method is the requirement of the extremely hazardous chemical, HF which raises issues primarily with process safety but also with sustainability and scalability. Aside from the safety aspects, high-purity silicon is also required as the feedstock which is produced via the carbothermal
reduction method. A second drawback relates to the suitability of the silicon produced for the application of lithium-ion batteries. This is a surface technique and wafers are made with pores etched into one of the surfaces. The active material in an electrode of a lithium-ion battery is in the form of a powder spread on a current collector rather than a single solid material with an etched surface, so silicon wafers made by electrochemical etching would be difficult to integrate into existing cell configurations\textsuperscript{34} and manufacturing infrastructure\textsuperscript{35}.

From a cell performance viewpoint, porous silicon powder is more suitable for the application over porous wafers. It was found in a study that particles of silicon smaller than a critical diameter (150 nm) exhibit greatly improved cycling capabilities in a lithium-ion cell compared to particles larger than this diameter due to better management of mechanical stress\textsuperscript{11}. Porous silicon made via electrochemical etching does not give individual nanoparticles, but a single, continuous wafer of silicon with pores throughout.

In short, the drawbacks of this method of producing porous silicon are the need for hazardous chemicals and high purity feedstock, the incompatibility of the silicon product with lithium-ion cell architecture and unsuitable morphology. Clearly, to manufacture silicon for use as anodes in lithium-ion batteries, a more suitable process is required. The details of a more appropriate process are discussed in the following section. This is the MgTR process, which is a bulk synthesis method that produces powdered porous silicon from a wide variety of silica feedstock without the requirement of extremely hazardous chemicals.

2.3. Magnesiothermic reduction of silica

One method of producing porous silicon that has a huge potential for scaling up is the magnesiothermic reduction reaction (MgTR). Unlike electrochemical etching, this is a bulk method whereby a stoichiometric amount (Eqn. 2.4) of silica is mixed with solid magnesium and heated in an inert atmosphere. The products include silicon, magnesium oxide, magnesium silicide as well as unreacted magnesium and silica. The silica used for this reaction is dry and usually in powder form
to promote mixing with magnesium, however silica sources such as sand\textsuperscript{36} and crushed glass\textsuperscript{37}, which are coarse in comparison have also been used.

\[
2Mg(s) + SiO_2(s) \rightarrow 2MgO(s) + Si(s), \quad \Delta H = -291.62 \text{ kJ mol}^{-1} \tag{2.4}
\]

\[
2Mg(s) + Si(s) \rightarrow Mg_2Si(s), \quad \Delta H = -77.8 \text{ kJ mol}^{-1} \tag{2.5}
\]

\[
Mg_2Si(s) + O_2(g) \rightarrow 2MgO(s) + Si(s), \quad \Delta H = -1125.67 \text{ kJ mol}^{-1} \tag{2.6}
\]

\[
Mg_2Si(s) + SiO_2(s) \rightarrow 2MgO(s) + 2Si(s), \quad \Delta H = -215.67 \text{ kJ mol}^{-1} \tag{2.7}
\]

The same reaction can also occur between gaseous Mg and solid SiO\textsubscript{2}, with a higher reaction enthalpy of 546.42 kJ mol\textsuperscript{-1}. The feasibility of a coupled redox reaction can be determined from the Ellingham diagram, shown in Figure 2.8\textsuperscript{38}. Oxidation reactions of metals are shown, with their corresponding reaction Gibbs free energy ($\Delta G^\circ$) at different temperatures. The oxidation of magnesium at any given temperature has a lower Gibbs free energy than the oxidation of silicon, hence, at all temperatures the MgTR can proceed, and the reduction of magnesium oxide by silicon cannot. Additionally, the oxidation of C to CO has a $\Delta G^\circ$ which decreases with temperature, meeting with the line corresponding to the oxidation of silicon at around 1800 K. Above this temperature the $\Delta G^\circ$ of the latter reaction is greater than that of the former, and carbon is able to reduce silica. This is why the carbothermal reduction of silica requires high temperatures to proceed, however, the MgTR does not. Si can be further reduced by Mg to form the intermediate product Mg\textsubscript{2}Si. This intermediate can then be oxidised, forming Si and MgO. In a furnace at temperatures above 450°C and under flowing Ar, reactions 2.4, 2.5 and 2.7 can occur. Reaction 2.6, which is the oxidation of Mg\textsubscript{2}Si by O\textsubscript{2} cannot proceed in a properly sealed furnace but can proceed at 500°C if O\textsubscript{2} is fed into the furnace\textsuperscript{39}. 


Figure 2.8: Ellingham diagram showing the change in Gibbs free energy of oxidation of metals with temperature. Image source: 40.

2.3.1. Reaction parameters

Typically, the mixture is heated in a furnace ≥650°C (the melting point of magnesium) for 1-6 hours under flowing argon. It has been shown that reaction times as short as 30 minutes at 650°C is enough to produce porous silicon however the yield was not reported in that study 41. Reaction times between 1 and 10 hours are most common and it has been shown that the reaction reaches completion within 2 hours and does not increase with longer reaction times 42. The temperatures used for the MgTR are far below the melting point of silicon (1414°C) so a porous structure can form without collapsing. At 650°C, the solid, liquid and vapour forms of magnesium are present, and each of these phases will react with silica. Magnesium begins to form a significant vapour pressure at 400°C, with a vapour
pressure of 1 Pa at 428°C. Due to its volatility, when silica and magnesium are placed in a sealed reactor without being in contact with each other, the magnesium vapour, is able to migrate towards the silica and chemically reduce it, forming MgO and porous Si\textsuperscript{43}. After the heating stage, the mixture is allowed to cool naturally, then removed from the furnace and etched in 1M HCl in order to remove the MgO by-product and unreacted Mg by dissolution. What remains is a powder, which is separated by filtration and dried. This powder contains silicon and silica, and separating the two requires the use of HF to dissolve the latter. This step is the most hazardous and unsustainable part of the whole process and elucidates the need to achieve high yields of silicon especially in the context of process economics and scalability. Increasing the ratio of Mg to SiO\textsubscript{2} used favours a parasitic side reaction which generates the undesired by-product magnesium silicide (Mg\textsubscript{2}Si)\textsuperscript{44}, however this can be converted into silicon through an additional oxidation step. A silicide oxidation route takes advantage of this reaction route, producing Mg\textsubscript{2}Si at 500°C then oxidising at 600°C to produce mesoporous silicon with a yield of 90\%\textsuperscript{39}. This method is not economical as the amount of Mg required is in large excess. The impact of Mg on the cost of production will be discussed further in Chapter 6.

2.3.2. Thermal control

Although silicon does not completely melt at the low temperatures of the MgTR reaction, sintering still occurs due to its exothermic nature\textsuperscript{45}. This is undesirable as sintering also leads to pore collapse in the silicon product. Thermal control needs to be implemented in this process, in order to produce silicon with favourable pore properties and limit the amount of sintering which occurs during the reaction. To do this, the effects of certain basic parameters such as furnace temperature and ramp rate on the pore properties and yield of the silicon product need to be understood.

As the maximum furnace temperature used for the reduction increases, sintering is promoted, resulting in larger average pore diameters, loss of pore volume and a decrease in the specific surface area (SSA). This was shown in a study where bio-inspired silica was mixed with a stoichiometric amount of Mg and reduced at temperatures between 550 and 850°C \textsuperscript{42}. The reduction carried out at 550°C resulted in a product with an average pore diameter of 4 nm and a SSA of 402 m\textsuperscript{2} g\textsuperscript{-1}, however
when carried out at 850°C, the product had an average pore diameter of 34 nm, and a SSA of 110 m² g⁻¹. It was shown that in contrast to the pore properties, the yield of silicon is favoured at higher temperatures, whereby at 550°C the wt% yield of silicon by weight, measured by oxidation methods, was 29 wt%, increasing to 87 wt% for a reduction carried out at 850°C. At temperatures between 750 and 950°C, higher temperatures have been shown to decrease the formation of Mg₂Si ⁴⁶. This intermediate product reacts with SiO₂ to form Si and MgO, and the kinetics of this reaction is favoured at higher temperatures, hence, improving the yield of Si. From an economic perspective an improvement in the yield is beneficial however such high temperatures make this process highly unsustainable, so in selecting the correct temperature, one aspect (economics or environmental impact) will be favoured at the cost of the other.

With regards to the rate of increase in furnace temperature, higher ramp rates add large amounts of heat to an already hot reaction mixture. This leads to excessive heat build-up which can melt the silicon and encapsulate the MgO by-product, making it difficult to be removed from the acid etching step. In one study, it was reported that when a ramp rate of 5°C/min was used, the resulting mesoporous silicon had a SSA of 240 m² g⁻¹ whereas when the rate was increased to 40°C/min, macroporous silicon was produced with a SSA of 54 m² g⁻¹ ³⁶. In short, to limit sintering of the porous silicon product, it is important to avoid excess heat build-up in the mixture, so lower furnace temperatures and ramp rates should be used for the MgTR reaction. If a higher yield is desired then the furnace temperature should be increased at low ramp rates.

In addition to controlling the basic parameters, the protocol for the MgTR process can be modified to add another layer of thermal control. Various methods for dampening the large amount of heat released by the reduction have been successfully employed to produce porous silicon with improved structure and pore properties. Salts can be used as heat sinks which absorb excess heat either as sensible heat or latent heat (melting), thereby limiting sintering. It was first demonstrated by Luo et al. that when NaCl was added to a reduction mixture the resulting silicon had inherited the morphology of the feedstock silica with superior pore properties ⁴⁷. A mixture with NaCl produced silicon with a SSA of 295.5 m² g⁻¹ at 650°C with a dwell time of 2.5 hours whereas a mixture without NaCl under the
same conditions produced non-porous silicon with a SSA of 5 m² g⁻¹. In a systematic study of various heat sink salts, it was shown that salts with higher heat capacities serve as better thermal moderators for the purpose of producing porous silicon⁴⁸. In this study, when silica was reduced in the presence of calcium chloride at 650°C, the SSA of the silicon produced was highest (465 m² g⁻¹) compared to when other salts were used. Through Scherrer analysis it was found that the crystallite size of this silicon sample was the smallest (9.4 nm), indicating that the available heat for crystal growth was the lowest. The particle size of the magnesium powder was shown to have an effect on the thermal characteristics of the reduction reaction⁴⁹. When larger particles of magnesium were used, the rate of reaction proceeded at a slower rate, hence the exothermic release of heat from the reaction is limited. Silicon formed from reduction by larger magnesium particles (4 mm) had pore diameters centred around 10 nm, with a SSA of 228.3 m² g⁻¹ and when smaller particles (4 μm) were used, the silicon consisted of macropores centred around 80 nm, with a SSA of 56.8 m² g⁻¹. Thermal moderation can also be achieved by varying the temperature of the furnace during reduction. Martell et al. demonstrated that once activated, the MgTR reaction produces enough heat so that further reactions can continue with minimal addition of heat⁵⁰. When the reaction mixture was firstly heated to 650°C for 30 minutes then cooled to 300°C for the remainder of the duration, excessive sintering was not seen in the sample, resulting in porous silicon with a surface area of 542 m² g⁻¹.

One reported method for producing porous silicon via MgTR below 650°C requires the use of a eutectic mixture of magnesium and aluminium⁵¹. It was shown that because the eutectic mixture could melt at 450°C the reduction of SiO₂ could proceed at this temperature. As a result the spherical structure of the Stöber silica used in the study was preserved during the reduction and inherited by the silicon product proving to be an effective method of reducing silica at low temperatures. The drawback, however, is that in order to form a eutectic mixture from a physical mixture of magnesium and aluminium, both of the metals have to first be allowed to mix as a liquid, which requires heating to 660°C (the melting point of Al).

The methods that have thus been reported requires in one way or another that heat is supplied at 650°C. From scalability and sustainability point of views, being able to lower this temperature without
sacrificing yield would have positive implications to this process. A wide range of silica has been used as feedstocks in the MgTR to produce porous silicon with no systematic study. In order to minimise the cost of production, the cheapest, most abundant feedstock should be used, however choosing a cheaper feedstock over a more costly one should not involve a compromise to the quality or yield of the silicon. It is clear that a quantitative comparison of various types of silica is needed in order to determine how different properties affect the MgTR reaction and change the silicon product. From this, the most desirable properties, and therefore the type of silica possessing these properties can be identified.

2.3.3. Techno-economic analysis of the MgTR

An economic analysis of the MgTR process is not available in the literature. It would, however, be crucial in determining the scalability using experimental results. In the interest of transferring research output to the industrial setting, the overarching objective of this project is to study the key parameters which govern the MgTR process by use the results to make technical improvements in favour of economic feasibility. This study is common in a design process, whereby an economic analysis is carried out on chosen designs to create a basis for optimisation.52

In terms of functional material produced, both quality and quantity matter – assuming a fixed yield of silicon, large amounts (quantity) of non-porous (quality) silicon will not be equal to the same amount of porous silicon. Since the application of this silicon is in energy storage it would be meaningful to calculate the cost of manufacture in terms of $/kg of silicon. From this, the cost of energy stored, in terms of $/mAh can be calculated by taking into consideration the amount of energy each kg of silicon can store, kg/mAh. The MgTR modelled as a scaled-up process will have to be evaluated based on the cost of making silicon and this will have to be compared with its current market value.53

Although the literature specifically on the economics and scale-up of the MgTR process is lacking, the process can be split into common processes such as, mixing, heating, cooling and drying. In this way, the MgTR process can be modelled from fundamentals as a powder handling process.54 There are existing industrial processes which are analogous to the MgTR, such as silicothermic reduction
process (Pidgeon process)\textsuperscript{55,56}. In this process, Mg is produced from magnesium oxide, using silicon as the reductant. This process was invented in the 1940s and modern variations of this process have been developed, which are the Magnetherm\textsuperscript{57} and Mintek\textsuperscript{58}. These processes are well studied, so where appropriate, data from these processes will be combined with fundamental design principles when building the model of the MgTR for the techno-economic analysis part of this project.

### 2.4. Silica types, properties and preparation

Silica is abundant in the earth’s crust, mainly in the form of crystalline silicates such as quartz, cristobalite and tridymite\textsuperscript{28}. The chemical composition and crystal structures vary, depending on the geological source of silicate. There are different requirements for processing quartz to make suitable for different applications, with the overall aim of separating out impurities. The raw material is washed with water, crushed, then friction washed to remove any strongly adhering impurities. The quartz is then screened/sized, then treated with various acids depending on the grade required to remove any impurities incorporated into its crystal structure. Further purification can be achieved by treating the quartz with Cl\textsubscript{2} at high temperatures (1200°C). This process is called hot chlorination in which mineral impurities are drawn to the surface of the quartz to form chloride salts which can then be removed. An additional step to remove any metal oxide contaminants is magnetic and electrostatic separation.

Purified quartz is then converted into various types of silica (Figure 2.9). The carbothermal reduction is carried out at high temperatures to produce metallurgical grade silicon and silicon carbide as a by-product. These products can be treated with chlorine gas to produce the volatile silicon tetrachloride, which is then burned in a hydrogen flame to produce fumed silica. These are made up primary particles between 5 and 40 nm, possessing SSAs around 300 m\textsuperscript{2}/g for the smallest particles and 50 m\textsuperscript{2}/g for the largest \textsuperscript{59}. For the semiconductor industry, the metallurgical grade silicon is purified and zone refined before going through the Czochralski process, where monocrystalline silicon boules are grown.
Figure 2.9: This schematic was constructed from information gathered from 65, 94, 95. Red arrows show the current route taken to produce porous silicon, while blue arrows show the possible silica types that can be used to produce porous silicon via MgTR.
2.4.1. Silica sol, gel

Industrially, sodium silicate ($\text{Na}_2\text{SiO}_3$), formed by reacting silica quartz with sodium carbonate ($\text{Na}_2\text{CO}_3$), is the silica source used to form colloidal silica (silica sol). A sol is a liquid containing a stable suspension of silica particles which are small (<800 nm), and do not settle over time by gravity\(^6\). Na$_2$SiO$_3$ is dissolved in water to form silicic acid (Si(OH)$_4$), which undergoes a condensation-polymerisation reaction to form silica particles. At high pH (>9), the surfaces of silica particles in a sol are charged, repelling other particles and hence aggregation is suppressed\(^6\). Particles in this environment grow individually to a stable size according to the pH of the solution. Smaller silica particles are more soluble than larger ones at high pH, so in highly basic environments newly formed silica particles dissolve and re-deposit themselves onto larger particles. This process is called Ostwald ripening, and gives rise to larger particles at high pH. If colloidal silica is formed in acidic conditions (pH <7), the silica particles are uncharged, and so aggregate during growth. Unlike particles formed in basic conditions, these particles are not dispersed or uniformly sized, since growth and aggregation happens simultaneously. This results in the formation of a gel.

The IUPAC definition of a gel is a non-fluid polymer network that is expanded throughout its whole volume by a fluid\(^6\). Two interconnected phases exist within a gel - in a silica gel the polymer network is formed of Si(OH)$_4$ monomers and the fluid is usually water, an alcohol, or a gas such as air. The method of removal of the fluid from the gel affects the final structure of the gel. When there is water or alcohol trapped within the gel network, the gel is known as a hydrogel or alcogel. Removal of the trapped solvent by evaporation leads to the collapse of pores by capillary action. This network of silica with collapsed pores is called a xerogel. The structure of the pores can be preserved if the solvent is supercritically dried, resulting in an aerogel, resulting in greater specific surface areas.

Silicon tetrachloride can be reacted with alcohols to form alkoxysilanes such as tetraethyl orthosilicate (TEOS), which is used to make silica via solution synthesis\(^6\). TEOS dissolves in ethanol and is hydrolysed by water to form Si(OH)$_4$. In the presence of a basic catalyst, such as ammonium hydroxide a condensation-polymerisation reaction occurs to form non-porous spherical particles of silica. This method of making silica is called the Stöber method and results in uniformly sized particles.
within the range of 10 nm and 800 nm\textsuperscript{62}. Their uniformity and ease of synthesis at the gram scale is the reason why Stöber particles have been widely used in the MgTR process\textsuperscript{63,64}. Using SEM, it is easy to track changes in the spherical structure under different conditions (temperature, ramp rate, dwell time). Wu \textit{et al.} have shown that the reduction of Stöber silica at 700\textdegree{}C produces p-Si capable of storing a capacity of 1100 mAh/g after 100 cycles\textsuperscript{63}. This was due to the sintering of the silicon, creating an interconnected structure that was created as a result of etching away MgO and unreacted SiO\textsubscript{2}. The SSA was not reported in this study. Wang \textit{et al.} have shown that by addition of NaCl at the reduction stage, the excess heat can be absorbed, allowing the structure of the silica to be preserved during the reduction\textsuperscript{64}. Even though this reduction was carried out at 700\textdegree{}C the p-Si formed inherited the spherical structure, rather than forming a sintered interconnected structure. The silicon possessed a SSA of 214 m\textsuperscript{2}/g and was able to store a capacity of 1500 mAh after 100 cycles.

Ordered structures of silica can be formed through a micelle templating method\textsuperscript{65}. Quarternary alkyl-ammonium surfactants form a micellar template, around which silicates can condense to form silica. By changing the length of the alkyl chain, micelles of different sizes could be formed, in this way, the pore diameters can be uniformly controlled. The surfactants can be removed by calcination. This is the basis of the formation of MCM-41, which is an ordered porous silica. The ordered structure results in a high SSA of \(\geq 1000\) m\textsuperscript{2}/g, however, through the MgTR at 650\textdegree{}C, a lot of the surface area is lost, and the silicon product only possesses a SSA of \(\sim 150\) m\textsuperscript{2}/g, as demonstrated in a study by Shivaraju \textit{et al.}\textsuperscript{66} In another study, MCM-41 was reduced at 800\textdegree{}C, achieving p-Si with a SSA of 370 m\textsuperscript{2}/g\textsuperscript{67}. It is important to note that the discrepancy could be due to the difference in reduction conditions but also that the preparation of p-Si in the work described in\textsuperscript{66} used HF, while the work in\textsuperscript{67} did not.

Stöber silica is considered non-porous, as each spherical particle does not possess pores while in contrast MCM-41 is highly porous due to the ordered, hollow structure. Using Stöber and MCM-41 as opposite extremes for comparison, it is clear that porous Si can be formed from either porous or non-porous SiO\textsubscript{2} via the MgTR.
2.4.2. Precipitated silica

Metal silicates are soluble in water and can be used to form silica particles upon the addition of acid. Initially a sol is formed, however if the final pH of the sol is low, then a gel is formed. At higher pH, due to the presence of metal ions, the surface charge of the particles are neutralised, eliminating repulsive forces and so a precipitate is formed, where the silica particles aggregate to form individual clusters throughout the sol, which can be separated by centrifugation. In the industrial setting, formation of precipitated silica tends to be on the order of hours and requires temperatures of around 60-80°C.\(^68\).

2.4.3. Bioinspired silica

A promising new method of synthesising silica draws inspiration from nature. Diatoms assimilate silica in the form of a hard exoskeleton, and through the study of the biological processes occurring within this organism, silica can be synthetically made in the lab at room temperature and neutral pH with reaction times in the order of minutes using sodium silicate.\(^69\) Silica made via this synthetic route is referred to as bioinspired silica. These “green” reaction conditions are made possible through the use of additives which catalyse and direct the formation of silica, increasing the rate of silica condensation and forming various morphologies mimicking biological organisms. The mild conditions (ambient temperature and pressure, neutral pH) required for the bioinspired synthesis allows enzymes and bacterial cells to be immobilised during the synthesis step without being denatured or destroyed, an advantage the method has over the traditional precipitated silica synthesis method. Although this method has many merits, the main caveat with the bioinspired synthesis route is the requirement of biological or synthetic additives to which a large proportion of the costs of scale up is attributed.\(^70\) Should this type of silica be chosen as a feedstock for the MgTR then large quantities would be required, and cheaper additives would need to be found.
2.4.4. Natural and waste sources of silica

While synthetic silicas are commonly used as feedstock for the MgTR, it is important to consider natural as well as waste sources because of their low cost. This would not only benefit the economics of the process but would also help maintain feedstock flexibility of the MgTR (further discussion in Chapter 6 of this thesis). It was shown that quartz sand could be reduced into p-Si, giving a stable capacity of 1500 mAh/g after 100 cycles. The quartz sand was non-porous however, the p-Si after etching in HCl and HF had a SSA of 323 m$^2$/g. Quartz has been shown to have a higher activation energy for the MgTR reaction than amorphous silicon due to its more stable crystalline structure. While the successful reduction of sand into p-Si is promising, more work is needed in order to improve the conversion of this low-cost material into p-Si. Crushed glass bottles have been reduced to p-Si at 700°C by Li et al., showing a high specific capacity of ~2500 mAh/g after 60 cycles. Rice husks have been reduced at 650°C, showing a high specific capacity of 1500 mAh/g after 300 cycles.

The use of the various forms of silica including low value, non-porous silica highlights the feedstock flexibility of the MgTR. High performance silicon can be made, capable of achieving capacities above 1000 mAh/g. With comparably lower temperature requirements the MgTR is a promising alternative to the carbothermal reduction (~650°C vs ~2000°C), however there are issues which need to be resolved in order for the process to be commercially viable. Firstly, the temperature requirement of ≥650°C still makes the process economically unfeasible (Chapter 6 of this thesis), however using a lower temperature is not straightforward as the yield decreases with temperature. Secondly, in the studies cited above, most, if not all of the work involve the use of HF to remove unreacted SiO$_2$. HF etching is highly hazardous and seriously impedes the scalability of any process. Therefore, it is important that while the temperature requirement is lowered, the yield is not hindered, so that the requirement of HF can be eliminated. To tackle these issues is the aim of the work presented in this thesis. It is also important that while improvements are being made to the process, the impact on the economics is evaluated.
2.5. Aims

The application for p-Si in lithium-ion batteries have been shown to be successful in the last two decades. To summarise, silicon forms an alloy with lithium and can achieve a maximum theoretical capacity of 3579 mAh/g when it undergoes this alloying reaction, however mechanical stresses associated the volumetric expansion of 280% causes rapid failure of the electrode. Multiple solutions have been successfully demonstrated to limit overcome this issue, and have been discussed in the literature review of this thesis:

1. Ordered silicon nanotubes grown on a substrate, improving conductivity and creating void space to allow for expansion
2. Elastic, self-healing binders capable of reversing mechanical fracture
3. Decreasing the size of Si to the nano regime, below the critical fracture size of 150 nm
4. Using amorphous Si as it expands isotropically, spreading mechanical stress over a larger area.

These solutions indicate that issues relating to the degradation of silicon anode have in principle been tackled however, other barriers still need to be removed so that the widespread use of Si in lithium-ion batteries can be realised.

Firstly, solution 1 above is difficult to implement at large scale because the fabrication of ordered nanotubes involves a surface technique, which is slow and costly. For silicon to be adopted in the market, not only does the performance need to be high, but a crucial factor that as to be accounted for is the economics. The material has to be cost-competitive, and a discussion of the techno-economics of the synthesis of Si is presented in Chapter 6 of this thesis. Solution 2 enables the use of larger (≥150 nm) silicon particles that are commercially available but fracture upon multiple charge-discharge cycles in a cell. This can be considered in future work whereby silicon with optimised morphologies can be mixed with elastic binders to help prevent mechanical fracture and further prolong lifetime. Solution 3 identifies a particle size limit below which fracture would not occur. The synthesis of silicon in bulk is a challenge, and surface techniques which are common and effective at the lab scale are not suitable for scale up. Therefore, this solution supports the need to for a bulk
process for manufacturing nano-sized silicon. Solution 4, like solution 1, and in some respects, solution 3, is also challenging to implement at large scales, due to the surface nature of their synthesis procedures.

The work in this thesis takes a process-level approach, using commercially available silicas such as Syloid and fumed silica, and therefore has large focus on the economics of the process. Stöber silica, though not commercially available in bulk, is used for proof of concept, and further investigations into the transferability of the concept uses Syloid and fumed silica.

p-Si can be made in bulk via a few existing processes however, these processes have not been developed beyond lab-scale. The primary objective driving every large-scale chemical process is economics. If the choice of silica were to be based on economics alone, as long as the quality and the value of the product remains the same, the cheaper feedstock will be chosen over a more expensive one. The quality of p-Si is based on its yield and properties, which in turn, are based on the effect of the chosen conditions on the kinetics and thermodynamics of the reaction. The MgTR, as with all solid-state reactions, is diffusion limited due to lack of mobility of SiO₂. It is well known in solid-state reactions that by decreasing reactant particle size, mass-transfer limitations can be minimised. Changing the rate of mass transfer will affect local concentrations of reactants which in turn will affect the rates of competing reactions. At present, little is known about the way in which particle size of silica affects the MgTR reaction. A wide range of silica sources of different particle sizes have been used in the MgTR process to produce Si however, a systematic study of how silica particle size affects the reaction does not exist. An understanding of the effect of particle size on the reaction would better inform researchers in the field on the selection of feedstock based on their properties, or how to change the conditions to achieve desirable properties in the product silicon. Once the silica particle size has been investigated, the next step would be to carry out an economic analysis on the MgTR so that the impact of hypothetical improvements to the process can be quantified by energy and cost savings. The aims of this thesis can therefore be summarised:
1. Determine the effect of silica particle size on the process conditions and the properties of the product.

2. Apply the understanding from Aim 1 to come up with a novel, economically efficient method for reducing commercial silica into p-Si with high electrochemical performance.

3. Assess the economics of method found in Aim 2 and compare with the baseline method and identify ways to make improvements to the process in favour of economics.

As part of the first aim, the extent to which particle size of SiO$_2$ affects the temperature requirement of the process will be determined. This will be carried out using spherical, monodisperse, non-porous silica, described in Chapter 4. The concepts found in Chapter 4 will be applied to modify the process so that commercially available silica can be converted into porous silicon at temperatures below 650°C, achieving the second aim. This study is laid out in Chapter 5, where electrochemical performance of the silicon produced is presented. The economics of the baseline, and low temperature process will be evaluated in a techno-economic analysis (TEA) of the process laid out in Chapter 6. TEA is to quantify the different operating costs of the process and to identify the most expensive steps, which will guide future research. In the final section of this thesis, “Conclusion and outlook”, suggestion will be made on ways to further improve the economics of the process, beyond what is described in this thesis.
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3. Materials and methods

3.1. Synthesis

3.1.1. Stöber synthesis

Silica nanospheres of various sizes were made via the Stöber method\(^1\). Ethanol (Absolute, VWR) and TEOS (Sigma-Aldrich, ≥99.0%) were added to volumetric flask and mixed with a Teflon coated magnetic stirring bar. After 10 minutes of mixing, de-ionised water was added, and following 10 more minutes of mixing, ammonium hydroxide solution (VWR, 29%) was added dropwise to the solution. The amounts of ethanol and ammonium hydroxide were varied to achieve the desired concentration of ammonium hydroxide. The solution was stirred for a further 24 hours at 20°C, followed by centrifugation at 5000 rpm for 15 minutes to separate the particles from the solution. The particles were rinsed with deionised water (to remove excess ethanol, ammonium hydroxide and TEOS, then centrifuged once more at 5000 rpm for 15 minutes, before being dried overnight at 80°C. Smaller particles (≤20 nm) were separated using a dialysis membrane with a 14 kDA molecular weight cut-off, immersed in a de-ionised water bath. The conductivity (inverse resistance) of the water bath was measured at 4-hourly intervals using a multimeter on 2 MΩ resistance setting, and when two consecutive readings were the same, the water in the bath was removed and replenished with fresh de-ionised water to introduce a new diffusion gradient. This was repeated several times until the conductivity was unchanging, then the particles within the dialysis membrane were separated by drying on an evaporating dish.

3.1.2. Bio-inspired silica synthesis

31.82 g of sodium metasilicate (Sigma Aldrich) was dissolved in 4650 mL of de-ionised water at 25°C in a 5L agitated Radley Reactor. 5.81 g of pentaethylene hexamine (PEHA) (Sigma Aldrich) was then added to the reactor and allowed to dissolve completely. At this point, the pH was recorded, and then continuously monitored. 350 mL of 1M HCl (Sigma Aldrich) was added to the reactor, then additional HCl was added using a micropipette to bring the solution down to pH 7±0.05 within 5 minutes. The
silica precipitate was then promptly filtered using a cellulose filter paper. The filter cake was rinsed multiple times with de-ionised water, then collected and dried in a drying oven at 80°C. The dried silica was crushed into a powder using a mortar and pestle then calcined in a furnace at 500°C for 5 hours to remove the PEHA.

3.1.3. Magnesiothermic reduction

The general procedure for carrying out the magnesiothermic reduction is described in this section. Modifications made to the procedure are further described in relevant sections of this thesis. Silica powders were ground with magnesium powder in an agate mortar and pestle at various weight ratios then placed in a stainless steel or alumina crucible and covered with a loose lid (Figure 3.1). The crucible was placed in a tube furnace at room temperature, then the furnace was hermetically sealed. Argon gas flowing through the tube furnace was set to a flow rate of 125 mL/min throughout the time the sample remained in the furnace. The furnace was held at room temperature before heating to purge oxygen from within the furnace. Typically, 0.5 g of Mg (Alfa Aesar, 99.8%) would be ground with 0.5 g of silica powder. This mixture has a molar excess of magnesium (2.5:1 mole ratio). The basic heat treatment programme included ramping the furnace temperature at a rate of 1°C/min to 650°C, then dwelling at this temperature for 6 hours. The furnace and its contents were allowed to cool naturally to room temperature, still under flowing argon. Once the crucible was removed from the furnace, the reaction mixture was then added to 1M aqueous HCl and stirred with a magnetic stirrer at 200 rpm, at room temperature for 24 hours to dissolve Mg, Mg$_2$Si and MgO. Following this, the solution was filtered using cellulose filter paper and a Büchner flask under an active vacuum to separate the undissolved solids – a mixture of Si and unreacted SiO$_2$. The wet cake was dried in a drying oven at 80°C, then stored in a vacuum oven at 120°C.
3.2. Analytical techniques

3.2.1. Scanning electron microscopy (SEM)

3.2.1.1. Theory

Scanning electron microscopy (SEM) is used to gain information about the physical structure of a material. SEM can achieve magnifications up to 100,000x, and provide a 3D topographical image of a sample due to its depth of focus. In an electron microscope, electrons are accelerated by an electron gun at a target sample at accelerating voltages between 5-50 keV. The electron beam is focused by passing through magnetic condenser lenses, before colliding with the sample. Upon collision, the electrons are scattered by the sample elastically or inelastically. In inelastic scattering, the sample absorbs most of the energy from the incident electron and emits a secondary electron, along with radiation. In elastic scattering, electrons retain most of its incident energy and its scattered trajectory is different from its initial trajectory, becoming back scattered electrons. The secondary and back-scattered electrons then hit a detector which consists of semiconductors. These semiconductors generate currents when excited by electrons, which are then converted into an image. The electron beams typically have a penetration depth of 1 μm, so this technique relies on the reflection of electrons from the surface, therefore information only of the surface of a sample can be obtained. This is in contrast to transmission electron microscopy, where electrons are transmitted through a sample, and
Deeper morphological information can be obtained. Length scales around 20 nm can be distinguished using SEM. Figure 3.2 shows the working principle of a scanning electron microscope.

![Diagram of a scanning electron microscope](image2.png)

**Figure 3.2:** Diagrammatic representation of the working principle of a scanning electron microscope. Image source: 2.

### 3.2.1.2. Procedure

Dry powder samples are dispersed in absolute ethanol and sonicated for 10 minutes before being drop casted onto carbon coated aluminium stickers. Samples were coated in gold using a sputter coater. Scanning electron microscopy (SEM) images were taken at different magnifications using a FEI Inspect F scanning electron microscope with an accelerating voltage of 5 keV. Image J software was used for image analysis. SEM images of silica and reduced silica will be taken to determine its morphological structure, particle size, and degree of sintering. This will be particularly useful for Chapters 4 and 5 where the effect of particle size of silica on the conditions of the reduction reaction is investigated.
3.2.2. Transmission electron microscopy (TEM)

3.2.2.1. Theory
In transmission electron microscopy (TEM) an image is created by electrons which transmit through a sample, as oppose to reflecting off a sample. Similarly to SEM, a beam of electrons is focussed onto a target sample and scattered by the sample. Electrons which transmit through the sample are magnified through projector lenses and focussed onto a fluorescent screen. When electrons hit the fluorescent screen, light is generated creating an image of the sample. TEM provides morphological information about the sample bulk as opposed to just the surface. TEM can be used to resolve length scales smaller than the limits of SEM due to the higher accelerating voltage of the electrons. TEM is used to image particles too small to be resolved by SEM (≤20 nm), and to confirm the presence of internal porosity in reduced Stöber silicas in Chapter 4 and 5.

3.2.2.2. Procedure
Samples were dispersed in ethanol by ultrasonication then drop-casted onto 400 mesh copper TEM grids coated with lacey carbon films (Agar Scientific). TEM images were analysed using Image J software. All TEM images presented in this work were collected by Dr. Colm O'Regan using a Jeol R005 80-300kV transmission electron microscope.
3.2.3. Powder X-ray diffraction (XRD)

3.2.3.1. Theory

X-rays are a type of electromagnetic radiation with wavelengths on the order of 1-10 angstroms. X-rays are therefore able to interact with matter at the atomic scale, providing useful information on crystal structures and arrangements. When electrons are rapidly decelerated by a magnetic field or by collision with a metal electrode, X-rays of varying wavelengths and intensities are produced. The wavelength of each photon of X-ray depends on the energy lost by the electron during deceleration to produce it. Since electrons can lose energy in either a single collision or multiple collisions, the X-rays produced form a continuous spectrum between short and long wavelengths. If the accelerating voltage exceeds a certain cut-off voltage whereby the electrons collide with the target material with enough energy to eject its K-shell electrons, a vacancy is created in the K-shell. An electron jumps from an outer shell to fill the vacancy in the inner K-shell, producing high intensity X-rays with characteristic wavelengths corresponding to the energy released from this jump. These characteristic wavelengths are specific to the target material. It is far more likely that an electron from an L-shell will jump to fill the K-shell vacancy, and the X-rays released from this jump are called the K\(\alpha\) radiation. A less probable event can occur where an outer M-shell electron will jump to the K-shell, and the produced X-rays with this characteristic wavelength are called K\(\beta\) radiation. As a result, the intensity of K\(\alpha\) radiation is around 10 times higher than K\(\beta\) radiation. The K\(\alpha\) peak is made up of doublet peaks, with the K\(\alpha 1\) peak having an intensity twice that of the K\(\alpha 2\) peak. The weighted average of the peaks is used since the wavelengths of the two are very close. For the purpose of X-ray diffraction, a monochromatic beam of X-rays is required, and the K\(\alpha\) peak is used since it is the most intense. A filter is used to absorb K\(\beta\) radiation, so majority of the X-rays produced have wavelengths corresponding to K\(\alpha\) radiation, with very small amounts of K\(\beta\) radiation. The resulting filtered beam of X-rays are then collimated and directed at a sample for X-ray diffraction.

An X-ray diffraction laboratory setup consists of an evacuated tube to which a large negative potential (~30kV) is applied, with respect to the anode. Electrons are accelerated from the cathode to the
anode. From equation [1], the higher the atomic number (Z), and the voltage (V), the greater the intensity of X-rays produced:

\[ I = A i Z V^n \]  
Equation 1

\( I \) is the total intensity of the X-rays produced, \( A \) is a proportionality constant, and \( i \) is the tube current. Hence, atomic number and voltage provides two of the criteria for choice of metal to use as an anode target in diffraction work.

X-rays are scattered when they collide with atoms in their path of propagation. When multiple rays propagating parallel to each other collide with a plane regularly spaced atoms in a crystal, the diffracted rays can interfere destructively or constructively depending on whether their relative phase. If they are in phase, or out of phase by whole integers of their wavelengths, they interfere constructively, and their amplitudes add. The criteria for constructive interference to occur is dependent on the spacing between the atoms in the crystal (d), the angle at which the rays collide with the plane atoms (\( \theta \)), and the wavelength of the X-rays (\( \lambda \)), as given by the Bragg equation:

\[ n \lambda = 2dsin(\theta) \]

\( n \) is an integer which is referred to as the order of reflection of the planes and gives the limitation that constructive interference can only occur between rays with path lengths differing by whole wavelengths. This is demonstrated in Figure 3.3, whereby the diffracted beams 1’ and 2’ are in phase due to the spacing between atoms P and Q being a whole wavelength apart.
Figure 3.3: Schematic showing constructive interference between two rays 1’ and 2’, being diffracted from crystal planes spaced whole wavelengths apart. Image source:5.

Given that crystal planes are spaced on the order of 3Å, and that \( \sin(\theta) \) has a magnitude no greater than 1, \( \lambda \) cannot be greater than 6Å, which sets another criterion for the choice of anode target for diffraction work. K\( _\alpha \) radiation cannot be greater than 6Å, or too small (<1Å), which makes diffraction angles difficult to measure. A few common transition metals, chromium, cobalt, molybdenum, and silver are therefore used in laboratory diffractometers with the most commonly used being copper, with a K\( _{\alpha 1} \) wavelength of 1.5406 Å. Using X-ray diffraction (XRD), information about a crystalline sample’s d-spacing can be obtained, which can be used to identify or confirm the presence of the material.

3.2.3.2. Procedure

The work reported in this thesis was centred upon synthesising crystalline silicon (c-Si), hence XRD was be used to confirm the presence of c-Si in heat treated and acid etched samples. This was done by matching peaks obtained from XRD to peaks from a known standard of c-Si. The specific technique used was powder X-ray diffraction (pXRD). After being dried in a vacuum oven at 80°C for at least 24 hours, samples were ground into a fine powder using an agate mortar and pestle. PXRD was performed using the Stoe Stadi P (CuIP) diffractometer. 5 diffractograms were collected for each sample within the 2θ range of 1 and 120°, each taking 6 minutes. The diffractograms were combined using the WinXPow software to produce a single, averaged diffractogram for each sample.
3.2.4. Thermal gravimetric analysis (TGA)

3.2.4.1. Theory
The weight of a sample changes when heated, due to various processes such as moisture loss, decomposition or oxidation. Thermal gravimetric analysis (TGA) is a technique used to measure this change in weight as a function of temperature and time. A sample of known mass is placed in a crucible, with a perforated lid to allow movement of vapour and gases. The change of mass of the sample is determined and recorded using a microbalance. The thermal gravimetric analyser contains a microbalance, onto which the crucible is placed. The analyser heats the sample according to a pre-programmed heating profile and records the mass at set time intervals. An inert or oxidising atmosphere can be used. The change in mass can then be used to determine various properties of the sample. If a metal powder is heated under an oxidising atmosphere, the mass of the sample will increase as it oxidises. The total mass gained at the end of the heating profile can be used to determine the purity of the original metal powder, and it is this principle that will be used for the measurement of yield in this work.

3.2.4.2. Procedure
Samples were first dried in a vacuum oven at 120°C for at least 24 hours before placing thermal gravimetric analysis. Automated TGA was performed using a Perkin Elmer TGA 4000. Manual TGA was also performed, and the results were compared with automatic TGA to confirm the validity of the manual method. The manual method is as follows. A clean crucible with a perforated lid was weighed on a microbalance. A small amount (5-10 mg) of sample to be analysed was placed in the crucible. The crucible, now filled with the sample was weighed in order to determine the mass of the sample. The crucible was then placed in a furnace which heats the sample according to a programmed heating profile. The temperature was ramped up to 1000°C at a rate of 10°C/min. The sample was held at this temperature for 16 hours to ensure complete oxidation of the elemental Si present before being cooled naturally to room temperature. The crucible was then weighed using a microbalance and the
difference in mass before and after heating was calculated. The procedure described was the same 
for automated TGA, without the need of manually recording the sample.

TGA was performed on samples which were acid etched and dried at in a vacuum oven at 120°C for 
at least 24 hours. At this point, only silicon and silicon dioxide remained. TGA was used to determine 
the amount of Si as a percentage of the total moles of Si, elemental and oxidised in the sample. This 
was the yield of the sample, and was calculated from the mass change using the following equations

\[
\text{mass of } O_2 \text{ gained (g) } = \text{oxidised mass(g) } - \text{preoxidised mass(g)}
\]

\[
\text{moles of } O_2 \text{ gained } = \frac{\text{mass of } O_2}{\text{molar mass of } O_2}
\]

Given that Si reacts with O at a 1:1 ratio, the number of moles of Si is equal to the moles of O\(_2\) gained. From this the mass of elemental Si that was present in the sample before oxidation was calculated by:

\[
\text{mass of } Si = \text{moles of } Si \times \text{molar mass of } Si
\]

The mass of SiO\(_2\) was then found by subtracting the mass of Si originally in the sample by the pre-
oxidised mass. Dividing by the molar mass of SiO\(_2\) gave the number of moles of SiO\(_2\) in the pre-
oxidised sample. Finally, the yield was calculated by:

\[
\text{yield (mol%) } = \frac{\text{moles of } Si \times 100}{\text{moles of } Si + \text{moles of } SiO_2}
\]
3.2.5. Surface area and pore analysis

3.2.5.1. Theory

Surface area and pore size of a material is important as it relates to the material’s performance in an application. The surface area of a material can be measured in a laboratory using the gas physisorption phenomenon. Gases can interact with a solid surface by adsorbing onto it through a condensation process. The amount of gas that is adsorbed onto a surface is a function of the pressure of the non-adsorbed (adsorbent) gas above the surface, and the exposed area of the surface. If the amount of gas adsorbed is known, through accurate and sensitive pressure measurements, along with the cross-sectional area of each gas molecule, then the surface area can be calculated. This is the basis of vacuum volumetric measurements\(^6\). The major assumption here is that when gases adsorb onto a solid surface, the surface will be covered with only a monolayer of gas. In reality, multilayer adsorption will occur before completion of the first monolayer and therefore there is no pressure or pressure range whereby only a single complete monolayer exists.

High energy (adsorption potential) sites on a solid surface will exist in many materials, such as within micropores (<2 nm) and adsorption will preferentially occur at these sites. As the inner walls of mesopores achieve monolayer coverage, the empty, unfilled space in the pore is now narrower, and becomes a high energy site, so adsorbents will also preferentially adsorb at these sites over open, flat sites. This behaviour of gases adsorbing onto solid surfaces gives rise to common isotherms which are defined by IUPAC\(^7\) and shown in Figure 3.4 below.
Figure 3.4: Characteristic adsorption isotherms assigned Types 1 – 4 by IUPAC. Image taken from:⁷.

Type 1 isotherms indicate the presence of micropores and very little external surface areas. Micropores are filled first, hence a large amount of gas can be adsorbed at very low pressures. Once the micropores have been filled, the amount of gas that can be adsorbed is asymptotic at higher pressures due to limited external surface areas.

Type 2 isotherms indicate a non-porous or macroporous material. The point at which monolayer coverage is achieved is indicated by the inflexion at point B although it is accepted that multi-layer adsorption occurs before this.

Type 3 isotherms are characteristic of non-porous materials. Pore-filling does not occur, hence no inflexion point is seen in the isotherm.
Mesoporous materials exhibit Type 4 isotherms in gas adsorption measurements. At low relative pressures, Type 4 isotherms have the same trend as type 2 isotherms whereby the completion of a monolayer is indicated by a point of inflexion. However, at higher pressures, adsorbent molecules condense within the pores due to pore narrowing from the monolayer of gas. This is indicated by a sharp increase in amount of gas adsorbed. A hysteresis is seen on the desorption branch, and this is due to the difference in the pore filling and emptying behaviour (Figure 3.5)\textsuperscript{6}.

![Diagram of mesopore filling and emptying](image)

**Figure 3.5:** Mesopore filling and emptying during adsorption (A – C) and desorption (D – F) respectively, giving rise to isotherm hysteresis. Image source: \textsuperscript{6}.

Type 5 isotherms initially follow type 3 isotherms at low pressures, indicating weak interactions between adsorbent and adsorbate, and hence, lack of a pronounced inflexion point. At higher pressures, hysteresis is seen due to the pore condensation as described in Figure 3.5.
Type 6 isotherms are seen in uniform, spherical non-porous surfaces, where steps in the isotherm indicate multi-layer adsorption.

From the isotherms, information on the surface area can be gained using the relation between the amount of gas adsorbed at different partial pressures, originally described by Brunauer, Emmett and Teller (BET). The BET equation is as follows:

\[
\frac{1}{W (\frac{P}{P_0} - 1)} = \frac{1}{W_m C} + \frac{C - 1}{W_m C} \left( \frac{P}{P_0} \right)
\]

Where \( C \) is a factor which takes into account the energy of adsorption, the vibrational frequency of the adsorbate and a condensation coefficient. \( W \) is the weight of gas adsorbed, \( W_m \) the weight of gas adsorbed in the monolayer. \( P \) is the pressure at which the measurement is being taken, and \( P_0 \) is the saturation pressure, making \( P/P_0 \) the relative pressure.

Plotting the BET equation as a straight line allows for \( C \) and \( W_m \) to be determined from the slope and intercept respectively. Information about the pore size can be determined from gas adsorption measurements and using the Barrett-Joyner-Halenda method (BJH). The BJH method for pore analysis has its roots in the Modified Kelvin Equation:

\[
\ln \left( \frac{P}{P_0} \right) = \frac{-2 \gamma V}{rRT}
\]

\( V \) represents the molar volume of the adsorbed liquid, \( \gamma \) the surface tension of the adsorbate, \( r \) the radius of the pore and \( R \) and \( T \) are the gas constant and temperatures respectively.

3.2.5.2. Procedure

Gas adsorption is carried out at the boiling point of the adsorbed gas. Nitrogen gas is accepted as the arbitrary adsorptive standard due to its small molecular cross-sectional area of 16.2 Å, which allows it to penetrate micropores, and wide availability of liquid nitrogen. Samples were in the form of a powder and are first dried in a degasser at 120°C under vacuum for a minimum of 24 hours. Gas adsorption was carried out using a Micromeritics Tristar 3000. The samples were then placed in a
sample tube which was immersed into a dewar containing liquid nitrogen. The programme was set to measure void space of the tube was measured using helium prior to adsorption measurements. Measurements were carried out between the $P/P_0$ range of 0.01 and 0.99.

### 3.2.6. Electrochemical testing

An electrochemical cell consists primarily of an anode, a cathode, electrolyte and a separator. Additionally, for a lithium-ion cell, a hermetically sealed casing is required to prevent exposure of cell contents to oxygen and moisture. Various cell architectures (cylindrical, prismatic, and pouch) are available for real world applications (Figure 3.6).

![Cylindrical, prismatic and pouch cell architectures](image)

**Figure 3.6**: Cylindrical, prismatic and pouch cell architectures are designed for different real-world applications. These cells can be combined to form battery packs with higher voltage and current capabilities. Image source.

These involve sophisticated assembly equipment and processes and require large amounts of active material (~10 – 100g) and electrolyte to achieve capacities that are suitable for their assigned application. For laboratory experiments, small amounts (~100 mg) of active material are synthesised and tested at a time, hence cylindrical, prismatic and pouch cells are not suitable for lab-scale material testing. Additionally, given that the performance of new materials synthesised in the lab can be unpredictable or fail completely, testing a large number of materials in these cell architectures is wasteful and costly. Instead, a more suitable architecture, the coin cell, is used. In this type of cell, less than 10 mg of active material is required for electrochemical testing. Coin cells are simple to assemble, and assembly can be done with a high success rate in a laboratory equipped for electrode
material research. The most common types of coin cells are 2016, and 2032, where the diameter of the cells are both 20mm, and the thicknesses of the cells are 1.6 or 3.2 mm respectively.

The components that make up a 2016 coin cell is shown in Figure 3.7. The coin cell consists of a stainless-steel (SS) casing, which, when crimped, acts as a sturdy and robust housing, preventing the movement of material in and out of the cell during electrochemical testing. For this work, copper foil was used as the current collector due to the voltage window (0.001 – 1.2V) within which materials were tested. The active material is coated on the copper foil, on the side facing the separator. Lithium foil is commonly used in laboratory cell testing, to provide an excess amount of lithium. Depending on the thickness of the electrode coating and the lithium foil, a SS spacer is used to ensure good physical contact between the electrodes and the casing.

![Figure 3.7: Schematic of a lithium-ion coin cell assembly.](image)

### 3.2.6.1. Procedure

The electrode material synthesised in this work was in powder form. In order to make good contact with a current collector (copper foil), a water-based slurry was prepared, consisting of a binder and conductive carbon. To prepare the slurry, 0.05 g of CMC was first added to 2 mL of water in a PTFE container, then mixed in a Thinky ARE-250 mixer for 30 minutes to create a viscous, homogeneous mixture. Then, 0.05 g of C65 carbon was added to the mixture and mixed for a further 10 minutes. Finally, 0.15 g of synthesised silicon was added and mixed for a further 10 minutes. The slurry was
drop-casted onto a 10 μm thick copper foil using a doctor blade set to 300 μm. The coated foil was left to dry for 30 minutes under ambient conditions, then stored in a vacuum oven at 80°C overnight. 10 mm diameter electrodes were punched from the coated foil and each was weighed using a microbalance. The electrodes were then assembled into a coin cell in a glovebox as depicted in Figure 3.7 above, using a cell crimper. The separator used was Whatman GF/A glass fibre. The SS spacers were 5 mm thick, and the lithium foil was 9 mm in diameter and 38 μm thick. Cells were put through an open circuit ‘rest’ step for 8 hours before constant current cycling. Galvanostatic cycling was performed on the cells between 0.01 and 1.2 V vs. Li at a C-rate of 0.1C for 100 charge and discharge cycles. The capacity was calculated based on the weight of active material, which was then used to set the current to match a C-rate of 0.1C.
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4.2. Graphical Abstract

We show the first evidence of reduction of silica occurring at temperatures as low as 380°C to produce porous silicon without sacrificing the porosity and yield, thus paving the way for sustainable manufacturing.

4.3. Abstract

The magnesiothermic reduction (MgTR) of silica has been recently shown to produce porous silicon which can be used in applications such as photocatalysis and energy storage. MgTR typically requires $\geq 650^\circ C$ to achieve meaningful conversions. However high temperatures are detrimental to the highly desired porosity of silicon, while also raising doubts over the sustainability of the process. In this work we show for the first time that the onset temperature of the MgTR is dependent on particle size of the feedstock silica. Using both in-house synthesised and commercial silica, we have shown that only particles $\leq 20$ nm are able to trigger the reaction at temperature as low as 380°C, well below a cut-off temperature of 500°C, producing porous, crystalline silicon. The decrease in temperature requirement from $\geq 650^\circ C$ to 380°C achieved with little modification to the overall process, without any additional
downstream processing, represents significant implications for sustainable and economical manufacturing of porous silicon.
Porous silicon is a material which is heavily studied due to its structural and electronic properties, which lends itself well to applications such as photocatalytic water splitting, photoluminescence, and energy storage. However, for this material to become commercially accessible, a method of sustainably producing high quality silicon on a large scale is needed. It has recently been shown that the magnesiothermic reduction (MgTR) as a bulk method of producing porous silicon has a great potential for scaling up, especially when compared to the carbothermal and electrochemical etching methods. The MgTR is a reaction in which powdered Mg, the reducing agent, is mixed with powdered silica and heated in a furnace under argon atmosphere. The reaction mixture is typically heated to 650°C, and proceeds as shown in Equation 1:

$$2Mg(s) + SiO_2(s) \rightarrow 2MgO(s) + Si(s), \quad \Delta H = -291.62 \text{ kJ mol}^{-1}$$

The mixture, once removed from the furnace, is then immersed in HCl to remove any magnesium species. It was shown that higher reduction temperatures (≥650°C) favour reaction completion, however higher temperatures are detrimental for the desired porosity caused by sintering of nanocrystals. Below 650°C, the yield begins to drop, until a cut-off temperature of 500°C is reached, below which the reaction cannot proceed. Eutectic mixtures containing magnesium and Al have been shown to trigger the MgTR as low as 450°C to produce a yield of silicon of 64 mol%. The drawback is that to form the eutectic, the metals have to be heated to 660°C initially, which is the melting point of aluminium. Alternatively, a two-step reduction method has been demonstrated whereby the MgTR can progress at 300°C, however this method requires the reactants to be heated initially to 650°C to trigger the reaction.

In addition to the need for carrying out MgTR at lower temperatures to maintain porosity, from scalability and sustainability perspectives, being able to lower the temperature requirement without sacrificing the porosity and most importantly, yield, would have positive implications to this process. Herein, for the first time, we demonstrate a method of achieving the MgTR reaction at low temperatures (<450°C) without the use of eutectics or prior need of heating to 650°C, to produce
porous silicon with yields comparable to silicon made at temperatures above 650°C. Through a systematic study, we demonstrate the importance and the effects of particle size of the silica feedstock on MgTR temperature.

It is well known that nanoparticles exhibit enhanced reactivity compared to their bulk counterparts due to an increase in surface energy from their high surface to volume ratio. It is thus possible to exploit this nanoscale effect by using silica nanoparticles in order to activate the MgTR reaction at low temperatures. However, the effects of silica particle sizes on MgTR have not been investigated yet. In this study, silica nanoparticles of sizes 500, 75, and 20 nm were synthesised using the Stöber method (see S.I.). These samples, referred to as S500, S75 and S20 respectively, were characterised using electron microscopy and N\textsubscript{2} adsorption (Figure 1 and Table S1). As expected, the particles showed well-defined spherical morphology with a tight particle size distribution and they did not possess any internal porosity.

![Figure 1: Electron microscopy images of A) S500, B) S75 and C) S20. Scale bars of A, B and C are 2 µm, 500 nm and 20 nm respectively.](image)

The samples of silica were mixed with magnesium and reduced in a furnace at a range of temperatures between 450 and 750°C. The reduction products were then washed with acid to remove Mg-containing species before characterising with SEM to study the morphology and XRD to detect the presence of crystalline silicon. When 500 nm silica (S500) were used, the absence of diffraction peaks for MgTR performed at 450°C indicated that no crystalline product was formed at this temperature, consistent with the literature (Figure 2A). MgTR temperature ≥550°C was required to produce crystalline silicon as evident from peaks at 28, 47, 56, 68 and 76°, corresponding to 111, 220,
311, 400 and 331 crystal planes of Si, which matched the polycrystalline silicon standard. There were no peaks that correspond to MgO or unreacted Mg in any of the samples, thus confirming the effectiveness of the post-reaction acid washing.

Figure 2: Diffraction patterns of products obtained from reducing S500 at different temperatures, along with a polycrystalline silicon standard (Si, NIST Standard 640d). SEM images of 500 nm silica particles reduced at B) 450°C, C) 550°C D) 650°C, and E) 750°C after washing in HCl are shown. Scale bars for SEM images are 1 μm.

The SEM images of S500 upon MgTR at 450°C showed a lack of any changes in the morphology, confirming that the particles have not undergone reduction. For temperatures of 550°C, specks on the surface of the silica particles can be observed in the SEM images (Figure 2B-D), which are consistent with the formation of silicon crystals reported in the literature.\textsuperscript{10} At 650°C and 750°C the spherical morphology was less obvious due to breakage of silica particles from extensive reduction.
and from the sintering of the newly formed crystalline silicon nanoparticles, again consistent with the literature.\textsuperscript{10} These silicon samples were porous in nature, e.g. S500 reduced at 650°C were mesoporous with some microporosity and had a specific surface area of 179 m\textsuperscript{2}/g (see Figure S2 and Table 2). MgTR using 75 nm silica particles (S75) followed a similar trend, where crystalline silicon was produced at all reduction temperatures except 450°C as shown in Figure S1.

In contrast to S500 and S75, when the 20 nm silica particles (S20) were used as the silica precursor for MgTR, crystalline silicon was produced at 450°C as verified by characteristic sharp peaks in the XRD shown in Figure 3A. The silicon produced had specific surface area of 184 m\textsuperscript{2}/g, similar to the silicon obtained from reducing S500 at 650°C. The formation of crystalline silica was further confirmed by TEM analysis shown in Figure 3B. The Lattice planes are shown by arrows in Figure 3B to highlight the crystallites. In order to determine whether the larger silica samples had produced amorphous Si, we quantified the yields by oxidising the MgTR products and any associated change in weight was measured using thermal gravimetric analysis (TGA). This method allows for quantification of both crystalline and amorphous silicon present in the bulk sample and hence it is preferred over surface analysis using techniques such as XPS.\textsuperscript{10}
Figure 3: (A) Diffractograms of the reduction products of 20 nm silica particles. (B) TEM image of MgTR products obtained from S20 at 450°C (scale bar is 10 nm). Arrows indicate the crystallites formed.

When the MgTR was carried out at temperatures ≥550°C, the yields of silicon obtained from different particle sizes were similar irrespective of silica particle size (differences are within the measurement errors, see Figure 4A). However, prominent differences were seen at 450°C and below. 20 nm particles gave a yield of silicon of around 35 and 40 mol% for MgTR temperatures of 400°C and 450°C, while at the same MgTR temperatures (<550°C), S500 and S75 did not produce any detectable silicon. These results are in strong agreement with the results from XRD, where only 20 nm particles produced crystalline silicon at such low temperatures. Further lowering the MgTR temperature to 395°C resulted in no detectable amount of silicon for any of the silica particles used (data not shown). This is the first evidence of MgTR of silica occurring at temperatures as low as
400°C. These results also show for the first time that for MgTR reaction to occur at low temperatures, there is a particle size threshold: only the particles below this threshold will be able to initiate the MgTR reaction at sub-450°C temperatures.

![Figure 4](image-url)  
**Figure 4:** (A) The change in yield with MgTR temperature for different silica particle sizes. (B) Yields as a function of MgTR temperature for 7 nm silica. (C) Temperature brackets for the onset of MgTR with respect to the silica particle sizes.

This particle size threshold for lowering the activation temperature of MgTR is of particular interest. It is likely that using even smaller particles can lower the onset of MgTR further. In order to explore this possibility, 7 nm diameter fumed silica (purchased from Sigma, referred to as F7) was used to probe MgTR at low temperatures. F7 was able to produce silicon at 450°C with a specific surface area of...
177 m²/g (again similar to that found for S500 at 650°C). Interestingly, F7 produced silicon at temperatures as low as 380°C (Figure 4B) as confirmed with XRD (Figure S3). It is also worth noting that using this commercial silica further demonstrates that the activation of MgTR at lower temperatures exploiting the nanoscale effects is not limited to one type or source of silica particles. When MgTR was performed at 375°C, silicon formation was not detected (data not shown). It was also observed that the yield of silicon from F7 at its onset temperature of 380°C (~60 mol%) was far higher than the yield recorded from S20 at its respective onset temperature of 400°C (35 mol%). The yield of silicon from F7 declined from 390°C as the temperature was raised to 450°C (a decrease from 65 mol% to 32 mol%). It is likely that side reactions which consume the freshly formed silicon (e.g. the formation of magnesium silicide) are favoured at different temperatures.

These results show that the temperature needed to activate the MgTR reaction is dependent on the particle size of the feedstock silica. The smaller the particles, the lower the onset temperature (Figure 4C). However, above a certain size (≥75 nm), the onset temperature did not reduce. We have therefore shown the first evidence of silica being converted to silicon via the MgTR reaction at a temperature as low as 380°C, using only magnesium as the reducing agent. It is well known that nanoparticles exhibit enhanced reactivity compared to their bulk counterparts arising. This well-known nanoscale effect is likely to reduce the activation barrier for initiating MgTR reaction, and hence the energy input required to initiate the reaction is lower. This explains our findings where only the smaller silica nanoparticles (≤20 nm) react at temperatures ≤450°C.

In conclusion, we have shown for the first time that the particle size of the feedstock silica affects the temperature requirement of MgTR reaction due to the nanoscale phenomenon. The MgTR has an onset temperature which is dependent on particle size. Stöber particles ≥75 nm have a reduction onset temperature of ≥550°C. For particles ≤20 nm, the onset temperature decreases with particle size, where 20 nm particles were able to reduce at 400°C while 7 nm particles are able to reduce at 380°C. This study shows that it is possible to produce silicon at lower temperatures with minimal compromise to yield. Further studies are required to understand and manipulate the mechanisms of this low temperature process. The findings in this paper paves the way for the development of a
sustainable and scalable MgTR reaction strategy to produce porous silicon for photocatalysis, energy storage and other applications.

4.4. Experimental methods

4.4.1. Materials and reagents

Magnesium powder (99.98%) of -325 mesh grade and ethanol (absolute) were purchased from VWR. Ammonium hydroxide solution (28%), tetraethyl orthosilicate (TEOS 99.9%) and hydrochloric acid (HCl) were purchased from Sigma-Aldrich. Fumed silica was also purchased and used as received from Sigma-Aldrich.

4.4.2. Stöber silica synthesis

Silica nanospheres of various sizes were made via the Stöber method. Ethanol (Absolute, VWR) and TEOS (Sigma-Aldrich) were added to volumetric flask and mixed with a Teflon coated magnetic stirring bar. After 10 minutes of mixing, deionised water was added, and following 10 more minutes of mixing, 28% ammonium hydroxide solution was added dropwise to the solution. The amounts of ethanol and ammonium hydroxide were varied to achieve the desired concentration of ammonium hydroxide. The solution was stirred for a further 24 hours at 20°C, followed by centrifugation at 5000 rpm for 15 minutes to separate the particles from the solution. The particles were rinsed with deionised water to remove excess ethanol, ammonium hydroxide and TEOS, then centrifuged once more at 5000 rpm for 15 minutes, before being dried overnight at 80°C. Smaller particles (≤20 nm) were separated using a dialysis membrane with a 14 kDa molecular weight cut-off, immersed in a deionised water bath. The conductivity (inverse resistance) of the water bath was measured at 4-hour intervals using a multimeter on 2 MΩ resistance setting, and when two consecutive readings were the same, the water in the bath was removed and replenished with fresh de-ionised water to introduce a new diffusion gradient. This was repeated several times until the conductivity was unchanging, then the particles within the dialysis membrane were separated by drying on an evaporating dish.
4.4.3. Silicon synthesis

The preparation of the precursors for MgTR was according to our previously reported method using magnesium powder (325 mesh, 99.8%, Alfa Aesar) and the synthesised Stöber silica nanospheres a weight ratio of 1:1, giving the stoichiometric mole ratio of 2.5:1. In every reduction, 0.5 g of magnesium and 0.5 g of silica were used. In mixed size silica precursors, the total mass of silica used in each reaction remained the same. A ramp rate of 1°C/min was used for all reductions. Samples were heated at maximum temperatures for a duration of 6 hours then cooled naturally to room temperature.

4.4.4. Analytical techniques

**Scanning electron microscopy (SEM)** images of the as synthesised and reduced Stöber particles were taken using FEI Inspect F electron microscope. Samples were prepared by dispersing dry silica powder in ethanol and drop casted onto carbon coated aluminium sheets, then gold coated using a sputter coater. **Transmission electron microscopy (TEM) imaging** was performed on a Jeol R005 80-300kV transmission electron microscope. Samples were dispersed in ethanol by ultrasonication then drop-casted onto 400 mesh copper TEM grids coated with lacey carbon films (Agar Scientific). TEM images were analysed using Image J software. **Powder X-ray diffraction (XRD)** technique was performed using the Stoe Stadi P (CuI) diffractometer, with copper Kα1 radiation of wavelength 1.5406 Å. 5 diffractograms were collected for each sample within the 2θ range of 1 and 120°, each taking 6 minutes. The diffractograms were combined to reduce background noise, then analysed using WinXPow software. **Thermal gravimetric analysis** was performed using a Perkin Elmer TGA 4000, under continuous flow of oxygen. To ensure complete oxidation of the silicon present, samples were heated from 20°C to 950°C at a rate of 40°C/min, holding at maximum temperature for 24 hours, before cooling at 40°C/min to room temperature. **Surface area and pore size measurements** were performed using a Micromeritics Tristar 3000. Samples were degassed under vacuum at 120°C for 24 hours, then their weights were recorded. Warm and cold free space measurements were taken using He before and after immersing in liquid nitrogen, respectively. Adsorption and desorption
isotherms were then collected within the range of 0.001 and 0.999 P/P₀ using N₂ as the adsorbent whilst samples were immersed in a liquid nitrogen-filled dewar. Specific surface area was deduced from the isotherms by fitting with the BET model. Pore volumes and average pore diameters were deduced using the BJH model on the desorption branch.
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7. Conclusions and outlook

7.1. Conclusions

The increase in demand for porous silicon due to the growth of the lithium-ion battery market has prompted the work presented in this thesis. The carbothermal reduction is a suitable, well-established process for producing electronic grade silicon where high-purity wafers are required. Electronic grade silicon is not suitable as an anode material for lithium-ion batteries, and therefore the huge amounts of energy required by the carbothermal process is not warranted.

The magnesiothermic reduction is the most promising replacement for the carbothermal reduction, as it operates at ~650°C and produces porous silicon as opposed to a dense ingot. This process was studied in this thesis, in particular, the economics of the process, as well as strategies to improve the process in favour of the economics.

Prior to the studies in this thesis, it was generally accepted that the onset of reduction could be seen at 450°C, giving a poor yield (<10%), and that the yield increased when higher temperatures were used. The reduction is most often carried out at a minimum of 650°C which is the melting point of Mg. At and above this temperature the reaction could proceed to give an appreciable yield. The work presented in Chapter 4 of this thesis demonstrated for the first time the dependence of reaction onset temperature on particle size of the silica. A cut-off exists at 20 nm, whereby particles smaller than this would not undergo a reduction at 450°C. 20 nm particles could be reduced by Mg at 450°C, producing a yield of 35 mol% while 7 nm fumed silica could be reduced at 380°C, producing a yield of Si of 60 mol%. The latter yield was comparable to that achieved at 650°C.

Given that the reduction has not previously been reported to proceed at such low temperatures, little is understood about the mechanisms of the reaction. A curious trend is the increase in yield when the reduction temperature was lowered from 450 to 380°C. This indicates closely competing reaction kinetics, and different reactions are favoured at different temperatures within this range. If the low
temperature reduction method were to be considered for scale-up, future work should focus on building an understanding of the kinetics and mechanisms between 380 and 450°C.

From a process economics perspective, lowering the reduction temperature, decreasing dwell time and increasing the ramp rate decreases energy costs.

7.2. Outlook

A number of changes could be made to the process parameters in favour of process economics however it is important to remember that a tension exists between the different heating steps, the yield, and the properties of the resulting silicon. From existing studies, it is possible to predict how each of the dwell time, ramp rate and reduction temperature affect the pore properties, and to a lesser extent, the yield. However, it is impossible to predict the result of changing a combination of these conditions. Therefore a ‘black box’ still exists in our understanding and to remove it would allow us to efficiently tune and optimise the reaction without performing large amounts of iterative experiments. For example, it is well known that higher ramp rates encourage sintering, due to rapid heat build-up and insufficient dissipation. This heat build-up is a result of rapid external heat input, causing the reaction to proceed at high rates, releasing even more heat due to its exothermic nature. This might mean that a lower dwell time could be used, or even a lower temperature. Investigating a combination of just 3 different ramp rates for each of 3 different temperatures and 3 different dwell times to find a trend would require a minimum of 27 reductions. This number quickly multiplies to over 100 reductions when investigating the effect of adding salts or performing repeats. Yet, even with a dataset this large, it would still be difficult to then ‘translate’ these results to other types of silica, given the wide variety of existing types.

The MgTR has been studied heavily since it was first reported in 2007, and a range of reduction conditions and silica feedstocks have been used. High yields and specific capacities have been reported in many studies however rarely were the same set of conditions and feedstocks used in multiple studies. This indicates from a materials chemistry perspective that there may not be a single type of silica which possesses a specific set of properties ideal for the MgTR to proceed and produce
high performing silicon. Rather it indicates that silica with different properties require different conditions to be converted into high performing silicon.

Throughout the temperatures considered here, the SiO$_2$ remains a solid, which means that that the reaction is mass transfer limited. Thus, feedstocks with different structural properties will undergo the reduction via different mechanisms and kinetics. Reaction kinetics are dependent on the reaction conditions, so a set of conditions which works for one type of feedstock may not for another. Being able to map the different kinetics and mechanisms to feedstock properties is the first step in determining the optimum conditions for any given silica type.

The choice of feedstock depends on its price and availability, both of which are affected by geopolitical factors. It follows that, economically, there may not be an ‘ideal’ silica, since silica that is available in great abundance today may become severely affected by supply chain issues tomorrow, causing its price to soar. If the same set of product properties could be achieved with different types of silica simply by changing the reduction conditions, then the choice of silica could be made based solely on its market price. This would ensure that the MgTR remains feedstock versatile and supply chain independent.

An ideal strategy would describe the best combination of reduction conditions to exploit reaction kinetics and thermodynamics, along with the correct particle sizes to use to have better control of reactant distribution and homogeneity whilst still maintaining a low Mg:SiO$_2$ ratio.

Understanding the kinetics and mechanisms would enable a MgTR ‘toolkit’ to be built, whereby the exact conditions can be stated to convert a given silica feedstock into silicon with a set of desired properties. It may then be possible to improve the yield and product quality while decreasing energy costs or at least, have a meaningful discussion, with quantitative proof, on whether sacrificing one metric while favouring another would improve the overall economics of the process. By painting a complete picture of what is happening at every step of the reaction from a kinetic study, it will be possible to make the changes to the process for economic benefit, without the need for large amounts of experiments.
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Table S1: Concentration of NH₃ used in Stöber silica synthesis and the resulting silica particle sizes measured by TEM.

<table>
<thead>
<tr>
<th>[NH₃] (M)</th>
<th>Particle diameter (nm)</th>
<th>Internal specific surface area (m²/g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>20 ± 2</td>
<td>45</td>
</tr>
<tr>
<td>0.05</td>
<td>75 ± 8</td>
<td>9</td>
</tr>
<tr>
<td>1.13</td>
<td>500 ± 17</td>
<td>6</td>
</tr>
</tbody>
</table>

Table S2: Properties of silica and their reduction products at different temperatures are summarised.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Silicon Yield (mol%)</th>
<th>Specific surface area (m²/g)ᵃ</th>
<th>Total pore volume (cm³/g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S20</td>
<td>n/a *</td>
<td>189</td>
<td>0.79</td>
</tr>
<tr>
<td>S500</td>
<td>n/a *</td>
<td>7</td>
<td>0.01</td>
</tr>
<tr>
<td>S20 450°C</td>
<td>35</td>
<td>184</td>
<td>0.24</td>
</tr>
<tr>
<td>S20 650°C</td>
<td>56</td>
<td>92</td>
<td>0.19</td>
</tr>
<tr>
<td>S500 650°C</td>
<td>50</td>
<td>179</td>
<td>0.29</td>
</tr>
<tr>
<td>F7</td>
<td>n/a *</td>
<td>424</td>
<td>0.7</td>
</tr>
<tr>
<td>F7 380°C</td>
<td>58</td>
<td>70</td>
<td>0.16</td>
</tr>
<tr>
<td>F7 450°C</td>
<td>31</td>
<td>177</td>
<td>0.47</td>
</tr>
</tbody>
</table>

ᵃ This is total surface area (internal and external).
* This is the feedstock silica samples which has not undergone reduction and hence a yield of silicon is not applicable.
Table S3: Crystal planes identified in Figure S4 and associated d-spacings, 2θ angles and miller indices.

<table>
<thead>
<tr>
<th>d-spacing (nm)</th>
<th>2θ (degrees)</th>
<th>Miller Indices</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.32</td>
<td>28</td>
<td>(111)</td>
</tr>
<tr>
<td>0.20</td>
<td>48</td>
<td>(220)</td>
</tr>
<tr>
<td>0.17</td>
<td>56</td>
<td>(311)</td>
</tr>
<tr>
<td>0.14</td>
<td>76</td>
<td>(331)</td>
</tr>
</tbody>
</table>
Figure S1: (A) XRD and (B-E) SEM images of 75 nm particles (S75) reduced at different temperatures. Scale bars of SEM images are 500 nm. All data was collected on samples after HCl etching.
Figure S2: The isotherms for pristine and reduced A) S20 particles* and B) S500 particles are given. C) The BJH desorption pore sizes are shown for C) S20 and D) S500 samples, both reduced and unreduced samples. *While S20 does not have any internal surface area, the data in parts (A) and (C) include external surface area.
Figure S3: A) Gas adsorption isotherm and B) pore size distribution of 75 nm particles (S75) reduced at 650°C.

Figure S4: FFT analysis of the TEM image shown in Figure 3B. d-spacings for all identified crystal planes are shown on the image and associated parameters are listed in Table S3.
Figure S5: XRD of the reduction of F7 at 380°C after washing in HCl.
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