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“There’s an important lesson here:  

The more of a fool people take you for 

The more you’ll learn of their true nature.” 

- NieR: Automata 
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Abstract 

Porphyrin is an essential compound used in nature: processes like photosynthesis and 

oxygen fixation on blood are assisted by porphyrins. Scientists (chemists, physicists, engineers, 

and others) are also exploiting porphyrins for artificial photosynthesis and energy generation, 

pigments and catalysts, given their success in nature. Among the most studied porphyrins is 

the octaethylporphyrin class (commonly used as a benchmark compound for study), containing 

eight ethyl radicals attached to the main ring. Those molecules are reported to have a fast 

internal conversion from the first excited singlet state to the second singlet and subsequentially 

a cascade decay passing through the triplet state and eventual return to the ground state. 

Artificial porphyrins sent by Prof Bruecker, University of Connecticut, could share vital 

information about tuning the photophysical properties of porphyrins. We studied these 

molecules using ultrafast time-resolved spectroscopy and mapped the energy decay within the 

set, finding a significant decrease in lifetime (146 microseconds for H2OEP to 22 microseconds 

for 2,13-dioxoisobacteriochlorin) for internal conversion and intersystem crossing going from 

H2OEP to Isobacteriochlorins. Dr Cardozo from UFRJ supported the finding with 

computational calculations, establishing a relationship between carbonyl deformations and 

spin-orbit coupling. 

 The world worries about disease spread are in the spotlight once again. This body of 

work investigates a practical and low-cost way to sterilize medical tools is thus investigated in 

this body of work. Metal oxides are well known and explored by their antibacterial properties 

by triggering a chain reaction upon light exposition. We investigated these films' photophysical 

and chemical properties alongside their antibacterial efficiency. The samples were provided by 

Dr Sami Rtimi (EPFL), who synthesised metal oxide films and double metal oxide films. We 

use several methods of characterisation to map electronic and structural properties. XPS results 

elucidate the atomic composition and bonding between the atoms in the films, quantifying the 

composition, whereas AFM shows the samples’ surface area and thickness. In both sets of 

samples, it became clear that the mix of oxides (Copper-Iron and Copper-Titanium) is more 

effective in killing bacteria, as shown by experiments provided by Dr Rtimi. Transient 

absorption data show a decrease in overall lifetime when comparing the pure oxides with the 

mixed ones. We also show that the metal in the mixed oxides is relevant and interferes with 

how the decaying pathway occurs. The titanium-copper sample has different TA spectra 

depending on the film composition: the signal is mostly copper in the 20% Titanium and 80% 
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copper. When the amount of titanium increases, 60% titanium and 40% copper, the spectra 

show both copper and titanium features, suggesting some interplay between these atoms. 

Finally, a comprehensive understanding of reactive oxygen species generation and 

photophysical properties are achieved. 
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Chapter 1: Introduction 
 

Energy production and disease control are amongst the most challenging concerns that 

humanity faces. Doing it in a cheap, effective, and environmentally friendly way is not an easy 

task. Researchers try to replicate what nature already does well through artificial 

photosynthesis. The United Kingdom alone has plans to increase renewable energy deployment 

for the years to come and invest in research and technology1,2. As a direct impact of covid, the 

economic loss is tremendous, and we face a cut in expenses 3,4. As such, it is imperative to 

develop cheaper ways of generating energy. Porphyrins are already very well established as 

energy harvesters by nature and scientists5–7. These molecules have good absorption in the 

visible region and can be modified to absorb specific solar spectra regions. Synthetic routes to 

produce different porphyrins can widely be found in the literature, and tons are already 

commercially available. These molecules are simulacrums of the structure located inside the 

chlorophyll, thus leans towards non-toxic molecules. As part of this project, the photophysics 

of rare and laboratory-made porphyrins is investigated.  

The second half of this thesis will deal with metal-oxide thin films to understand how they can 

be used for medical purposes. We explore metal oxides properties and photochemical reactions 

for a fast and efficient sterilization method. Auto-clave is the most used method at the moment. 

It requires robust equipment, higher temperature, and depending on the medical tool, and it 

takes hours to complete the process8,9. The widespread of covid-19 adds extra stress to the 

matter, as the increased number of people in need of assistance exploded, thus the need for 

readily available sterilized tools. Using metal oxide films would provide a cheap, fast and 

environmentally friendly sterilisation method. Dr Sami Rtimi provided earth-abundant metals 

like copper, iron and titanium samples. He also sent mixed samples to evaluate the metals’ role 

in producing species that could attack bacteria. 

This thesis is thus divided into the following: 

Chapter 2 gives the theoretical background of any principle and technique used throughout this 

work. It starts from the basics of frontier orbitals, developing how electronic transitions occur. 

Mechanisms and essential rules are discussed, and some of the maths behind it. It goes through 

how electron dynamics happen in solid and liquid systems and describes which factors affect 
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each system. the chapter then progresses with an overview of charge transfer, focusing on the 

expected features from the samples analysed in this thesis. Basic principles of singlet oxygen 

generation are also discussed in both liquid and solid means. Chapter 3 focuses on all the 

methodology used in the body of work, from sample preparation to the degassing procedure. 

The chapter also gives the theoretical background of the equipment and spectroscopical 

techniques. A description of how the present data were acquired and analysed is also contained 

within this chapter. 

Chapter 4 details the research done in the porphyrins samples. It discloses the samples 

structures and properties. The chapter details the internal conversion and intersystem crossing 

in the modified porphyrins and how the photodynamics changes upon excitation. Theoretical 

calculations explore the macrocycle expansion through C-C and C-O stretching and the role of 

spin-orbit coupling. Finally, singlet oxygen data is shown and briefly discussed. A conclusion 

summary is written at the end of the chapter, summarising the main findings and future outlook. 

Chapter 5 focuses on metal oxide films. It starts by detailing the films and their structure. Two 

distinguished sets of samples are discussed. This chapter is built to correlate the structural 

composition of the sample acquired by XPS and AFM with the photophysical dynamics of 

electrons and holes. Steady-state spectra will give initial information about d-d transitions 

within the conduction and valence bands of the films. This chapter contains details about the 

holes, electrons, trapped state dynamics, and how it is related to reactive oxygen species 

formation. The chapter also tries to establish the role of the interplay between metal atoms 

when different metals are present in a sample. Finally, the findings are correlated to bacterial 

inactivation experiments, pointing to the more efficient samples. This is all summarised in the 

chapter closing conclusion. 
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Chapter 2: Background Theory 

Frontier orbitals  
 

When light interacts with matter, it causes a series of phenomena in the internal electronic 

structure of the material. The absorption of light (a photon) provokes the transfer of electrons 

within the so-called frontier orbitals: the electrons are transferred from the higher occupied 

orbitals (HOMO) to the lowest unoccupied molecular orbitals (LUMO). The electrons do not 

stay in the excited state, and several outcomes can dictate where the electron goes: return to 

the ground state, reacting with neighbour orbitals, the formation of a new species, and so on. 

Organic compounds can absorb in the light spectra’s ultraviolet-visible region if HOMO-

LUMO is formed by antibonding p-orbitals, characteristic of the conjugated systems. The 

energy difference between HOMO-LUMO is the energy gap between the frontier orbitals. Any 

difference in energy between two orbitals or states is an energy gap. 

The s orbitals are the closest to the nuclei; they experience an extra attractive force (Effective 

Nuclear Charge, Zeff); thus, the electron density is also more affected. The p-orbitals are less 

affected by Zeff; the bonding and antibonding molecular orbitals have smaller gaps if compared 

to s orbitals10,11 

Excited States 
 

Before excitation, the electrons fill the lowest energy state, and upon excitation, the system 

behaves differently, and the electrons now populate new excited states, which are more 

energetic and less stable. Quantum mechanics describe electronic states using total molecular 

wavefunctions that consider electron spatial coordinates and nuclei interaction. Although still 

not a perfect model, some comfortable assumptions can be made to explain the process and 

classify the energy levels.  

Applying Hund’s rule gives information about the multiplicity of states. 

The multiplicity, M, is given by equation 1. 

 

M= 2S +1        (eq1) 
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S is the sum of the spins in the electronic states. A 2-electron system can unfold in paired or 

unpaired electrons configuration, forming singlets and triplets.  

The Born-Oppenheimer approximation states that electrons are too fast to be perceived by the 

nuclei (femtosecond timescale, whereas molecular vibration happens within a few nano-

picosecond time windows). Thus, separating the total wave function into three different 

components is possible, as described by equation 2.  

 

𝜓𝑡𝑜𝑡𝑎𝑙 =  𝜓𝑒𝑙𝑒𝑐𝑡.𝜓𝑣𝑖𝑏  (eq.2) 

 

Electronic transitions can be studied and interpreted as a process separated from the vibrational 

one. Although they can be dealt with separately, the interpretation of the phenomena needs 

both analyses (electronic and vibrational) to be understood as part of a single rovibronic 

(rotational, vibronic and electronic) motion. 

The energy gap between the triplet-singlet pair (closest singlet and triplet pair, in energy)  

depends on the nature of the electronic transition from where it arises (i.e. π- π * singlet-triplet 

separation is higher than n- π * pairs). This is particularly important when studying organic 

molecules -figure 1- as the substituents composition will significantly interfere with electron 

transfer dynamics10,12.  
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Figure 1- Singlet-Triplet splitting from π → π * and n → π *. (a) configuration, (b) states 

 

With the wavefunctions separated, the probability of a transition occurring from the ground 

state 𝜓𝑖 to the excited state 𝜓𝑓 is proportional to the square of the transition moment (equation 

3). It is worth noting the appearance of the dipole moment operator, μ. The dipole moment 

alludes to the electronic cloud dispersing alongside a molecule. Ф refers to the orbital part of 

the wavefunction, S to the spin and X the nuclear coordinates. 

𝑀𝑖𝑓 = 〈𝜓𝑖|𝜇|𝜓𝑓〉        (eq.3) 

When applied to the complete wavefunction derived from the Born-Oppenheimer 

approximation, equation 13 can be written as: 

𝑀𝑖𝑓 = 〈𝜙𝑖|𝜇|𝜙𝑓〉〈𝑆𝑖|𝑆𝑓〉∑𝑛〈𝑋𝑖,0|𝑋𝑓,𝑛〉    (eq.4) 

The equation shows the presence of the dipole moment operator, and it is worth noting that the 

operator is dependent on nuclear coordinates. Equation 4 is the basis of the following selection 

rules for light absorption. Several rules can be discussed from equation 4 (including Vibrational 

Selection rules), but only the most relevant ones will be approached for this thesis’s scope.  
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- Spin Selection Rule 

The term 〈𝜙𝑖|𝜇|𝜙𝑓〉  respective to spin in equation 4 strictly depends on the multiplicity of 

the initial and final states of spins, and it also represents the orthogonality of wavefunctions. 

The term will disappear when the initial and final states have different multiplicities, 

becoming a spin-forbidden transition. This rule involves the mixing of states/spin-orbit 

coupling, which is expected to happen in multi-electron systems. 

〈𝛼|𝛼〉 = 1 and 〈𝛽|𝛽〉 =1 

〈𝛼|𝛽〉 = 0 

Where 𝛼 and 𝛽 are spin representations for +1/2 and -1/2, respectively.  

 

- Orbital Selection Rule (Laporte) 

Also referred to as the Symmetry selection rule, it represents the first term at equation 4 

and is susceptible to the dipole moment operator. The dipole operator can be scribed as a 

three-dimensional (x,y,z) and well-defined symmetry (defined point-group for the state). 

The term vanishes if the initial and final states are not in the same symmetry (point group). 

When integrating the equation, the resulting integral must be non-zero if a transition is 

allowed, and it is only possible when analysing the direct product of terms of irreducible 

representations, Γ. This rule is especially important when heavy atoms are involved or/, and 

molecules have an inversion centre (symbol (i)). This fact explains octahedral coordination 

compounds behaviour and weak d-d transitions, where the transitions are classified as 

symmetric (gerade, g) while the dipole operator is asymmetric (ungerade, u); hence, it is 

Laporte forbidden.  

 

- Vibrational Selection Rule 

The third and last term in equation 4 is the Frank-Condon term, discussed further in this 

session. In short, the term represents the integral vibrational overlap, evaluates the intensity 

of 0( n transitions, and serves as a basis for constructing potential energy surfaces. It is then 

considered that the overall square of the transition moment, M, is proportional to the 

oscillator strength. Experimentally, the transition moment indicates the overall vibrational 
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overlap expressed in the absorption spectra. The area under the curve corresponds to the 

oscillator strength (𝑓𝐸𝐺) from a given transition from the ground state (G) to an excited 

level (E) between two wavenumbers (�̅�1, �̅�2), according to equation 5.  

 

𝑓𝐸𝐺 = 4.3𝑥10−9 ∫ 𝜀
 �̅�2

�̅�1
(�̅�)𝑑�̅�      (Eq.5) 

 

In the equation, 𝜀 is the molar absorptivity coefficient. The definition states that oscillator 

strength is the unity of an electron oscillating harmonically in three dimensions.  10,13,14. Is it 

required by the conservation of energy that upon excitation, the total oscillator strength should 

not change. Figure 2 depicts the conservation of the oscillator strength, figure (a) shows the 

ground state transition and the respective absorption spectra on the left-hand side, meanwhile 

(b) represents the hot ground state. As the value of the oscillator strength must remain the same, 

the missing items on the right diagram are attributed to vibrationally excited state transitions 

to the transitions involving vibrationally hot states.  

 

Figure 2- Energy conservation of the oscillator strength. Dots represent the molecular 

population. A) Ground State and absorption spectra. B) Hot ground state. (Taken from 14 – 

note: the author uses  α and Δα for absorbance/difference in absorbance )  
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Characteristics of electronic transitions 
  

Light absorption often generates excited states in higher vibrational levels available, i.e. hot 

states. When applying the Born-Oppenheimer approximation to electronic transitions, as the 

nucleus cannot move on an ultrafast timescale, the principle of Franck-Condon is evoked. The 

principle states that during an electronic transition, the nucleus is static, and all electronic 

transitions are perpendicular (to the atomic nuclei, vertical in the energy vs nuclear coordinates 

graph), originating from the ground state. The ground-state has a Boltzmann equilibrium 

energy distribution mostly centred on the zero vibrational levels 10,12. Excited states are not 

necessarily in the same nuclear position as the ground state, and the amount of how they differ 

is called distortion. Changing the symmetry point-group (which could be caused by structural 

effects, bond elongation or shrinking, etc.) is considered distortion.  It implies that the emission 

band maximum happens in a different spectral position, generating a difference in band 

position for absorption and emission spectra, called Stokes-shift. Stokes-shift is thus a direct 

and simple measurement of the distortion between the ground and excited state. The vibrational 

energy of excited species is dissipated by interacting with neighbouring molecules and atoms 

(i.e. collisions, rearranging) through a thermalisation process called vibrational relaxation15. 

The relaxation process can either happen via radiative or non-radiative pathways (emission or 

not of a photon). The nomenclature of these processes is related to the multiplicity of states: 

 

Radiative Deactivation: Is named fluorescence if emission to the ground state comes from a 

state of the same multiplicity (i.e. Singlet (S) → Singlet (S)). And it is phosphorescence if 

emission comes from a state of different multiplicity (i.e. Triplet (T) →S). 

Radiationless Deactivation: It is given the name Internal Conversion when the states transitions 

are of the same multiplicity (i.e. S→S). Intersystem Crossing occurs when the non-radiative 

transition is from different multiplicity states (i.e. S→T). 

Applying the selection rules makes it easy to understand that Fluorescence and Internal 

Conversion are allowed processes, whereas Phosphorescence and Intersystem Crossing are 

forbidden. This reflects on the velocity of the overall pathway and individual transitions.  
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Radiationless deactivation is a two-step mechanism: isoenergetic conversion of electronic of 

an upper state into vibrational energy of the ground state; and vibrational relaxation to the 

ground state. As the second is fast, the first step is the rate-determining process.  

The rate, k, that a non-radiative transition is given by Dirac’s approach to the perturbation 

theory, known as Fermi’s Golden Rule, equation 6.  

 

𝑘 = (
2𝜋

ℎ
) 〈𝜙𝑖𝑆𝑖|𝐻

′|𝜙𝑓𝑆𝑓〉2〈𝑋𝑖,0|𝑋𝑓,𝑛〉2     (eq.6) 

 

H’ is a perturbation (Spin-Orbit coupling – Singlet→Triplet), and h is Planck’s constant. The 

Franck-Codon term is a single overlap integral for each vibrational mode, thus an isoenergetic 

transition. Fermi’s Golden Rule can be applied to all systems with weak perturbations, such as 

electronic and vibrational ones15. Non-radiative transitions are considered non-reversible as 

they are associated with increased entropy in the system. In the case of Internal Conversion, 

H’ represents the kinetic energy operator and belongs to a totally symmetric irreducible 

representation (meaning that the calculated matrix of elements is symmetric); therefore, the 

initial and final state must be in the same irreducible representation, so the matrix element is 

non-zero 16. 

 

Figure 3- Representation of Franck-Condon principle (a) no displacement between Ground 

and Excited State, (b) Distorted excited state. (Taken from [5] ) 
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Another important rule is the energy gap law: the probability of a transition decreases 

exponentially as the energy between states increases. As useful approximations, both Internal 

Conversion (IC) and Intersystem Crossing (ISC) rates can be roughly estimated using the 

energy gap law10. 

 

log (
𝑘𝐼𝐶

𝑠−1) ≈ 12 − (
2∆�̅�

𝜇𝑚−1)     (eq. 7) 

 

Equation 7 exemplifies the energy gap rule applied to the internal conversion. However, the 

same approximation becomes more complicated regarding intersystem crossing. Many organic 

molecules’ photoreactions involve the formation of triplet states, especially when the system 

is highly conjugated. ISC requires the flip of electron spin, a magnetic interaction; hence the 

Spin-Orbit coupling (SOC) must be considered. A triplet state’s lifetime determines the overall 

decay rates (i.e., how many photoproducts are being generated and if there is any state 

quenching). 

As another approximation, equation 7 can be rearranged to estimate ISC rates. 

 

log (
𝑘𝐼𝑆𝐶

𝑠−1 ) ≈ 7 − (
2∆�̅�

𝜇𝑚−1)     (eq.8) 

 

The equation is valid for organic molecules not carrying a heavy atom. ISC dynamics can be 

qualitatively estimated by El Sayed’s rule[8,9]. The H’ operator (eq.6) for ISC is related to 

Spin-Orbit coupling. The spin-orbit coupling matrix element (SOCME) is determined by 

symmetry and the interacting molecular orbital’s electronic structure. The spin flip needs to be 

addressed so the process respects momentum conservation; hence, the change in the spin 

angular moment must be accompanied by a change in orbital angular momentum. In short, the 

SOCME will be more significant when the transition involves an orbital with different 

symmetry (concerning molecular plane reflection) and changes in orbital type.  
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For example, 

1n, π* → 3n, π* (SLOW) 

1n, π* → 3π, π* (FAST) 

 

The moving electron: electron transfer and chemical kinetics 
 

Electron transfer is only possible when two or more sites interact with each other (neighbouring 

atoms and molecules). It is not the scope of this thesis to develop the process’ entire quantum 

mechanics, as it is already detailed in11,13,17,18. It is worthwhile mentioning that the overlap 

integrals and the H’ operator need to address electric field interaction between sites, thus 

adopting the concept of H’ effective. This concept implied that all electron transfers between 

sites must be accompanied by structural changes to accommodate the new electronic structure. 

This thesis will focus on two systems: first solvated organic molecules, and second, metal oxide 

thin films. Interpretation of data and phenomena in each system is complex and different; thus, 

some basic ideas are helpful and must be addressed. At first, an outlook on liquid systems, 

photochemical/physical properties, and later an introduction to those processes in solids. 

Deactivation of excited states is often represented by the Jablonski Diagrams, where an overall 

pathway is drawn with their respective kinetic rates, including radiative and non-radiative 

processes. The kinetic model 12,16 describes competition for the preferred path for deactivation 

(Radiative (kr), Radiationless (knr) and chemical reaction (kp)). A given excited state *A will 

decay with a respective lifetime 𝜏∗𝐴 (eq. 9), 

 

𝜏∗𝐴 =
1

𝑘𝑟+𝑘𝑛𝑟+𝑘𝑝
= 1/(∑𝑗𝑘𝑗)      (eq. 9) 

 

Thus, the efficiency of the transition, 𝜂𝑖( 𝐴 
∗ ), for each process (eq. 10): 

 

𝜂𝑖( 𝐴 
∗ ) =

𝑘𝑖

∑  𝑗𝑘𝑗
=  𝑘𝑖𝜏( 𝐴 

∗ )     (eq. 10) 
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When equations 9 and 10 are combined, information about the Quantum Yield (Ф) is 

obtained—defined as the ratio between the number of molecules undergoing the process per 

unit of time and the number of photons absorbed per unit of time (eq 11). For a mechanism 

with n steps, Quantum Yield is represented by equation 12. 𝜂𝑛 is the efficiency of each process. 

 

𝑘𝑖 = Φ𝑖/𝜏( 𝐴 
∗ )      (eq. 11) 

𝑘𝑖 = Φ𝑖( 𝐴 
∗ )/𝜏( 𝐴 

∗ )Π𝑛𝜂𝑛     (eq. 12) 

 

A) Electron transfer in solution 

A few assumptions can extend from the Franck-Condom principle (i) as the electron movement 

is much faster than the nuclear motion, during a transition, the symmetry of states remains the 

same and (ii) as the transfer is very fast (few femtoseconds), the thermal energy has no time to 

be exchanged with the surroundings, acting as an isolated system. Implications from (i) are 

unavoidable, as a system cannot conserve energy if symmetry is maintained; thus, a more 

complex system must occur. 

The multistep approach is thus suggested:  

 

(i) Structural rearrangement leads to unstable geometry, where symmetry is the same 

for both exchange sites. 

(ii) Electron transfer at constant geometry and energy 

(iii) Relaxation of the new states to adapt to the new oxidation states. 

 

An example of Fe-complexes is shown in figure 4. This multistep mechanism explains the 

solvent’s role during charge transfer: a more polarised solvent will solvate and accommodate 

a charged species better. Experimentally, the interaction solvents will be displaced by 

absorption bands, called a solvatochromic shift. Solvent interaction will also affect the 
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deactivating pathway and either enhance or decrease the deactivation efficiency. Applying the 

FC Principle, the solvent has not had enough time to rearrange the new electronic 

configuration, and the solvation shell is now inappropriate for the system, increasing the 

transition energy. This effect is stronger as more polar the solvent is16. 

 

Figure 4- Multistep schematic. Adopt from [4] 

 

The Marcus Theory’s (or Marcus-Hush) interpretation of solvent/outer sphere context is 

extremely important to the photochemical process and relevant to what has been presented. 

The theory is applied for photochemical reactions with donor and acceptor sites without 

involving breaking bonds. Later in this thesis, the interference of the solvent and solvation 

processes towards the relaxation pathway of organic rings will be reviewed in the particular 

case of porphyrins.  

The overall reorganisational energy contributes to the inner (bond lengths and angles) and outer 

(solvent reorganisation), with the last being the more predominant during electron transfer.  



28 
 

 

∆𝐺 
≠ =

1

4𝜆
(Δ𝐺 

0 + 𝜆)2      (eq. 13) 

 

Equation 13 is the basis of Marcus-Hush theory, where Δ𝐺 
0 is the standard free energy change 

of a reaction. ∆𝐺 
≠ is the free energy of the transition state. Depending on the relation between 

the reorganisation factor and free energy, three regions can be considered: normal regime (-

𝜆 <  Δ𝐺 
0), activationless regime (−𝜆 =  Δ𝐺 

0) and inverted regions (−𝜆 >  Δ𝐺 
0).  Fast 

electron transfer requires small 𝜆 in moderate exergonic reactions (normal regions/regime, less 

polar solvents and large molecules). On the contrary, a slow transfer is observed in highly 

exergonic processes (inverted regions). The free energy should match the reorganisational 

energy to have a very fast electron transfer. The Marcus Inverted region is vital to 

understanding and improving chemical reactions with Back Electron Transfer (BET), such as 

photovoltaics and photosynthesis11,13,16.  

Lastly, one last mechanism should be discussed. When considering the energy transfer 

between the donor-acceptor pair, a charge mechanism should occur (a mechanism involving 

the charged species in the system). This is particularly important for studying photosynthesis 

(and artificial photosynthesis) and energy capture devices (i.e. solar panels).   

For non-radiative processes, using a Marcus-theory approach, the transfer happens between 

two localised electronic excited states: 

 

𝐴 
∗ ∙ 𝐵 → 𝐴 ∙ 𝐵 

∗       (eq. 14) 

 

Adjusting Fermi’s Golden Rule, the rate equation can be described as: 

 

𝑘𝑒𝑡 =
2𝜋

ℎ
〈𝜓 𝐴 

∗ ∙𝐵|�̂�𝑒𝑛|𝜓𝐴∙ 𝐵 
∗ 〉2𝐹𝐶𝑒𝑛    (eq. 15) 
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Where �̂�𝑒𝑛 is the electronic coupling operator and 𝐹𝐶𝑒𝑛 is the Frank-Condon factor. The 

operator involves the frontier orbitals of the acceptor-donor pair and can be split into two terms, 

coulombic and exchange. The coulombic mechanism is called Forster type, while the exchange 

mechanism is called Dexter (Figure 5). Both mechanisms will be described subsequently. 

 

A.1) Coulombic Mechanism 

 

Coulombic Mechanism is also known as Förster Resonance Energy Transfer (FRET). It is a 

long-range interaction between sites where the Acceptor-Donor pair does not necessarily 

contact. Electric charges are needed for energy transfer, thus the interaction between dipoles. 

The transfer must obey the dipole selection rules, and no spin change is allowed. Two important 

equations are derived from Förster studies, equations 16 and 17. 12,19,20 

 

Figure 5- a) Coulombic Charge Transfer b) Exchange charge transfer. Taken from [7] 

 

Dipole interactions depend on the distance between sites; moreover, the energy transfer rate 

decreases with increasing distance. Equation 16 demonstrates the relationship between the 

FRET rate associated with the orientation of the dipoles (K), the quantum yield (𝜙) and the 

lifetime of the donor without the presence of the acceptor (𝜏). The solvent (n) and distance (r) 

are also represented by the refractive index. 𝐽𝑓 is the overlap integral between luminescence 

spectra from the donor and absorption of the acceptor. Including an overlap between 
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experimental data turns the mechanism tied to the oscillator strength, as the more intense the 

oscillator strength, the faster the transfer. 

 

𝑘𝑒𝑛
𝐹 = 8.8𝑥10−25(

𝐾2𝜙

𝑛4𝑟𝐴𝐵
6 𝜏

)𝐽𝑓      (eq. 16) 

𝑘𝑒𝑛
𝐹 =

𝑅0
6

𝑟𝐴𝐵
6 𝜏

        (eq. 17) 

 

Meanwhile, equation 17 is a more direct approach between the distance and FRET rate. 𝑅0 

represents the so-called critical distance, meaning that the energy transfer has an efficiency of 

50%. The equation is valid when the intermolecular distance is larger than the size of the 

chromophore. 

An example of a coulombic mechanism is harvesting light by the chloroplast antenna during 

photosynthesis; the large aromatic rings facilitate the FRET transfer from singlet-singlet states. 

Another common use of FRET is to track the motion of polymers/biopolymers, as the distance 

can be measured for different conformations of the carbon chain13,16.  

 

A.2) Exchange Mechanism  

 

In contrast to the Förster type of transfer, Dexter proposes a short-range between donor-

acceptor, relying on the overlap between frontier orbitals, causing a back-transfer, as shown in 

figure 5b. 

An advantage of this mechanism is that description can often be extended to include 

intervening mediums (i.e. bridge between acceptor and donor). 

The rate equation for Dexter type charge transfer is, where JD is the overlap Dexter integral: 

 

𝑘𝑒𝑛
𝐷 =

2𝜋

ℏ
〈𝜓 𝐴 

∗ ∙𝐵|�̂�𝑒𝑛|𝜓𝐴∙ 𝐵 
∗ 〉2𝐽𝐷     (eq. 18) 
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This time the term �̂�𝑒𝑛 depends on the overlap between donor and acceptor and can be further 

described as: 

 

〈𝜓 𝐴 
∗ ∙𝐵|�̂�𝑒𝑛|𝜓𝐴∙ 𝐵 

∗ 〉2 =  �̂�𝑒𝑛(0)𝑒𝑥𝑝 [−
𝛽𝑒𝑛

2
(𝑟𝐴𝐵 − 𝑟0)]  (eq.19) 

 

In this case, 𝛽𝑒𝑛 is the attenuation factor, and the whole process factor should equal the sum of 

the factors from the LUMO-LUMO (electron transfer) and HOMO-HOMO (hole transfer)21. 

The Exchange mechanism is essential for forming singlet oxygen and photoreactions, which 

shall be discussed in later chapters of this thesis. 

Ceroni et al. 16 summarise well both mechanisms in the following table 1. 

Table 1- Differences between Förster and Dexter mechanisms 

Coulombic Mechanism Exchange Mechanism 

Dipole-dipole long-range mechanism 
(in favourable conditions, efficient 
over 5nm) 

Short-range (collisional) mechanism (less 
than 1nm), exponential dependence on 
distance as the orbital overlap is required 

Efficient in rigid media (sphere-of-
action kinetics) 

Blocked in rigid media when A and B are two 
species dissolved in diluted solutions 

Fast when both donor and acceptor 
have large oscillator strengths Rate independent from oscillator strengths 

In fluid solution, non-Stern-Volmer 
kinetics 

In fluid solution, Stern-Volmer behaviour, 
upper diffusion-controlled limit 

Förster formula for calculation 
energy-transfer rate constants from 
experimental data A and B Marcus-type treatment 

 

 

B) Electron transfer in solids – Metals. 
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It is useful to highlight that both, the Dexter and Förster, mechanisms recently discussed also 

play a role when applied to solid-state dynamics. Unlike liquids, the packaging of atoms and 

the layering of atomic orbitals creates a situation where it is not described with discrete 

molecular orbitals but with intense and broad bands. The definition of bands and their 

subcategories will not be discussed in the present work; however, the terminology and theory 

will be widely used. Analogue as for molecules, the bands formed by HOMO orbitals are called 

Valence Band (VB), and those formed by LUMO orbitals are called Conduction Band (CB). 

The energy separation between the two bands is called the bandgap. 

The Fermi level, or the last occupied level (where the probability of occupancy of an electron 

is 50%), is described with the Fermi-Dirac distribution (eq. 20). As increasing temperature 

causes electrons to move, the Fermi level is defined at 0K; when there is no electron motion. 

In the equation, f(E ) is the occupancy probability of a state, k is the Boltzmann constant, T is 

the temperature, E is the energy level and 𝐸𝑓 is the energy of the Fermi Level.  

 

𝑓(𝐸) = 1/(1 + 𝑒(𝐸−𝐸𝑓)/𝑘𝑇)      (eq.20) 

 

The Fermi level position depends on the semiconductor's nature and can change by adding 

dopants.  

The density of states (DOS) is defined as the number of energy levels, δn, per energy δE. 

 

(
𝛿𝑛

𝛿𝐸
)

𝐸
           (eq.21) 

 

Figure 6 shows a schematic of DOS and the Fermi level. 
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Figure 6- DOS and Fermi Level, EF. Taken from 13 

 

When an electron (negative charge) leaves the valence band, a hole (positive charge) is formed 

in the electrons’ place; this electron-hole pair is called an exciton. After excitation, the 

relaxation decay consists of the electron’s return to the bulk or electron trapping in the solid 

defects. Figure 7 shows the electron-hole pair dynamic taken from 14. �̅�𝑒 and �̅�ℎ are the 

wavevectors, and for a filled band, the total wavevector should be equals to zero, as noted on 

figure 7. Selection rules also apply for these types of system, as it is stated that no change in 

momentum is allowed. The crystal momentum is more significant than the photon, and excess 

energy becomes the electron’s kinetic energy (equation 21). 

 

 

Figure 7- Electron-hole formation 

 

In solid materials, the absorption is tied to the carrier dynamics (electron-hole pair) and the 

particles' mass. In equation 21, the mass of the hole is considered to be much larger than the 

mass of the electron (𝑚𝑒
∗). 𝜀 being the excess of photon energy. 
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𝜀 = ℎ𝜐 − 𝐸𝑔𝑎𝑝 ≈
ℏ𝑘2

2𝑚𝑒
∗ = 𝐸𝑒𝑘𝑒     (eq. 21) 

Similarly, the oscillator strength (equation 22) is also dependent on the mass of carriers and 

thus described as the oscillator sum rule for solids. The main conclusion from this rule is that 

DOS is a limiting parameter (limits the number of available electronic transitions), and 

whenever transitions occur, others should be reduced (photoinduced absorption and bleaching), 

affecting the population redistribution14. 

 

Σ𝑗𝑓𝑗ℎ(𝑘) = 1 −
𝑚𝑒

𝑚ℎ
∗ (𝑘)

       (eq. 22) 

 

𝑓𝑗ℎ(𝑘) is the oscillator strength from the state at k in filled band h, to state k in band j. A 

distinction must be made, as for flat and narrow bands, the hole’s mass is large; thus, the sum 

rule tends to the molecular form of the expression. For parabolic bands (free electrons), the 

mass of hole and electron is almost equivalent, the term is close to 1, and the oscillator strength 

will be small. 

In opposition to the molecular processes described previously, the deactivation pathway 

corresponds to diffusion through a solid and can be explained in terms of defects, excitons and 

phonons. Excess energy is dissipated in the form of heat; in fact, all electron-hole movement 

within a solid mean will cause some thermalisation. This all will impact how fast a charge 

transfer happens in a semiconductor.  

The deactivation process, in this case, can be roughly reduced to four steps: 

 

i) Carrier excitation (electron-hole generation) 

ii) Thermalisation 

iii) Electron-hole recombination 

iv) Thermal and structural effects 
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In the first instance, polarised light generates the carriers almost immediately. This implies that 

the wavevector, k, is in a polarised distribution. As the momentum relaxes, this polarisation is 

lost, and the wavevectors redistribute. It happens as an inelastic electron-electron scattering, 

with no energy change and phonons. As electrons scatter and collide with the lattice, thermal 

energy is released until it reaches equilibrium. Electrons and holes are still separate; however, 

they still attract each other, and electrons are now concentrated at the bottom of the conduction 

band and holes on the top levels of the valence band. From this point, the outcomes could vary, 

either further recombination and eventual returns of electrons to the valence band or electrons 

being trapped in levels created by the solid defects. The thermal energy released by the whole 

dynamics can affect the lattice structure and assist in propagating acoustic phonons. A 

simplified scheme is shown in figure 8. 

The metallic oxide samples explored by this research have the primary goal of producing 

singlet oxygen species to attack bacteria; thus, understanding the trapped states’ formation is 

essential. Reactive Oxygen Species (ROS) readily react with an electron in the trapped states 

as a facilitated deactivation mechanism for metallic oxide films22,23. 

 

 

Figure 8- The deactivation dynamics on solids. Taken from 24 

 

Depending on the nature and size of the material, the bandgap can increase, and some upper 

levels can be split into other discrete levels. The wavevector is no longer a good quantum 
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number when such processes happen. In the case of excitons, the electron-hole pair add an 

extra coulombic contribution. The energy gap for these cases of exciton-exciton interaction can 

be described by: 

 

𝐸 = 𝐸𝑔 +
ℏ2𝜋2

2𝜇𝑅2 + 𝐸𝑐       (eq. 23) 

 

Where R is the crystal size, 𝜇 is the reduced mass of the electron-hole pair, Eg is the energy 

gap, and Ec is the coulombic interaction. The quantum confinement will significantly impact 

these materials’ lifetimes and deactivation decay, and it will be further discussed later. The 

defects can be classified as structural defects (dislocations, atomic packaging) or point defects 

(impurities, orientation and chemical composition). The localised trapped levels thus form in 

the bandgap region of the semiconductor. Trapped carriers affect their mobility; therefore, an 

external stimulus is needed to liberate these charges (light exposition, vibrations, etc.). Some 

of the causes are transitions from coherent to incoherent transport, energy distribution and the 

filling of these states determining the trapping rate of the remaining free carriers. Structural 

defects are significantly affected by the grain boundary (interface between two unit cells of a 

crystalline solid) and are essential to determine what type of recombination will happen. 

Shockley-Read-Hall (SRH) recombination is common for non-radiative processes in solids and 

occurs as a two-step process: i) a forbidden energy state traps an electron or hole due to defects 

on the lattice (intentionally created or not), ii) if a hole or electron moves to the same energy 

state before re-emission of the carrier, it then recombines. The release of energy produces 

thermal vibrations, or phonons, which will travel along with the unit cell, resulting in heat.  

Traps can be shallow or deep traps; the former is likely to recombine and the latter not. The 

temperature will play a vital part in the trapping/untrapping mechanism. Shallow traps are very 

sensitive to temperature and easily tuned by dopants[14,22,25,26].  

Figure 9 (taken from 25 ) shows the necessary process behind trapping recombination. 
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Figure 9- (a) and (c) – electron and hole capture, respectively; (b) and (d) emission of 

electron and hole. 

 

Overview of Photodynamics 
 

This work focuses on two systems; although the spectroscopy techniques are similar, their 

photophysical and photochemistry properties are unique.  

Porphyrin chemistry and photophysics are widely studied, particularly in unveiling the 

photosynthesis mechanism. These compounds are among the best candidates for solar energy 

harvesting (artificial photosynthesis) and non-toxic dyes due to porphyrin vibrant colours.  

The second class of compounds to be approached are oxides of the first-row transition metals. 

Another well-known set of compounds with extensive literature available with endless 

possibilities of applications: energy capture devices, corrosion inhibitors, and sterilising 

agents—next, an overview of what is already known about these compounds is given, which 

also highlights the literature gap. 

 

A)  Porphyrins 

 

The relationship between man and the study of porphyrins is quite long now (almost 150 years), 

and it was  Lecanu, Berzelius, Scherer and Mulder6
 the initial research on these compounds. 

However, it was only in 1945 with R. Willstätter and H. Fischer that the synthesis of porphyrins 

was possible, and the basis of this compound chemistry was introduced.26  

Porphyrins are known for one particular characteristic: their colours. The name derives from 

the Greek word porphyria, which means purple—it originated with the Phoenicians who 
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extracted a purple pigment from molluscs to use in dyes for the royal family27. Later on, 

porphyrins were also related to the appearance of the porphyria disease. Porphyrin is a molecule 

that belongs to the tetrapyrrole compounds class, which means four carbon-based rings are 

attached, and the colours arise from the conjugated bond existent on these compounds. These 

colours can change dramatically depending on the radicals on the carbonic ring or the 

coordinated metal (Figure 10). Consequently, porphyrins are highly tunable. 

How tetrapyrroles act inside organisms is fundamental to science: from human blood to 

chloroplasts, understanding these compounds’ behaviour is crucial to understanding life.  

 

 

Figure 10- Structural changes and tunability of porphyrins. Taken from 28 

 

As previously stated, the basic structure of porphyrin is a tetrapyrrole ring, and they may have 

metal in the internal cavity (then metalloporphyrins) or not (free-base). Porphyrins correspond 

to the “main structure” (Figure 11); any radicals added are not part of the porphyrin macrocycle. 

In recent years, one of the most popular research fields in chemistry is the so-called artificial 

porphyrins, which consist of molecules that are not found in natural systems. 
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Figure 11- Porphyrin macrocycle structure 

 

Tunability property encourages scientists to modify the molecule core (i.e. adding metals or 

radicals) to cause changes in absorption/emission to a specific wavelength. This same property 

explains why blood is reddish, and chloroplast is green; both contain a porphyrin ring.  

This molecule is also interesting from a symmetry point of view, primarily because it is planar 

and highly symmetric (D2h for free-based/no metal porphyrins, and D4h for metalloporphyrins 

in most cases). The metals play an essential role in metalloporphyrins electronic structure, thus 

further discussed in this thesis. Electron-transfer processes are favourable in these molecules 

since electrons flow increases due to the planar structure and the conjugated bonds. 

All the recently summarised information is essential to understanding the introductory 

chemistry of life: photosynthesis or how to convert sunlight into energy. The plants are masters 

in the field, but one question remains: can researchers improve it? What is the mechanism 

behind it? Where can it be applied? 

Green and renewable energy are now necessary since natural resources quickly become scarce. 

Nevertheless, the idea of solar energy and the struggle to mimic what plants do so well. 

Artificial photosynthesis is the science of producing and/or analysing systems that capture the 

sunlight and transform it into energy using molecules with no previous report on natural 

systems, such as investigating radiant the conversion rate of radiant energy and its 

efficiency29,30. Chlorophyll (Figure 12) is a porphyrin molecule with a magnesium atom as a 

central metal and a long carbon chain as a radical on a BETA position. The porphyrins within 

a photosynthetic system form the antennae-reaction centre structure, where the big organic 

groups harvest the light energy and transfer it to the reaction centre, which conducts the 

chemical reactions. 
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Figure 12- Figure 12- Chlorophyll structure (a), Beta positions 31 

 

Electronic Structure of Porphyrins 

 

In 1961, Martin Gouterman created a model to explain the origins of porphyrin UV-Vis spectra 

from the highly conjugated 𝜋-electron system with the four-orbitals model32–34. Regular 

porphyrin spectra exhibit two distinct regions in the UV-Visible: one intense peak, the Soret 

Band, or B band, and four other minor peaks, the Q bands (Figure 13). The Q bands split into 

Qx and Qy regarding the axis alongside the porphyrin chemical structure. From Gouterman’s 

work, the bands arise from the interaction of two sets of HOMO and two LUMO (two highest 

occupied 𝜋 orbitals and two lowest unoccupied 𝜋* orbitals). The Soret band is usually located 

between 380-500 nm and corresponds to the transition between an S0 State to an S2 (S0 → S2), 

which is an allowed optical transition, whilst the Q bands (500 - ~750 nm) represent forbidden 

transitions, from S0 to S1 (a reason that makes this band way less intense than the Soret)35. The 

formally forbidden Q bands are attributed to the molecular vibration: the Q bands only gain 

intensity via vibrational borrowing from the Soret – by the Herzeber-Teller effect31,36,37. The Q 

bands result from dipole transitions that almost cancel each other and result in weak absorption, 

while the Soret band results from a linear combination of two transitions that reinforces 

transition dipoles38. The Soret Band is the region of significant absorption. For this reason, it 

is the one mainly responsible for the colours of these compounds35, whilst the Q bands are good 

indicators of the chemical environment of the porphyrin (i.e. metalloporphyrins have abrupt 

change on Q bands, and depending on the ligand, significant changes are expected into this 

region).  
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Figure 13- Main features of porphyrin spectrum. Taken from35 

 

Gouterman’s model considers transitions occurring from b1/b2 HOMO to c1/c2 LUMO, and it 

is well discussed in his original paper why both b orbitals have the same energy. Four major 

transitions can occur33; figure 14 exemplifies the schematic for the model.  

The LUMO has eg symmetry based on this model, and HOMOs are a2u, a1u.  The Soret band is 

the most intense transition, thus the most intense peak in the absorption spectra. At the same 

time, the forbidden transition is shown as a transition from the ground state to the E state of the 

lowest energy. 
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Figure 14- Gouterman model representing transitions of a Porphyrin. Taken from 31 

 

Spectra are classified according to the intensity of transitions and nature. Spectra subdivisions 

are the following: 

Normal Spectra 

These types of spectra are similar to the pure porphyrin: an intense Soret at 320-450 nm region 

and four Q bands between 450-700 nm. Metalloporphyrins are expected to have only 1 or 2 Q 

bands. The band changes are related to the molecule’s symmetry point group (D4h to D2h, from 

the free-base to the metalloporphyrin). Figure 13 is typical of this type. Usually, Normal 

Spectra are found in metalloporphyrins containing metals from groups 1 to 5, with oxidation 

states from I to V. Also, d0 or d10 configuration usually possesses this kind of spectra38,39. Figure 

15 shows the diagram regarding the porphyrin orbitals for this case. 

Hypso Spectra 

Compared to the first group, Hypso porphyrins are blue-shifted; it is common to find these 

spectra in metalloporphyrins with metal configurations varying from d6 to d9. The mix of the 

orbitals explains the blue shift from the porphyrin and the metal (LUMO eg orbital from 

porphyrin and filled eg (dπ from the metal), causing a charge transfer from metal to ligand, and 

then increasing the energy gap between transitions (LUMO orbitals are pushed to higher 

energy).32,39Antipas and Gouterman’s work32 also considered a strong spin-orbit coupling that 

will decrease the triplet state lifetime for this class of porphyrins. 

Hyper Spectra 
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There are two subdivisions of Hyper Spectra, p-type and d-type. Either p or d type exhibits 

additional bands of moderate intensity if compared to hypso porphyrins. The difference is the 

origin of the additional bands, from charge transfer from the porphyrin ring to metal for d-type 

and metal to ring for p-type. Extra bands are a2u → eg (metal to ring) for p-type and a1u →  eg 

for d-type (ring to metal)32
.  

 

Figure 15- Molecular Orbitals. Normal (a), Hypso (b), Hyper (c) types. Taken from 38 

 

The Q bands feature four bands for free base porphyrins, which are classified into Qx and Qy 

regarding the polarization directions of the macrocycle plane. The presence of the nitrogen 

protons allows further splitting due to the break in symmetry, generating the X and Y 

components, resulting in Qy (1,0) Qy (0,0), Qx (1,0) Qx (0,0)33,40. The relaxation pathway is not 

always clear, but studies41–43 suggest that it is most likely an excitation from Ground State to 

S2 allowed excited state, followed by an ultrafast decay to S1 (<100fs). S1 is a combination of 

Qx and Qy and their components. It decays to triplet states from the Q bands and then returns 

to the ground state. It is the case for most free-based porphyrins or metalloporphyrins 

containing closed d-shell metals. Metalloporphyrins possesses a different pathway due to the 

interaction and mixing of the metal orbitals and the porphyrin ring, resulting in a retro donation 

system generating a d-d* state instead of S1
41,42.  
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Upon excitation, the S2 state is populated and is followed by non-radiative processes. Singlet 

excited state can decay via Internal Conversion (IC) and/or Intersystem Crossing (ISC), which 

is induced by spin-orbit coupling44,45. 

The main structure of the decay pathway is similar to free-base porphyrins and derivatives46–

48: 

i) IC from S2 to S1 (Soret to Q states) within tens of femtoseconds.  

ii) Upon arrival at the relevant electronic state (likely a Q bands (Qy) ), rapid IC to 

the Qx, within the same S1 state. 

iii)  Electrons are now in a higher energy level within the Qx band (hot states), and 

next, they relax to the lower energy level, intramolecular vibration (IVR)49 

iv) Finally, ISC from S1 to a triplet state, ending with radiative decay back to the 

ground state 

 

As previously discussed, ISC is slower than IC as it is a forbidden process (spin multiplicity 

selection rule). Although the overall process is similar to most porphyrinoids, some factors can 

interfere (enhancing or not) with the pathway. Among these is the macrocycle expansion, in 

which vibrational movements (in special C-C stretching and out-of-plane vibrations) make the 

crossing between other energetic states available 50. The overall dynamics are linked to Spin-

Orbit coupling; thus, anything that affects the SOC will also change the decay mechanism. 

Adding heavy atoms (such as metals and fourth-row atoms and onwards) increases SOC, 

making ISC rates faster. This directly applies the bandgap rule: the larger the molecule, the 

smaller the energy gap between the triplet-singlet and the quantum yield for phosphorescence.  

11,50,51 This reflects the addition of large radicals, increasing the non-planar conformation; thus, 

the triplet lifetime decreases with the increasing number of β-Substituents. Adding functional 

groups (especially with free electron-pairs) like carbonyl, nitro and diazine promote enhanced 

n-π* and π-π* transition probabilities (SOC matrix element, SOCME)10,52. 
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B) Metallic oxide – films 

Thin film is a material layer, with nano to micro-scale in thickness, having unique 

properties. Tracking the historical background for thin films can be challenging since these 

films’ uses are extensive, and the appearance of the first material to be considered a thin 

film is tough to determine accurately. What can be said is that at the end of the 19th century, 

the science behind those films developed rapidly. Table 2 (from reference 53) summarises 

thin-film development advances with relevant techniques and discoveries. 

 

Table 2- Thin films historical overview. 

 

 

Immense use of films has been reported 53–58: in engineering, medicine, energy harvesting and 

generation, and many others. One of the most promising areas is the production of high 

efficiency and fast sterilization, in other words, killing bacteria23,57. The long chain reaction 

drives the process when the films are under ultraviolet light.  

From a medical point of view, sterilization is one of the most significant concerns: the risk of 

propagating foreign bodies and pathogens is still considerable, and the number of patients using 

surgical procedures is continually rising59; thus is essential for the development of a better 

coating for surgical tools and methods of fast and good sterilization. Studies show that some 

films such as TiOx and Ag have antibacterial performance rates of 99.99% against Escherichia 

coli in visible light. Some metal oxides are semiconductors, which can act as photocatalysts for 

organic molecules and kill bacteria56,60. 
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The four steps of the decay mechanism previously mentioned have their timescale closely 

related to the bandgaps value and the bands of the solid’s different atoms. However, the 

carriers’ recombination rate is the determining factor which causes most of the energy loss and 

dictates its overall lifetime. In photocatalytic reactions (such as ROS production), the carrier 

recombination must be slower than the reaction timescale 24,61.  

Figure 16 shows a few examples of bandgap energies for different metal oxides, taken from 62. 

 

 

Figure 16- Band energies for metal oxides 

 

ROS formation and Deactivation mechanism 

 

Upon excitation above the bandgap value, a decay cascade starts within the solid, triggering a 

redox reaction. Carriers form within a femtosecond timescale and recombine, releasing energy; 

charges can then reach forbidden states and be trapped within those. Those trapped charges 

will then react with adsorbates and initiate the redox reaction. 

For example, the cascade reaction of TiO2 will be presented and can be easily adjusted for other 

metal oxides63.  

 

TiO2  +  hυ →  TiO2(h𝑉𝐵
+  )  + TiO2 (𝑒𝐶𝐵

− )    (eq. 24) 
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Equation 24 describes the generation of electrons and holes within the fs timescale. Oscillatory 

formation and charge annihilation happen within the first few tens of femtoseconds and only 

after relaxation 24. 

 

e 𝐶𝐵
− +  Ti 𝐼𝑉 →  Ti𝐼𝐼𝐼(deep trapping)     (eq. 25) 

ℎ𝑉𝐵
+   +  Ti𝐼𝑉OH →  {Ti𝐼𝑉OH•}+ (hole trapping)    (eq. 26) 

 

Immediately after excitation, the system does not follow a Fermi-Dirac distribution and takes 

up to a few hundred femtoseconds to stabilize. The trapping of electron and hole is displayed 

in equations 25 and 26, respectively. The carrier-phonon scattering is another event within the 

same timescale up to a few picoseconds. The energy from this type of transfer energy to the 

lattice until it reaches thermal equilibrium24. Equations 27 and 28 represent the carrier 

recombination. This step can take hundreds of picoseconds to a few nanoseconds and can occur 

radiatively (photon emission) or non-radiative through the Auger process (ejection of a second 

slower electron) or defect recombination. 

 

h𝑉𝐵
− +  Ti𝐼𝐼𝐼  →  Ti𝐼𝑉       (eq. 27) 

e𝐶𝐵
− + (Ti𝐼𝑉OH•) →  Ti𝐼𝑉O𝐻       (eq. 28) 

 

Finally, the last two equations, 29 and 30, show the trapped carriers (eq. 25 and 26) combining 

with other chemical species to produce ROS. The forbidden nature of this transition makes this 

step slower than the previous ones, and it also competes with thermal and structural effects, 

happening within several picoseconds up to hundreds of microseconds. 

 

Ti 𝐼𝐼𝐼 +  O2  →  Ti 𝐼𝑉 +  O2
•−      (eq. 29) 

{Ti𝐼𝑉OH•}+ +  H2O →  Ti𝐼𝑉OH +  OH 
•  +  H +     (eq. 30) 

 

As elucidated in the equations above, the charge transfer process must occur from the metal 

atom to the adsorbates (oxygen and water); thus, the metal’s band edge must be in an 

appropriate energy level (above) electrochemical potential scale of the adsorbates. ROS can be 

one of four chemical species: superoxide radical, hydrogen peroxide, singlet oxygen and 

hydroxyl radical64. Figure 17 shows a simplified schematic of different ROS production and 

their respective electrochemical potential. 
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Figure 17- ROS formation through electron transfer. Adapted from 64 

 

 Molecular oxygen has a ground-state triplet, paramagnetic, occupying π* orbitals, reacting fast 

with other free radicals via electron transfer. One electron reduction of oxygen results in the 

superoxide anion, and the reduction of superoxide forms peroxide. Further reduction and the 

hydroxyl appear, and it decomposes into water. Singlet Oxygen is one of the main factors for 

the antibacterial properties; thus, it will be further explored. The next chapter will introduce 

the instrumentation and describe the methodology adopted for the experimental part of the 

project. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



49 
 

Chapter 3: Methods 

Materials 
 

Porphyrin samples were synthesised and sent by professor Christian Bruckner; the synthesis 

route can be found elsewhere28,65,66. Solvents (HPLC grade) and singlet oxygen references were 

bought from commercial sources (WVR, Sigma Aldrich, Fisher Scientific, etc.) or the 

University of Sheffield – Chemistry stores and used as received. 

Metal oxide films were prepared and sent by Dr Sami Rtimi, and detailed preparation methods 

are discussed in other sources23,57,67.  

 

Sample preparation 
 

Porphyrin samples 

 

A set of artificial porphyrins were received from Prof. Bruckner; those are structural 

modifications of the Octaethylporphyrin with additional carbonyl groups. Figure 18 shows all 

the structures received and analysed in this work. 

 

 
Figure 18- Artificial porphyrin set 

 

 

The sample solutions were made with dichloromethane, and to avoid degradation, oxygen was 

removed using the pump-freeze-thaw degassing method. This method uses a Schlenk line to 
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remove the oxygen from the sample by freezing the solution (in a solvent that freezes in liquid 

nitrogen) and sucking out oxygen with a vacuum pump. The procedure is repeated a few times 

until the oxygen is not more present, and then the flask is filled with an inert gas (Argon). 

Singlet Oxygen measurements were done in a solution of acetonitrile and using 

Perinaphthenone as a reference; detailed procedures and results are in later chapters. 

 

Metal Oxide Films 

 

Dr Ritmi prepared the samples using a combination of Chemical Vapour Deposition and 

Plasma treatment.  

Two samples were received: An Iron/Copper-based film and another Titanium/Copper film. 

The first set contains the following samples: 𝐹𝑒𝑥𝑂𝑦;  𝐶𝑢𝑘𝑂𝑙 𝑎𝑛𝑑 𝐹𝑒𝑥𝑂𝑦 − 𝐶𝑢𝑘𝑂𝑙. 

The second group is: 𝑇𝑖𝑂2, 𝐶𝑢𝑘𝑂𝑙, 𝑇𝑖𝑂2 − 𝐶𝑢𝑘𝑂𝑙 (80%, 20%), 𝑇𝑖𝑂2 − 𝐶𝑢𝑘𝑂𝑙 (60%, 40%). 

Later in this thesis, the metal and Oxygen proportion will be defined via X-ray Photoelectron 

Spectroscopy (XPS). 

 

Characterisation 
 

Steady State Absorbance 

 

Absorption spectra were measured using Agilent Technologies Cary 60 Spectrometer. 

The spectra were recorded at room temperature and corrected against pure solvent or 

blank substrate. 

Beer-Lambert law quantifies the concentration of the specimens from the steady-state 

absorption spectra. The relationship is given by the absorption and transmittance of the sample, 

equation 31: 

 

 

𝐴 = −𝑙𝑜𝑔10𝑇 = 𝑙𝑜𝑔10 (
𝐼0

𝐼
)      (eq. 31) 

 

where T stands for transmittance, A for absorption, 𝐼0 and 𝐼 is the light intensity before and 

after interacting with the medium. 

Experimental transmittance is exponentially dependent on the path length – the distance that 

the light travels – and the analyte’s concentration. With the introduction of a new parameter, ε 

– molar absorptivity coefficient- equation 32 the is known as the Beer-Lambert law:  

 

 

𝐴 = 𝑙𝑜𝑔10 (
𝐼0

𝐼
) = εlc       (eq. 32) 
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Emission spectra were obtained with 365 nm excitation wavelength from a 450 W Xe1 xenon 

arc lamp. 

 

X-Ray Photoelectron Spectroscopy (XPS) 

 

This technique has its roots in the photoelectric effect, and it is a powerful tool to map the 

electronic structure of the atoms and structural organisation and a quantification method. 

Photoelectrons are ejected as a photon interacts with matter, depending on the energy 

deposited. X-ray energy range allows the ejection of inner core electrons, and the analysis of 

those gives valuable information about binding energy, oxidation states and quantity. Equation 

33 correlates the energy source(h as Plank’s constant, and 𝜈 the frequency), Kinetic Energy 

(KE), binding energy (BE) and work function (𝛷). 

 

ℎ𝜈 =  𝛷 +  𝐾𝐸 +  𝐵𝐸     (eq. 33) 

 

The difference between Fermi`s and the vacuum levels is equivalent to the work function. The 

work function is the minimum amount of energy required to release an electron from an atom, 

and it is the same as ionisation energy when a conduction band is full. Energies with a lower 

value than the work function will not be sufficient to remove the electrons58,68.  

XPS consists of using soft X-rays to excite the sample. Due to X-rays high energy, electrons 

from the atom’s core are ejected instead of valence electrons. Figure 19 shows a schematic of 

the process. The instrumentation measure the kinetic energy of the electrons ejected by the 

sample, using an electric field to deflect selected electrons. 
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Figure 19- Photoelectron ejection from inner levels. Taken from 69 

 

The experimental analyses were carried out on the surface chemistry lab facility at the 

University of Sheffield, and the operator provided all the following information. A Kratos 

Supra instrument was used, with a monochromatic aluminium source and two analysis points 

per sample. 

The area of analysis was 700 by 300 µm. Survey scans were collected between 1200 to 0 eV 

binding energy at 160 eV pass energy, 1 eV intervals, and one 300 second sweep across the 

energy range. High-resolution O 1s, N 1s and C 1s XPS spectra were also collected at 20 eV 

pass energy and 0.1 eV intervals for each analysis point over an appropriate energy range, with 

one 300 second sweep for carbon and oxygen and two sweeps for nitrogen. For UPS: As these 

samples were all insulators, it was expected that charge neutralisation would have to be used. 

However, the photoelectrons would dominate the He(I) spectrum due to the charge 

neutralisation. Consequently, it was first confirmed that a negligible signal was obtained in a 

He(I) spectrum if charge neutralisation was not used. Instead, He(II) was used with charge 

neutralisation. Spectra were collected between 33 to 0 eV at 0.05 eV intervals, 300 seconds / 

sweep and 6 sweeps collected. The pass energy used was 10 eV, and the 110 µm collimation 

aperture was used. 
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Time-resolved measurements 

Time-correlated Single Photon Counting (TCSPC) and Time-Resolved Emission Spectroscopy 

(TRES) 
 

Time-resolved fluorescence data were collected on an Edinburgh instrument FS5 spectro-

fluorimeter. In TCSPS measurements, samples were kept in a 1-cm transparent quartz cuvette, 

and a NanoLED of 365 nm was used as an excitation source, with an instrument response 

function width of 1 ns.  

 

 

Transient Absorption Spectroscopy – Introduction and Instrumentation 

 

 

Energy transfer in photochemical systems is one of the fastest molecular events known. The 

photosynthesis process begins with harvesting the light by a complex antenna-reaction centre 

system. A long-chain reaction is triggered by it, and it involves multiple electron transfers to 

different photosynthetic complexes within the chloroplast70. 

This system already loses energy due to internal conversion, fluorescence and intersystem 

crossing. The charge transfer must happen at atto to femtoseconds to compensate for this loss. 

Only techniques with femtosecond timescale resolution can achieve the results to track excited 

stated dynamics. 

With pulsed laser systems, time-resolved spectroscopy is the best suitable tool to track short-

lived species (i.e. excited states, solid band dynamics, and others). The ultrafast Transient 

Absorption (UTAS) technique originated with the flash photolysis created by George Porter 

(Lord Porter), awarded the Nobel Prize in 1967 for his achievement. The idea consists of using 

an intense light pulse with a suitably short time duration to perturb the equilibrium of a system 

and follow the evolution of transient electronic states. As the name suggests, the technique is 

based on absorption, which follows the Beer-Lambert equation, which can be suitably adapted 

for time-resolved purposes. Equation 34 refers to the system after the pulse, and equation 35 is 

right before 12.  

 

𝐼(𝜆, 𝑡) = 𝐼𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡(𝜆)𝑥10−𝐴(𝜆,𝑡)     (eq. 34) 

𝐼0(𝜆) = 𝐼𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡(𝜆)𝑥10−𝐴0(𝜆)     (eq. 35) 
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 Where I  is the beam's intensity, A is the sample's absorption after the analysis beam, whereas 

A0 refers to the absorption from the excitation beam. Rearranging the equation leads to eq. 36: 

 

Δ𝐴(𝜆, 𝑡) = −log [1 +
Δ𝐼(𝜆,𝑡)

𝐼0(𝜆)
]      (eq. 36) 

 

Following the Lambert-Beer equation, where c is the concentration of the transient,  l is the 

cuvette path length and 𝜀(𝜆) the coefficient of molar absorption of the transient state; the final 

equation, 37, can be summarised as: 

 

Δ𝐴(𝜆, 𝑡) = (𝜀(𝜆) − 𝜀𝑆0
(𝜆)) 𝑙𝑐      (eq. 37) 

 

where 𝜀𝑆0
 is the absorption coefficient of the ground state. UTAS is a technique that allows 

exploring chemistry with a time resolution in the order of 10-14 to 10-15s. The pump-probe 

spectroscopy scheme is applied here: a pump pulse is emitted and excites the molecules to a 

higher energy level, exciting only a small fraction of molecules. A probe pulse is then sent and 

is used to take a snapshot of the sample. From the latter, the difference absorption spectrum is 

calculated. The probe is delayed, using mirrors on the experimental setup to acquire the 

temporal dependence. UTAS is useful for obtaining a temporal profile and kinetics of 

fluorescent and non-fluorescent transient species and gives relevant information regarding the 

relaxation pathway and electronic transitions42,70. The signal acquired from this technique 

contains several processes, and the most important of them are the following: 

 

a) Ground-State bleach: The Ground State’s absorption is expected to be negative since it is a 

depopulated state. The excited state is more populated than the ground state, implying that its 

absorption will be lower. The resulting signal thus will be negative in the TA spectra. 

b) Stimulated Emission: As the name suggests, if an electron in an excited state is perturbed by 

additional energy, it can be stimulated to return to the ground state. In this case, it is lowering 

the population of this excited state. The absorption of this state decreases, and it will show as 

a negative signal on the spectra. 

c) Excited-State Absorption: Since the technique measures the absorption of excited states, it 

is expected to result in a positive signal.  
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Figure 20- Pump-probe scheme Adopted from 63 

 

Analogue to liquid systems described, for solid-state, the dynamics are summarised in figure 

21. Positive signals are ascribed as either hole or electron absorption, whereas the negative 

features are Stimulated Emission and Ground State bleach57. Electron Absorption (EA)/Hole 

Absorption (HA) is the main positive signal, whereas GSB and SE are the negative features in 

the spectra. 

 

 

Figure 21- TA features on solids. Taken from [49] 
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The kinetic profile and lifetimes can be obtained via equations 3812,24,42,45,49. Multiple 

exponential models are used, as most of the data collected contain multiple time constants 

within the analysed range. 

 

Δ𝐴(𝜆, 𝑡) = 𝐼1(𝜆)𝑒−𝑘1𝑡 + 𝐼2(𝜆)𝑒−𝑘2𝑡 + 𝐼3(𝜆)𝑒−𝑘3𝑡 …  (eq. 38) 

Where k is given by: 

𝑘 =
1

𝜏
 (𝑠−1)        (eq. 39) 

 

The laser system for this type of spectroscopy needs to produce a pump pulse of the same 

energy of the electronic transition of concern to promote electrons to the excited state. A probe 

pulse comes shortly after, delayed by a moving delay stage. The probe is typically a white light 

continuum generated through a CaF2 crystal. The relative intensities between probes with and 

without pump pulse are used to calculate the difference absorption spectra12,71. Solid-state laser 

amplifiers such as Ti: Sapphire can extract high energies from modest-scale laser systems due 

to the high saturation fluorescence. To do so, a technique called Chirped Pulse Amplification 

is used70.  

The regenerative amplifier principle involves trapping the laser beam by changing the 

polarization in a cavity where the light goes back and forth: each passing through the Ti: 

Sapphire crystal increases the pulse intensity. The pulse is trapped until it reaches the limit of 

the cavity saturation, then the polarization is changed, and the pulse is released16,70.  

Transient absorption spectroscopy (TA) was performed at the Lord Porter Laser Laboratory, 

University of Sheffield. A Ti: Sapphire regenerative amplifier (Spitfire ACE PA-40, 

SpectraPhysics) producing 800 nm pulses (40 fs FWHM, 10 kHz,1.2 mJ) is used as the primary 

laser source. Pump excitation is kept at 400 nm and generated using the second harmonic 

generation of the 800 nm output in a β-BBO crystal within a commercially available higher 

harmonic generator (TimePlate, Photop Technologies). The amplifier output generates white 

light super-continuum probe pulses by focusing an 800 nm beam on a CaF2 crystal (340–790 

nm). Detection was achieved using a commercial transient absorption spectrometer (Helios, 

Ultrafast Systems) using a CMOS sensor for the UV-vis spectral range. The pump and probe 

pulses’ relative polarisation was set to the magic angle (54.7°). Removal of leaking 800 nm in 

the WL is achieved by putting an 800 nm, 00 deg AOI hot mirror before focusing the WL onto 
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the sample. The TA system’s temporal resolution is 150 fs measured from the cross-correlation 

between the pump and probe. Samples were held in 1-mm path length degassing quartz cells 

and continuously stirred during experiments using a magnetic stirring system. The optical 

density at the excitation wavelength was kept at ~ 0.3.  

Figure 22 shows the experimental setup and correlates with the general scheme discussed. 

 



58 
 

 

Figure 22- Helios Setup at Lord Porter Laser Lab. Schematic adapted from [61] 
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Singlet-Oxygen Methodology 
 

The laser setup consists of a Q-Switch Nd: YAG laser (n= 355 nm, 8 ns pulse length, laser 

model LS-1231M from LOTISII). A liquid nitrogen InGaAs photodiode detected the signal  

(J22D-M204-R03M-60-1.7, Judson Technologies). The output signal was recorded with a 

digital oscilloscope (TDS 3032B Tektronix). A high-contrast bandpass optical filter (1277 nm, 

28 nm FWHM, by Izovac, Belarus) is placed on the setup to correctly select the singlet oxygen 

emission 72. Commercially available perinaphthenone is used as standard. 

To ensure reliability, the samples and standard’s optical density are the same at 355 nm. Singlet 

oxygen data were acquired with increasing laser power, up to 60 mJ, to avoid detector 

saturation. A linear relationship between singlet oxygen signal amplitude (y-axis) and power 

(x-axis) is obtained. The quantum yield value is obtained by dividing the sample fitted line 

slope by the standard fitted line slope.  

 

Data Analysis 
 

Time-resolved data is analysed by a global analysis method suitable to fit the large volume of 

data in datasheets. To obtain a reasonable number of individual components, the number of 

exponential components gradually increased until the residuals were approaching  zero, which 

was observed when the singular values displayed were too noisy with little or little structure. 

Glotaran[74], a graphical interface user software based on R package TIMP, the acronym 

“Global and Target Analysis”, performed the fitting task for transient absorption data analysis. 

Glotaran was (initially) developed in the physics department of the VU University of 

Amsterdam. 

As expressed several times, the absorption equation is a differential equation dependent on 

time and wavelength (see eq. 38). Adjustments must be made to get the kinetic expression for 

the overall process to arrive at the exponential decay expression. The expression of the 

absorbance in terms of exponential decays is given by: 

 

Δ𝐴(𝜆, 𝑡) = 𝑐1(𝜆)𝑒−𝑘1𝜏 + 𝑐2(𝜆)𝑒−𝑘2𝜏 + 𝑐3(𝜆)𝑒−𝑘3𝜏 + ⋯ =  ∑𝑛=1
𝑛  𝑐𝑛(𝜆)𝑒−𝑘𝑛𝜏 (eq. 40) 
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Where cn is the amplitude of the nth decay component as a function of wavelength, and kn is the 

rate constant for the respective exponential decay component where and 𝜏𝑛 represents the 

characteristic lifetime71. Adopting a parallel kinetic model, it is possible to monitor each 

component’s rise and decay, called Decay-Associated Difference Spectra (DADS), and 

correspondent lifetimes. The final fitted data will simplify the analysis of the data and the 

process. The analysis results in the lifetime values, how many processes are happening (i.e. 

internal conversion, intersystem crossing, etc.) and the overall photochemical system’s kinetic. 

The global analysis uses the parallel kinetic model with mono-exponential decaying 

components, each represented by a single rate constant and an amplitude at each wavelength 

recorded. It is essential to always consider sequential models during this type of analysis, where 

all the process occurs in a specific order (i.e. 1→ 2→ 3…), which will lead to the evolution--

associated difference spectra (EADS). The photophysical process happens in a sequence, one 

after another; this option is always ticked on; thus, parallel decay is not used. 

XPS fitting was done by Avantage Analysis software from Thermo Scientific. The software 

uses a combination of Gaussians and Lorentzians to fit each spectra band. The software 

suggests a mix of 70% of Gaussians and 30% of Lorentzians, but this proportion can be 

adjusted well. The binding energy values for each band are assigned based on the fitted band 

generated and not the experimental peak. Any noisy or satellite bands were neglected during 

the analysis without losing any physical meaning. For elements containing spin-orbit coupling 

(i.e. metals or any other where the ejected electron is different from an s orbital electron since 

the L quantum number is different from 0), the peak of most significant intensity was used as 

a reference fitted in most cases, p3/2
. The final adjustments on the curves were made using 

OriginPro 8.0. The calculator for “Remaining Oxygen” uses the values of individual species 

contributions (i.e., amount of oxygen on the survey spectra, amount of carbonyl species in the 

high-resolution spectra, etc.) to calculate how much of the oxygen is not bounded to 

adventitious carbon. 

 

Theoretical Calculation (provided by Dr Cardozo) 
 

Ground state and excited state geometry optimizations were performed at the B3LYP/def2-

SV(P) level. Excitation energies were obtained at the TDDFT level of theory using B3LYP and 

the def2-SVPD basis set. Relaxed scans were used to obtain potential energy curves for the 
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stretching movement of the C-C bond connected to the carbonyl group in oxochlorin 2 and the 

corresponding C-C bond in OEP. Relaxed scans were carried out similarly for the out-of-plane 

carbonyl displacement. Both DFT and TDDFT calculations were performed using the 

TURBOMOLE 6.6 software. Spin-Orbit Coupling Matrix Elements (SOCME) between 

singlets and triplets were evaluated at the B3LYP/def2-SV(P) level using ORCA 4.2.12. 

Furthermore, the state averaged CAS (4,4) and CAS(8,6) calculations using def2-SV(P) and 

def2-SVPD basis set was performed to validate our TDDFT results using ORCA 4.2.1. The 

bonding used to calculate is the C-C bond adjacent to the carbonyl group. 
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Chapter 4- Mechanisms of excited state decay in artificial porphyrins 

Isomers 
 

Using the theoretical background presented in chapter 2 as a starting point, a more detailed 

approach to the porphyrins and the set shown in chapter 3 will be discussed. Prof. Bruckner 

highlights the formation of isomers (tautomers) during the products’ synthesis 73. This 

information is particularly important as the isomers’ recombination will impact steady-state 

spectra and excited-state dynamics. The definition of Chlorins lies in the number of electrons 

conjugated and the positions of the conjugated bonds. A porphyrin has a 22 π-e- system, chlorin 

20 π-e-, and bacterio/isobacteriochlorins have 18 π-e-. The difference between the last two lies 

in the position of the conjugated bond, bacteriochlorin on opposite sides and isobacteriochlorin 

on the same side (figure 18). 

The crystal structures, via X-ray diffraction (XRD), of the oxochlorins, confirm their 

spectroscopically assigned symmetry groups. The symmetry of most OEP-derivatives belongs 

to the planar groups (D2h, D4h, etc.), although the out-of-plane distortions turn the molecule 

away from a perfect planar molecule. From all the samples, dioxo-isobacteriochlorin has a 

modest saddling conformation (B2u). Figure 23 shows XRD details and calculations made by 

Prof. Bruckner and Dr Nemykin groups. 



63 
 

 

Figure 23- OEP set XRD and distortion, courtesy of Prof. Bruckner. 

 

As shown in image 23, 2-dioxochlorin (labelled as 5) exhibits more planarity than the other 

isomers. Deviations are more pronounced in the case of 2,8-dioxoisobacteriochlorin (marked 

as 8) as a possible result of the gem-diethyl facing each other. 

Photophysical properties 
As the substituted carbonyl group is electronegative, some level of interaction between the 

molecule and the solvent might be present, as the charge is initially weighted towards the 

oxygen atom and the solvent used to possess a polar character. 

The characteristic features of porphyrin spectra are observed in all samples, as predicted by the 

Gouterman model, figures 24 and 25. Steady-state electronic absorption spectra show intense 
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Soret bands at 398-440 nm and Q-bands from 450-650 nm. An unexpected splitting in the Soret 

Band is present for most samples (around 400nm), and shoulders appear redshifted (regarding 

soret position). The theoretical model does not predict the splitting for any samples; thus, it is 

not credited to an extra electronic transition. Instead, it is due to the absorption of the isomers, 

which will be discussed later on.   Comparisons of several B bands and Q bands are summarised 

in table 3 for all oxidised OEPs. From OEP to 2,7-dioxobacteriochlorin is observed a clear 

trend, an increasing redshift in all the bands. This information alone shows that the number of 

carbonyl groups and their relative position are vital in electronic transitions. A Stokes shift was 

also observed for OEP and 2,13-Dioxobacteriochlorin, whereas 2-oxochlorin and 2,12-

dioxochlorin shifts are neglectable (less than 1 nm). Bacteriochlorins have a sharper soret band 

and less intense Q-bands than the isobacteriochlorins. The appearance of clear Q-bands is also 

noticeable for the bacteriochlorins. The dioxo-isobacteriochlorins, however, express a more 

chaotic behaviour, making it harder to interpret. More intense peaks for Qx(0,0) (increased 

oscillator strength) suggest a more allowed character for the transition when compared to OEP 

and the bacteriochlorin samples. Stokes shift is also more pronounced in these samples, with  

2,8-dioxoisobacteriochlorin having 9 nm indicating a more distorted excited state. The Soret 

band is wider than the bacteriochlorins, and the Q-band has less structure. The orientation of 

C=O groups affects the energy levels of the frontier orbitals, which affects the steady-state 

spectra74,75. 
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Figure 24- Absorption and emission spectra for OEP and modified porphyrins in DCM 

 

Table 3- Band positions for porphyrins. 

 

Similar behaviour can be observed across the emission pattern.  Luminescence appears in the 

near IR wavelengths, as shown in figures 24 and 25. The principal peak redshifts position is 

similar to the absorption spectra: band position moving into lower energies from OEP up to 

2,12-dioxobacteriochlorin.  In the literature, this effect was ascribed to out-of-plane distortions 

in the conjugated macrocycle 51,74–76 when the porphyrin ring is attached to bulky substituents.   

Sample 

Soret Band 

position (nm) 

Qy (1,0) 

position (nm) 

Qy (0,0) 

position (nm) 

Qx (1,0) 

position (nm) 

Qx (0,0) 

position (nm) 

Emission main 

peak (nm) 

Stokes Shift 

(nm) 

OEP 400 499 533 565 620 622 2 

2-oxochlorin 404 509 547 585 642 642 - 

2,13-Dioxob. 400/420 515 551 613 673 675 2 

2,12-Dioxob. 400/411 555 638 653 686 686 - 

2,7-Dioxoisob. 419/439 544 582 592 637 639 2 

2,18-Dioxoisob. 416/435 577 593 627 636 641/710 5 

2,8-Dioxoisob. 404/424 517 556 600 652 661 9 
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Time-Resolved Measurements 

 

TCSPC measurements elucidate the fluorescence dynamics of the samples. A single lifetime is 

observed for all the samples. The need for two components to fit the 2,18/2,7 dioxo-

isobacteriochlorins data might indicate tautomers’ presence. The values of the lifetimes are 

shown in figure 26. Interestingly, 2,8-dioxoisobacteriochlorin is fitted satisfactorily with a 

single exponential (instead of a typical multi-exponential decay), suggesting that the carbonyl 

position has some significant impact (in this, isobacteriochlorin is where the group is more 

distant from each other). We observed a considerable decrease in the lifetimes by adding one 

and two carbonyl groups. The relative position of the hydrogen and the carbonyl also impacts 

photophysics: isobacteriochlorins excited states decay faster than bacteriochlorins. 

Overall, the lifetime decreases for all samples compared to the OEP and 2-Oxochlorin. A 

similar decreasing trend is observed within the groups: 2,13-dioxochlorin has a faster decay 

than 2,12-dioxochlorin  (2.65 ns and 3.16 ns, respectively)– once again, the carbonyl group is 

further away from each other. 2,8-dioxoisobacteriochlorin also shows a faster decay within the 

isobacteriochlorin samples. 
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Figure 25- TCPS Spectra and decay constants for all the samples. a) H2OEP, b) 2,12-

dioxobacteriochlorin, c)2,7-dioxoisobacteriochlorin, d) 2-oxochlorin, e)2,13-

dioxobacteriochlorin, f)2,8-dioxoisobacteriochlorin, g/h) 2,18-isobacteriochlorin (two 

lifetimes) 

 

The trend in lifetime may be related to the oscillator strength increase for Qx(0,0). Table 4 

shows the values for PLQY for all the samples and uses Ru(bpy)3
2+ as a reference. Samples 

were excited at 416nm, and emission was collected gradually decreasing the solutions' 

concentration. ISC rates are calculated, as shown by Turro18. 

 

Table 4- PLQY and ISC rates for the porphyrin samples in DCM 

Sample PLQY (DCM) Emission Lifetime (ns) ISC rate 

OEP 0.041 11.7± 0.02 8.2x107 

2-Oxochlorin 0.034 5.3± 0.05 1.8x108 

2,13-Dioxobac. 0.052 2.65±0.01 3.6x108 

2,12-Dioxobac. 0.046 3.16±0.1 3x108 

2,7-Dioxoisobac. 0.029 
3.3±0.14(637nm) 

3±0.08(675nm) 2.9x108 

2,18-Dioxoisobac. 0.051 
2.96 ± 0.01(640nm) 
1.46±0.005(675nm) 3.2x108 

2,8-Dioxoisobac. 0.045 2.48±0.09 3.8x108 

 
*Measurements by Dr Sayantan Battacharya 

 
 

Transient Absorption 

Femtosecond TA spectra were collected for all samples in DCM and excited into the Soret 

band with a pump wavelength of 400 nm. For the sake of clarity, the data will be split into three  

groups: (i)OEP, (ii) 2-Dioxochlorin/2,12-Dioxobacteriochlorin/2,13-Dioxobacteriochlorin, 

(iii) 2,7-Dioxoisobacteriochlorin/2,18-Dioxoisobacteriochlorin/2,8-Dioxoisobacteriochlorin. 
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The grouping facilitates comparison and was chosen based on the molecules’ structural 

similarities. However, the discussion and comparison of the data will be made simultaneously. 

The relaxation from S2 to S1 and Qy is expected to occur within the first few hundred 

femtoseconds46,49. However, because the resolution of our fs-ns TA is ~150 fs, only Qx excited 

state dynamics can be successfully measured (Qx relaxation and ISC). 

 

Femtosecond Transient Absorption 
 

(i) OEP 

 

Figure 26 displays the excited state dynamics for the OEP sample. Delay points were selected 

to elucidate dynamics in areas of interest of the sample. TA spectra (a) show an intense GSB 

in the Soret region, followed by ESA and the subsequent bleach of the Q bands. Is it worth 

mentioning that the bleach of the Q bands overcomes ESA; nonetheless, it is negative. ESA 

signal shows different relaxation dynamics depending on probe wavelengths. Transient 

recovers gradually within the span of 7ns with varying scales of time. 

 

 

 

 

 

 

                                  

Figure 26 H2OEP sample in DCM - a) TA spectra, b) contour map for whole spectra c) 

Qx (0,0) band shift temporal profile, d) kinetic profile, e) early time kinetic traces. All in 

DCM. 
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Kinetic profile (d and e, figure 26) shows that the ESA goes through different relaxation 

depending on the wavelength region. It has been documented[50] that a red shift followed by 

a blue shift for the Qx(0,0) band for different time delays. To elucidate these phenomena, the 

Qx(0,0) bleach is fitted for all delay positions and plotted as a function of delay (figure 26 c). 

Baskin et al. [79] described the phenomena as a mix of cooling dynamics and shift processes. 

The Qx(0,0) lifetimes obtained by TA and TCPCS are also concording with the cooling 

mechanism literature via solvent interaction. [77,80,81] This feature will be further explored 

in the discussion section. 

 

(ii)  2-Dioxochlorin/2,12-Dioxobacteriochlorin/2,13-Dioxobacteriochlorin 

TA spectra and kinetic decay for the samples are shown in figure 27. Compared to the 

regular OEP, those samples show a more intense Qx(0,0) band; this is reflected in TA 

spectra as a prominent bleach on the region. For all the samples, kinetic spectra also do not 

decay entirely within the 7ns time window, suggesting a long-lived species, and as such, a 

non-decaying component is needed to fit the end tail of the kinetics. 
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Figure 27- TA spectra (in DCM) for 2-dioxochlorin (a), 2,12-dioxobacteriochlorin (d) and 

2,13-dioxobacterio chlorin (g) and their respective kinetic profile (b/c,e/f and h/i) 

 

iii)  2,7-Dioxoisobacteriochlorin/2,18-Dioxoisobacteriochlorin/2,8-Dioxoisobacteriochlorin 

 

Similarly to the (ii) group, the spectra shown in figure 28 have an intense bleach reflecting the 

Qx (0,0) (which has increased oscillator strength in the steady-state spectra). This third group 

also indicates the existence of long-lived triplet states. As observed in the previous group, the 

region between 450 and 550 nm exhibits decreased ESA, while the 410-450-nm region shows 

a delayed signal increase.  
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Figure 28- TA spectra in DCM for 2,7-dioxoisobacteriochlorin (a), 2,18-

dioxoisobacteriochlorin (d) and 2,8-dioxoisobacteriochlorin (g) and their respective kinetic 

spectra (b/c,e/f and h/i). 

 

 

Discussion 

 

Summarising the time constants used to fit the data appropriately facilitates understanding of 

each sample’s photophysics, Table 5. The first-lifetime component increases as one carbonyl 

group is added, whereas a decrease is seen in all other samples (apart from 2,18-

dioxoisobacteriochlorin and 2,8-dioxoisobacteriochlorin). The hundreds of fs component is 

usually attributed to IVR and IC from S2 states to S0. Previously, it was reported that this feature 

is present in fluorescence as decay on the blue side of emission spectra and not on longer 

wavelengths77. As discussed, internal conversion between Q bands occurs within the first few 

femtoseconds, thus not observed in these measurements. The second component is around 
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~10ps for all the samples except for 2-Oxochlorin and 2,18-Dioxoisobacteriochlorin. The Qx 

band tracking (figure 28c) shows that the 10-20ps component is expected to coincide with the 

relaxation via coupling between solvent and excited state. It is facilitated by the renormalisation 

of the frontier orbitals energy gap, as the polar solvent interacts with the electrons on the 

orbitals. It is followed by an expansion of the macrocycle and gradual recovery of the porphyrin 

ring via vibrational cooling. Non-decaying components are needed to fit the data tail, but its 

lifetime is higher than 15ns. 

 

Table 5- TA time constant values obtained. 

Sample τ1(ps) τ2(ps) τ3(ps) τ4(ps) τ5(ps) 

H2-OEP 0.63 ± 0.02 13.9 ± 1.2 57.5 ± 5.1 315.5 ± 22.4 10594 ± 131 

2-Oxochlorin 15.3 ± 0.9 69.3 ± 18.3 5674 ± 482 non-decaying - 

2,12-Dioxobac. 0.19 ± 0.02 14.3 ± 1.2 2833 ± 45 non-decaying - 

2,13- Dioxobac. 0.42 ± 0.01 18.6±1.4 2423 ± 99 non-decaying  -  

2,7- Dioxoisobac. 0.19 ± 0.01 18.5 ± 1.2 2815 ± 251 non-decaying - 

2,8-Dioxoisobac. - 10.8  1883 ± 99 non-decaying  - 

2,18-Dioxoisobac. - 89.4 ± 3.8 3336± 202 non-decaying - 

 

OEP’s third and 2-Oxochlorin’s second components are equivalents (~50 ps time-scale) and 

correspond to VR dynamics either by solvent inelastic collisions or conformation relaxation 

due to non-planar distortion of the macrocycle. It was predicted by the Dr Nemykin group the 

possibility of tautomerism for the isobacteriochlorin samples. Piotr et al. reported double 

proton transfer in porphycenes to be around ~190 ps, which is highly dependent on the strength 

of the hydrogen bonding; hence the distance N-N is relevant78. The 90-ps component in 2,18-

Dioxobacteriochlorin may be assigned to ultrafast proton transfer. The third component is a 

rise component that builds up the signal profile on the 10 to 100-ps time window. All 

nanosecond components match the TCSPC data and are thus safely assigned to Qx(0,0) ’s 

lifetime. A trend is clearly observed as the Qx lifetime decreases with the increasing number of 

carbonyl groups. Therefore, ISC rates suggest a 2-fold increase in the ISC rate for OEP and 2-

Oxochlorin and a 4-fold increase from OEP to bacteriochlorin and isobacteriochlorin. This 

trend might be correlated with a SOCME increase between S1 and triplets, as it will be further 

explored in the DFT calculations section. 
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ns-Transient Absorption (measured by Dr Battacharya)  

The femto/picosecond TA shows a non-decaying signal, which might be related to the triplet 

state dynamics; furthermore, a longtime setup is needed. The data collected and the time 

constants values are shown in figure 29 and 30 and Table 6. This data first component in accord 

with fs-TA describes the Q band dynamics and subsequent ISC to the triplet states in agreement 

with fs-TA. Multiexponential decay is observed for each data set, where three components are 

used to fit OEP, 2-Oxochlorin, and the bacteriochlorin group, whilst two suffice for 

isobacteriochlorin. A non-decaying component may be assigned to triplet transitions, 

suggesting that the carbonyl group can tune ISC from Q bands to triplets via a spin-vibronic 

channel52,74. As the non-decaying component lies beyond the detection limit, 50 µs was set to fit 

the exponential end-tail.  

 

Figure 29- a,b,c and d – ns-TA for OEP, 2-oxochlorin, 2,12-dioxobacteriochlorin and 2,13-

dioxobacteriochlorin in DCM, 350nm excitation. The bottom row is the respective kinetic profile. 
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Figure 30- a,b and c – ns-TA for 2,8-dioxoisobacteriochlorin, 2,18-dioxoisobacteriochlorin 

and 2,7-dioxoisobacteriochlorin, in DCM, 350nm excitation. The bottom row is the 

respective kinetic profile. 

 

Table 6- ns-Transient Absorption time constants in DCM. 350nm excitation. 

Sample τ1(ns) τ2(µs) τ3(µs) 

H2-OEP 12.4±0.4 146±3.2 non-decaying 

2-Oxochlorin 5.2±0.1 254±8.4 non-decaying 

2,12-Dioxobac. 3.1±0.05 163±2.9 non-decaying  

2,13-Dioxobac. 2.2±0.05 172 ±11 non-decaying 

2,7-Dioxoisobac. 3.2±0.1 108 ±4.1 - 

2,8-Dioxoisobac. 1.8±0.1 97 ±1.7 - 

2,18-Dioxoisobac. 2.4±0.1 22 ±2.2 - 

 

Like the short-time TA and TCSPC, increasing the number of carbonyls decreases the early 

component’s lifetime value (τ1). The second time constant was an overall increase from OEP 

to 2-oxochlorin and the bacteriochlorins. Isobateriochlorins, however, a decrease is observed 

from 2,7 to 2,18. τ2 is assigned to the triplet transition back to the ground state. As observed, 

the number and position of carbonyl groups can either enhance or decrease the triplet lifetime. 

The reasoning behind this needed theoretical calculations to understand how it affects the 
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energy of excited states. Our collaborator Dr Thiago used computational methods to unveil 

what was happening. 

 

Theoretical Calculations (Dr Thiago Cardozo and Karol Gomes) 

As the experiments showed, the increasing carbonyl amount made the decay (both from 

singlets and triplets). Using computational chemistry allows for predicting these states' energy 

behaviour and simulating bond stretching.  

Calculations were made for OEP, 2-Oxochlorin, 2,13-bacteriochlorin and 2,18-

isobacteriochlorin (one of each group). All images and data presented in this section are 

courtesy of Dr Cardozo and Karol Gomes. 

Figure 31 shows the frontier orbitals for each sample; as expected, they behave mostly as 

described by the 4-orbital model Gouterman predicted 33,34, except for 2,18-

dioxoisobacteriochlorin. A few deviations, such as some band predictions on the simulated 

spectra, are in Figure 33. These are not yet fully understood, but the splitting observed on B 

bands is more likely due to tautomers' presence. However, the increased oscillator strength for 

Qx (0,0) is neither predicted in intensity nor position. 
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Figure 31- Frontier Orbitals for OEP, 2-oxochlorin, 2,13- Dioxobacteriochlorin and 2,18-

dioxoisobacteriochlorin 
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Figure 32- Simulated spectra for the samples. 

 

C-C stretching 

The macrocycle expansion plays an essential part74,79 in the decay mechanism. To fully 

understand this process, the C-C stretching behaviour was analysed. As the bond stretches, all 

states increase in energy. The energy increment is not equal to all states; some increase more 

than others, reducing the next excited state’s distance for the molecules with C=O. Figures 34 

and 35 illustrate the C-C bond stretching along the breathing mode and the energy change in 

several excited states. Breathing mode is also represented by a gif image in the supplementary 

material. Steps refer to the geometry distortion of the molecule, 0 being the equilibrium 

geometry. Each step represents the molecule breathing mode in a different geometry, meaning 

each step stretches the whole molecule in the same way as the vibrational distortion performed.  

It is worth noting that the nomenclature of the calculated states is different from the previous 

spectroscopic notation. For understanding and simplifying, the state’s label (i.e. S2 means the 

Soret band, but the second state that appeared from the calculations and so forth) from the 

calculations will be used in this part. Singlet separation, figure 34, shows a possibility of IC 

from bright states from higher energy levels for all oxygenated samples, as the energy gap 
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between levels decreases with the increasing number of carbonyl substituents. The C-C- 

stretching also shows no direct crossing between singlets and the ground state. That is also true 

for the triplet states crossing (Figure 35), meaning that the node alone is not responsible for the 

whole decay process, although it does affect a good part of it. Red arrows indicate the lowest 

values between states with minimal energy values.  

 

 

Figure 33- Excited singlet state energy level, C-C stretching. a) OEP, b)2-oxochlorin, c) 2,13-

Dioxobacteriochlorin, d) 2,18-dioxoisobacteriochlorin 

 

Dashed lines in figure 35 represent the triplet states. Triplets and Siglets approach each other 

(in energy, y-axis) as C=O more C=O is added, facilitating ISC. It is clear that in step 5, the 

energy approximation of the states explains the faster decay rate. It is worth mentioning that 

the number of crossings cannot alone explain the difference between one carbonyl to two 

carbonyl crossing rates. There is insufficient evidence to support that increasing carbonyl 

groups mean more crossings; however, the molecules have extra sites where this specific C-C 
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stretching can happen (two sites on dioxo vs one on oxo). Hence two crossing versus one 

crossing probability occurs. 

 

Figure 34- Excited Singlet/Triplet states level, C-C Stretching 

 

Figure 35-  C-C distance and energy levels. 
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Figure 36 shows the effect of C-O stretching. The larger the stretch, the closer the singlets and 

triplets are to each other. Molecules containing carbonyl need less energy to reach the crossing 

point. This small gap should impact the Q band excited state, making it decay faster than the 

OEP sample. 

 

C-O Stretching 

Singlet and triplet states approach each other when the distance between them is approximately 

1.6 Å through carbonyl stretch along the breathing mode (figure 37). However, dioxochlorins 

require almost two times more energy than oxochlorin for the crossings to happen, suggesting 

that stretching might be as important (i.e., increasing the crossing probabilities or decreasing 

states energies)  for these molecules.  

 

Figure 36- Excited singlet/triplet energy levels, C-O stretch. 

 

The data indicate that Soret to Q-bands conversion is faster for the oxygenated molecules as 

the number of channels connecting higher energy states with Q bands increases. Accessing the 

crossing requires around 2 eV (starting from the Franck-Condon region), two times higher than 

for the C-C stretch, figure 38. 
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Figure 37- C-O distance Energy level 

 

Dr Cardozo calculations show no significant difference in oscillator strength between Q bands 

and Ground State transitions; thus, they do not explain the increased fluorescence. It is possible 

that vibronic coupling or faster arrival at Q-states bands via non-radiative decay might enhance 

radiative decay. As the oscillator strength does not vary much, the faster arrival at the Q states 

might be behind the increased excited state population. Dr Cardozo checked the Q band to 

ground state oscillator strength along the out-of-plane distortion along the C=O stretching and 

found no evidence of these motions promoting any significant increase.  

Spin-Orbit coupling 

New crossings are available between Q state bands and higher energy triplet states whenever 

the angle of the carbonyl group and the molecular plane increases. As Q states energy and the 

first triplet state are far apart, it is more likely that the crossing happens between singlets and 

higher energy triplets states Tn (n= 3, 4, 5). Figure 39 relates the SOCME, angle and energy for 

an out-of-plane distortion of the C=O. The minimum difference in energy coincides (around 

55 degrees) with the maximum spin-orbit coupling, suggesting greater crossing probabilities, 

thus a faster ISC rate. 
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Figure 38- SOCME and the Energy difference for angle distortions C=O. 

 

These findings corroborate the experimental data of increased ISC rate from OEP to oxochlorin 

and dioxochlorins. The relationship between angle displacement and energy levels can be seen 

in figure 39. All carbonylated samples show a decrease in energy between ground state and 

triplet (T1) as the angle increases, explaining the reduced triplet lifetime obtained by the ns-TA 

for the isobacteriochlorins. As the spin-orbit coupling increases, the gap between the ground 

state and T1 is reduced; thus, a new non-radiative channel is available. Experimental data is 

supported by this, as ns-TA shows a considerable decrease in lifetime for the measured triplet 

lifetime. 2,18-dioxoisobacteriochlorin shows a decay around 22 µs compared to 146 µs of the 

non-oxygenated sample. 
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Figure 39- Left: Angle displacement C=O energy levels. Right: Angle displacement and 

SOCME 

 

Singlet-Oxygen 

A direct measure of singlet oxygen formed is done by exciting the sample with a 355 nm (8-ns 

pulses) laser. The quantum yield of Singlet Oxygen production,  Ф1𝑂2
It is determined by 

detecting the emission of singlet oxygen at 1270 nm, relative to the standard solution of 

perinaphthenone, both sample and standard in acetonitrile. Perinaphthenone quantum yield is 

referred to as 100% 72,80. 
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Singlet Oxygen Data 

Table 7 summarises the Singlet Oxygen quantum yield referent values to the sample.  No 

notable trend correlates the number of carbonyl groups to the generation of singlet oxygen, but 

it does confirm that these samples produce singlet oxygen, ~70% to ~73% relative to the 

standard.  

Table 7- Single Oxygen Quantum Yield 

 

Sample SO QY SO Error 

OEP 0.50 0.035 

2-Oxochlorin 0.4 0.015 

2,13 Dioxobac. 0.17 0.039 

2,12-Dioxobac. 0.15 0,019 

2,7 Dioxoisobac. 0.15 0.045 

2,8 Dioxoisobac. 0.73 0.28 

2,18 Dioxoisobac 0.7 0.12 
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Figure 40- Sample and reference plots for singlet oxygen measurements. Top- H2OEP, 

Middle- 2,13-Dioxobacteriochlorin; Bottom- 2,18-Dioxoisobacteriochlorin 
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Chapter Conclusion 
 

The set of samples shows promising and interesting photophysical/chemical dynamics. The 

properties tunability investigation was carried out using a range of time-resolved spectroscopy 

and computational techniques. The effect of the isomers (tautomers) on the absorption spectra 

as Soret Band splitting is observed and not predicted by the theory; however, these species are. 

Adding the carbonyl group causes the porphyrins to deviate from the Gouterman model. This 

is not observed as much in 2-oxochlorin and the bacteriochlorin groups; however, it is more 

evident in the isobacteriochlorins. The Q bands in the absorption spectra are not clearly 

distinguishable in the latter, and the oscillator strength for Qx (0,0) is increased compared to 

the other samples. UTAS tracked the early times (femto to few nanoseconds) electron 

dynamics, and the number of carbonyls increased, and the lifetimes decreased. A difference in 

lifetime and photophysical dynamics is also noted by changing the carbonyl position, 

suggesting that different crossings might be available. The Qx (0,0) position also shifts, and 

this motion is tracked by Dr Battacharya (data not shown), revealing the coupling between 

excited states and solvent. TCSPC and long-time TA show the nanosecond to microsecond 

regime, and the same conclusion is obtained: the lifetime decreases with the increasing number 

of carbonyls and position change. Theoretical calculations backed up the experimental data. 

The increasing number of carbonyls decreases the excited energy state separation, forming new 

decay channels. This is true for both C-C and C-O stretching, validating the explanation of the 

macrocycle expansion. Dr Cardozo also found out that the angle of distortion of each carbonyl 

group affects the decay by affecting the spin-orbit coupling. Hence, our study has shown that 

porphyrins' photodynamics can be successfully tuned by modifying and adding carbonyl 

radicals. Although this project made advancements, there are remaining questions such as: 

What is the relationship between the singlet oxygen and the excited state dynamics? How do 

other radicals and carbonyl affect the porphyrin dynamic? To what extent the tautomers can 

affect the overall decay pathway?  
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Chapter 5- Metal Oxide Thin Films 
 

Chapter Introduction 
Shining light on metallic oxide films will trigger photochemical reactions that lead to several 

reactive oxygen species (ROS). Figure 41 schematizes the process. As previously mentioned, 

one possible outcome is the formation of singlet oxygen via electrons in trapped states. Holes 

from the valence band can form hydroxyl radicals recombining with bacteria to produce carbon 

dioxide and water81. Hole trapped states form hydroxyl radicals. ROS formation happens 

within a few nanoseconds, thus somewhat controllable and efficient. 

 

 

Figure 41- Light processes in metal oxide films and ROS formation 

 

Dr Ritmi, who collaborated on this work, and synthesised the films, has widely studied the 

efficiency of films antibacterial properties 57,59,67,82–84. Figure 42 shows the effectiveness of 

eradicating bacteria from iron and copper-based films under light irradiation. Different 

sputtered times are displayed ( samples 1 to 7). The films are made from low-cost and earth-

abundant metals, like copper, iron and titanium. Their combination can alter the photophysical 

properties of the films, creating an interplay between metals. Those metals are also non-toxic, 

making them even more desirable in a hospital environment.  
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Figure 42- E. Coli inactivation on TiO2-Cu co-sputtered for different times on PES. Adopted 

from [51]. 

 

The whole picture behind the mechanism is still to be understood. Some mechanisms have 

been proposed, such as destroying the bacterial wall via direct metal ion interaction 85 or ROS 

degrading the cytoplasmic membrane and the cell wall 86. ROS is associated with oxidative 

stress in biomolecules and has been studied for some time. 87,88 

 

Thin Films preparation 

Methods are provided by Dr Rtimi, who provided the samples. High Power Impulse Magnetron 

Sputtering (HiPIMS) was the technique used to make the films. The method is a variation of 

physical vapour deposition using high voltage and shot a burst of energy focused on the target. 

It also uses a plasma source that ionises the material extracted by a substrate near the source. 

Figure 43 represents a simplified version of HiPIMS. To increase the samples' adhesion to the 

substrate, samples were submitted to a post-treatment with IF-Plasma. 
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Figure 43- HiPIMS schematics. A/B) Iron target artificially modified, allowing the 

magnetron sputtering deposition[49] C) Technic summary [55] 

 

Copper/Iron samples 

XPS data 

A) Survey Spectra 

Initial analysis by survey spectra, figure 44, shows the atomic composition and ratio of all 

atoms present in the samples. All films present the expected composition, table 8, with 

Nitrogen's neglectable presence on the copper oxide film. Carbon makes most of the 

composition, meaning the substrate (PET) accounts for most of the signal. Satellite and Auger 

peaks were not taken into account.  
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Figure 44- Survey spectra for Iron/Copper set. 

 

Table 8- Atomic composition for Iron/Copper samples 

Film/Atomic Composition Carbon Oxygen Copper Iron Nitrogen 

FeOx 48.69% 46.40% - 4.91% - 

CuOx 80.80% 16.98% 1.89% - 0.33% 

CuOx-FeOx 71.75% 22.10% 4.90% 1.25% - 

 

The amount of oxygen varies with the sample; thus, this alone is inconclusive on how much of 

the actual oxide is present; therefore, a more in-depth analysis of the high-resolution spectra is 

done and further discussed in the next section. The amalgam sample has over twice the quantity 

of copper as iron and might reflect the film's ultrafast dynamics. Iron Oxide sample contains 

the most considerable oxygen percentage, either from air exposure or sample preparation. 

 

B.1) Copper Oxide - High-resolution spectra 

Carbon 1s spectra show the contribution of three distinct peaks; binding energy values are 

displayed in table 9 and spectra in figure 45. 
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Figure 45- High-Resolution Spectra. a) C 1s spectra. b) Cu 2p spectra. c) O 1s spectra. 

 

Carbon energies are in the region expected for the sample; a mild oxidation level due to air 

exposure reflects C=O as a minor band. The majority of the carbon signal comes from C-C. 

The lack of a C-Metal bond means that the substrate and film are linked together by oxygen 

only.  

 

Table 9- Binding Energies for Carbon 1s[82] 

 

 

 

Oxygen spectra reveal that most oxygen is bonded to carbon (as expected from the survey 

spectra as carbon and oxygen are present in significant quantities). Similarly, as is shown on 

the carbon spectra, C=O appears as a small signal. A calculator determines how much oxygen 

is bonded to metal, a method explained elsewhere.89 The following table, table 10, contains the 

values imputed on the calculator. All values were obtained by the fitted spectras. The results 

 C-C C-O C=O 

Binding Energies (eV) 284.74 285.5 288.5 
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show that 1.21% of oxygen is not bound to any carbon. Comparing to the survey values of 

1.89%, an almost 1:1 ratio of metal-oxygen is inferred. In other words, the amount of oxygen 

bonded to metal is nearly the same in quantity. 

 

Table 10- Spreadsheet inputs acquired both from the survey and high-resolution spectra 

Peak and Result  

A) Area, Percent of Peak A,) C-C, C-H 73.9 

B) Area Percent of Peak B) C-OH, C-O-C 19.59 

C) Area Percent of Peak C) C=O 6.51 

D) Area Percent of Peak D) O-C=O 0 

E) Area Percent of Peak E) (CO3)2- 0 

F) Amount of Carbon from Survey 80.8 

G) Amount of Oxygen from Survey 16.98 

 

Binding energies for Oxygen are as follows: 

 

Table 11- O1s binding energies 

 O-Cu(II) O-C O=C 

Binding Energy (eV) 530.07 531.71 533.13 

 

The values are consistent with those available in the literature90–93. Cu 2p spectra satellite 

exhibit the expected band shape for Cu2+ and the band position for the most intense p3/2 peak 

94–96. Another confirmation of the CuO structure relied on the maintained distance between 

main peaks and satellites. Copper 2p3/2 peak is centred at 934.19 eV. 

 

B.2) Iron Oxide – High-Resolution spectra  

Carbon 1s spectra show three main bands, including C=O showing some oxidation level. The 

organic substrate is present in significant quantity, and there is no signal of bonding with metal. 

Table 12 contains the values for binding energies. Oxygen shows a majority of oxygen bound 
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to the metal; in contrast to the previous sample, the prevalence was O-C, which the values can 

further discuss in the calculator table, 13. 

 

 

Figure 46- High-resolution spectra for Iron Oxide sample. a) C1s. b) Fe 2p. c) O1s. 

 

Table 12- Carbon 1s binding energies. 

 

 

 

 

 

The values in table 13 show that the C 1s composition is similar to the copper oxide sample 

(A, B and C). However, the remaining amount of oxygen is 33.4% which is way higher than 

the amount of metal found in the survey data (~5%). It is safe to assume that extra oxygen 

comes from surface contamination (i.e. fingerprints, oils, dust) and the sample and storage 

mishandling. The sample condition is not an obstruction, as it helps to simulate real-life 

conditions. 

 C-C C-O C=O 

Binding Energies (eV) 284.71 286.19 288.58 
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To determine which oxidation states and oxide composition, Fe 2p spectra is thus essential. 

Table 13- Spreadsheet inputs for oxygen content – Iron oxide. 

Peak and Result  

A) Area Percent of Peak A) C-C, C-H 64.67 

B) Area Percent of Peak B) C-OH, C-O-C 25.85 

C) Area Percent of Peak C) C=O 9.37 

D) Area Percent of Peak D) O-C=O 0 

E) Area Percent of Peak E) (CO3)2- 0 

F) Amount of Carbon from Survey 48.69 

G) Amount of Oxygen from Survey 46.4 

H) Atomic Percent (portion of Oxygen Amount from Survey) 13.0 

I) Remaining Oxygen Amount from Survey 33.4 

 

The binding energy for oxygen is found in table 14. 

 

Table 14- Binding energy for O1s 

 

 

 

The main Iron peak in figure 46, located at 710 eV, contains small satellites and an intense and 

broad peak. This is similar to the structure of Fe2O3
97. This structure makes sense as the quantity 

of oxygen is large. FeO main peak should be centred around 708 eV and has a prominent 

splitting, and satellites are more intense. It is not observed here; henceforth, FeO is not 

considered for this sample 91,98. 

 

B.3) Copper Oxide/Iron Oxide sample 

The composition of carbon species has not changed much from the other samples, either in 

species or quantity. Once again, no C-metal bonding is present; thus, all the metal available is 

bonded to oxygen. Table 15 shows the energies relative to the high-resolution spectra for 

carbon 1s. 

 O-C O=C O-Metal 

Binding Energies (eV) 531.66 533.53 529.96 
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Figure 47- High-Resolution spectra. a) C1s, b) Fe 2p, c) O1s, d) Cu 2p. 

 

Table 15- Carbon 1s and Oxygen binding energies 

 C-C C-O C=O 

Binding Energy (eV) 284.82 285.5 288.58 

 

 

 

 

Oxygen is bonded to carbon and metal as expected, and no other contribution is seen. The 

energy values are also similar to what was found for the other samples. However, the metal 

band is much more intense than the previous samples, expected from a double oxide mix. 

 O-Metal O-C O=C 

Binding Energy (eV) 530.48 531.66 532.56 
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Table 16 contains the values used in the spreadsheet to calculate oxygen content. Carbon 

quantification is 73.90% C-C bonding, 17.72% for C-O, and 8.38% is the percentage of C=O 

bonding. The results show that 7.6% of oxygen is not bound to carbon. 

The approximate sum of copper and iron is 6.15% (survey spectrum), indicating more than one 

oxygen atom per metal atom, but the exact rate is unknown for this case. The excess of oxygen 

can also be caused by sample contamination due to air exposure. 

 

Table 16- Input values for the amalgam oxide 

Peak and Result  

A) Area Percent of Peak A) C-C, C-H 73.9 

B) Area Percent of Peak B) C-OH, C-O-C 17.72 

C) Area Percent of Peak C) C=O 8.38 

D) Area Percent of Peak D) O-C=O 0 

E) Area Percent of Peak E) (CO3)2- 0 

F) Amount of Carbon from Survey 71.75 

G) Amount of Oxygen from Survey 22.1 

 

Confirmed what is seen on the survey spectrum, almost no iron is found in the copper 

oxide/iron oxide sample, as the spectrum lacks the main features and is a lot noisy, especially 

compared to the pure iron oxide sample. Interestingly, an extra shoulder is observed in the 

copper spectra and a reduction at parts of the satellite. It confirms that copper has a mix of 

oxidation states, Cu(II) and Cu (I). This is likely the result either of laser exposition or plasma 

treatment effects when the films were made.  

 

Steady-State and Time-Resolved Spectroscopy 

All thin films exhibit a very low absorption in the visible spectral regime, as shown in Figure 

48. The mixed film has the most intense spectra. The XPS shows that those films have carbon 

and oxygen quantities higher than anticipated, suggesting contamination by fingerprints, dust, 

and oils. These factors might reflect on the intensity of the signal and a more precise 

interpretation of the signals.  
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Figure 48- Steady-state absorption for the films 

 

Metal atoms absorption is highly related to d-d forbidden transitions (Ligand Field), which 

causes the broad band before 400nm. Furthermore, absorption spectra bands and overall 

absorption are associated with the direct interaction between metal and ligand. In this case, the 

oxygen causes a LMCT with the interaction between not filled d orbitals from oxygen's metal 

and p orbitals. These will reflect in the bandgap and the intensity of hole and electron formation, 

transition probability, and trapped states existence. In a 3-dimensional metal oxide unit cell, 

the approximation of structures can generate a magnetic dependence between metallic atoms, 

causing simultaneous pair electronic6782.   

Transient absorption data can be fitted with a bi-exponential function and possess one 

picosecond component and one non-decaying (within the experiment time window) 

represented by the long microsecond component. Minimal changes are observed at later times. 

A unique constant can be used to fit the data correctly, suggesting that all processes (HA, EA, 

GSB and SE) occur within the same timescale (Figure 49). A long-lived state represents trapped 

electronic states described (non-decaying signal at the kinetic profile and population 

spectra[102] ) and smaller components summarized into a charge recombination state between 

holes and electrons. As transient data indicate in figure 49, a slight shift is observed in the first 

few picoseconds at early times, suggesting the presence of multiple electronic states. Thus, 
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recombining these multiple states is possible since they are very close to each other in energy 

since the charge recombination of HA and EA is most probable. Theoretical calculations must 

address this solid-state's correct relaxation pathway and cooling system. 

 

 

Figure 49- Transient absorption top and respective kinetic traces (bottom) a/b) copper oxide, 

c/d) iron oxide, e/f) copper-iron oxide 

 

Table 17- Time constants for the copper/iron oxide films 

Sample τ1 (ps) τ2 (ps) 

Copper Oxide 1.2 non-decaying 

Iron Oxide 9.7 5000 

Copper/Iron Oxide 0.9 non-decaying 

 

Electron and hole recombination is expected to occur within the first few hundred 

femtoseconds (as mentioned in previous chapters); thus, it is assumed that τ1 corresponds to 

this process. The long component needed to fit the spectra's kinetic tail is associated with the 

trapped stated or intergap states caused by the metal coupling in the oxides. Singlet oxygen 

forms within a few microseconds, in this case, would correspond to a long-lived signal into 

femtosecond TA. 57,72. 
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The oscillations presented on the kinetic profile can be associated with the lattice 

rigidity57,99,100, suggesting that the copper oxide is less rigid. The iron oxide lifetime is expected 

for the hematite group 101.  Compared to the other samples, the mixed oxide has a shorter 

component as τ1, whilst maintaining the non-decaying component. 

The oscillatory pattern extracted from the films is fitted using equation 41. The data was 

extracted from the original data set by subtracting the SVD fit. The residual 2D matrix and 

procedure details can be found elsewhere102. For the total transient signal amplitude, the 

oscillations and relative amplitude are unaffected by the pump power and are thus intrinsic to 

the metallic film. The time-dependent, t, oscillatory signal is modelled for each wavelength (λ) 

as a single damped sine wave following the equation where a is the amplitude, τ is the time 

constant of the envelope (damping), f is the frequency, and φ is the phase of the oscillation.  

 

𝛥𝐴(𝜆) = 𝑎𝑒(−𝑡/𝜏) sin (
2𝜋𝑡

𝑓
+ 𝜑)      (eq. 41) 

 

The fitting is displayed in figure 50. From 440 to 560 nm, the oscillations mean frequency is 

about 40.0 GHz. This value matches a longitudinal acoustic phonon22,100,103. 

 

 

Figure 50- Fitted oscillations for (a) Copper Oxide and (b) Copper-Iron oxide. Taken from 57. 

 

Photoinduced acoustic phonons imply a strong coupling between the electronic and lattice 

effects. These oscillations' frequency corresponds to those monitored in vanadium oxide thin 

films while in their metallic phases. It was shown that frequencies below 10 GHz.103 mark the 
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insulating character of vanadium oxides. Hence, the 40.0 GHz in CuxO could be a marker of 

its metallic character. Joly et al. correlated these phenomena to the material thickness. The 

kinetic profile for the iron and mixed oxides show weak oscillations. They range from 460 to 

550 nm with maximum amplitude at 510 nm and a mean frequency and average damping 

constant of 39.6 GHz and 54.6 ps. The oscillation frequency and damping are similar to the 

CuxO film.  

 

Bacterial Inactivation (performed by Dr Rtimi) 

Figure 51 (a) elucidates the efficiency of the sputtered films' antibacterial properties against E. 

Coli. As expected, the interaction between the two metals makes the chemical reaction more 

efficient. Thus double oxide film is the most efficient in killing bacteria two and three times 

faster than copper and iron stand-alone films. Meanwhile, figure 51 (b) shows the inactivation 

of different E.Coli exposed to indoor light in the presence of the mixed film. 

 

Figure 51- E. Coli inactivation. (a) films comparison, (b) types of E.Coli and Copper-Iron 

oxide film. Taken from 57 

 

Using genetically modified bacteria (porinless) allows differentiating between intracellular and 

extracellular inactivation mechanisms. Inactivation tests both in light and dark conditions  

(figure 51 (b)) of both types of bacteria are comparable, meaning ions and oxygen radicals 
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mainly act outside the cells. The photoproducts then potentially affect any living organism in 

its surroundings. As the samples release ions, the toxicity is less in this case, and the 

quantification was monitored by inductively coupled plasma mass spectrometry. Iron and 

copper released (μg/L) from the sputtered CuOx-FeOx-PET sample were 4 and 6 ppb, 

respectively. These levels are far below the allowed toxicity levels fixed by the regulation for 

water and health (around 1mg/L)104,105.  

 

 

Figure 52- Flow cytometry for normal and modified E.Coli. 

 

Flow cytometry helps understand the role of metallic films in the deactivation mechanism. 

Figure 52: Graf et al. show that two mechanisms take place. Inactivation happens as an external 

and minor effect of the metal ions. The latter points to a unique mechanism that rapidly 

degrades the cell debris. The tiny cell concentration observed after 60 min photocatalysis on 

the sputtered CuOx-FeOx-PET was around 102 CFU/mL. It coincides with the plate count agar 
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method's detection limit and corresponds to the tolerable bacterial concentration in hospital 

settings.23,82,106  

 

Copper/Titanium samples 

XPS Data 

Differently from the other sample set, the data in this section will be presented differently. The 

surveys for the four samples are shown in figure 53. To better view the survey spectra, they are 

separated by sample, and so are the tables. 

Copper and Iron Oxides present the expected carbon appearance from the substrate/dust/oils 

(i.e. hand oil and fingerprints). Graphs c/d confirm the proportion between metal atoms in the 

films. Mixed films reflect the metal composition directly; thus, copper satellites are more 

intense (d). 

 

Figure 53- Survey spectra for all four films 
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A) Metal Oxide films 

Data from the survey, table 18, reveals the atomic percentage for each atom, where the copper 

oxide has more than half of its carbon composition, whereas titanium oxide has almost half of 

its composition of oxygen atoms.  

 

Table 18- Atomic percentage of pure copper/titanium films 

Atomic Composition (%) Carbon Metal Oxygen 

CuOx 51.78 16.87 31.35 

TiO2 29.35 20.77 48.71 

 

The polymer-based substrate explains the prominent presence of carbon, and all other carbon 

sources likely come from external contamination. Analysis of the high-resolution spectra 

shows a further oxidation level for the copper oxide sample in the carbon spectra (figure 54. 

These samples were exposed to an adhesion post-treatment, which can break and form new 

bonds within the lattice components. A direct link between substrate and metal is unusual and 

indicates how the treatment affects the film. On the other hand, titanium oxide does not exhibit 

O-C=O or C-metal bondings, suggesting being more resistant than copper oxide. 
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Figure 54- Top: Copper Oxide, Bottom: Titanium Oxide. Carbon 1s, Oxygen 1s, and Metal 

2p, respectively, left to right. 

 

Oxygen 1s spectra indicate the metal oxidation state and different oxidation forms of copper, 

Cu (II) and Cu (I). The presence of copper I reflect the plasma treatment, and the film is less 

resistant to the plasma than that of titanium. The high-resolution metal spectra also confirm 

those oxidation states. The titanium also shows a mixture of oxidation states, as observed on 

the high-resolution metal spectra (figure 54). Copper I and Titanium IV are present in larger 

quantities, suggesting that the treatment did not affect the film's titanium composition (i.e. 

larger quantities of the oxidized state); Titanium III is a minor impurity. Copper seems more 

susceptible to the treatment, as copper I is more present than copper II. The percentage of 

oxygen not bound to carbon is calculated as previously described for the other samples. 

Titanium bands (458.43 eV for 2p3/2, Ti IV. 460.04 eV for 2p3/2 for Ti III) position are in 

concordance with the literature. 97,107,108 

Table 19- Spreadsheet values for Copper oxide film 

Peak and Result  

A) Area Percent of Peak A) C-C, C-H 72.45 

B) Area Percent of Peak B) C-OH, C-O-C 8.84 
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C) Area Percent of Peak C) C=O 12.03 

D) Area Percent of Peak D) O-C=O 1.98 

E) Area Percent of Peak E) (CO3)2- 4.7 

F) Amount of Carbon from Survey 51.84 

G) Amount of Oxygen from Survey 31.39 

H) Atomic Percent (portion of Oxygen Amount from Survey) 17.8 

I) Remaining Oxygen Amount from Survey 13.6 

J) Percentage of Total Oxygen from Carbon Species 56.7 

 

Table 20- Spreadsheet values for Titanium oxide 

Peak and Result  

A) Area Percent of Peak A) C-C, C-H 57.66 

B) Area Percent of Peak B) C-OH, C-O-C 35.38 

C) Area Percent of Peak C) C=O 6.97 

D) Area Percent of Peak D) O-C=O 0 

E) Area Percent of Peak E) (CO3)2- 0 

F) Amount of Carbon from Survey 29.35 

G) Amount of Oxygen from Survey 48.71 

H) Atomic Percent (portion of Oxygen Amount from Survey) 9 

I) Remaining Oxygen Amount from Survey 39.7 

J) Percentage of Total Oxygen from Carbon Species 18.4 

 

Oxygen high-resolution (figure 54) infers that most atoms are bonded to titanium. Table 19 

shows 13.6% of the remaining oxygen, corresponding to almost a 1:1 proportion between 

oxygen and metal. The remaining oxygen is shared between different copper oxidation states, 

and the excess metal is thus bonded to carbon, as shown on the carbon spectrum. Table 20 

presents almost ~40% of the oxygen that is not bound to carbon, whereas survey spectra show 
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~20% of metal composition. Thus the proportion is close to 1:2 between oxygen and metal 

atoms. 

 

B) Mixed Oxide Films 

Two films are being studied in this section, one containing copper in the majority (20% 

titanium, 80% copper) and the other with titanium as the main composition (40% copper, 60% 

titanium). Data retrieved from the survey (figure53) is compiled in Tables 21 and 22. 

Considering only the metal composition, the proportion is close to 80/20. Carbon counts as the 

majority; they are followed by oxygen, whereas titanium has a bit more than 2%, as shown in 

the survey spectra. A similar trend is observed for the following sample, most carbon and 

oxygen. The metal proportion follows the label, 40% of copper and 60% of titanium. 

 

Table 21- Atomic composition for Mixed Oxide (80/20) 

Atomic Composition (%) Carbon Oxygen Copper Titanium 

CuOx-TiO2 (80/20) 63.62 26.78 7.37 2.23 

Metals Only - - 76.74 23.26 

 

 

Table 22- Atomic composition for Mixed Oxide (60/40) 

Atomic Composition (%) Carbon Oxygen Copper Titanium 

TiO2-CuOx 60/40 44.67 34.13 8.75 12.45 

Metals Only - - 41.27 58.73 

 

Figure 55 contains the high-resolution spectra for the (80/20) mixed sample. Carbon 

distribution shows three contributions, likely from the PET substrate in the form of C-C 

bonding. C-O/C=O are also present, linking substrate to the oxides and coming from possible 

contaminations. Oxygen high-resolution (figure 55) shows two contributions attributed to 

metal bonds and carbon. Similar to the previous samples, copper 2p indicates two distinct 

oxidation states. Most of the copper is found in a Cu (II) state, with minor traces of copper (I). 
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Titanium could be fitted with a single band (2p1/2 not fitted), indicating a single oxidation state 

for the atom. Multiple copper oxidation states suggest that the post-treatments influence the 

sample, similar to the previous sample. Unlike the other copper sample, most of the sample is 

comprised of CuO. Once again, Titanium III appear as minor contamination. 

 

Figure 55- High-resolution spectra for CuOx-TiOx (80/20) a) C 1s, b) O 1s, c) Cu 2p, d) Ti2p 

 

The (40/60) sample has similar carbon and oxygen high-resolution spectra, with the only 

significant difference being the band size in the oxygen spectra. Sample (20/80) has more O-C 

contribution, whereas this sample contains a more considerable O-Metal contribution. Copper 

II appears as a majority of the copper atoms, and copper I as minor traces. Titanium shows 

little difference from the first amalgam.  
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Figure 56- High-resolution spectra for CuOx-TiOx (40/60). a) C 1s, b) O 1s, c) Cu 2p, d) Ti 

2p 

 

Steady State Absorption for Copper oxide/Titanium oxide samples  (Chloe B. Powell - data 

acquisition and analysis) 

The absorption profiles were acquired by reflectance and are plotted in figure 57. Metal oxides 

have a few absorption spectra contributions, such as d-d transitions and charge transfer from 

oxygen to metal. 
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Figure 57- Reflectance of the films. Adopted from [55] 

 

The copper oxide shows broad and robust absorption across the visible region, with Cu (I) and 

Cu (II) contributions (valence to unoccupied conduction band)109. All other samples have PET 

as the main signal, with minor shifts and variations due to the presence of the metal oxides 

(more pronounced in the 320nm-500nm region). PET signal around 350nm comes from the 

single electron from HOMO to LUMO110,111. The small shift is closely related to the bandgap 

value; in this case, copper-titanium films possess higher absorption in the visible region when 

compared to pure titanium oxide films. Including the narrow bandgap of copper oxide heavily 

affects the system overall properties, tuning the absorption profile112. According to Zuo et al. 

113, the number of oxygen vacancies increases as the ratio Cu: Ti increases, resulting in the 

redshift. As shown by the XPS (figures 53,55, and 56), both oxides presence interfered with 

the individual oxides' properties, now displayed as bands shift on the absorption spectra.  

 

Time-Resolved Spectroscopy (performed by Chloe Powell and Dr Sayantan B. ) 

Transient absorption spectroscopy tracks the excited state dynamics upon excitation of the 

films using 350 nm light. Figure 59 shows TA spectra for CuOx and TiO2; most signals arrive 

from HA and EA. The valence band of copper oxide is composed of 2p oxygen and 3d copper 

orbitals. Copper oxides spectra show strong transient at early times, between 475-615 nm, and 

bleaches around 400-475 nm and 615-700nm. Within 5ps, the transient decay forms a new 

state, as seen at a delay of 50.9 ps.  

Titanium oxide at early times shows strong transient around 588 nm, which gradually decays 

to a different state but is not observed in the present timescale (up to a few nanoseconds). The 
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intensity of the positive signal overcomes negative signals, suggesting that HA and EA are 

more prominent than GSB and SE. 

PET exhibit a similar trend with intense signal overcoming the negative bleaches across the 

whole spectral window. Table 23 contains the lifetime values used to fit the data.  

Table 23- Lifetimevalule for the double oxide films 

 

 

 

 

 

The first kinetic component for all films are relatively close to each other, with copper oxide 

slightly slower than the other samples. The (40/60) composite on the second and third 

components shows a faster dynamic than the others, whereas titanium oxide is the slowest in 

the second and third components. None of the samples relaxed within an ns time range; thus, 

long-time TA was performed to analyse the long-range time window. 

 

Sample τ1 (ps) τ2 (ps) τ3 (ps) τ4 (ps) 

Copper Oxide 0.57 5.8 466 long-lived 

Titanium Oxide >0.1 29.4 821 long-lived 

PET >0.1 7.9 946 long-lived 

Copper-Titanium (80/20) 0.42 20.8 671 long-lived 

Copper-Titanium (40/60) 0.12 7.8 626 long-lived 
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Figure 58- TA spectra for (a) CuOx and (b) TiO2 and respective kinetics (c, d). 

 

In figure 60, TA spectra for the mixed nanocomposites and PET. Upon titanium's addition, the 

spectra shape shown for (80/20) shifts to longer wavelengths compared to pure copper oxide.  

Not surprisingly, the spectra for (40/60) follow the same pattern. All negative features present 

on (80/20) are engulfed by the intensity of the positive absorption band. On the other hand 

(40/60) shows a bleach around 400 nm up to 450 nm. Kinetic spectra for both (20/80) and PET 

do not show many changes in shape and do not fully decay within the time window.  
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Figure 59- TA Spectra. a,b,c:  Copper-Titanium (80/20), Copper-Titanium (40/60), PET. 

d,e,f: respective kinetic traces. 
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Figure 60- Proposed decay mechanism for the films. Lifetimes were taken from table 23. 

Taken from [55] 

 

A decay mechanism is proposed and elucidated in figure 61. Exciting the films above the 

bandgap generates electrons and holes, which start decaying within the first few picoseconds. 

A rapid decrease in transient absorption can be attributed to carrier relaxation, similar to the 

previous samples. The case is the same for CuOx and TiO2 but slightly different for the mixed 

composition sample. The movement of electrons and holes inside the bands, which happens 

within the first few fs, is represented by the first time constant, whereas the second should 

represent the electron-hole recombination as the charges move to the band’s border. The (iii) 

step for copper oxide and titanium oxide films relates to the carrier trapping happening in the 

later ps timescale, and the final step should be the formation of ROS, which lies in a timescale 

bigger than the one shown. 

Chloe et al.[64] suggested the mechanism based on the transient absorption spectra, which 

comprises absorption bands corresponding to ESA in CuOx and the HA of TiO2. In the case 

of CuOx: TiO2 (80/20), holes and electrons relax to the top of the valence band and the bottom 
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of the conduction band, respectively. Relaxation occurs within 671 ps, followed by another 

state change to a long-lived species. The (40/60) sample has titanium oxide transferring 

electrons to copper oxide, leaving holes on the titanium oxide valence band. Electrons on 

copper oxide relax and are transferred back to titanium oxide trapped states and then to the 

long-lived state.  

 

Long-time Transient Absorption 

In most cases, the PET substrate exhibits an intense signal that overcomes the sample signal. 

To address the non-decaying species, a long-time TA (nano to microseconds timescale) was 

performed. Data is presented in figure 62. The AFM measurements imply that copper oxide is 

a thick film with dark-coloured particles reflected in the transient absorption spectra.  

 

Figure 61- Long time TA for the films. a) Copper Oxide, b)Copper-Titanium 80/20, c) PET, 

d) Titanium Oxide, e) Copper-Titanium 40/60 
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AFM and antibacterial inactivation 

AFM images and compiled data are found in Figure 63 and Table 24. While Ra values express 

the overall roughness of the sample, Rq is more sensitive to microscopic peaks and valleys. 

Rq/Ra can estimate the overall smoothness of films. 

 

 

Figure 62- AFM for a) Copper Oxide, b) Titanium Oxide, c) Copper-Titanium (80/20), d) 

Copper-Titanium (40/60) 

 

 

 



116 
 

 

 

Table 24- AFM compiled data. 

 
Thickness /nm Contact angle Ɵ˚ Average roughness 

(Ra) /nm 

Root Mean Square (RMS/Rq) 

nm 

TiO2 24.31  ± 4.6 82.75 ± 1.71 2.6 3.2 

TiO2-CuOx(80/20) 18.88 ± 1.1 110.25 ± 2.36 9.1 11.4 

TiO2-CuOx(60/40) 11 ± 2.1 96.89 ± 2.15 1.5 1.9 

CuOx 8.78 ± 1.3 114.5 ± 1 9.6 11.3 

 

The values above imply that the samples photophysical properties are not necessarily linked to 

the film’s thickness. Rq /Ra values show no significant discrepancy, suggesting no apparent 

interference in film morphology and electronic properties. 

Finally, the bacterial inactivation (done by Dr Rtimi) is presented in figure 64. The graph shows 

the efficiency of bacteria inactivation for each film. Both mixed oxides gave the best results, 

acting efficiently – 30 minutes or less, whereas the pure titanium oxide film took over an hour 

to produce a similar effect. 
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Figure 63- Bacteria inactivation (E.Coli) under indoor light 

 

Chapter Conclusion 
 

We wanted to correlate ROS production to the photophysical properties of metal oxide films. 

In the first set of samples (CuOx, FeOx, CuOx-FeOx), XPS and UTAS map the electronic 

structure of the films. A clear trend is then observed as the mixed sample has a faster excited 

state decay overall when compared to the pure oxides. As XPS points out, the samples 

contained minor impurities, but they did not affect the efficiency of the films. The analysis of 

the oscillatory pattern of the films showed that copper oxide is the only sample that showed a 

strong oscillatory signal. Antibacterial tests prove that the mixed oxide is the most efficient of 

the three samples. Flow cytometry indicates that two mechanisms are in place, elucidating the 

role of the metal ions, which attacks the cell walls rapidly. The first-time constant might impact 

the overall dynamics, as data suggests. The non-decaying component should elucidate the 

relationship between trapped states in the overall dynamic, which serves as an idea for future 

work. 

The second set of samples (CuOx, TiO2, CuOx-TiO2) received a post-adhesion plasma 

treatment. XPS data confirms that a higher level of oxidized metals is present for all samples 

and, in some cases, bonding between metal and substrate. Copper oxide contains higher Cu (I) 

quantities than Cu (II), which is not expected. This might reflect that the plasma treatment 

affected this sample more than the others. AFM is used to determine the superficial area and 

the thickness of the films. Titanium oxide is the thickest of the films, and according to figure 

64, it is the least effective. The lifetime of the excited state decrease from the pure oxides to 
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the mixed oxides. When comparing the mixed oxide composition, higher concentrations of 

titanium lead to a better interplay between the metal atoms, as TA suggested. Based on all 

previous experiments, some assumptions can be made: 

1) AFM shows that TiO2 is the thicker sample, two times thicker than (40/60). So it is 

very likely that the deactivation mechanism is not influenced by thickness. 

2) Morphology of the samples does not influence ROS production, as apparently there is 

no correlation between superficial area and the results in figure 64. 

3) The lack of features (apart from PET) on the long-time TA suggests that bi-molecular 

recombination is not taking place. 

4) XPS and TA data suggest that the concentration of the metal, specifically Titanium, is 

responsible for the decay mechanism and ROS formation. 

5) As shown in figure 64, titanium oxide as a pure film is not efficient, so an ideal 

balance between titanium and copper is needed, suggesting a direct interplay between 

the atoms. 
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Supplementary Information 

Deconvolution of UV-Vis Spectra for the second sets of films.  

Adopted from 63 
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Breathing Mode representation 

 

Oscillator Strength values 
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OEP-RL RL-2-oxochlorin 
RL-2,13-

dioxochlorin 
RL-2,18-

dioxochlorin 

  
Excitation 

Energy 
(nm) 

Oscillator 
Strength 

Excitation 
Energy 

(nm) 

Oscillator 
Strength 

Excitation 
Energy 

(nm) 

Oscillator 
Strength 

Excitation 
Energy 

(nm) 

Oscillator 
Strength 

S1 558,3 0,044 570,6 0,055 592,4 0,114 568,8 0,012 
S2 525,3 0,088 534 0,011 541,4 0,006 565 0,067 
S3 406,2 0,294 412,1 0,128 411 0,019 463 0,001 
S4 399,5 0,007 411,5 0,006 409,7 0,023 413,6 0,005 
S5 383,5 0,285 395,7 0,307 394,8 0,616 393,1 0,145 
S6 380,7 0,001 372,1 1,163 386,8 0,922 391 0,831 
S7 358,4 1,058 365,1 0,194 381 0,027 384,9 0,982 
S8 348,8 1,167 364,1 0,28 380,8 0,113 351,2 0,004 
S9 322,3 0,011 338,6 0,008 350,9 0,001 341,9 0,213 
S10 319,5 0 334,3 0,026 343,6 0,008 328,6 0,004 

 

AFM Thickness Calculation 63 
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Linear Fit – Singlet Oxygen – Remaining Samples 
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Power Fit- Singlet Oxygen – All Samples 
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