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Abstract  

Increasing numbers of pharmaceutical drugs are being produced in salt form to improve 

bioavailability, and handling and processing properties. Effective control of organic salt 

crystallisation from solution requires an improved understanding of the molecular-level 

interactions present in the solution before and during crystallisation. 

State-of-the-art X-ray techniques probe solution-phase systems at the short time- and 

length-scales required to reveal information about the chemical environment and local 

molecular structure of the solution. Core-level X-ray spectroscopy and X-ray diffraction, 

combined with computational analysis, have been used to characterise an organic salt in 

solution and the phase from which an organic salt crystallises.  

The near-edge X-ray absorption fine structure (NEXAFS) spectra of the C and N K-edges of 

aqueous imidazole (Imid) and imidazolium (ImidH+) are acquired using a novel combination 

of X-ray Raman scattering (XRS), near-ambient pressure X-ray photoelectron spectroscopy 

(NAP-XPS) and time-dependent density functional theory (TDDFT) calculations. C and N 1s 

core-level binding energies (from NAP-XPS) were used to assign relative ionisation potential 

energies. N-atom pseudoequivalence in ImidH+, defined by the single 1s→1π* transition 

peak, contrasts with the two N moieties observed in Imid. TDDFT calculations revealed 

1s→3π* resonances in the ImidH+ C K-edge spectrum that are not present in the Imid 

spectrum.   

X-ray Pair Distribution Function (XPDF) patterns collected during the in situ cooling 

crystallisation of an aqueous solution of guanidine hydrochloride (GuHCl) indicate three 

distinct solution phases prior to crystallisation. For the first time, Empirical Potential 

Structure Refinement (EPSR) structural models, refined to experimental data, have been 

used to suggest the possible structural motifs that may dominate in the pre-crystallisation 

phases.  

The combined XPDF/EPSR approach was applied to the structures of 2, 4 and 6 M aqueous 

GuHCl solutions and suggested medium-range structural differences in Gdm+-Gdm+ 

interactions due to a critical solvation change between the 2 M solution, and higher-

concentration solutions. 
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Chapter 1 Introduction 

1.1 Crystal engineering of solid drugs 

Drug products are formulated to be bioavailable once they arrive at the required site of 

action on or within the body [1]. Active pharmaceutical ingredients (APIs), which are 

frequently formulated and delivered as solid dosage forms [2], need to be water-soluble to 

facilitate absorption across the intestinal membrane [3–6], or for administration via 

injections, infusions, or nasal or eye drops [1]. Solid APIs may exist in crystalline or 

amorphous phases [2,7]. Crystalline materials are generally easier to isolate and purify than 

amorphous solids, and have longer shelf lives as they are less prone to oxidation [1,3,6]. 

Typically, crystalline solids have better solid-state handling properties, although some can 

have processing issues, e.g. poor flowability and compressibility, or low bulk densities, which 

may lead to storage issues [1].  

Hydrates/solvates, salts, or co-crystals, which may be formed from a salt and a secondary 

molecule, are commonly used to form multi-component compounds [4]. Although co-crystal 

drug compounds have been discussed in the literature since Wöhler first presented 

quinhydrone in 1844 [8], the concept of crystal engineering in its current form only came 

about in the 1980s and 1990s [9].  

Crystal engineering applies our understanding of intermolecular interactions in crystal 

structures to the design of new solids, which presents an opportunity to fine-tune new 

materials including APIs to optimise manufacturability and performance characteristics 

[2,10,11]. Improving the therapeutic effect of a drug formulation may also modify its 

pharmacokinetic or physicochemical properties, such as stability, bioavailability, or crystal 

size, shape and morphology [1,4,12–14].  

A trend towards the discovery and development of increasingly target-specific and potent 

APIs, possibly due to the implementation of in silico lead molecule identification and 

optimisation [5,9,15], often results in lipophilic drug entities with high molecular weights 

and low solubilities [5,16]. In a 2006 classification of the 200 most commonly-used drug 

products in the USA, UK, Spain and Japan, around 20% of the considered drug products were 

highly water-insoluble [15]. As a result, there is a real driver to develop drugs in salt form. 
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1.1.1 Salts as drugs 

If an API is insoluble or difficult to crystallise, salt screening—the search for a suitable salt 

formulation—may be conducted [17]. Around 70% of APIs have the requisite functionality 

for salt formation [17]. The selected counterion will influence physical properties such as the 

melting point, thermal and chemical stability, crystallinity [18,19] and hygroscopicity, which 

should be minimised (rule of thumb < 2% for the salt form to pass through screening [20]).  

The International Union of Pure and Applied Chemistry (IUPAC) defines a salt as ‘a chemical 

compound consisting of an assembly of cations and anions’ [21], yet the classification of 

multi-component crystals can be inconsistent, with ambiguous or contradictory systems 

proposed in the literature [4,7,22,23].  

To form a salt or co-crystal, a molecule should contain a proton-donating or proton-

accepting moiety. As crystal engineering has developed, a formalism for the classification of 

salts and co-crystals has been established, and the literature suggests that there is a 

continuum between the these compound types based on the extent of proton transfer 

[17,24,25], with partial transfer (hydrogen-bonding) forming a co-crystal, and complete 

proton transfer forming a salt [24].  

Salts are formed in an acid-base reaction [26], and the relative pKa values1 of each 

component predicts whether a salt or co-crystal will be formed [24,26]. As a rule of thumb, 

a reaction where ΔpKa > 3 will produce a salt, and if ΔpKa < 0, a co-crystal will be formed 

[24,27]. Whilst most acid-base complexes can be defined by this parameter, the 

classification is less clear when ΔpKa values fall in the 1–3 range [24]. If ΔpKa
 is small, and the 

energy barrier separating the hydrogen-bond-donor/acceptor potential wells is low, the 

hydrogen is quasi-central and a short, strong hydrogen bond is formed [25,28]. The pKa of 

the ionisable group is often established early on, and potential counterions are selected for 

further screening based on this ΔpKa > 3 rule [19]. It should be noted that pKa values quoted 

for a given temperature (often 25°C) normally relate to aqueous solutions, so if other 

solvents are used, the pKa will vary [29]. 

1.1.2 API screening 

When selecting the appropriate salt form of a drug molecule, factors including solubility, pH-

solubility profiles, the feasibility of full-scale production and solid-state properties for 

production and processing are considered [1,18]. Ensuring that a drug candidate is 

 
1 pKa = -log (dissociation constant, Ka) 
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sufficiently water-soluble early on in the drug screening process is essential for 

pharmacological testing and preclinical trials [1]. 

Although rapid salt selection is crucial to reduce the time to market of the new drug [11], 

solid-form screening of potential new salt compounds is time- and labour-intensive [4,30].  

Salt screens are very sensitive to crystallisation conditions [18]. Drug solubility and 

supersaturation is assessed by developing a calibration curve with ultraviolet-visible light 

(UV-vis) or infrared (IR) spectroscopy [1]. Deciding when a solution equilibrium is achieved 

can be problematic, as the solid and liquid phases may need to be in contact for a long time 

to achieve the equilibrium state [31]. Crystallisation systems such as Crystal16(TM) [32] allow 

efficient small-scale solubility screening, which is useful if limited material is available for 

screening. However, industrial-scale process conditions, such as temperature control and 

crystalliser flow characteristics, are difficult to replicate in the laboratory, meaning some 

level of empirical process design is required [30]. 

Computational methods are being developed as a complementary screening tool for organic 

molecules [33]. Although not all plausible structures identified by crystal structure 

prediction (CSP) would form in practice [34], methods have been developed to determine 

normally the most thermodynamically-stable crystal structures from the chemical diagram 

[33]. In a 2010 blind study using CSP methods, some previously unpublished crystal 

structures were found to be easy to predict, but some could not be solved by computational 

methods [33]. The field of computational crystallisation and CSP is rapidly evolving, with 

continual development of new methods and approaches, and better integration of CSP 

studies with experimental work is possible as the experience-base increases [33]. Gaining a 

better physicochemical understanding of crystallisation will bring about improvements to 

computational analysis methods [34], resulting in economic and time-saving benefits to the 

salt screening process. 

1.2 Nucleation theory 

Crystallisation is the process by which a solid phase is formed from a liquid, solution or 

vapour phase [35]. Despite being an essential step in the pharmaceutical [17], food 

production, bulk and fine chemicals [36] and agrochemicals [37] sectors, the molecular-level 

understanding of how this process occurs is incomplete [3,38].  

Conventionally, crystallisation processes are modified by empirical changes to temperature, 

supersaturation levels, or fluid dynamics, e.g. agitation [39]. However, it is generally the 
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molecular-level kinetics, which are influenced by intermolecular interactions [10], that 

govern crystallisation processes [34] and thus determine the properties of the resultant 

crystals, such as size distribution and polymorph type [10,40–44]. The lack of an atomistic 

understanding of the structure-forming processes that occur before and during crystal 

nucleation and growth limits our ability to effectively and efficiently control the 

crystallisation process [41,45]. Consequently, control of the crystalline product, which is 

required for the synthesis of some new materials [46] and production of a consistent 

pharmaceutical product, is reduced [47]. 

Nucleation can be classified as a primary (homogeneous or heterogeneous) or secondary 

process (Figure 1.1). Primary nucleation occurs in the absence of seed crystals [31]. 

Homogeneous crystallisation occurs if nuclei form spontaneously and there are no foreign 

particles in the solution to facilitate it [4,31], whereas heterogeneous crystallisation is 

induced by impurities present in the solution, e.g. dust [31]. Secondary nucleation, which is 

induced by seed crystals or attrition fragments in the solution [31,40], affects the particle 

size distribution due to different generations of crystals forming in the solution. 

 

Figure 1.1 Nucleation classification, based on ref. [40] 

Seeded secondary nucleation is often the pathway that is followed in industry, as it enables 

greater control of the product morphology and size distribution [40]. Heterogeneous 

nucleation on equipment surfaces is unwanted, as this results in cleaning issues, reduced 

yield and potentially unwanted polymorph growth [38]. 

The classical and non-classical nucleation theories introduced in this section are detailed 

elsewhere [45,48–50]. 

1.2.1 Supersaturation 

Supersaturation, a prerequisite for nucleation, is the driving force of crystallisation and 

dominates the kinetic processes that occur during nucleation [37,51,52]. Supersaturation is 

achieved when the crystallising species is dissolved in a solvent system at a concentration 

above the equilibrium (saturated) concentration [31].  
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The supersaturation of a solution σ, can be expressed thermodynamically in terms of the 

activity coefficients of the solute in saturated and unsaturated conditions [1,42,53]. Because 

requisite specific-system activity values are frequently unavailable, a measure of 

supersaturation based on concentration is used instead (Equation 1): 

 
𝜎 =  

(𝑐 − 𝑐 ∗)

𝑐 ∗
 Equation 1 

where c is the solution concentration and c* the equilibrium concentration of the solution 

at a given temperature [53]. The supersaturation ratio S, can be described as Equation 2 

[54]:  

 𝑆 =  
𝑐

𝑐 ∗
 

Equation 2 

A solubility curve describes the mass of solute that can completely dissolve in a solvent at a 

given temperature (Figure 1.2). Along the solubility curve (solid line), the saturated system 

is in equilibrium, so the further addition of solute will give rise to the appearance of 

undissolved crystals in the solution [54]. 

 

Figure 1.2 Solubility curve showing the metastable zone 

Below the solubility curve, the solution is undersaturated, so the mass of solute present is 

below the equilibrium saturation value. Above the metastable limit (dotted line), the 

supersaturated solution is described as labile, meaning that new crystals can form 

spontaneously [37,42]. For a solution at point x, supersaturation can be achieved by either 

decreasing the temperature (along line a on Figure 1.2) or by evaporating the solvent to 

increase the concentration (along line b) [55]. The addition of an anti-solvent can also 

generate a supersaturated solution resulting in crystallisation [56]. 

The metastable zone (MSZ) between the undersaturated and supersaturated regions is 

characterised by the lack of spontaneous primary crystal nucleation [55,57]. The metastable 
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zone width (MSZW) describes the maximum supercooling before spontaneous nucleation 

occurs [58]. The MSZW is determined by measuring the temperature at which nucleation 

occurs, for example using a turbidity probe, for solutions of increasing supersaturation 

[55,58,59]. The MSZW is system-specific, as it is sensitive to environmental factors such as 

the agitation rate, the presence of impurities and the surface properties of the crystallising 

vessel [37,55]. If the solute is held in a supersaturated solution, the excess solute will 

crystallise out to leave a saturated solution after what is known as the induction time [54]. 

1.2.2 Classic nucleation theory (CNT) and its limitations 

Whilst we are able to comprehensively characterise bulk crystal structures, and our 

understanding of solution chemistry is improving, the significant challenge of deriving a 

physicochemical understanding critical stages of nucleation and crystal growth remains [34]. 

Classic Nucleation Theory (CNT), which was initially developed in the 1920s by Volmer and 

Weber to describe the condensation of vapour to a liquid, has been extended and refined 

over time to explain crystal nucleation within melts and solutions [38,45,60,61].  

In CNT, nucleation is considered a first-order phase transition [43] based on the 

thermodynamic relationship between the bulk energy of the solid phase and the interfacial 

energy between the solute and solvent in the crystallising system [62]. CNT assumes that if 

the bulk metastable phase is sufficiently supersaturated, the system’s free energy barrier 

can be overcome to induce nucleation [31,51]. During nucleation, a small number of 

crystallising units join to form an interface between the solution and the new phase [42], 

thus reducing the free energy of the system [46].  

These symmetrical crystal nuclei undergo a series of elementary single-particle (atom, 

molecule or ion) attachment or detachment events [31,63]. If the molecular cluster radius r, 

is below the critical size for nucleation rc, it is energetically favourable for the cluster to 

dissolve, so the molecules return to solution. If rc is achieved, growth is thermodynamically 

favourable, as it lowers the free energy of the system [42]. These critical nuclei are 

considered the transition state between supersaturation and crystal growth [49]. The 

number of crystallising units in a critical nucleus ranges from 10 to a few thousand, 

depending on the crystallising substance [40].  

Gibbs’ thermodynamic description of CNT [45,64,65] states that the overall excess free 

energy ΔG, is equal to the sum of the free energy change for the phase transformation ΔGV, 

and the excess free energy between the bulk and surface of the particle ΔGS, i.e. formation 

of the solute-solvent interface (Equation 3 [40,45], expanded to Equation 4): 
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 ∆𝐺 =  ∆𝐺𝑉 + ∆𝐺𝑆 

                      =  
4

3
𝜋𝑟3∆𝑔𝑣 + 4𝜋𝑟2𝛾 

Equation 3 

 

Equation 4 

where r is the radius of the nucleus, ∆gv is the free energy change for the phase change per 

unit volume between the phase in which nucleation is occurring and the phase that is 

nucleating, and γ is the surface tension between the solute surface and the supersaturated 

solution [40]. The competing relationship between these two factors (Figure 1.3) shows that 

as r increases, the increasingly-negative ΔGV term dominates the surface term ΔGs, which 

favours dissolution, and nucleation becomes energetically favourable [45]. Additionally, as 

supersaturation increases, the nucleation barrier and rc decrease until eventually, nucleation 

is spontaneous [42]. 

                         

Figure 1.3 Change in free energy with cluster radius r  

Heterogeneous nucleation is thermodynamically more favourable, with a nucleation rate 

that can be many orders of magnitude greater than homogeneous nucleation [38]. When a 

nucleus forms on a surface, the surface area of the nucleus-solution interface must be less 

than in the homogeneous case, reducing the surface term and lowering the nucleation 

energy barrier (Equation 3) [31,38].  

The nucleation rate J (Equation 5), is a measure of the number of crystalline clusters that 

overcome the nucleation barrier per unit volume and unit time [40].  

 𝐽 = 𝐴 𝑒𝑥𝑝 (−
𝐵

𝑙𝑛2 𝑆
) Equation 5 

In this expression, constant A relates to the frequency of unit attachment to the nucleus, 

which is affected by kinetic factors, e.g. diffusion coefficient of the attachment unit and 

solvent selection, and constant B describes the thermodynamic free energy barrier for 

nucleation [43]. The degree of supersaturation S influences the rate of crystallisation, as a 

small increase in S causes a proportionally much larger increase in J [40]. 

ΔGv is related to the bulk 
energy and ΔGs to the 
surface energy rc 
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The importance of solvent-solute interactions, which is not specifically considered by CNT, 

has been demonstrated in theoretical and experimental studies [66–68]. Molecular 

dynamics simulations have shown that solvent selection influences the kinetics and 

thermodynamics of molecular assembly events [69]. A computational modelling study of 

NaCl nucleation [66] and an in situ X-ray Raman scattering (XRS) study of the crystallisation 

of imidazole (Imid) [67] both suggest that solute desolvation is the rate-limiting step of 

nucleation, rather than diffusion. A study of two-dimensional barite growth showed that 

desolvation of the cation, and the surface on which crystal growth was occurring, were the 

rate-limiting factors for crystal nucleation and growth [68].  

CNT does not however adequately explain observed nucleation processes [44], and over 

time, computational and experimental results have not matched CNT-based theoretical 

predictions [44,45,70]. The nucleation rate for the condensation of water, the system on 

which CNT was based, was found to be one to two orders of magnitude lower than estimated 

using CNT, despite the input parameters of CNT being known and highly accurate [17]. A 

review by Erdemir et al. [45] identified that whilst CNT correctly predicted what was 

happening on a qualitative level during the gas-liquid transition of single-component 

nonpolar fluids, the calculated values did not agree with the observed nucleation rates.  

CNT assumes that the nucleation clusters form as spherical droplets, with the same density 

and molecular arrangement as the final crystals [45]. To assume the composition of the 

nucleus would be the same as the final bulk crystal also assumes that molecule attachment 

takes place in an ordered, ideal manner, with single identical monomer growth units 

attaching to the growing cluster [17,45]. This assumption does not allow for any cluster 

collisions leading to attachment, or to sections of the clusters breaking off [45]. For salt 

crystallisation, the attachment units could alternate between individual ions and ion pairs 

that form in solution, thereby changing the attachment mechanism, which is not captured 

by CNT.  

Although small observed deviations from CNT may be empirically parametrised in some 

situations [49], some experiments and simulations have started to indicate multi-stage 

crystallisation processes may be involved, which are too complicated even for modified 

versions of CNT [71].  

1.2.3 Alternatives to CNT 

During the last decade, evidence pointing towards the existence of crystallisation pathways 

via observed metastable intermediate phases [50], rather than through the stochastic 

formation of critical nuclei, has increased [72].  
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Nucleation theories have been developed for pre-nucleation clusters or aggregates 

[49,69,73,74], critical density clusters [75], and amorphous precursors [47], even if the 

mechanisms for their formation and transition cannot yet be fully explained [70,76].  

Multiple-step nucleation models, such as the two-step model in Figure 1.4, have been 

proposed to explain inconsistencies with CNT, such as significant differences in experimental 

and predicted nucleation rates, and unexpected relationships between the level of 

supersaturation and nucleation kinetics, for organic and inorganic small-molecule systems, 

proteins and colloids [43,45,47,77,78]. 

 

Figure 1.4 Proposed pathway for two-step nucleation, compared with the classical nucleation 
pathway. Based on ref. [43]  

One proposed pathway is that highly-disordered pre-nucleation clusters, several hundred 

nanometres in size, form in regions of dense liquid [43,47]. Crystallising units assemble as a 

crystalline nucleus inside these mesoscopic clusters [47]. This assertion is supported by 

experimental data indicating a spinodal region and two-step mechanism for crystallisation 

in protein solutions [47], and computer simulations indicating the initial formation of 

amorphous pre-nucleation, from which the crystalline material will nucleate [10,78]. 

Until recently, the scale of detection of the available experimental techniques has been 

insufficient to probe the precise morphology of pre-nucleation clusters, but the 

development of synchrotron X-ray techniques should provide information about these 

structures, informing nucleation theory, and revealing molecular self-assembly processes 

during crystallisation [40,74]. Molecular modelling of crystallisation, combined with machine 

learning, will complement the advances in experimental techniques and accelerate our 

molecular-level understanding of crystallisation [34,71]. However, there are still significant 

sources of uncertainty in the modelling process [71]. Despite this recent progress in 

crystallisation theory and molecular modelling, predictive design of crystallisation processes 

to tune the physicochemical properties of the crystallised product will require a further step 
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change in our fundamental, molecular-level understanding of crystal nucleation and growth 

[34,67]. 

Direct in situ monitoring of a system undergoing crystallisation is necessary to probe the 

structure of pre-crystalline phases, which are not described by CNT [34,39]. The availability 

of higher-energy fourth generation synchrotron sources provides the potential for 

experimental techniques with the time- and length-scales necessary to examine nucleation 

kinetics with in situ crystallisation experiments [52]. Insights into the nature of the 

intermolecular interactions in the pre-crystallisation phases may be key to unlocking this 

new level of understanding [39]. 

It is hoped that computer simulations will be a helpful, complementary tool alongside 

experimental techniques for identifying critical nucleation events [34], and ultimately 

improving our understanding of the molecular-level mechanisms of crystallisation [38].  

1.2.4 Industrial-scale crystallisation  

Crystallisation is usually the final stage in the synthesis of a crystalline API [37]. Control of 

crystallisation and growth is necessary to produce the required crystal polymorph and to 

meet the particle size, size distribution and morphology specifications that influence the 

downstream processing properties and API efficacy [1,30,79]. On an industrial scale, 

controlling the form and stability of a crystal product during crystallisation is a balance 

between the physical chemistry of the system (kinetics and thermodynamics) and chemical 

engineering principles (residence time, agitation), which influence the local supersaturation 

[31,42].  

If the product to be crystallised reaches the crystallisation stage as a melt, progressive 

freezing (fractional crystallisation) allows the purified product to be extracted from the melt 

using a surface cooled below the melting point [42]. In solution crystallisation, there are 

three methods used to modify the supersaturation and induce nucleation: cooling the 

solution; evaporating the solvent; and adding an anti-solvent to change the solubility of the 

solute in the binary solvent [31]. The required scale of production, yield and product 

characteristics will influence the crystallisation process to be selected for a particular 

product. The crystallisation study in this thesis uses cooling crystallisation.  

Crystallisation technology can be classified as batch or continuous production. Batch 

crystallisation processing is still prevalent in the pharmaceutical industry, despite higher 

production costs and potential variation between batches [80]. More precise control 
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systems and strategies using process analytical technology (PAT) could improve the 

reliability and production rate of batch crystallisation production [30]. 

There is growing interest in continuous crystallisation processes in the pharmaceutical 

industry [81] to reduce operating costs, increase throughput, offer more straightforward 

scale-up, and decrease attrition from agitation [30]. Specific continuous processes bring 

particular benefits, e.g. plug flow crystallisation has low rates of secondary nucleation, 

leading to a smaller particle size distribution [30].  

For the industrial crystallisation of organic salts, whether batch or continuous flow, control 

of the nucleation and crystal growth is key [82]. For this, our understanding of the changing 

solute-solvent, solvent-solvent and solute-solute intermolecular interactions throughout 

the crystallisation process must be developed to improve the performance and quality of 

crystallisation units [30]. 

1.3 Organic salt systems  

1.3.1 Salts in solution 

During the process of salt solvation, the interaction energies between the ions in a lattice, 

which are dominated by electrostatic energy, must be overcome for solute-solvent 

interactions to form [1,83]. In aqueous solutions, the ion-dipole interaction dominates the 

dissolution of a salt [1]. Dissolution of a salt may also be accompanied by dissociation into 

independent cations and anions, the extent of which is defined by the dissociation constant 

and influenced by the solution pH [1,84].  

The energy change due to the changes in interactions is described by the enthalpy of solution 

(∆Hsol) in Equation 6: 

 
∆𝐻𝑠𝑜𝑙 =  

𝑍2

2𝑟
(1 − 휀) Equation 6 

where Z = charge number, r = ionic radius and dielectric constant of the solvent = ε [83]. 

The solubility of a salt is directly related to the dielectric constant ε [83]. The greater the 

value of ε, the lower the Coulombic attraction F, between oppositely-charged ions of 

separation distance d (Equation 7):  

 
F =  

𝑒2

휀. 𝑑2
 Equation 7 

where e = elementary charge and d = the interionic separation [83].  
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The simple diffusion model describes the dissolution of a pharmaceutical solid [1]. The 

concentration of the diffusion layer at the solid–liquid interface decreases from a saturated 

solution cs, adjacent to the solid to the concentration of the bulk cb, at a distance h, from the 

solute (Figure 1.5). 

 

Figure 1.5 Schematic of the diffusion layer model  

The ability of the molecules to diffuse through this film into the bulk solution is the limiting 

factor for dissolution, and can be described by Fick’s first law (assuming no reaction between 

the solute and solvent): 

 
𝐽 =  

𝑑𝑚

𝐴. 𝑑𝑡
=  

𝐷

ℎ
 (𝑐𝑠 −  𝑐𝑏) ≈  

𝐷

ℎ
 𝑐𝑠 (𝑖𝑓 𝑐𝑏 ≪ 𝑐𝑠) Equation 8 

where J is the mass of material m, passing through the boundary layer, per unit time t, per 

unit surface area A (the flux). D is the diffusion coefficient of the solute, and h is the boundary 

layer thickness. 

Establishing the solubility of a salt can be complicated. The salt form of an API will have 

different chemical and physical properties from the neutral parent compound and from 

other salt forms, as counterion selection influences salt solubility [1]. Although 

computational models have been developed to calculate solubility, they are not yet able to 

simulate systems containing ions [1,85].  

1.1.1.1 Ions in solution 

Ions in aqueous solution are of interest in fields as diverse as geology [86], the biological 

environments of DNA and proteins [87,88], biological ion channel properties [89] and 

electrochemistry [90]. The study of ions in biological systems is important, as concentrated 

aqueous salt solutions cause the salting-in and salting-out of proteins and other 

biomolecules, and affect enzyme activity [88,91–95]. Studying the structure of the solvent 

in solutions is useful, especially in aqueous systems, as changes to the structure of bulk water 

may provide information about the mechanisms driving biological processes [96]. 
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Ion-specific effects on protein structures and protein-folding are attributed to a number of 

potential factors: the ion’s solvation shell structure and its ability to desolvate to interact 

with the proteins; interactions between proteins and ligands, which occur despite the 

electrostatic forces present; the propensity of the cation to bind to its counter-anion; and 

the interaction of the ions with the water molecules, which may in turn affect the hydrogen 

bonding network of water [91,92,97]. The addition of charged solutes to water can have an 

electrostrictive effect on the water around the ion [98], the extent of which depends on the 

ion’s charge, size, structure, and hydration and hydrophobic properties [99], and is proposed 

as the first step in protein folding [100].  

In the literature, there is limited information on the study of aqueous organic salt solutions 

for the purpose of crystallisation. However, ions in aqueous solutions—monatomic ions in 

particular—play a crucial role in biological systems and have been the subject of extensive 

research [88,101–103]. Despite this, the intermolecular interactions of water and ions with 

biomolecules, which could affect protein stability and ion transportation, are not well 

understood [101]. 

Over time, experimental data and computational modelling to demonstrate how ions 

disrupt water’s long-range hydrogen-bonded networks has been contradictory [97,104,105]. 

Indeed, some evidence points towards only local disruption of the first hydration shell by 

monovalent ions [88,106,107], whereas the effect of divalent ions on coordination shells 

might be different [105].  

The Hofmeister series empirically orders cations and anions by the extent to which they 

cause proteins to salt-out [94]. The ion specificity principles of the Hofmeister series have 

also been applied in other fields such as polymer science, colloids and the ordering of 

metal−organic frameworks in solution [108]. The ions in the Hofmeister series are classified 

as “structure makers” (kosmotropes) or “structure breakers” (chaotropes), referring to the 

strengthening of or disruption to the water structure beyond the first hydration shell 

[102,104].  

Studying the specific ion effects of a single ionic species, such as its influence on the local 

solvent structure or apparent solvent density, is incomplete without also considering the 

effect of the counterion and the solution concentration, which impacts an ion’s classification 

as structure maker or breaker [105]. The electrostatic forces that dominate in low 

concentration solutions are increasingly screened at higher concentrations [109], where 

most water molecules will be hydrating the ions [109]. 
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The concentration of a salt in solution affects the crystallisation properties of the solution. 

If the concentration is near the solubility limit, there is insufficient solvent available to fully 

solvate the ions. A highly concentrated salt solution is said to be more viscous [105,110]. The 

effect on crystallisation from a concentrated salt solution is that the higher viscosity limits 

the diffusion of particles to the surface of the crystal nucleus, which could affect the 

particles’ ability to correctly orientate and be incorporated into the crystal structure.  

1.1.1.2 Ion pairing  

In the early 20th century, it was observed that some organic salt solutions did not have the 

conductive properties that would be expected if the solute had fully dissolved and 

dissociated in solution [84]. It was proposed that partial ionic dissociation was occurring, and 

the non-dissociating salt molecules remained as an ion pair [84]. The formation of ion pairs 

occurs when oppositely charged ions in solution associate, likely due to long-range 

electrostatic forces [111]. The attractive electrostatic forces between oppositely-charged 

ions must overcome the ion separation due to thermal energy in the system, allowing the 

free ions to interact and form a neutral species [110]. The ion pairing lifetime (< 10-5 s) is 

greater than would be expected if diffusion alone were considered [84]. 

The Bjerrum theory of ion pairing suggests that ion pairing is greatest when [111]: 

• Concentration is high: insufficient solvent molecules to form solvation shells around 

the ions. 

• Both ions are small and oppositely charged: with strong reciprocal attraction, water 

molecules in the water spheres around the ions are expelled [109]. 

• Temperature is low: insufficient thermal energy in the system to break the ion pair 

apart [110]. 

• Solvent permittivity (dielectric constant) is low [110]. Ion pairing is lowest in 

aqueous electrolyte solutions, increasing in organic solvents with low dielectric 

constants.  

For monovalent ion pairs to be unambiguously present, a solvent of relative permittivity < 

30 is required, but if either ion has a charge greater than 1, ion pairing can occur in any 

solvent [111].  The phenomenon of charge shielding or masking due to the close proximity 

of an ion pair can result in behaviour unexpected for an ionic species, such as an increased 

solubility in apolar solvents [112]. As such, it is suggested that ion pairing may explain some 

unpredicted observations of electrolyte systems, e.g. unexpected vibrational resonances 

[111].  
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A range of spectroscopic techniques and molecular modelling, e.g. molecular dynamics 

(MD), have been used to study ion-water interactions and water self-interactions in the 

presence of ions [113]. Far-infrared (THz) absorption spectroscopy, X-ray absorption 

spectroscopy and MD indicated that even at relatively low (physiologically-relevant) 

concentrations, ion pairing occurs in, and affects the functionality of, some biological 

systems [113]. 

A multi-stage process for the formation of an ion pair is proposed (Figure 1.6) [111]. Ion pairs 

transition from solvent-separated ion pairs (SSIP) to solvent-shared ion pairs (SShIP), then 

on to form contact ion pairs (CIP) [111]. 

 

Figure 1.6 Types of ion pairs  

a) solvent-separated ion pair (SSIP), b)  solvent-shared ion pair (SShIP) and c) contact ion 
pair (CIP). Based on [111].  

Although often occurring between oppositely-charged ions, it is also suggested that liked-

charged ion pairing is possible. Contact Cl--Cl- ion pairs are found in solid crystal structures 

[114], where their strong polarisation effect on their local environment can exceed their 

repulsion [115]. The ability of the protein arginine to penetrate across cellular membranes 

is said to be due at least in part to the like-charge ion pairing of its Gdm+ side chains [93], 

which are stabilised in solution [115]. 

New core-level X-ray spectroscopy techniques are being used to explore the dynamics of 

nucleation, such as measuring the local structure of pre-nucleation clusters in solutions. The 

application of high-energy X-ray total scattering diffraction techniques combined with 

computational modelling, where the model can be validated with experimental data 

(Section 2.5.4), could also reveal more information about the extent of ion pairing and pre-

nucleation aggregation. 

1.3.2 Intermolecular interactions  

Atoms, molecules, or ions are considered to be bonded when they are brought together in 

a way that can be detected experimentally or computationally [116]. Closed-shell atoms and 

molecules may interact weakly, due to dispersion or Van der Waals interactions, or strongly 

because of a chemical bond with a high stabilisation energy [117]. Between these two 

a)                     b)                                            c) 
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extremes, there are many types of interactions with sometimes complex origins involving 

multiple energy terms [117].  

In a crystalline solid, the constituent atoms, ions or molecules are arranged in a fixed, rigid 

pattern, forming a two- or three-dimensional lattice [40]. These lattices exhibit long-range 

order, meaning there is an internal regular pattern, with defined crystal facets [40]. The 

regularity of the structure results in anisotropic crystals with directionally-dependent 

physical, mechanical and optical properties2 [40,42] that influence the processability of the 

crystal.  

Aakeröy described a crystal structure as ‘a subtle balance between a multitude of non-

covalent forces’ [118], and the same can be said of a solution structure, although the 

dynamic nature of a solution means that the contributions of each will change over time. 

Characterising the solution structure will facilitate the development of a physicochemical 

understanding of crystallisation by revealing the relative importance of the interactions 

within the crystallising phase [119]. The evolving molecular interactions and thermal effects 

in a crystallising solution influence the eventual crystal properties [10].  

In a liquid or solution, molecules experience a combination of Van der Waals, hydrogen-

bonding, π-π and Coulombic interactions [10]. Interactions can broadly be defined as 

intramolecular interactions, e.g. covalent, ionic, or metallic bonds, or weaker, 

intermolecular interactions (Van der Waals interactions). 

Van der Waals interactions are caused by the permanent or induced distortion of the 

electron density of one atom due to proximity of another’s electron density [117], including 

dipole-dipole, dipole-induced dipole and induced dipole-induced dipole (London dispersion 

forces) [1]. As London dispersion forces are due to instantaneous dipole fluctuations [120], 

they tend to be weak, short-range and temporary. Dipole-dipole interactions, of which the 

hydrogen bond is an example, can occur between molecules, or between functional groups 

on the same molecule.  

IUPAC defines hydrogen bonds as interactions occurring between a strongly electronegative 

atom with a lone pair of electrons, and a hydrogen atom that is covalently-bonded to a 

second relatively electronegative atom [21]. However, experimental and theoretical studies 

have shown that hydrogen bonds are not purely electrostatic interactions [121], as they may 

have electrostatic, polarisation, Van der Waals and covalent characteristics [116]. Hydrogen 

bonds are directional interactions [1] and have a large influence on the structure and 

 
2 With the exception of optically isotropic cubic systems. 
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properties of materials such as ionic liquids [116,122,123] and biological molecules [28], e.g. 

protein structures [124–127]. 

Many properties of water, e.g. unusually high melting and boiling points and a  high dielectric 

constant, are due to oxygen’s two lone electron pairs, making water highly polar and giving 

it its defining tetrahedral structure [124]. There is a similar mechanism for other compounds 

with a hydroxyl group, e.g. alcohols, sugars, and organic acids (and thus DNA and proteins) 

[128].  

The strength of hydrogen bonds varies depending on the participating elements, ranging 

from being similar in energy to Van der Waals interactions to stronger than a covalent bond 

[116]. Weak hydrogen bonds (3-7 kcal mol-1) play a role in DNA base pairing and the 

stabilisation of biomolecules, such as proteins and peptides [28,129]. It is claimed that some 

hydrogen bonds in solution have energies up to 20 kcal mol-1, and understanding the 

intermolecular mechanism behind these interactions is of interest [28,129]. Hydrogen bonds 

also form between salt ions and solvent in solution. In this work, hydrogen bonds are 

considered to act over a range up to 2.5 Å.  

In the crystallisation of small organic molecules, π-stacking is an important attractive force 

in addition to hydrogen bonding [130]. π-stacking is more likely in molecules where there 

are electron-withdrawing and electron-donating groups, typically heterocyclic aromatic 

rings. Three principal geometries of aromatic π-stacking have been identified, with parallel-

stacking molecule separation in the region of the Van der Waals separation (3.3–3.8 Å)  

(Figure 1.7). In the case of phenyl rings, the T-shaped geometry with the C−H···π interaction 

was identified to be more stable than π-stacking [130]. Solvent polarity can affect the extent 

of π-π stacking, as cation π-π stacking of the ionic liquid C2mim[X] (where X = Cl-, Br- or I-)3 

was reported for non-polar solvents at the expense of anion-cation ion pairing [131], 

whereas in propionitrile, long-lived anion-cation pairs formed [131]. 

 

Figure 1.7 Geometries of aromatic interactions: π-π and herringbone T-shaped stacking motifs 
of phenyl rings, based on ref. [130]  

 
3 C2mim: 1-alkyl-3-methylimidazolium cation (n = carbon chain length) 
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The electrostatic (or Coulombic) contribution includes interactions between permanent 

charges and multipoles, e.g. dipole-dipole interactions, and may be attractive or repulsive 

[117]. It is the primary contributor to the lattice energy of an ionic compound [83]. Even the 

bonding of highly-charged ions will have some covalent nature to it, meaning that electron 

density will be shared to an extent between the ions [83].  

Although the Coulombic interaction is strong and long-ranged, solvent shielding will reduce 

the distance over which the electrostatic force will operate. Due to the attraction between 

oppositely-charged ions, it is likely that anions will be located close to cations, and vice versa, 

in solution [132]. A salt solution will be neutral overall, but there will be local charge 

fluctuations, as multiple counterions surround a central, oppositely-charged ion [132].  

1.3.3 Systems to be investigated  

1.1.1.3 Imidazole hydrochloride 

Imid is an organic heterocyclic compound with high solubility in polar solvents (Figure 1.8a). 

The lone pair of electrons on N1 (pKa = 14.9 [133]) contributes to the delocalised π system, 

while the lone pair on N3 (pKa = 7.0 [133]) fills the hybridised sp2 orbital [134]. Imid and Imid 

derivatives play an important role in biological systems and are present in many natural and 

synthetic drug molecules [135]. Imid is a component of purine [136], and as a side-chain of 

histidine, Imid plays an important part in enzyme catalysis [137]. Imid acts as a proton relay 

due to its ability to form hydrogen bonds with water via the two N moieties [136–139]. A 

study of histidine residue identified that at physiological pH, where the protonation state of 

Imid is flexible, dimers of Imid and its protonated form imidazolium (ImidH+, Figure 1.8b) 

form proton relay pathways [140]. The tuneable photophysical and electrical properties of 

Imid derivatives are also of interest for electronic applications, including organic light-

emitting diodes (OLEDs) [141]. 

 

Figure 1.8 Molecular structures of (a) imidazole & (b) imidazolium – International Union of Pure 
and Applied Chemistry (IUPAC) numbering 

Ionic liquids (IL), the class of salts comprising an organic cation and an organic or inorganic 

counterion with a melting point below 100°C [142–144], are commonly composed of an N-

based heterocyclic cation, e.g. Imid- or pyridine-based cations [145], with various anions. 



 Chapter 1 Introduction 

1.3 Organic salt systems    19 

The properties of IL are tuned by the ionic composition [145,146] or the alkyl chain length 

on the cation [147]. IL have become popular as ‘green’ solvents [148], being highly-thermally 

stable, non-volatile and non-flammable. Imidazolium-based ILs are increasingly being used 

as environmentally more benign reaction media, replacing volatile molecular solvents [148–

150], for biomass hydrolysis [151] and drug delivery [152].  

The structures of IL and the existence of cation-anion ion pairing in IL solutions have been 

analysed using IL-compatible techniques such as neutron diffraction with isotopic 

substitution (NDIS) [147,153], infrared (IR) spectroscopy [146], nuclear magnetic resonance 

(NMR) [146,154,155] and molecular modelling [156–158]. The formation of supramolecular 

aggregates of IL molecules is due to hydrogen-bonding between the molecules. When 

diluted in low-polar solvent, contact ions pairs have been shown to be the dominant species, 

with solvent-separated ion pairs appearing in high polar solvents [157].   

In this study, aqueous solutions of Imid and imidazole hydrochloride (ImidHCl) and their 

solid-phases are analysed by core-level X-ray spectroscopic techniques to compare their 

electronic structures. The speciation diagram for Imid is in Figure 1.9. 

 

Figure 1.9 Speciation diagram for imidazole in water  

The relative concentrations of protonated (black line) and neutral (red line) Imid are 
shown. 

With a melting point of 158–161°C (source: Sigma Aldrich MSDS), ImidHCl is not an IL per se, 

but this study of the dissolved cation may be pertinent to IL research. 

Imid in solution has previously been characterised by: near-edge X-ray absorption fine-

structure (NEXAFS) to quantify changes in the unoccupied density of states of Imid with 

changing solution concentration [159], which found that Imid self-associates at low 

concentration (0.5 M); and NEXAFS detected by XRS [67] during a in situ cooling 

crystallisation [67], which showed that average Imid solvation shell structure stayed 

constant through the MSZ until the point of crystallisation. 
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Liquid-jet X-ray Photoelectron Spectroscopy (XPS) characterised and contrasted Imid and 

ImidH+ in aqueous solution, finding pseudoequivalence of the N core-level binding energies 

(EB) in ImidH+ [160]. A combined X-ray Emission Spectroscopy (XES)/Resonant Inelastic X-ray 

Scattering (RIXS) study [161] indicated a limited influence of solute-solvent hydrogen-

bonding on the electronic environment of the compounds [161]. 

In this work, a novel, combined near-ambient pressure (NAP-) XPS-NEXAFS-XRS approach is 

applied to obtain C and N K-edge fine-structure spectra and explore the unoccupied density 

of states of ImidH+. 

1.1.1.4 Guanidine hydrochloride 

Guanidine (Gu), and its protonated form guanidinium, Gdm+, are of chemical and biological 

interest [162,163]. The speciation diagram for guanidine is in Figure 1.10. 

 

Figure 1.10 Speciation diagram for guanidine in water  

The relative concentrations of protonated Gdm+ (black line) and neutral Gu (red line) are 
shown 

Gu derivatives are used in the production of melamine plastics [163], and explosives [164], 

and research into the development of drugs with a Gu core for diverse applications is 

ongoing [165]. Gdm+ is found as a fragment or side chain of larger biological molecules, for 

example arginine, creatine and pyrimidine bases of DNA [163,166]. Gdm+ salts are often 

used in biomolecular research to study ion specific effects [98]. 

Gu is a stronger organic base than most other amines (pKa = 13.6) [167]. It readily accepts a 

proton to form Gdm+ (C(NH2)3
+), as it can readily delocalise the charge over the three -NH2 

groups (Figure 1.11) [162]. The efficient charge distribution across the planar Gdm+ ion 

provides electrostatic stability, with the highly-positive C centre attached to highly-negative 

N moieties with their highly-positive H atoms [162]. This stability enables Gdm+ to form 

hydrogen bonds with water via the amino groups (N-H···O) in the plane of the molecule, but 

not via the central C atom (C···O-H) [168].  
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Figure 1.11 Guanidinium structure schematic, with its three resonance structures 

In Gdm+, each equivalent C-N bond takes on a double bond character due to the delocalised 

orbital resulting in the ‘Y aromaticity’ of the molecule [162]. Self-consistent field (SCF) 

calculations indicate that the rotation of the C-N results in a weakening of the π bond and 

increases the bond length of the rotating -NH2 group [162]. As a consequence, the bond 

lengths of the other C-N bonds decrease, which strengthens the bonds and increases the 

energy barrier for the rotation of a second or third -NH2 group [162], thus minimising 

rotation of the -NH2 groups [169]. 

1.3.3.1.1 GuHCl – crystal structure 

A search of the Cambridge Structural Database (CSD) revealed three deposited crystal 

structures of GuHCl (GANIDC [170], GANIDC01 [171], GANIDC02 [172]), although the 

crystallographic information file for GANIDC [170] is incomplete for X-ray pair distribution 

function (XPDF) analysis, so it will not be included further. All are space group Pbca (61) and 

the structures of  GANIDC01 [171] and GANIDC02 [172] are shown in Figure 1.12. The 

calculated powder X-ray diffraction (PXRD) patterns of the two complete structures from 

Mercury [173] indicate a single polymorphic form (App. Figure 1). 

1.3.3.1.2 Solvation of Gdm+ ions  

GuHCl has long been known to be a protein denaturant, especially at concentrations above 

5 M [93,174,175]. One proposed mechanism is that the faces of the Gdm+ ion associate with 

the hydrophobic surfaces on the protein at the same time as forming in-plane hydrogen 

bonds with water and polar functional groups on the protein [97,176]. Gdm+ can inhibit salt 

bridging in protein structures, affecting the stability of protein folding [98,174].  

The denaturing capacity of Gdm+ depends on the counterion [168,177]. It is suggested that 

GuHCl is a strong denaturant owing to the absence of in-plane hydrogen bonding of Cl- to 

Gdm+, indicating weak ion pairing [168]. Proteins are stabilised by guanidinium sulphate 

(Gu2SO4) because of the strong interactions between the sulphate (SO4
2-) ions and water 

[177]. It was previously proposed that SO4
2- forms two linear hydrogen bonds with the Gdm+ 

ions, creating nanoscale aggregates and preventing protein-Gdm+ interactions [178], 

although there is debate about the strength of experimental data supporting this hypothesis 
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[177].  It has been calculated that Gdm+ does not cause electrostriction, which may further 

highlight the importance of the counterion in the denaturant properties of Gdm+ salt 

solutions [98]. It is worth noting that some of the experimental and theoretical analysis 

techniques discussed in the literature do not consider the stabilising (or otherwise) effect of 

the counterion in solution. 

  

GANIDC01 C-Cl- = 3.57 Å  

  
GANIDC02 C-Cl- = 3.73 Å 

Figure 1.12 Solid structures of GuHCl, deposited in the CCDC: GANIDC01 [171] (top), GANIDC02 
[172] (bottom), as depicted in Mercury  

The solvation of Gdm+ has been described as ‘bimodal’ because the first solvation shell 

around Gdm+ is anisotropic [97,168]. Water molecules interact around the plane of the 

molecule via the -NH2 groups, but there is little interaction with the faces of Gdm+ [97,168]. 

Several studies indicate that Gdm+ ions have little effect on the structure of bulk water, as 

they are weakly hydrated and do not compete effectively with water molecules for hydrogen 

bonds [91,92,179,180].  

A combined MD/NDIS study identified 4.5 hydrogen-bonded waters in the plane of the 

Gdm+, with ~5 more in a diffuse cloud above and below the C atom [97]. Two infrared 

photodissociation (IRPD) spectroscopic studies indicate that the structure of the hydration 

shell of Gdm+ changes with number of water molecules in its local environment [92,181]. Up 

to three water molecules form two hydrogen bonds with the -NH2 groups, with each water 

molecule stretching between two amine groups [92]. The addition of further water 

molecules (n = 4 or 5) resulted in the formation of a second hydration shell, rather than there 

being interaction between water molecules and the central C (experimental and 

computational limitations prevented the identification of explicit hydrated structures 

beyond this) [92]. Molecular orbital analysis was in agreement, finding insufficient orbital 
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density around the C for hydrogen-bonding with water [92]. The second IRPD study, which 

was more representative of interactions of Gdm+ in bulk water, clustered gaseous Gdm+ with 

up to 100 water molecules [181]. It was more energetically favourable for the inner shell 

water molecules to accept only single, linear hydrogen bonds with the Gdm+ (NH2···OH2) to 

optimise the number of water-water hydrogen bonds where n ≥ 8 [181].  

1.3.3.1.3 Like-charge ion pairing of Gdm+  

Understanding the like-charge ion pairing of Gdm+ in solution could have an impact on the 

development of therapeutic molecules that can be delivered directly into cells [93]. There 

are extensive computational studies to confirm that Gdm+, as solvated ions and as a protein 

side-chain, stack in either parallel or offset formation, form T-shaped dimer structures 

(Figure 1.7), or form solvent-shared ion pairs (Figure 1.6) [93,175,182,183].  

As close interaction of two like-charged ions in the gas phase results in a very high repulsion 

energy (> 100 kJ/mol), the idea of like-charge ion pairing in aqueous solutions seems 

counterintuitive [93]. However, computational studies of Gdm+ ions in aqueous solution 

indicate that the high dielectric constant of water attenuates the effect of the ionic charges 

in solution [91,93,181,182,184]. This attenuation enables ‘cavitation effects’ and stabilises 

the like-charge ion pairing through quadrupole-quadrupole and dispersion interactions.  

In solutions containing ionic moieties, the electrostatic energy is the principal contributor to 

the solvation free energy, along with cavitation and dispersion-repulsion components [185]. 

In the polarisable continuum model (PCM) approach, there is a solvent exclusion effect, 

whereby the solvent dielectric is excluded from a volume (cavity) around the solute 

molecule, and the electrostatic free energy is provided by the interface of the solute’s charge 

distribution and the dielectric medium [185]. It is the overlapping of these cavities upon ion 

complexation that can lead to stabilisation of dimers [185,186]. In an explicitly solvated 

model, dimer stabilisation was attributed to the hydrogen-bonding between the Gdm+ ion 

and the surrounding water molecules, and between water molecules around the adjacent 

Gdm+ ions [186].  

Quantum chemical (QC) and MD modelling suggests that Gdm+ ion pairs are (weakly) 

thermodynamically stable in water, including as side-chains of larger molecules [91,93,186]. 

Water stabilises the electrostatic repulsion, and whilst a stable dimer was achieved with a 

cluster of three water molecules, a 12-molecule water cluster provided maximum stability 

with a C-C atomic separation of 3.37 Å [91]. The addition of further water molecules in the 

second solvation shell had a negligible effect on stability [91].  



 Chapter 1 Introduction 

1.3 Organic salt systems    24 

When investigating the pairing of Gdm+ as an amino acid side-chain using MD [91], five 

different Gdm+ force fields were tested to see how they influenced the ion separation of 

contact ion pairs (CIP) and solvent-shared ion pairs (SShIP). Two of the force fields4 resulted 

in CIP separations of r =  4 Å and SShIP  at = 7 Å [91]. No CIP was found in the simulations 

with the other three potential parameters5, which had C-C separations at around r = 12 Å 

according to the radial distribution function (RDF) peak [91]. However, further analysis 

showed that it was the parametrisation of the backbone dihedral angle that affected the 

Gdm+ pairing interactions, rather than the force field applied to the Gdm+ ions, and 

concluded that Gdm+ ions in water interacted if they were not sterically prevented from 

doing so [91]. 

MD analysis of 2, 4 and 6 M GuHCl aqueous GuHCl solutions showed significant intensity at 

r = 3.85 Å, indicating Gdm+-Gdm+ CIP [182]. The intensity decreased with increasing 

concentration (although this does not relate directly to coordination number CoordN , which 

was not given, as CoordN is a density-weighted integration of the area under the peak) [182]. 

Conversely, the peak at ~7.7 Å indicating SShIP increased in intensity with concentration 

[182]. In this analysis, there was no mention of the T-type dimers that were identified in ab 

initio modelling [183], although the shoulder in the C-C RDF at ~4.5 Å could indicate their 

presence in the higher (4 & 6 M) concentrations [182].  

Experimental observations of the liked-charged complexes in real solution conditions have 

been limited to NDIS combined with MD [97], and cryo-ion mobility mass spectrometry 

[187].  The cryo-ion mobility−mass spectrometry study investigated the size and shape of 

the solvation shell around Gdm+ with reducing numbers of water molecules in the cluster 

[187]. The stabilisation of the parallel-stacked Gdm+-Gdm+ ions pairs by water bridging was 

explored [187]. The arrival-time distribution vs mass/charge analysis indicated a significant 

change in the hydration shell structure between n = 6 and 9 [187]. The orientation of the 

hydration shell changed from a dome-like hemispherical structure (n > 9) to a planar 

structure, with interstitial hydrogen bonding in the Gdm+ plane occurring only when the 

cluster was sufficiently dehydrated [187]. 

The like-charge ion pairing behaviour of Gdm+ has been compared with other cations in 

solution. Ab initio MD (AIMD) calculations compared an explicitly-hydrated Gdm+ dimer to a 

set of control simulations (a hydrated NH4
+ dimer) [93,179]. It was found that the dominant 

attractive interaction between Gdm+ ions (Van der Waals) was not present in the NH4
+ 

 
4 nonpolarizable parm99 and polarizable pol-parm99 
5 nonpolarizable parm99SB, parm03 and parm10 
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simulations, where no contact like-charge ion pairs formed [93,179]. Although there is a risk 

that ion pairs may form in simulations as a result of artefacts of the applied force fields, ab 

initio and empirical approaches in the literature give rise to evidence of ion pair stacking 

[183]. 

Applying a PCM to represent the water solvent around like-ion pairs (Gdm+, NH4
+, Na+ and 

NO3
-) with a separation of 3.32 Å showed that the Gdm+ pair was the only pair with an 

attractive potential in water (free energy of association -2.1 kcal/mol) [186]. The 

geometrically-similar NO3
- ion had a lower repulsion energy than the more spherical ions 

(2.3 kcal/mol, compared to 7.4 and 5.6 kcal/mol) [186]. MD modelling of Gdm+ as a side-

chain in di-arginine identified intermolecular interactions above and below the Gdm+ group, 

whilst water molecules and Cl- ions were positioned around the plane of Gdm+ [186].  

Guanidine hydrochloride (GuHCl) has a relatively simple structure, and interesting 

thermodynamic6 and cation-pairing behaviour in solution [91,93,168,186,188]. As GuHCl has 

previously been studied in a combined neutron diffraction / MD analysis [97], it was selected 

as a suitable organic salt candidate for the X-ray total scattering and computational 

modelling analysis in this work. 

1.4 Liquid and solution system characterisation  

1.4.1 Experimental X-ray techniques  

Structural correlations in amorphous materials, including liquids or solutions, exist over the 

short- to medium-range (< 15 Å). Until recently, probing a transforming system to acquire 

molecular-level information about the pre-nucleation or intermediate phases that might 

exist, and deriving the intermolecular interactions at play, has been limited by the time- and 

length-scales of the experimental techniques available [46,52,189]. A suite of experimental 

methods, often applied in conjunction with computational modelling, are now available to 

probe the structure of solutions [190].  

Temperature-induced phase changes in a crystalline solid with long-range, periodic structure 

can be derived from in situ X-ray diffraction (XRD) [191], but the technique cannot be applied 

to liquid or solution systems that only display local structure. In situ monitoring techniques 

 
6 Unlike some other salts, the activity and osmotic coefficients of aqueous solutions of Gdm+ 

salts decrease with increasing concentration across the whole concentration range rather 

than plateauing before the maximum concentration is achieved [168]. 



 Chapter 1 Introduction 

1.4 Liquid and solution system characterisation    26 

have been developed to identify pre-crystallisation aggregation and growth stages for a 

range of material types including pharmaceuticals, e.g. a combined nonlinear 

optical/microscopy technique [44], but spatial resolution was limited thus individual 

molecular interactions were not identified.  

The main experimental techniques that have been used in this thesis to probe the solutions 

of interest and provide some insight into the electronic and molecular structure of liquids 

and solutions fall into two categories, X-ray spectroscopy and X-ray scattering, an overview 

of which is given here. The techniques that have been used in this study are detailed further 

in Chapter 2. 

1.4.1.1 Spectroscopic techniques 

Spectroscopic techniques characterise materials by measuring the energy that is absorbed 

or scattered by the probed material, as a function of wavelength (energy) [192].  

Laboratory-based spectroscopic techniques used to probe liquid and solution structures 

include IR, Raman, ultraviolet/visible (UV/vis), NMR and X-ray photoelectron spectroscopy 

(XPS).  

Molecules store energy in translational, vibrational and rotational modes, and the energy 

required for the molecules to transition between these energy states can be used to infer 

information about their structure [132,193]. The intensity of the spectra will change 

according to adjacent atoms or the chemical environment [194]. 

IR detects the energies at which less light is transmitted through the sample, and has 

therefore been absorbed by the vibrational modes of molecular bonds, typically in the 

region 100-5000 cm-1 [195]. Optical resonant Raman spectroscopy is a light-scattering 

techniques that characterises molecular vibrational (phonon) and rotational modes, and 

electronic excitations in the meV range [196]. THz dielectric relaxation (THz-DR) and 

polarisation-resolved femtosecond infrared (fs-IR) pump–probe spectroscopy has also been 

used to study the dynamics of the solvent in a solution [180]. 

NMR, which detects the resonant frequency at which the nuclei in a sample respond to an 

applied magnetic field [197], has been used to study pre-nucleation aggregation in 

crystallising solutions [198], and in situ NMR has been developed to track solute-solute 

interactions during crystallisation from solution [198,199]. Information about the changing 

nature and relative probabilities of different solvent-solvent and solute-solvent interactions 

has also been detected using in situ NMR, providing limited information about the solution 

structure before and during crystallisation [200]. Although NMR is used to probe local atomic 
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arrangement, it does not provide all-atom structural information simultaneously and 

interatomic spacing is only yielded over a small range (5–6 Å) [201]. 

Core-level XPS provides information on the local electronic structure and the bonding of the 

probed element [159], and as such, has been used to distinguish salts from co-crystals in the 

solid state [202,203]. Until recently, XPS of solution systems has only been possible using 

liquid-jet systems [160,204]. However, the development of near-ambient pressure XPS has 

allowed the measurement of solution samples, as has been used in Chapter 3. 

Over the last decade, synchrotron-based X-ray core-level spectroscopies have emerged as 

sensitive probes of the chemical state and local structure around molecular solutes and 

solvent molecules in solution [67,159,160,205,206]. X-ray absorption fine structure (XAFS) 

comprises NEXAFS and extended X-ray absorption fine structure (EXAFS). The section of the 

spectrum close to the absorption edge is the NEXAFS spectrum, whereas the EXAFS region 

can be 50-100 eV above the edge. Like NMR, the structural information derived from EXAFS 

is only over a short range [201]. 

 

Figure 1.13 Example NEXAFS spectrum: O K-edge for a water sample measured in Kapton  

The typical regions used in NEXAFS and EXAFS analysis are identified, along with the pre-
edge, edge and post-edge regions  

NEXAFS is particularly effective for molecules with containing low-Z molecules [207], such 

as drug molecules. As NEXAFS probes the unoccupied valence orbitals, the technique is 

highly sensitive to changes to an atom’s chemical and physical environment, including 

protonation [67,159]. Its use to investigate pharmaceutical molecules in the solid state is 

relatively recent, and the study of solutions even more so.  

X-ray Raman scattering (XRS), also known as non-resonant inelastic X-ray scattering (NIXS), 

is a hard X-ray technique that also probes the unoccupied density of states of atomic species 

to generate spectra that are proportional to NEXAFS [208]. XRS has negligible self-absorption 

effects and so produces a more reliable spectrum than can be achieved using soft X-ray 
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techniques [209], and as a bulk sensitive technique, it is more useful for studying the solution 

structure than XAS [210]. XRS is used to look at samples that are too complex to study under 

vacuum using soft X-rays due to the high absorbance of the sample window or ambient 

environment, or the high vapour pressure of the sample, and is ideal to measure in situ 

crystallising solution samples [211].  

Like XAS, XRS is sensitive to hydrogen bonds, and as the time scale of the excitation and 

scattering process is orders of magnitude shorter than hydrogen bond dynamics, it is a 

suitable method to study the structure of liquid water [210,212–214]. NEXAFS spectra 

provide a direct probe of the molecular electronic structure, which is influenced by the local 

structure around the water molecules [215]. XRS was found to be sensitive to the 

interactions between acetonitrile and water, which was validated by density functional 

theory (DFT) calculations [216].  

The effect of ions on water structure has relevance in many chemical and biological 

processes [217]. There are competing ideas on how ion hydration enhances or breaks down 

the structure and properties of the bulk water [215]. A study of the O K-edge spectra for 

aqueous solutions of sulphuric acid identified that increasing the concentration of ions 

increased the number of donated hydrogen bonds per water molecule [218]. It was also 

noted that XRS presents the opportunity to use backscattering geometry to study non-dipole 

transitions, which can give additional information on the local structure and sensitivity to 

speciation [218,219].  

An in situ time-resolved XRS study of the solid-state dimerisation of cinnamic acid, combined 

with direct tomography to show the bond breaking and formation during the reaction 

process, captured the dimerisation and subsequent disintegration of the product [220].  

Beam damage of liquid-phase samples can be reduce by agitating or circulating the sample 

in the beam [218,221,222]. For the in situ cooling crystallisation study of Imid [67], a flow 

cell was designed to minimise beam damage and allow temperature-controlled cooling of 

the solution. The insignificant change in spectral features through the MSZ indicated that 

desolvation is the rate-determining step in crystallisation and provided no evidence for the 

existence of pre-nucleation clusters [67]. The role of hydrogen bonding in the solvation of 

Imid in solution derived from the N K-edge spectra [67] was supported in a later neutron 

diffraction study [67,223].  

The self-association of Imid has been studied extensively in the literature. Synchrotron X-ray 

techniques have been used to understand the effect of solution concentration [159] and the 

solvent type [224] on the electronic and chemical environment of Imid (XAS) and to 
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investigate the evolution of the structure of an aqueous Imid solution during cooling 

crystallisation (XRS) [67]. The study in Chapter 3 contrasting the XRS-derived N and C K-edge 

spectra of Imid and ImidH+ complements and extends previous studies undertaken by the 

group [67,159,223], and includes the application of DFT calculations and NAP-XPS to support 

XRS data analysis. 

1.4.1.2 Diffraction techniques 

Diffraction techniques measure the scattering of the incident quanta (X-rays, neutrons or 

electrons), which is processed to infer structural information about a material [225]. The 

wavelength of the incident probe limits the resolution of the measurements.  

Energy dispersive X-ray diffraction (EDXRD) uses an energy-discriminating detector to 

measure the Bragg reflections of diffracted polychromatic (white) synchrotron light [226]. 

EDXRD is a suitable technique for the in situ monitoring of crystal formation, but it does not 

provide information on solution structure [46]. To fully understand phase transformation 

mechanisms during crystallisation, molecular-level local structure data collected in real-time 

are required [227] and can be achieved with X-ray total scattering, which will also capture 

diffuse scattering to provide information about local structures when used in combination 

with XPDF analysis (Section 2.5.4).  

X-ray diffraction methods are not sensitive to the position of hydrogen, with its single 

electron localised away from the nucleus, and the signal is dominated by scattering of 

heavier atoms. However, computational analysis of the data allows the hydrogen atom 

positions to be inferred. Tracking structural changes during in situ crystallisation 

experiments requires the high signal-to-noise ratio [186] of a synchrotron source and often 

a relatively complex sample environment, which can be accommodated at many 

synchrotron beamlines [186]. For structural analysis, X-rays require a wavelength 

comparable to atomic separation, which is feasible using synchrotron light. XPDF provides 

time-averaged information of the probed system, so faster acquisition times will make the 

technique increasingly suitable for phase change analysis. 

NDIS is a powerful tool for the detection of hydrogen, and is useful for understanding the 

structure of a liquid or solution in equilibrium [100,147,153,223,228–230], but the time-

scale of the data collection is insufficient for in situ crystallisation analysis. The use of 

neutron scattering as a probe for organic and biological materials has been limited by the 

low flux and long data acquisition times [231].  
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The structure of water has been explored with neutron diffraction and X-ray total scattering 

studies, combined with pair distribution function (PDF) analysis [232–237]. XPDF analysis has 

been used to probe liquids, and organic solutes and nanoparticles in solution [238–242]. 

NDIS and XPDF analysis of Imid in aqueous solution has shown the techniques to be 

comparable [223]. 

Key to investigating phase transitions in the crystallisation process will be the acquisition of 

time-resolved data at a sufficiently short time-scale for structural determination, which 

requires short pulses of X-rays, electrons or neutrons [243]. The X-ray free-electron laser 

(XFEL) generates a monoenergetic, relativistic electron bunch that is first passed through a 

linear accelerator (Linac) before interacting with magnetic undulators, resulting in the 

emission of sub-femtosecond pulses [244]. Techniques that will benefit from XFEL include 

XAS, X-ray diffraction and X-ray coherent diffractive imaging [243]. 

Due to the strong scattering of electrons, reliable PDFs have been obtained from laboratory 

electron microscope electron-diffraction data [245]. Electron diffraction is being developed 

for the study of nanostructures, but its application is limited to thin film samples (below 10 

nm) by attenuation and low penetration [245].  

Ultrafast electron diffraction (UED) uses femtosecond or even attosecond [244] electron 

pulses to generate real-time diffraction imaging for the study of ultrafast phase 

transformations and chemical reactions [246]. With a larger elastic scattering cross section 

than X-rays, data with a higher spatial resolution can be acquired with UED [246]. Radio-

frequency acceleration-based photoemission electron guns produce a sufficiently high-

brightness electron beam to study the ultrafast dynamics of biological systems and solid-

state chemistry [246]. Atomic-resolution direct imaging to track a nuclear wave packet of 

gas-phase molecules during nonadiabatic processes has been achieved using UED [247].  

A study combining the ultrafast X-ray and electron diffraction of small gas-phase organic 

molecules found the two techniques gave rise to complementary molecular structure 

measurements [248].  

The HEIMDAL instrument at the new spallation neutron source (European Spallation Source) 

will combine thermal neutron powder diffraction (TNPD), small angle neutron scattering 

(SANS) and neutron imaging (NI) so that different probes will generate data for different 

length scales [231], and the high-flux neutron source has been designed for the in situ study 

of phase transitions [249]. The small-angle neutron scattering (SANS) and low-resolution 

total scattering will be used to probe the pre-nucleation phase, with diffraction to provide 

structural information on the solid phase [249]. At present, the available sample 
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environment would not accommodate a laboratory-scale flow cell, as used in the XPDF 

experiments described in this thesis, but the suitability of a neutron probe for low-Z 

elements [249] means that future advances in the neutron diffraction technique could 

provide great insight into nucleation and crystallisation mechanisms.  

The XPDF study of a crystallising system described in this work indicates the potential of the 

technique to understand the evolving structure of a crystallising solution from in situ X-ray 

total scattering measurement. 

1.4.2 Computational techniques 

1.4.2.1 Quantum mechanics methods  

Quantum mechanics (QM) methods, e.g. ab initio and density functional theory (DFT) 

calculations, are used to describe the electronic structures of atoms, ions or molecules. As 

the calculations can be computationally expensive, generally only a small number of atoms 

are considered (up to a few hundred) [250]. QM methods are used for the geometry 

optimisation (or energy minimisation) of molecules, which identifies the structure of the 

lowest energy configuration. Conformational analysis verifies that the global energy 

minimum, not a local minimum, has been identified [251]. Reasonable energy 

approximations for small, neutral molecules may be obtained from calculations of individual 

molecules in the gas phase. However, calculations for a molecule in solution, especially 

where polar solvents are present, require the use of either an implicit PCM to represent the 

dielectric constant of the surrounding molecules, or for solvent molecules to be explicitly 

placed around the solute molecule [251]. 

Electronic transitions (excited-state systems) can be modelled using QM methods [250]. 

Spectroscopic spectra, e.g. IR or X-ray absorption, can be generated from the QM excited-

state calculations to inform the interpretation experimental data [250]. It is possible to 

predict the excitation energy of an electron when an atom or molecule is exposed to an 

incident beam by considering the molecular polarisability [251]. When there is divergence 

in the estimation of the molecular polarisability, which occurs when the quantum of energy 

absorbed by the molecule is equal to the energy gap between the ground and excited states, 

the excitation energy can be estimated [251]. This method is known as time-dependent DFT 

(TDDFT) (or TDHF when applied to restricted Hartree Fock calculations) [251]. TDDFT is a 

popular quantum chemistry method, as it calculates electronic excited states in a 

computationally economic way [252,253].  
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1.4.2.2 Molecular mechanics  

Computer modelling is used for in silico experiments across a range of time- and length-

scales at different points in the drug discovery process [250]. The molecular modelling of 

chemical and biological systems at the atomic and molecular scales enables analysis such as 

the adsorption of small molecules to organic and inorganic surfaces to provide insight into 

drug delivery mechanisms [250].  

For large molecular systems, molecular mechanics (MM) simulations are performed, 

requiring classical force fields, as opposed to QM force fields. MD computational tools 

simulate the physical basis of a system and are used to describe natural phenomena and to 

design new compounds [250,254]. MD models can include > 10,000 molecules [255]. 

Starting with a system at equilibrium at t = 0 s, the components in an MD model move in 

accordance to Newton’s equations of motion, and the trajectories of the components are 

followed as the system evolves [250]. The distance of each atomic movement is based on 

the system temperature and the defined timestep [251]. MD models have been used to 

reproduce the structure of proteins Id other biological molecules based on experimental 

single crystal X-ray diffraction (SCXRD) and high-resolution XRD data [250].  

The Monte Carlo (MC) method is a statistical probabilistic technique to model classical 

many-body systems in equilibrium (as opposed to dynamic systems) [256]. MC simulations 

are based on the random motion of components, including molecular rotation or translation, 

or dihedral motion, i.e. not Newton-based physical movements [257]. The component 

movement will be accepted if the potential energy of the system decreases.  

Force fields are a critical aspect of classical MM simulations, as they define how the 

components interact with each other [254] (Section 1.4.2.3). Force field selection for the 

simulations in the EPSR studies is discussed in Section 2.9.2.2.2. Molecular modelling of 

water has been extensively researched in the literature, and a discussion on the water model 

selection for the simulations in this study is in Section 2.9.2.2.2. 

1.4.2.3 Force fields 

Force field parameterisation is a specialist area of research, as the quality of the force field 

parameters will impact the accuracy of the molecular model, with inconsistency in force 

fields leading to artefacts in the data [183,258]. The interaction potentials considered in the 

force field include the Lennard-Jones potentials and Coulombic potential.  

The Lennard-Jones potential (or 6-12 potential) describes the potential energy of 

interactions between two nonbonded atoms, as a function of their separation r (Equation 
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9). The Lennard-Jones potential is a combination of the short-range repulsion felt by 

atoms/molecules as they approach (12-potential), and the attractive dispersion force that 

exists when the separation distance increases (6-potential) [251]. The Lennard-Jones 

potential (Figure 1.14) is given by 

 
U(𝑟) = 4휀 [(

𝜎

𝑟
)

12

− (
𝜎

𝑟
)

6

]  Equation 9 

where U is the particle-particle potential energy, ε is the well-depth parameter (kJ mol-1), 

and σ is the range parameter (Å).  

 

Figure 1.14 Lennard-Jones potential: describing the attractive and repulsive interactions 
between simple atoms and molecules  

Ab initio force fields are derived from QM calculations using theoretical principles. The 

challenge of ab initio parameterisation is that the computationally-expensive basis sets 

needed to acquire accurate Lennard-Jones parameters preclude the analysis of larger 

molecules, whilst lower levels of theory exclude electron correlation, and thus would not 

treat dispersion interactions sufficiently to produce reliable parameters [255]. As ab initio 

calculations are based on a single small molecule, or a small molecular cluster, the long-

range effects of other molecules in the system, for example solvent molecules, are not 

captured.  

Empirical force fields are developed by reproducing the experimental condensed-phase 

properties of a compound, such as heats of vaporisation or molecular volumes [255]. 

Depending on the applied calibration procedure, e.g. degrees of freedom considered, target 

properties, optimisation strategy, different sets of parameters can generate similar results 

in empirical force field development, the so-called ‘parameter correlation problem’ 

[254,255]. By using additional target data, such as ab initio interaction geometries and 
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energies to assess the parameterisation, a combined empirical/ab initio method for force 

field development can be employed [255].  

Different empirical force fields have been developed to suit the type of simulation and 

required parameter granularity. With all-atom (AA) force fields, parameters are allocated to 

each atom (interaction site), while the coarser-grained united-atom (UA) force fields 

consider a group of atoms to be an interaction site [254]. UA force fields result in less 

computationally-intensive simulations, but are appropriate where the H atom motion is of 

little interest and the key intermolecular interactions do not involve H atoms [254]. 

There are many examples of optimised potentials for liquid simulations (OPLS) UA and AA 

force field datasets providing Lennard-Jones parameters for series of molecules or 

components [259–263]. Whilst some Lennard-Jones parameters are said to be transferrable 

between similar atom types, for example the parameters for an alkane may also be used for 

an alkane sub-group on another molecule, it is not necessarily the case for the defined partial 

charges [254,260].  

Atomic partial charges can be derived from population analyses in ab initio calculations and 

are indicative of the charge distribution in a molecule, although the Löwdin and Mulliken 

methods may be unreasonable where diffuse basis sets are applied [264,265]. Alternative 

calculation techniques apply an electrostatic surface potential methodology, e.g. CHELPG 

(Charges from electrostatic potentials) or RESP (restrained electrostatic potentials), and 

although they are more time-consuming, they may produce better approximations, 

especially in charged systems [251,266,267].  

The phase of the investigated system influences force field selection [267]. Lennard-Jones 

parameters that have been applied to chlorine in the literature change with its environment, 

with σ ranging from 3.5 Å (organic chlorine atom) to 4.4 Å (chloride ion in aqueous solution), 

with 3.77 Å applied to an ionic liquid Cl- anion [267]. Charge reduction, or scaled-charges, is 

an empirical technique that has been applied to molecular models in the literature 

[107,136,268–270] to crudely represent dielectric screening effects [271]. Reduced charges 

were applied in an EPSR simulation [269] on the basis that the charges had been derived for 

an isolated gas-phase molecule, rather than one that is interacting with other molecules like 

in the probed system. Charge parameterisation, including the application of reduced 

charges, for the EPSR modelling of aqueous solutions of GuHCl is considered in Appendix F.  
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1.4.2.4 Water models 

The structure of water has been of continued interest over the years due to its ubiquity, 

complex behaviour, and interesting properties [272]. Its importance to life sciences means 

that there is a large body of research into the structure of and self-interactions of water 

[213,272–274]. There are competing theories about its structure even at ambient 

conditions, let alone before structural modifications, e.g. extreme temperatures and 

pressures, or the addition of solutes are considered [272]. As new analytical and 

computational techniques emerge, and the resolution of data is improved, new hypotheses 

about the network of hydrogen-bonded water molecules are proposed [234,275]. 

Many models representing the structure and behaviour of water molecules have been 

developed empirically or parameterised by ab initio calculations [276]. An empirical model 

generally represents some, but not all, properties of water successfully, or may describe 

water well macroscopically, but not microscopically [276,277]. Rigid water molecules 

constrain the intramolecular degrees of freedom that are relaxed in more flexible molecules 

[276].  

Polarisable water models describe the many-body inductive effects in water [276]. Although 

they may generate more realistic and robust molecular simulations, incorporating 

polarisation effects increase the complexity and the computational cost of the model [278]. 

Effective pair potential models are often simplified to exclude polarisability occurring 

beyond the pair interactions, even though polarisation in a polar liquid strengthens 

intermolecular bonding, and so ideally should be considered [279].  

Two families of commonly-used water models used in the simulation of aqueous systems 

are TIPnP [137,169,178,280–283] and single point charge (SPC) [178,183,280,284–287] 

models. The TIPnP family of empirical water models was specifically developed for 

biomolecular simulations and attracts a low computational cost [276]. The SPC/E model is 

an extended SPC model, which incorporates the self-energy due to polarisation overlooked 

by many effective pair potential models [279].  

Whilst the behaviour of the water molecules is an important feature of a solvation study, 

there is no single method to follow in the literature. Indeed, mixture models of water were 

first suggested by Röntgen in 1892 [288] and have been proposed elsewhere, on the basis 

that the structure of water is non-uniform. X-ray scattering and X-ray absorption and 

emission data identified density fluctuations in ambient water, indicating that water is 

inhomogeneous at the nanometre length-scale [275]. Soper [289] initially suggested that the 

observed fluctuations were consistent with fluctuations expected of any liquid, due to the 
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random and dynamic nature of the molecular structure, and that water molecules are 

arranged in a roughly tetrahedral configuration, However, his later research, a Monte Carlo 

simulation of a two-component water model validated with X-ray and neutron total 

scattering experimental data, captured the structure and thermodynamics of water at 

ambient conditions [232]. The water molecules only formed strong hydrogen bonds with 

‘unlike’ water molecules, although ‘like’ and ‘unlike’ water molecules appeared in the first 

coordination shell [232]. The coexistence of two types of local structures in water (ordered 

(tetrahedral) and disordered (non-tetrahedral) structures) was proposed in another, 

classical MD modelling of X-ray and neutron scattering experiment data [290]. In contrast to 

the mixture model idea is the continuum model, which describes the structure of water as 

a network of continuously distorted hydrogen bonds [290].  

Details of water model selection for the EPSR simulations are in Section 2.9.2.2.2. 

1.5 Aims and objectives 

Recent developments in experimental and computational methods provide an opportunity 

to understand more about the structure of a crystallising solution and the speciation of its 

components. The momentum transfer of high-energy X-rays, as they are scattered before 

and during crystallisation, can be analysed to reveal insights into the composition and 

structure of the crystallising solution phase.  

The aim of this project is to develop experimental X-ray techniques, along with the 

associated computational calculations and modelling, to characterise the phase from which 

organic salts crystallise. X-ray techniques, including XRS, XPS and X-ray total scattering, are 

applied to identify the speciation of the salt in solution and derive the structure of the 

crystallising solution. Using this information, the intermolecular interactions between the 

ions, solvent molecules and the crystal product during the cooling crystallisation of an 

organic salt can be evaluated, including the propensity of ions to form ion pairs in solution.  

Measuring the evolution of the intermolecular interactions in a crystallising solution is a key 

step to understanding the molecular-scale processes that occur during the crystallisation of 

pharmaceutical organic salts. 

The main aims of this project will be met by achieving the following objectives: 

1. Probe the speciation of organic salt ions in aqueous solution using hard X-rays and 

compare the protonated ion with the neutral form of the organic molecule.  
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• Collect C and N K-edge spectra of aqueous Imid and ImidH+ in real-world 

conditions using hard X-ray XRS. 

• Develop and apply a protocol to measure the C 1s and N 1s core-level binding 

energies of aqueous Imid and ImidH+ using NAP-XPS for the interpretation of the 

XRS spectra. 

• Undertake TDDFT calculations to understand the expected electronic 1s→π* 

transitions in Imid and ImidH+, and assign transition peaks of the experimental 

C and N K-edge XRS spectra. 

2. Use a combined XPDF/modelling approach to reveal the intermolecular interactions 

between the ions and solvent molecules in a concentrated aqueous solution of 

GuHCl during cooling crystallisation. 

• Collect a series of time- and temperature-resolved, in situ X-ray total scattering 

data during the cooling crystallisation of GuHCl from aqueous solution, with 

sufficient counting statistics for the acquisition of high-resolution XPDF 

patterns.  

• Analyse the XPDF patterns derived from X-ray total scattering data to evaluate 

the structure of GuHCl in aqueous solution prior to nucleation.  

• Apply a combined XPDF/EPSR approach to generate structural models of the 

system at different points in the cooling crystallisation process. 

• Propose the molecular structures that could be present in the pre-crystallisation 

phases to account for the intermolecular interactions identified in the structural 

models.  

3. Use a combined XPDF/modelling approach to study the effects of concentration on 

the intermolecular interactions in aqueous GuHCl solutions. 

• Generate structural models of three different concentration aqueous GuHCl 

solutions. 

• Identify concentration-related changes to the solution structure, including 

anion-cation and like-charged (Gdm+-Gdm+) ion pairing and ion solvation. 

The advancement of experimental X-ray and complementary theoretical computational 

techniques is essential to identify the optimum nucleation and growth conditions for 

crystalline products with the desired properties. A fundamental understanding of the 

crystallisation pathways of organic salts is required to inform predictive design, and improve 

the control of crystallisation processes. A transformative development like this would result 

in more efficient and reproducible industrial-scale salt production, which could be applied 

in many industrial sectors.  
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1.6 Outline of thesis chapters 

Chapter 1 introduces the drivers for the development of drugs in salt form. Classic and 

multistage nucleation theories, issues specific to ions in solution, and characterisation 

techniques that can be used to probe solution systems are outlined. The compounds studied 

in this work (ImidHCl and GuHCl), including previous investigations into the compounds in 

solution, e.g. solvation structure and the like-charged ion pairing of Gdm+, are presented.  

Chapter 2 describes the theoretical background for the experimental and computational 

techniques used in this thesis including XRS, TDDFT calculations, and X-ray total scattering 

and EPSR modelling for XPDF analysis. In addition, the complementary analytical techniques 

that are used to characterise the chemical composition and physical form of the crystallised 

organic salt samples, including PXRD, SCXRD and helium pycnometry, are described.  

Chapter 3 explores the use of core-level spectroscopic and X-ray diffraction techniques to 

characterise organic salts in solution and the phase from which the salts crystallise. The C 

and N K-edges of aqueous Imid and ImidH+ were acquired using XRS and analysed using NAP-

XPS measurements of the aqueous solutions and TDDFT calculations, to compare the 

speciation of ImidH+ in aqueous solution with that of aqueous Imid. 

The focus of Chapter 4 is the collection and analysis of X-ray total scattering data to study 

the evolving structure of a 9 M aqueous GuHCl solution during cooling crystallisation. Data 

were collected during an in situ cooling crystallisation experiment at the XPDF beamline at 

Diamond Light Source (DLS). Structural changes that take place as the crystallising solution 

cools through the MSZ are identified using XPDF pattern analysis. To interpret the X-ray total 

scattering data further, statistical structural models of the concentrated aqueous GuHCl 

solutions are developed using EPSR simulations, which are refined to the experimental data. 

These models are interrogated to identify the intermolecular interactions present in the pre-

crystallisation phases during the cooling crystallisation process. 

Chapter 5 reports on the variations in the aqueous GuHCl solution structure as a function of 

concentration, using the combined XPDF/EPSR technique developed in Chapter 4. Finally, 

Chapter 6 summarises the key findings of the work described in this thesis, and suggests 

interesting future research that could be conducted to further develop the work undertaken 

here. 
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Chapter 2 Research techniques 

2.1 Introduction  

X-ray techniques have been used to characterise organic salts in solution and the phase from 

which the salt crystallises. This chapter describes the materials, including sample 

preparation, experimental and computational methods, and analytical techniques that have 

been applied in this research.  

X-ray core-level spectroscopy and TDDFT calculations have been used to investigate the 

speciation of ImidHCl in water. The evolving structure of an aqueous GuHCl solution during 

cooling crystallisation has been measured in an in situ X-ray total scattering study, and the 

structure of aqueous GuHCl solutions at different concentrations have also been analysed. 

EPSR (Monte Carlo) simulations were used to develop statistical structural models of the 

systems based on the X-ray total scattering data, which could be interrogated to identify the 

intermolecular interactions present in the solution structures. In addition, complementary 

analytical techniques, including powder and single crystal X-ray diffraction (PXRD/SCXRD), 

helium pycnometry and scanning electron microscopy with energy dispersive X-ray 

spectroscopy (SEM-EDX), have been used to characterise the chemical composition and 

physical form of the solid samples.  

2.2 Materials and sample preparation  

2.2.1 Imidazole and imidazole hydrochloride 

Imidazole (Sigma Aldrich, puriss. p.a. grade, purity ≥ 99.5%) and hydrochloric acid (HCl, Fluka, 

puriss. p.a. grade, purity ≥ 32%) were used without further purification.  

5 M aqueous Imid solution for XRS analysis was prepared with laboratory grade purified 

deionised water (MilliQ-POD, resistivity = 18.2 MΩ.cm), resulting in a solution of pH 10. For 

the ImidHCl solution, HCl was added dropwise to the aqueous Imid solution, resulting in an 

aqueous solution at pH 3, indicating that protonation of Imid to form ImidH+ had occurred.  

For XPS analysis, a ~2.5 M aqueous Imid solution was prepared and put directly in the sample 

chamber. The solid ImidHCl sample dissolved in the humid atmosphere in the sample 
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chamber, which was provided by laboratory grade purified deionised water in an open bottle 

(Suez Select Fusion, 18 MΩ.cm). 

ImidHCl salt was required for XPS, SCXRD and XPDF analysis. Two methods were used to 

synthesise the colourless compound: 

Preparation of solid ImidHCl by rapid evaporation: A concentrated solution of ImidHCl was 

prepared from Imid and conc. hydrochloric acid (10% stoichiometric excess). The solution 

was heated on a thin aluminium foil to evaporate the water, and the remaining molten salt 

was then cooled.  

Preparation of solid ImidHCl by evaporation under vacuum: Concentrated HCl (Sigma 

Aldrich, puriss. p.a. grade, purity ≥ 37%) (12.49 g) was added dropwise into Imid (8.56 g, 

without modification or purification – stoichiometric ratio), with magnetic stirring to 

augment the dissipation of heat during the addition process to produce a 6.9 M ImidHCl 

aqueous solution. The solution was placed dropwise on a glass petri dish, which was put in 

a desiccator containing desiccating material (3 Å molecular sieves, 4–8 mesh). A vacuum 

pump applied a vacuum until the salt was dry. 

Storage of solid ImidHCl: The salt was stored under vacuum, as it is highly hygroscopic.  

2.2.2 Guanidine hydrochloride 

GuHCl (VWR, ≥98%, Technical Grade) was used without further purification. Aqueous GuHCl 

solutions for the capillary and in situ analyses were prepared using laboratory grade purified 

deionised water (Suez Select Fusion, 18 MΩ.cm). For analysis of the crystallised product by 

helium pycnometry, PXRD, SCXRD, SEM-EDX and XPDF, the GuHCl was recrystallised in the 

jacketed vessel by reducing the temperature of a 9 M solution from ~65–~20°C. GuHCl 

crystallises as a colourless crystalline compound, which was vacuum filtered using a Buchner 

flask and funnel and rinsed with chilled deionised water. The sample was then dried in an 

oven at ~60°C for approx. 6 h.  

2.2.3 XPDF sample preparation 

2.2.3.1 Capillaries: powder samples 

A powder average should be obtained in the XPDF measurement, so powder samples should 

be ground to produce a small particle size (ideally < 40 μm) [291]. The powder is then packed 

into a 1.5 mm outside diameter (OD) borosilicate capillary to a level of around 1.0–1.5 cm—

to ensure that the sample would be in the beam when mounted on the capillary spinner—
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and sealed with clay. As ImidHCl is highly hygroscopic, the sample was dried under vacuum 

after grinding before filling the capillary.  

2.2.3.2 Capillaries: liquid samples  

A 1.5 mm capillary of deionised water (18.2 MΩ.cm Suez Select Fusion) for the comparison 

study related to the concentration study (see 2.5.4.1.2 and Chapter 4) was clay-sealed.  

Samples to be measured in the high-throughput beamtime were in 2.0 mm OD borosilicate 

capillaries and mounted in the static (non-rotating) sample holder (see 2.5.4.1.2).  

Stock solutions (50 ml) of 2, 4 and 6 M GuHCl samples were prepared in volumetric flasks 

with GuHCl (as received) and laboratory grade purified deionised water (Suez Select Fusion, 

18 MΩ.cm), as described in Table 2.1. The solubility of GuHCl at 20°C is 6.0 M. This was the 

maximum concentration selected for analysis in the GuHCl concentration study, as capillary 

XPDF measurements were taken at room temperature. 

Table 2.1 Aqueous GuHCl solution sample preparation (50 ml samples prepared) 

Sample concentration 
/M 

Mass of GuHCl /g Mass of water /g Density of solution7 
/g.cm-1 

2 9.69 42.24 1.04 

4 19.18 35.35 1.09 

6 28.72 28.35 1.14 

GuHCl solution capillaries were heat-sealed. For this, the capillary was dipped in liquid 

nitrogen to freeze the sample and prevent sample evaporation and mounted in a heat-proof 

holder (Figure 2.1a&b). 

The top of the capillary was heated using a Bunsen burner and the top of the capillary closed 

using tweezers (Figure 2.1b&c). This process was undertaken in a fume hood. For protection, 

 

7 Density was calculated from the total measured mass (g) of water and GuHCl / 50 (ml) 

a      b     c   

Figure 2.1 Production of sealed borosilicate glass capillaries  

a) sample is frozen in liquid nitrogen, b) top of capillary is melted using a Bunsen burner 
and c) glass is sealed with tweezers 
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whilst allowing safe manipulation of equipment, cotton gloves were worn between an inner 

and outer nitrile glove. The 2.0 mm deionised water capillary (Suez Select Fusion, 18 MΩ.cm) 

was also heat-sealed following the process outlined above. 

2.2.3.3 In situ crystallisation of GuHCl  

The in situ crystallisation experiment needed to take place within a temperature range of 5–

70°C, due to the use of the water bath for solution temperature control. Experiments were 

conducted to identify the solution concentration that would dissolve < 70°C and 

reproducibly crystallise in range 10–25°C. 

The initial selection of the starting concentration for in situ analysis was based on the 

outcome of the Crystal16 analysis (see Section 2.8 and Appendix A for details). A 9 M solution 

of GuHCl was made using 127.68 g GuHCl (as received) and 54.64 g deionised water. The 

solution was stirred in the jacketed vessel whilst it was heated to ~65°C to fully dissolve the 

solute. A solution volume of 149ml was measured. 

The 9 M GuHCl solution crystallised at 13.6–14.4°C in Crystal16. At a larger scale, in the 

jacketed vessel with magnetic stirring, but without the Marprene tubing, crystallisation 

occurred at < 10°C due to the different system parameters, e.g. volume:surface ratio, 

relative stirrer size, and heating and cooling rates. The addition of the Marprene tubing and 

Kapton tubing with metal Swagelok fittings changed the surfaces that the crystallising 

solution contacted, and the mixing regime and temperature differentials in the jacketed 

vessel, and crystallisation occurred at a solution temperature of ~21°C. The solution pH 

ranged from 4.6–4.9 across a temperature range of 45.0–23.5°C. 

2.3 Synchrotron science  

Accelerating a charged particle, either in a straight line or along a curved path, results in the 

emission of electromagnetic radiation. Synchrotrons are circular particle accelerators, 

where charged particles are accelerated to generate short-wavelength, high-energy 

radiation. Although any charged particle could be used, radiation emission intensity is 

indirectly proportional to the mass of the particle hence electrons are used [292].  

X-ray radiation wavelengths typically vary from 0.01 to 1 nm [293], or even shorter with 

high-energy accelerators [293], making X-rays suitable for the study of the structure and 

dynamics of matter with interatomic distances in the order of angstroms (Å) [294]. 

The layout of a typical synchrotron facility is shown in Figure 2.2 [295,296]. Bunches of 

electrons are accelerated to relativistic speeds in the linear accelerator (Linac) using electric 
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fields. The electrons are further accelerated in the booster synchrotron, after which they 

enter the storage ring. Focusing magnets act as a magnetic lens to focus the electron beam 

[297].  

 

Figure 2.2 Layout of a storage ring (from ref. [295]) and the layout of magnetic devices within it 
(from ref. [296]) 

The storage ring is surrounded by beam lines that supply radiation to experimental hutches, 

with instruments and detectors specific to the requirements of application of the radiation. 

The source of the radiation is either a bending magnet or an insertion device.  

The electrons lose energy, which is emitted tangentially as X-rays, when the electron beam 

changes direction. Bending magnets force the electrons through a single bend, causing the 

release of a broad-spectrum beam of electromagnetic radiation (‘white’ radiation), with 

wavelengths from ~101 to ~10-9 m [297]. 

A wiggler is a type of insertion device comprising arrays of magnets of opposite polarity, 

positioned to cause the electrons moving between them to oscillate and emit high-energy 

radiation [292]. The brilliance of X-rays emitted from wigglers is approximately two orders 

of magnitude greater than for bending magnets [297].  

An undulator is an insertion device located in the straight section of the storage ring and 

comprises arrays of opposite-polarity magnets [297]. The many, small deflections that the 

electrons undergo cause constructive interference, resulting in an intense beam at the 

energy selected by the undulator [297]. The brilliance of the beam can be four orders of 

magnitude greater than the beam emitted by a bending magnet [292,297]. X-rays inserted 

into the experimental hutch via an undulator are hard X-rays (> ~10 keV) [298]. In soft X-rays 

systems, samples are required to be under vacuum to reduce attenuation and to maximise 

the signal that is measured.  
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To fully exploit the radiation beam properties for the required user, the beam is further 

modified by optical components located in the optics hutch [294]. 

The monochromator eliminates photons outside of the required energy range using crystal 

diffraction [297]. The crystals’ orientation and geometries (there are often two or more 

crystals used) define the energy range that will be incident upon the sample. The mirrors 

focus the beam to reduce the spot size, and slits are used to collimate the beam [294]. 

The closer to the speed of light that the electron is travelling, the greater the collimation of 

the ejected photons of energy and the greater the brightness of the beam produced. Beam 

brightness is a measure of the spatial dependency of the beam’s intensity, or the flux per 

unit solid angle per unit area [299]. Focusing the beam to increase flux affects radial 

divergence.  

Brilliance describes the number of photons per second per square millimetre of area per 

square milliradian of solid angle within a bandwidth of 0.1% of any given energy 

(photons.sec-1.0.1% bandwidth-1.mm-2.mrad-2) [297]. High-brilliance beams have a higher 

useable flux density and can be suitable for low concentration samples that are resistant to 

beam damage, but could cause beam damage and degradation of biological or organic 

samples [297]. 

Brilliance is often the characteristic used to compare radiation sources. Figure 2.3 shows the 

development of synchrotron brightness since 1945, and compares it to the growth in 

leading-edge computing speed [300].  

The recent upgrade at the European Synchrotron Radiation Facility (ESRF), Grenoble, from 

the third generation beamline to the world’s first fourth generation synchrotron ESRF-EBS 

(Extremely Brilliant Source), has increased the brilliance by around 102 [301]. Faster sources, 

such as X-ray Free-Electron Lasers (XFEL), will enable ultra-fast probing of materials, 

resulting in in situ experiments with a higher time resolution [302,303]. XFEL combine 

particle accelerator and laser technology to produce a very brilliant source of radiation [304]. 
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Figure 2.3 Synchrotron radiation development, based on X-ray source brilliance, from 1945–
2015 (from ref. [300]) 

2.4 Core-level X-ray spectroscopy 

This section outlines the theory and application of the core-level X-ray spectroscopic 

techniques that have been used in this thesis. Core-level characterisation involves the 

excitation of core-level (K-edge, or 1s) electrons to create a core-hole. Depending on the 

technique, the energy or intensity of emitted or scattered photons or electrons provides 

information on the chemical state, local geometric structure or nature of the chemical bonds 

of the probed element [305].  

Before the development of suitable synchrotron X-ray sources, inner-shell electron energy-

loss spectroscopy (ISEELS), which could be undertaken in the laboratory, was key to the 

development of K-edge spectroscopy and dominated as a technique for element-specific 

analysis of electronic structure [207].  

Figure 2.4 illustrates the core-level excitation and the resulting emissions that can be 

measured.  
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Figure 2.4 The photon and electron emission processes in core-level spectroscopy 

2.4.1 X-ray absorption spectroscopy 

X-ray Absorption Spectroscopy (XAS) experiments to acquire near-edge X-ray absorption 

fine structure (NEXAFS) spectra determine the local chemical and geometrical structure of 

matter [207]. In the NEXAFS technique, as the incident energy is scanned across the required 

range, absorbed incident photons excite core-level electrons to the lower unoccupied 

molecular orbitals (LUMO), described as π* or σ* transitions, or to continuum states, where 

the core-level electron is ejected from the probed atom (Figure 2.4) [208]. Secondary 

excitation events may also be measured, e.g. the emission of a fluorescence photon 

(radiative process) or Auger electron (non-radiative process) due to the release of energy 

when electrons drop to fill the core-hole left by the initial excitation (Figure 2.4) [208].  

XAS is a resonant process, meaning the quantised photon is fully absorbed, and is performed 

in the soft X-ray range (< 1 keV). Soft X-ray studies often require samples to be in high or 

ultra-high vacuum (UHV) chambers, as these X-rays have a short path length [306,307]. With 

submicron absorption path lengths, XAS is a surface-sensitive analysis technique [306,307].  

The monochromator used to tune the incident X-rays can introduce features in the spectrum 

across the 275–325 eV energy range, in the region of the C K-edge spectrum [207].  

Liquid-jet set-ups have allowed XAS analysis of some liquid systems [306,308,309], although 

the sample temperature and pressure conditions are difficult to control and there are 

limitations on the sample environment. As such, these systems are less suitable for phase 

changes studies, such as where crystallisation is being induced.  
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2.4.2 X-ray Raman Scattering 

Inelastic light scattering was first characterised in the 1920s, when it was seen that samples 

illuminated with visible, ultraviolet and infrared light emit secondary radiation that was 

characteristic of the atoms or molecules present in the bulk [310]. Whilst optical resonant 

Raman spectroscopy characterises molecular vibrational (phonon) and rotational modes and 

electronic excitations in the meV range [196], X-ray Raman scattering (XRS) is an emerging 

technique that uses hard X-rays (6–10 keV) to probe the unoccupied density of states of 

atomic species [208,311,312]. The excitation of core-level electrons occurs as a result of the 

energy-loss scattering event of the high-energy incoming photons [313].  

XRS can measure both dipole and higher-order transitions, as a function of momentum 

transfer, q. In the low-q region (the dipole limit), where q is small compared to the inverse 

radial distribution of the ground-state electrons, XRS produces spectra that are proportional 

to the NEXAFS acquired from XAS [209,210,306,314–316]. An XRS spectrum that is 

dominated by dipole allowed transitions can be analysed using the same tools and 

techniques that are used for XAS [317].  

With an X-ray penetration depth in the millimetre range, XRS is a bulk-sensitive technique 

[210,220]. XRS has negligible self-absorption effects, producing more reliable spectra than 

can be achieved using soft X-ray techniques. The real advantage of XRS lies in its power to 

probe materials in complex sample environments, including time-resolved processes 

(reactions or phase changes) [210,211,219]. As a consequence, XRS studies span many fields, 

including geosciences [318–322], water and ice [213,323,324], glasses [325], historical 

materials [219] and batteries [326–328]. 

With a low scattering cross-section, XRS experiments require high-energy, brilliant 

synchrotron radiation8 to provide a high-flux, monochromatic, collimated X-ray beam of 

known polarisation for a reasonable signal-to-noise ratio [219]. A laboratory-based source 

would not provide high enough resolution or signal-to-noise ratio [329].  

 
8 ISEELS is equivalent to XRS at low-q values because the transition operators are similar at 

this momentum transfer range [506]. The limitations of measuring samples in the condensed 

state mean that whilst ISEELS measurements can support the interpretation and validation 

of XRS measurements, the electronic characterisation of samples in more complex sample 

environments is not possible with ISEELS [507]. 
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2.4.2.1 Background theory 

Most light scattering from a surface undergoes elastic Rayleigh scattering, where the light 

changes direction without change in energy or frequency [195]. Approximately 1/1000th of 

the scattered photons experience Raman scattering, where the final photon wavelength λ’, 

is different to the incident wavelength λ, due to its interaction with the electrons in the 

scattering material (inelastic scattering) [195]. The resultant photon is scattered at a 

scattering angle 2θ, from the incident path. Inelastic scattering is 1/1000th of the intensity 

of the Rayleigh elastic scattering, and Raman is a small (< 5%) proportion of the inelastic 

(Compton and Raman) scattering (Figure 2.5). The Compton scattering is due to the 

interaction of the X-rays with the valence electrons. 

 

Figure 2.5 A comparison of the ratio of Rayleigh (elastic), Compton and Raman scattering from 
graphite. Taken from ref. [307] 

Inelastic X-ray scattering (IXS) experiments examine the correlated motion of electrons of 

an excited multi-particle system by measuring both the energy and the change in 

momentum of scattered photons. There are broadly three non-resonant inelastic X-ray 

scattering (NIXS) techniques9 for electronic excitation: Compton scattering, valence electron 

excitation and core-level excitation (XRS).  

 
9 The branches of NIXS are differentiated according to the Hamiltonian operator (the 

quantum mechanical operator related to the kinetic and potential energies of all particles in 

the system), which describes the interactions of the electromagnetic field of the incident X-

rays with the electrons [210]. 
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The near-edge fine structure is determined by scanning the beamline pre-monochromator 

across the required energy range. An incident photon with energy ω1 and wave vector k1, 

interacts with an electron, transferring a small proportion of its energy ω, during the 

excitation process causing a core-level absorption event [196,211]. The photon scatters 

inelastically with reduced energy ω2 (=ω1– ω) and wave vector k2 [196,211]. The intensity of 

the residual scattered photons is detected as a function of energy loss (ω) and momentum 

transfer (q) (Figure 2.6). The energy loss term here, ω, is comparable to the absorbed photon 

energy, and the momentum-dependence is equivalent to the absorbed photon polarisation 

vector, in soft X-ray XAS [210,219,330]. 

 

Figure 2.6 Energy loss during XRS process 

In the XRS technique, the measured quantity is proportional to the double differential 

scattering cross-section (DSCS), which represents the probability that a particle of energy ω1, 

will scatter into the solid angle element [Ω, Ω + 𝛿Ω] and into the energy range [ω2, ω2+𝛿ω2], 

due to an inelastic scattering event [196]. When calculated according to lowest order 

perturbation theory, double DSCS is a product of the Thomson DSCS and the dynamic 

structure factor (Equation 10) [329]. 

 𝛿2𝜎

𝛿Ω𝛿𝜛2
=  (

𝛿𝜎

𝛿Ω
)

𝑇ℎ
𝑆(𝑞, 𝜛) Equation 10 

The Thomson DSCS evaluates the radiation-electron interaction strength, and is described 

in terms of the energy and polarisation vectors of the incident and scattered photons [317]. 

The polarisation of the scattered light can also change, which is indicative of a surface 

molecule’s orientation [207]. Due to the directionality of covalent bonds, which are common 

in molecules containing lighter elements, K-edge near-edge fine structure spectra of low-Z 

elements are strongly polarisation-dependent for molecules of fixed orientation [207].  

The dynamic structure factor S(q,ω), is a function of the momentum and energy transfers 

and compares the initial and final states of a many-particle system, as described by Fermi’s 

golden rule [211]. S(q,ω) can be expanded to 
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𝑆(𝑞, 𝜛) = ∑ 𝑝𝑖

𝑖,𝑓

|⟨𝑓 |∑ exp (𝑖𝑞. 𝑟𝑗)

𝑗

| 𝑖⟩|2 𝛿(𝐸1 − 𝐸2 +  𝜛) 
Equation 11 

The transition operator, exp(iq.rj) can be expanded in a Taylor series (Equation 12).  

 
𝑒𝑥𝑝(𝑖𝑞. 𝑟𝑗) = 1 + 𝑖𝑞. 𝑟 +

1

2
(𝑖𝑞. 𝑟)2 +  …  Equation 12 

The first important term is q.r, which is the dipole operator [196]. There are no transitions 

as a result of the unity operator [196]. At low-q, dipole transitions dominate the series. For 

higher momentum transfer, the Taylor expansion increases to include more terms, reducing 

the importance of the dipole transitions. For certain materials with d- and f- electrons, such 

as insulators and electronic materials, probing high q multipole transitions (beyond the 

dipole limit) can have useful applications, but for the purposes of this study, the region of 

interest is limited to the dipole allowed low-q region, where the change in orbital angular 

momentum δl = ±1 [213].  

Spectral resolution may range between 0.01 and 2 eV and is a convolution of the resolutions 

of the incident beam bandwidth, which is affected by the beam-side monochromator, and 

analyser crystal properties [209,312,331]. As an increase in energy or momentum transfer 

resolution is offset by a reduction in flux reaching the sample, the selection of the 

monochromator will depend on the sample type and the information sought in the 

experiment [210]. The acquired spectra will be a good approximation of the density of states 

in the atom’s ground state from the perturbation of the core-electron excitation [196,317]. 

A full description of XRS theory can be found in detail in the literature [196,210,329].  

2.4.2.2 XRS instrumentation  

Many spectrometers are developed to measure a fixed scattered photon energy ω2 whilst 

scanning across the energy range so that core-level excitation events at each incident energy 

can be detected [210,329]. The intensity of the scattered radiation, which has inelastically 

scattered from the sample through a constant scattering angle and a large solid-angle 𝛿Ω, is 

collected and energy-analysed [210,329]. It is noted that increasing the collection efficiency 

of the spectrometer can impact on the resolution that can be achieved with a specific 

spectrometer configuration. Spectrometer design should optimise the energy resolution so 

that atomic species can be differentiated from the XRS spectra, but with a sufficiently high 

intensity for meaningful measurements [312]. 

An NIXS spectrometer, sometimes operating in a near-back-scattering configuration, has 

silicon crystal analysers to focus the scattered X-rays back onto the detector. Diced crystal 
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analysers improve the energy resolution and they perform significantly better than 

conventional spherically bent analysers, as the dicing reduces deformations due to lattice 

stress [312]. The analyser crystals are often housed in vacuum, or helium atmosphere to 

reduce stray scattering from the air [209,332]. The collimation of the scattered radiation as 

it enters the detector housing further increases the signal-to-noise ratio [209]. An analyser 

module at the ID20 beamline at the ESRF, containing 12 analyser crystals, is shown in Figure 

2.7 (taken from ref. [209]). The precise details of the XRS beamline instrumentation available 

at different synchrotrons can be found in the literature [209,211,312,332–334]. 

 

Figure 2.7 An analyser module housing 12 Si(nn0) analyser crystals on a 1 m Rowland circle: 
one of 6 modules at ID20, ESRF: from ref. [209] 

The time to acquire an XRS scan is dependent on factors such as the beam flux, the sample 

environment, and type and number of detectors. The sample will be irradiated for an 

extended period, from minutes to potentially hours if multiple scans are taken for several 

edge spectra. During an experimental session, repeated spectra measurements over time 

identify chemical changes that may occur from beam damage, which can be reduced by 

moving the beam between scans or using automatic repositioning of the beam spot 

[335,336].  

To measure under complex sample environments, Diamond Anvil Cells (DAC) have been 

developed to achieve a high-pressure environment for X-ray spectroscopy and diffraction 

studies of water and ice, geological samples and glasses [337–341], and application-specific 

flow cells have been developed for the XRS analysis of liquids [67,221,327]. 

2.4.2.3 European Synchrotron Radiation Facility (ESRF), ID-20 

The XRS measurements of aqueous solutions of Imid and ImidHCl (presented in Chapter 3) 

were collected at the inelastic scattering beamline ID-20 at ESRF, Grenoble, France [183]. ID-

20 is an undulator beamline, operated with four 26 mm-period undulators. The beam is 

collimated by a white-beam mirror before passing through a liquid-nitrogen cooled double-
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crystal Si(111) pre-monochromator and an Si(311) channel-cut post-monochromator to 

operate in a high-energy resolution mode. The overall energy resolution, comprising the 

instrumental resolution of the monochromator and the analyser crystal, was found to be 

~0.7 eV during these experiments, based on the full width half maximum (FWHM) of the 

elastic peak. The beam was focused to a spot size of ~27 μm (horizontal) x 31 μm (vertical) 

using a mirror system in Kirkpatrick–Baez geometry. 

Six Maxipix detector modules, three in each of the horizontal and vertical scattering planes, 

collect the scattered photons at q values between ~1.5 Å-1 and 9.5 Å-1 [209]. Each detector 

module contains 12 spherically-bent Si(660) analyser crystals. Details on the dimensions and 

arrangement of the analyser crystals, and the resulting benefit to the energy resolution of 

this arrangement, is described elsewhere [209]. The elastic energy was set to 9.68 keV. The 

X-ray Raman spectrum was obtained by scanning the beamline monochromator energy at a 

fixed analyser setting. The measured energy difference (incident beamline monochromator 

energy minus measured analyser energy) corresponds to the energy loss. To obtain NEXAFS 

information, the XRS spectra were collected in the low-q regime, which is dominated by 

dipole allowed transitions [315]. For the work described in Chapter 3, measurements were 

performed in forward-scattering (low-q) geometry, collected by the VD detector module 

positioned at an angle of 42° and q = 3.6 Å−1 for the study of dipole allowed transitions [312]. 

2.4.2.3.1 Sample flow cell 

The in situ jacketed flow crystalliser (Figure 2.8) used on the XRS beamline was designed to 

replicate the conditions of experimental crystallisers in the laboratory. The crystalliser was 

commissioned for in situ crystallisation experiments, as described in ref. [67].  

 

Figure 2.8 Schematic representation of the flow cell used in the in situ crystallisation study  

The flow crystalliser design reduces the potential for radiation damage by circulating the 

solution exposed to the beam. The beam was aligned to pass through a 75 µm thick Kapton 

(polyimide) window, which is transparent to X-rays, located in the crystalliser neck. A 
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thermocouple measures the temperature of the solution, which is temperature-controlled 

via the crystalliser jacket using a Julabo chiller, although the data detailed in Chapter 3 were 

acquired at room temperature (~23°C).  

2.4.2.3.2 Data processing 

The background needs to be subtracted from the high-resolution scans. The lighter-element 

K-edges are generally located where there is a large Compton scattering background. This 

effect is shown clearly in Figure 2.9, where increasing magnification of the long scan reveals 

further information on the elastic peak (ω2, monochromator energy) (Figure 2.9a) and 

Compton peaks (Figure 2.9b) and the carbon, nitrogen and oxygen K-edges (Figure 2.9c). 

 

Figure 2.9 Elastic scan across the energy range of interest 

(a) with a maximum intensity value of 3.5x108, showing the intensity of the elastic peak, (b) 
with a maximum intensity value of 3.5x106, showing the Compton scattering and (c) with a 
maximum intensity value of 3.5x104, showing the carbon, nitrogen and oxygen K-edges.  

The user selects specific pixels on the 2D detectors (regions of interest, RoI) for evaluation, 

excluding significant background interference or measured intensity that is out of the 

required momentum transfer range [211]. The background subtraction is performed using 

the beamline-specific processing code XRStools, the Python-based open source software 

developed at ESRF [209]. Features in the background spectra should be fully removed, which 

is particularly challenging if the signal-to-background ratio is small [207]. Using a suitable 

spectrum normalisation procedure is essential for reliable and comparable spectra [207].  

Where there is more than one atom type of a probed species, the spectra can be 

decomposed using methods such as multi-component fitting, or non-negative matrix 

factorisation [222,342]. The near-edge spectra peaks can be assigned using binding energy 

measurements by XPS, and X-ray absorption (XA) spectra from TDDFT calculations, and fitted 

using peak fitting software. 
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2.4.3 X-ray photoelectron spectroscopy (XPS) 

2.4.3.1 Overview of XPS 

X-ray photoelectron spectroscopy (XPS) is a widely-used surface analytical technique that 

provides chemical and elemental information about a material, to a depth of ~10 nm 

[343,344]. The technique, also known as Electron Spectroscopy for Chemical Analysis (ESCA), 

is based on measuring the kinetic energy EK, of photoelectrons that are emitted from the 

surface of a material [345].  

The schematic of an X-ray photoelectron spectrometer is shown in Figure 2.10. XPS analysis 

involves the irradiation of a surface with monochromatic X-ray photons, which if sufficiently 

high in energy, may be absorbed by electrons causing their ejection from the surface of the 

material [345].  

 

Figure 2.10 Schematic representation of XPS 

The photon energy Ep, of the incident X-ray must exceed the electron binding energy EB to 

bring the electron to vacuum and provide sufficient additional EK to move the electron to 

the surface of the sample and into the analysis chamber. As energy is conserved, EP can be 

related to the EB and EK by 

 𝐸𝑃 = ℎ𝑣 =  𝐸𝐵 + 𝐸𝐾 
Equation 13 

where h = Planck’s constant,10 and v = the frequency of the X-ray (Hz). The EB of an electron 

will vary depending on the probed atom type and speciation, as different chemical 

environments will change the electron density and therefore the EB [346].  

A small proportion of the ejected photoelectrons will enter the analyser nozzle of the 

spectrometer [346]. The number of electrons emitted per EK interval (the pass energy), over 

 

10 h = 6.62606957 × 10-34 m2kgs-1 
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a specified energy range, is measured in the hemispherical analyser [345]. Reducing the pass 

energy increases the resolution of the scan, but this is offset by a lower count rate [346]. 

Traditionally, samples are measured in vacuo at pressures in the region of 10-8 mbar [347]. 

This UHV environment gives the photoelectrons a satisfactory free mean path when 

travelling from the sample to the detector by minimising their interactions with other 

particles.  

Charging of the sample can occur during measurement, as the sample is losing 

photoelectrons causing a build-up of positive charge. Charge compensation in UHV-XPS is 

managed using flood-guns, a source of low-energy electrons [346]. Whilst spectra of non-

conductive materials can be measured with the use of charge compensation, it does not 

overcome the problem of energy calibration, as the surface potential of the sample is still 

unknown [346]. 

Energy calibration is required to determine the actual EB from the measured EB of the 

photoelectron, and various techniques are summarised in the literature [346]. Each method 

requires identification of known peak, and adjustment of the energy scale accordingly. For 

samples that are poorly conducting (non-metals), that do not have a good contact with the 

spectrometer or are not sufficiently charge-compensated, the Fermi Level cannot be used 

as a reference level [346]. Often, the C 1s adventitious carbon (Cadv) layer is used for energy 

calibration, as it will be present on any sample that is exposed to air, although there is debate 

in the literature about the suitability of this approach [346].  

UHV-XPS is unsuitable for some materials, such as organic compounds and liquids, which are 

too volatile, or for biological samples that may be altered when frozen for UHV-XPS analysis. 

Near-ambient pressure XPS (NAP-XPS) allows sample measurement at higher pressures and 

in environments more representative of their real-world conditions [347]. 

2.4.3.2 Near-ambient pressure XPS (NAP-XPS) 

Near-ambient pressure XPS (NAP-XPS) enables samples to be measured at pressures in the 

order of a few mbar [347]. At this low sample chamber pressure, there is a substantial 

pressure differential between the X-ray gun, the analysis chamber and the analyser [347]. 

To overcome this difference, the EnviroESCA used in the work described here operates a 

differential pumping system, with four stages from the analysis chamber to the Phoibos 150 

NAP hemispherical analyser.  

With the gaseous environment in the NAP analysis chamber, the electrons have a short free 

mean path, which means that the small-aperture nozzle through which photoelectrons are 
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removed from the chamber needs to be close to the sample being measured. In the case of 

the EnviroESCA, pressure in this analysis chamber is maintained using a roughing pump for 

evacuation and gas dosing [347]. The three subsequent pumping stages use UHV pumps to 

bring the pressure down, each separated by small apertures with electron focussing at each 

stage to maximise the count rate [347].  

Samples can be temperature controlled via the sample stage using the resistance heating 

plate or the Peltier cooling plate. The samples can also be dosed with gas. Organic samples 

are insulating materials and are subject to significant charging. In the EnviroESCA, charge 

compensation is provided by electron-ion pair formation of gas-phase molecules present in 

the chamber during sample analysis, induced by absorption of the photo- and Auger 

electrons emitted from the sample, alongside direct ionisation by X-ray absorption [348].  

Energy calibration was performed based on the allocation of a Cadv peak at 285 eV. Whilst 

the difficulties and potential inaccuracies using this method are acknowledged [346], and 

alternatives were explored, it is considered to be the most appropriate for the organic 

samples measured under NAP-XPS. It was likely that there would be greater contamination 

when measuring samples at NAP compared with samples that are measured at UHV 

pressures.  

2.4.3.3 SPECS EnviroESCA NAP-XPS  

The EnviroESCA used to collect X-ray photoelectron spectra of Imid and ImidHCl is equipped 

with a monochromatic Al Kα X-ray source (1486.71 eV). The beam (300 µm diameter) is 

separated from the analysis chamber by a silicon nitride window. The hemispherical Phoibos 

NAP 150 analyser operates in small-area mode with a 1D delay-line detector. 

In the work described here, Imid and ImidHCl samples were measured when dry and in 

aqueous solution. For the solid sample analysis, Imid was ground to a powder before being 

pressed into an aluminium differential scanning calorimetry pan or a moulded foil pan and 

mounted on an aluminium scanning electron microscopy stub. ImidHCl is hygroscopic and 

grinding was ineffective, so the solid material was just pressed into the pan.  

Once the dry samples were in the analysis chamber, 3 ml/min argon was introduced to 

maintain pressure. A humid environment was required in the analysis chamber for the 

ImidHCl solution sample, as water vapour adsorbed onto the hygroscopic ImidHCl to form 

an aqueous solution. To dose the water vapour, an open glass bottle of deionised water was 

placed in the sample chamber (Figure 2.11a). The Imid solution was put in a Petri dish, which 

was placed directly in the sample chamber. 
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To further minimise solvent evaporation, the use of the Peltier cooler was trialled. A 

thermocouple was placed between the pan and the Peltier cooling plate and when 

transferred to the analysis chamber, the current was initially set at 1 A and then adjusted to 

maintain the temperature at 278–283 K. There are clips on the Peltier cooler to hold down 

the sample, but it was found that the clips could compress the sides of the pan. Therefore, 

a foil cover over the pan, which could be held down by the clips, was used (Figure 2.11b).  

     

Figure 2.11 XPS data collection solution sample chamber setup 

a) Sample chamber with deionised water b) sample pan secured with foil 

When the analysis work was started, an Imid solution sample was measured in the chamber 

through a range of pressures (1, 5, 7, 11 and 15 mbar) to gauge the signal-to-noise ratio and 

the stability of the sample. 11 mbar allowed a measurement with an acceptable signal-to-

noise ratio, and at this pressure, water vapour in the chamber condensed and adsorbed onto 

the sample, and minimised evaporation. 11 mbar had also been used in the analysis of 

hydrated bacteria in the literature [343]. 

Samples containing water (or other solvents) must be carefully handled. If for example a 

solid is not completely dry before being transferred to the analysis chamber for 

measurement, or if a solution evaporates, the sample could move or ‘erupt’ due to degassing 

and material could enter the nozzle due to the small working separation between the sample 

and nozzle. The pressure was reduced slowly to allow residual water to leave the solid 

sample. The pressure in the sample chamber was reduced by pumping down to 50 mbar 

(fast), then from 50 to 25 mbar (medium), where the pressure was held until it was seen 

that water degassing was complete and the sample was stable, after which the sample was 

transferred to the analysis chamber. The pressure was then reduced to 11 mbar.  

Measuring the aqueous solutions was challenging, as the working separation of the nozzle 

and solution sample varied. ImidHCl formed a solution when the solid sample was placed in 

the humid environment and did not require the Peltier cooler to help to maintain the sample 

in solution. Refinement of measuring solutions in the NAP-XPS showed that was preferable 

to measure aqueous Imid in a Petri dish without additional water in a bottle or the Peltier 
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cooler, as the water in the solution provided sufficient humidity. It was decided to collect 

spectra of the solid samples in a dry (argon) environment and solutions in a humid 

environment at 11 mbar at ambient temperatures. 

2.5 X-ray diffraction 

2.5.1 Background and basic theory 

X-ray diffraction (XRD) methods have been used to extract structural information from 

materials for over 100 years [349]. The first X-ray diffraction photograph of a periodic crystal 

was acquired in 1912 and confirmed that the wavelength of X-rays is in the order of 

interatomic distances [294]. The analysis of what is today known as Bragg reflections solved 

the crystal structure in 1913 [350,351]. Crystalline material structures were derived at first, 

but more complex structures such as DNA (1952) and proteins were also established using 

crystallographic techniques [294,349]. 

XRD describes the scattering of the coherent incident radiation when it interacts with the 

electron density of the atoms in a sample, and the detection of the scattered quanta 

irrespective of any energy exchange [225,351].  

If the parallel lattice planes in a crystalline material are separated by a distance dhkl, (where 

hkl are the Miller indices of the set of planes) and dhkl is similar in magnitude to the 

wavelength of the incident monochromatic X-rays λ, the lattice planes act as a diffraction 

grating (Figure 2.12) [201]. Diffracted waves in the same spatial region superimpose, 

resulting in constructive interference of in phase waves to produce a diffraction pattern of 

sharp diffraction spots, or Bragg peaks. Waves that are out of phase will cancel out through 

destructive interference. When the X-rays superimpose constructively, the difference in 

path length is nλ, where n is an integer (distance aO’ + O’b = nλ in Figure 2.12) [351].  

 

Figure 2.12 Schematic representation of Bragg’s law for X-ray diffraction 

The path difference nλ, is dependent on the Bragg angle θ, and the separation d, which are 

related by Bragg’s law (Equation 14): 
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𝑛𝜆 = 2𝑑 sin 𝜃 Equation 14 

The diffraction pattern in reciprocal-space (Q-space) is the Fourier transform of the atomic 

spacing in real-space (r-space) [201,225].  

With no long-range periodic structure, non-crystalline material structures cannot be 

analysed from the Bragg peaks. X-ray methods to analyse the structure of liquids using X-ray 

total scattering were developed as early as 1916 [352]. Initially, X-ray total scattering 

diffraction patterns were used for the classification of liquid types until calculation methods, 

such as Debye and Menke’s Fourier transform method in 1930 (ref. [353]), were developed 

to interpret the diffraction patterns [352].  

Distortions in the average crystalline structure can produce desirable real material 

properties [354]. Traditional crystallography cannot determine the atomic-scale structure of 

complex materials, but differences in the local structure can be identified through pair 

distribution function (PDF) analysis [201,354]. The PDF method determines local and 

thermal disorder in crystalline materials and, importantly, reveals short- and medium-range 

order in disordered materials, including amorphous solids or liquids, or mixtures of these 

phases, e.g. solutes in solution [349].  

The PDF is the weighted probability of finding atoms a certain distance apart, where the 

peak positions correspond to bond lengths and the integrated area relates to the 

coordination number, so PDF analysis gives a more complete picture of a material’s structure 

across the length scales [355,356]. The PDF is derived from the Fourier transform of the 

experimentally-measured reciprocal-space scattering function [357].  

Early neutron diffraction studies replicated X-ray diffraction patterns, e.g. the study of liquid 

mercury in 1954, although the resolution was not as good as the X-ray method [358]. The 

development of spallation neutron sources, and the use of neutron diffraction with isotopic 

substitution (NDIS) to obtain multiple measurements, renewed interest in the total 

scattering technique for determining the local structure of amorphous solids and liquids, as 

well as the local disorder in crystalline materials, which was not possible with Bragg peak 

analysis alone [356].  

In the NDIS technique, the neutron diffraction of isotopically-enriched, but chemically-

equivalent, samples are measured. If the neutron scattering lengths of the isotopes are 

sufficiently different, the partial structure factors can be extracted and Fourier transformed 

to give the real-space partial distribution functions [225,355]. NDIS is a complementary 

technique to X-ray total scattering, with the methods being combined to determine the 
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partial structure factors in some structure analysis studies [225,356,359,360]. A series of 

NDIS diffraction experiments on a system with multiple chemical species with varying 

scattering power can accurately determine the partial pair-distribution functions [225]. NDIS 

has the benefit of being sensitive to the position of hydrogen atoms, whereas X-ray total 

scattering is not [223] However, whilst NDIS can distinguish between hydrogen and 

deuterium, there is little contrast between some elements commonly found in organic 

samples, e.g. oxygen and carbon. The timescale for NDIS data collection can be in the order 

of hours, making NDIS unsuitable for the measurement of in situ phase change processes. 

Furthermore, deuteration of glycerine for NDIS analysis of crystallisation resulted in the 

formation of the γ polymorph, rather than the expected α polymorph, indicating that the 

technique could impact on the nucleation pathway being observed [361]. 

X-ray total scattering simultaneously captures the Bragg scattering and diffuse scattering, 

the scattering intensity between and underneath the Bragg peaks [357]. The information on 

two-body atomic correlations and thus local structure is in the diffuse scattering, and is weak 

in comparison to the Bragg scattering [225,349].  

The X-ray diffraction technique has developed with improvements in the measurement of 

the diffracted X-ray intensity, the generation of high energy X-rays and improved computing 

power, which enabled the introduction of computational techniques for the analysis of 

complex diffraction data (Section 2.9.2) [351]. Synchrotron sources generate much higher-

energy photons with shorter wavelengths than is possible with laboratory-scale XPDF 

instruments thus producing higher-resolution data. At the Diamond Light Source (DLS) I15-

1 XPDF beamline, the X-ray energy E = 76.6 keV ≈ λ = 0.163 Å, which is in the order of atomic 

spacing of condensed matter. However, X-ray total scattering is not sensitive to hydrogen 

position, and there is little contrast between atoms that are adjacent on the periodic table, 

which should be considered during experiment design. 

X-ray total scattering measurements can be acquired under process conditions thus is a 

suitable technique to probe the structure of a solution during cooling crystallisation. XPDF 

acquisition time is relatively short compared to NDIS and other spectroscopic techniques. 

Scanning times can be in the order of seconds for the acquisition of diffraction patterns with 

good counting statistics, depending on the material [362]. High-flux synchrotron beams 

further reduce measurement times, allowing for the in situ measurement of phase change 

processes. The development of fourth generation beamlines with more brilliant, higher flux 

beams, such as the recently upgraded ESRF-EBS in Grenoble and the proposed Diamond-II 

upgrade, will yield higher resolution data and quicker data acquisition times.  
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2.5.2 Single crystal XRD 

SCXRD analysis allows the three dimensional atomic geometry of the crystal to be solved 

from the electron distribution determined from the diffraction pattern [363]. The position 

of H atoms can also be estimated based on the electron density distribution. 

SCXRD was carried out on a sample of the recrystallised GuHCl, and a sample of the 

synthesised ImidHCl. Measurements were carried out at 130 K on an Agilent SuperNova 

diffractometer (Department of Chemistry, University of Leeds). The diffractometer was 

equipped with an Atlas CCD detector and connected to an Oxford Cryostream low-

temperature device, using mirror monochromated Cu K radiation ( = 1.54184 Å) from a 

Microfocus X-ray source. The structure was solved by intrinsic phasing using SHELXT [364] 

and refined by a full matrix least squares technique based on F2 SHELXL2014 [364]. The 

structures were solved by Dr. A. R. Pallipurath (School of Chemical and Process Engineering) 

and Dr. Chris Pask (Department of Chemistry). The results are in Appendix A. 

2.5.3 Powder X-ray diffraction 

Powder X-ray diffraction (PXRD) is a long-established technique for the phase identification 

of a crystalline material by providing the average long-range structure and unit cell 

dimensions [365]. Rietveld refinement of Bragg reflections in XRD patterns overcomes any 

deviation from the ideal crystal structure due to dynamic thermal vibrations [366].  

The PANalytical X’Pert PRO (X-ray diffraction facility, SCAPE, University of Leeds) was used 

to identify the crystal structure of the as received and recrystallised GuHCl to identify 

potential differences in the polymorphic form. Room-temperature XRD scans in the range of 

5° < 2θ < 40° were recorded over 12 min with step size 0.016°. The PXRD patterns are shown 

in Appendix A. 

2.5.4 X-ray total scattering  

Atomic pair distribution function (PDF) experiments, also known as X-ray total scattering 

experiments, can be performed with an Mo or Ag laboratory source or, preferably, a higher-

energy, more brilliant synchrotron beam [291,367]. At the beamline, the coherent X-ray 

beam (via a single-crystal monochromator) that is incident on the sample scatters, with 

scattering angle 2θ, to a 2D detector (Figure 2.13).  
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Figure 2.13 X-ray total scattering sample and detector arrangement 

The scattering experiment is assumed to be an elastic process, meaning there is negligible 

change in the incident radiation energy E [201]. E is inversely proportional to the wavelength 

and related to Q, the wave vector change in reciprocal space (Å-1), by Equation 15, where θ 

is half the scattering angle 2θ.  

 𝑄 =  
4𝜋sin (𝜃)

𝜆
=  

4𝜋 sin(𝜃) . 𝐸

ℎ𝑐
 Equation 15 

X-rays interact with and scatter from the spatially-extended electron density of an atom, and 

it roughly describes the location of the atom centre [225]. The rate at which X-rays scatter 

is described by the scattering cross-section σ 11. The incident flux Φ, of the incident beam is 

the number of incident quanta per second per unit cross-sectional area. The XPDF technique 

measures the X-ray differential scattering cross-section (DSCS) for the diffraction the beam, 

as defined by Equation 16 [225] where Ω represents the unit solid angle. 

𝑑𝜎

𝑑Ω
=  

𝑛𝑜. 𝑞𝑢𝑎𝑛𝑡𝑎 𝑠𝑐𝑎𝑡𝑡𝑒𝑟𝑒𝑑 𝑝𝑒𝑟 𝑠𝑒𝑐𝑜𝑛𝑑 𝑡𝑜𝑤𝑎𝑟𝑑𝑠 𝑑𝑒𝑡𝑒𝑐𝑡𝑜𝑟 𝑖𝑛𝑡𝑜 𝑑Ω

ΦdΩ
 Equation 16 

The raw data collected on the 2D detector is corrected for the internal dark current by the 

generic data acquisition software at the beamline, before being integrated to produce a 1D 

scattering pattern, known as the structure factor S(Q) (Figure 2.14). 

 

11 (No. electrons excited per unit time) / (No. incident photons per unit time per unit area) 
[207] 

 

Figure 2.14 Schematic of X-ray total scattering 2D pattern data collection, which is integrated 
to acquire the structure factor for GuHCl 
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S(Q), when corrected to account for backgrounds, absorption, multiple scattering and 

Compton scattering, gives the reduced structure factor F(Q) (=Q[S(Q)-1]) [368]. F(Q) relates 

to the Q-dependent X-ray scattering factors fi(Q) by Equation 17 [369] 

𝐹(𝑄) =  [
1

𝑁

𝑑𝜎

𝑑Ω
− ∑ 𝑐𝑖

𝑛

𝑖=1

𝑓𝑖(𝑄)2] / [∑ 𝑐𝑖

𝑛

𝑖=1

𝑓𝑖(𝑄)]

2

 Equation 17 

where the material contains N atoms of n chemical species of atomic fraction c. 

The DSCS is essentially proportional to the structure factor in a monatomic system, or where 

there are multiple atom types, to a weighted sum of partial structure factors that take the 

varying atomic form factors into account [225]. The Q-dependence of X-ray scattering form 

factors means that the evaluation of X-ray pair correlation functions is non-trivial, as a 

‘sharpening factor’ must be applied to account for the form factor reduction at high-Q 

[356,369].  

For systems with multiple atom types, an approximation of the weighted average form 

factor is applied to handle the otherwise complex Q-dependence [245]. The DSCS comprises 

a total interference function describing the interference of waves between different atoms 

(‘distinct’ term) and a second (‘self’) term describing the interference due to atoms of the 

same chemical species, averaged across the whole sample (Equation 18) [225,369].  

1

𝑁
[
𝑑𝜎

𝑑Ω
(𝑄)] = 𝐹(𝑄) +  ∑ 𝑐𝛼𝑏𝛼

2̅̅ ̅
𝑛

𝛼

 Equation 18 

A highly-accurate F(Q) requiring careful data reduction is needed for the study of liquids 

[291]. 

A number of publications have tried to define the formalisms employed in neutron and X-

ray total scattering analysis, as there is some variation across different research 

communities [291,349,356,369–371]. To summarise the terminology used here, G(r), the 

real-space differential reduced pair distribution function, is defined in ref. [371]: 

𝐺(𝑟) = 4𝜋𝑟𝜌0[𝑔(𝑟) − 1]  
Equation 19 

where ρ0 is the average atomic number density and g(r) (= ρ(r)/ρ0) is the atomic pair 

distribution function [370] and ρ(r) is the atomic pair density. As r⟶0 the slope of the 

function G(r) is −4𝜋𝑟𝜌0. G(r) tends to 0 with increasing r. This parameter is particularly 
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useful for the study of liquids and solutions, as it helps to emphasise medium-range 

interactions. 

The Fourier transform of F(Q) yields G(r) (the total scattering PDF) by Equation 20 [245,367] 

 

 
𝐺(𝑟) =

2

𝜋
∫ 𝐹(𝑄) sin(𝑄𝑟) 𝑑𝑄

𝑄𝑚𝑎𝑥

𝑄𝑚𝑖𝑛

 
Equation 20 

where the wave vector range Qmax–Qmin is limited by the experimental apparatus.  

As partial structure factors Sαβ(Q), cannot be accessed directly using X-ray total scattering, 

the structure models of the probed systems generate their real-space equivalents, which, 

when Fourier transformed and combined, make the total structure factor S(Q) [245]. In this 

way, the structure generated by the molecular model may be compared to the experimental 

data.   

Although PDF peak resolution is directly proportional to Qmax, achieved by collecting over a 

wide scattering angle, a lower Qmax may be applied to remove high-Q data with a low signal-

to-noise ratio [365,367]. Whilst the low-Q region represents long-range order, the diffuse 

scattering between and underneath the Bragg peaks gives information on the short and 

medium-range atomic interactions (Figure 2.15) [201]. 

 

Figure 2.15 Features of the F(Q) and g(r) (derived from the Fourier transform of F(Q)) for solid 
GuHCl 

The characteristics of the peaks provide a structural fingerprint of the material being 

analysed, with peak positions giving a representation of the material’s average atomic 

distribution, and the area under the peaks indicating the coordination number at a given r-

spacing [201]. Partial pair distribution functions are extracted from XPDF patterns using 

computational methods (detailed in Section 2.9.2).  

The coordination of one atom around another in a material can be quantified by measuring 

the number of atoms that can be found in a volume around the central atom. The minimum 
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and maximum radii rmin and rmax, of the probed volume are related by rmax = rmin + Δr. This 

process can be repeated, by incrementally changing Δr, to determine the frequency 

distribution of the atomic pair.  

To determine the atomic pair distribution function gαβ(r), the measured density distribution 

is normalised to take into account the expected (ideal) distribution if the atom types were 

equally distributed throughout the material [370]: 

 𝑔𝛼𝛽(𝑟) =
𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 𝜌(𝑟)

𝑖𝑑𝑒𝑎𝑙 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 𝜌
 

Equation 21 

In the low-r region, where there is repulsion between atoms, gαβ(r) = 0. gαβ(r) tends to 1 with 

increasing r, as the measured structure approaches the ideal structure. The partial 

distribution function describes the correlation between a specific pair of atom types, giving 

understanding of the material structure [372]. The coordination number nαβ, (atom type β 

around atom type α), due to steric or intermolecular interaction effects, is calculated by 

integrating under the partial distribution function [193]: 

 𝑛𝛼𝛽 = 4𝜋𝜌𝑐𝛽 ∫ 𝑟2𝑔𝛼𝛽(𝑟)𝑑𝑟
𝑟𝑚𝑎𝑥

𝑟𝑚𝑖𝑛

 
Equation 22 

where ρ is the atomic number density of the probed system and cβ is the fraction of atoms 

that are type β. The partial distribution function does not give any directional information 

on the position of the atomic pairs [201]. 

2.5.4.1 XPDF beamline at Diamond Light Source (DLS), I15-1 

The XPDF experiments detailed in this thesis were conducted at beamline I15-1 at DLS 

(Figure 2.16) [373].  

2.5.4.1.1 Beamline instrumentation  

The 76.6 keV beam has a spot size of ~700 μm (horizontal) x 20 μm (vertical) via a 

horizontally focusing Si(311) Bent-Laue monochromator and a vertically focusing multilayer 

mirror [373]. The beam flux is tuneable to suit the probed material. The two detectors, for 

diffuse and high-resolution Bragg scattering data, are independently positioned to optimise 

the sample-to-detector distance. For the diffuse scattering needed for XPDF analysis, a large 

area Perkin Elmer detector (PE XRD 4343 CT detector) was used (active area of 432 × 432 

mm2, 150 μm pixel size).  

The positioning of the detector and the high-energy beam gives access to Qmax ≈ 40 Å-1. 

However, the inherently diffuse scattering from materials with low structural coherence 
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does not require data collection to a high Qmax [201]. Organic materials are weakly scattering 

and have a poor signal due to thermal atomic motion [367]. It is therefore more difficult to 

acquire good counting statistics at a high Qmax for such samples, so using a Qmax that is lower 

than the experimental maximum when processing the data reduces unfavourable signal-to-

noise ratio [367]. However, as organic materials tend to exhibit lower solid-state symmetry, 

it is possible to acquire good information on the changing bond lengths at a lower Qmax. The 

data for the organic samples considered here were processed using Qmax = 21 Å-1. 

To post-process the X-ray total scattering data and extract the reduced structure factor, the 

following datasets should be acquired: 

• Calibration material (silicon in the capillary or Kapton tube) for beamline alignment  

• Sample environment (e.g. capillary or Kapton tube) or background material (e.g. 

solvent in capillary or Kapton) 

• Sample data 

For background subtraction, X-ray total scattering data of the sample environment, e.g. a 

blank capillary, should collected for (at least) the same statistical accuracy as the sample 

data [201]. 

The high-level workflow for the collection of X-ray total scattering data is summarised in 

Figure 2.17. The method employed will depend on, amongst other things, the type of 

experiment that you are running (ex or in situ), and the type and scattering potential of the 

sample (see the decision points highlighted in the workflow, Figure 2.17). 

  

 

Figure 2.16 Layout of XPDF beamline I15-1, DLS 
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Figure 2.17 High-level workflow for X-ray total scattering data collection 

Developed with Dr. A R Pallipurath and A Pugejs 
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2.5.4.1.2 Sample mounting 

Three sample-mounting configurations have been used for the data collection outlined in 

this thesis: spinning capillaries; static capillaries; and a static Kapton tube. 

The powder and some liquid and solution samples were measured in borosilicate glass 

capillaries. The samples in 1.5 mm OD (1.17 mm ID) borosilicate glass capillaries were sealed 

with clay (Section 2.2.3) and mounted on the multi-capillary spinner (max. 15 samples, 

Figure 2.18a). Spinning the sample improves powder averaging [356], and averages out the 

curvature of the capillary. Sample packing is estimated to be 0.5 for powder samples. The 

alignment of the capillaries is consistent, as they are held in place with (drill) chucks. 

As one beamtime session involved a large capillary (ex situ) data collection, a high-

throughput sample holder was commissioned by the beamline scientists to minimise sample 

change-over time (Figure 2.18b). The high-throughput holder holds up to 50 capillaries and 

can be filled ex situ, whereas the capillary spinner holds up to 15 capillaries (13 at the time 

of the experiment) and required the capillaries to be mounted individually in the hutch. The 

high-throughput sample holder requires borosilicate capillaries with a 2 mm OD, compared 

with 1.5 mm OD for the spinning capillary holder. Larger-diameter capillaries can be 

beneficial for organic samples, which are weakly scattering, to increase the acquired signal, 

although geometric effects can reduce the PDF resolution [291].  

The 2 mm capillaries were heat-sealed (see Section 2.2.3.1). In this case, as the capillaries 

are static, there is no averaging of the curvature. Although it could be seen from the 

experimental hutch that the beam position was roughly central, only two sample positions 

were fully calibrated using silicon. Validation of the data from the high-throughput sample 

holder is addressed in Section 2.5.4.1.4. 

The solutions and solvent samples in the in situ crystallisation experiment were measured in 

a 6 mm OD Kapton tube that was mounted on the bespoke holder (Figure 2.18c). With a 

much larger diameter than the capillaries, any inaccuracies due to the curvature of the static 

Kapton tube is much lower than for the capillaries. It was noted that the circulation of the 

solution or solvent systems using a peristaltic pump could introduce pulsation in the Kapton 

tube, especially at higher flowrates. This problem was considered in flowrate selection. 
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a  

b  

c  

Figure 2.18 XPDF sample holders at beamline I15-1, DLS 

a) multi-capillary spinner, b) high-throughput sample holder, and c) Kapton tube  

2.5.4.1.3 Data processing  

The generic data acquisition software at DLS automatically applies the initial corrections for 

the internal dark current to the raw data during data collection. These normalised structure 

factor data sets S(Q), are further reduced and normalised with the GudrunX software to 

account for the background contribution from the sample container and surrounding air, 

sample absorption, multiple scattering and Compton scattering events, fluorescence, and 

composition and geometry [238], to give the interference differential cross-section F(Q). 

Multiple scattering or absorption of the high-energy X-rays used in XPDF analysis is generally 

not significant [201]. The Q-dependent background is removed with a top hat function prior 

to Fourier transform [365,368]. GudrunX can use one or multiple frames of data to produce 

F(Q). The Fourier transform of F(Q) leads to the reduced PDF G(r) [365,368].  

Errors in the final real-space PDF may arise from a number of sources, including: termination 

ripples that are introduced in the Fourier transform process of the data from reciprocal-

space to real-space; low-resolution measurements that are limited by low Qmax or 

instrument resolution; insufficient counting statistics; or inaccurate data correction [374]. 

Termination ripples are minimised where Qmax > 30 Å-1 [374]. Qmax should be selected to 

ensure that broadening due to termination is insignificant compared with thermal 

broadening [374].  

The atomic composition of the sample is applied in the GudrunX processing, along with the 

required top hat width, broadening factor (because of the finite Qmax applied [201]) and a 

broadening function of width 0.125 Å to reduce the appearance of termination ripples in the 

real-space distribution. A top hat function width of 3.5 Å-1 and rmin = 0.65 Å (to remove 

artefacts in the structure below this value) are applied in this analysis. 
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Analysis of the X-ray total scattering data using computational methods (Section 2.9.2) can 

be used to identify partial pair distribution functions gαρ(r) from intermolecular interactions. 

2.5.4.1.4 Capillary sample holder validation 

The high-throughput sample holder (described in Section 2.5.4.1.2) was used to mount the 

GuHCl solution and deionised water samples for the GuHCl concentration study (Chapter 5). 

Spinning the capillary averages out the curvature of the capillary in the region through which 

the X-rays pass. In a static holder, this averaging does not happen hence it is vital to validate 

whether the sample geometry, i.e. static or spinning capillary, affects the quality of the data 

acquired. 

This section reports the results of the comparative studies of the XPDF patterns for water 

when measured in a 1.5 mm and 2.0 mm capillaries. In addition, the effect of the data 

collection format (single or multiple frames) and length of scan collection are considered.  

Data collection: Data were collected as shown in Table 2.2. For background subtraction, X-

ray total scattering data of blank 1.5 mm and 2.0 mm capillaries were collected for at least 

the same amount of time as the sample data. 

X-ray total scattering data for the 6 M GuHCl sample were collected, twice with 20 frame x 

30 s and twice with a single frame x 600 s, to confirm reproducibility in the high-throughput 

sample holder and to examine the effect of data collection time. The frames in the multiple-

frame scans can be processed individually or in groups of up to 20.  

Table 2.2 Background and sample scan times 

Sample Background scan (empty 
capillary) 

Sample scan 

1.5 mm water 1 frame x 600 s (600 s) 20 frame x 30 s (600 s) 

2.0 mm water 3 frame x 600 s (1800 s) 20 frame x 30 s (600 s) 

2.0 mm 6 M GuHCl solution 3 frame x 600 s (1800 s) 20 frame x 30 s (600 s) 

6 M GuHCl repeat measurements  3 frame x 600 s (1800 s) 20 frame x 30 s (600 s) 

6 M GuHCl single frame (plus repeat) 3 frame x 600 s (1800 s) 1 frame x 600 s (600 s) 

Capillary spinner vs static high-throughput sample holder comparison: The capillaries in 

the high-throughput sample holder are not as accurately geometry optimised in the data 

collection position as the capillaries in the capillary spinner due to the lack of averaging of 

the cylindrical geometry. X-ray total scattering data for water samples were collected from 

a 1.5 mm capillary in the capillary spinner and a 2.0 mm capillary in the static high-

throughput sample holder to verify that the similar data is generated. The data were 

processed using GudrunX and the resulting F(Q), g(r) and G(r) patterns are shown in Figure 

2.19.  
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There is reasonable agreement between the 1.5 mm and 2.0 mm capillaries for each of the 

datasets. A degree of variability between repeat total scattering datasets of the same 

material is expected [375], all the more so for a liquid system where the molecular structure 

is dynamic. Only a subtle difference in g(r) and G(r) at 2 Å is noticed in this case (Figure 

2.19b), where the data collected from the spinning 1.5 mm capillary show two interactions 

while data from the 2 mm capillary suggest one broad range interaction. This subtle 

difference may be due to errors introduced during the Fourier transformation. The EPSR 

molecular model refines simulated site-site partial structure factors to the experimental 

structure factor data, and so if the features in r-space are artefacts because of the Fourier 

transform process, they will not occur in the simulation.  

a  
 

b   
 

Figure 2.19 Comparison of a) F(Q) and b) G(r) and g(r) for water samples in 1.5 and 2.0 mm 
capillaries 

Study of the length of data collection and repeatability of XPDF measurements: In this 

section, X-ray total scattering data collection for the 6 M GuHCl aqueous solution was 

repeated to see if the data sets are comparable (Table 2.3). The measurements were made 

with the same 2.0 mm capillary in the same position in the high-throughput sample holder, 

although the measurements were not all taken consecutively thus the holder position was 

moved between the repeated data collections.  
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Table 2.3 6 M GuHCl 2 mm capillary & background scans 

Scan number Scan name Number of 
frames 

Length of frames 
/s 

Total scan 
length /s 

26556 Empty capillary 3 600 1800 

26599 Multi_1 20 30 600 

26604 10min_1 1 600 600 

26605 Multi_2 20 30 600 

26615 10min_2 1 600 600 

Datasets Multi_1 and Multi_2 were processed using identical composition and processing 

parameters (e.g. polarisation and sample background) in GudrunX (Figure 2.20 a & b). There 

are clear differences at Q > 14 Å-1 and r ≈ 1 Å. Features at low-r (< 1 Å) may be affected by 

termination ripples due to the Fourier transform process. This effect can result in artefacts, 

e.g. features that are not real, or incorrect scattering intensities. The 10min_1 and 10min_2 

data sets were more similar when processed with identical parameters (Figure 2.20 c & d).  

a

 

b 

 
c

 

d

 

Figure 2.20 Comparison of F(Q) and G(r) with identical processing parameters 

(a&b) multi_1 and multi_2 (averaged 20 frames of data, 30s each frame), and (c&d) 
10min_1 and 10min_2 (single 10 minute frames of data)  

These tests indicate that better results are achieved when the processing parameters set in 

GudrunX are refined for each dataset. The block processing of multiple sets of data using the 
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same parameters may be suitable if there are many scans to process, but each set of 

processed data would need to be checked so the best results would be provided be 

individual scan processing. 

When each individual data set was refined separately, the F(Q) and G(r) of Multi_1 & 2 and 

10min_1 & 2 are similar (Figure 2.21). Again, there are some low-r differences that are likely 

due to termination ripples. There are also differences between the single-frame and the 

multiple-frame G(r) at around 4.5, 7 and 8 Å (indicated with *). These features, like the 

features at r < 1 Å, are low intensity, so their position and area are heavily influenced by the 

termination ripples generated during the Fourier transform12 that represent the larger peaks 

beside them. The XPDF patterns for the multiple-frame scans (Multi_1 and Multi_2) have 

clearer peaks indicating better resolution data than the single-frames scans (10min_1 and 

10min_2), although both sets of data have similar counting statistics. This observation is 

potentially due to the point at which the data is averaged by the generic data acquisition 

system (before or after the integration of the 2D diffraction patterns).  

Comparison of the four complete X-ray total scattering data sets (Multi_1 and Multi_2, and 

10min_1 and 10min_2) shows that, although there are some slight differences in intensity, 

the two data collection strategies of one single 10 min frame vs 20 x 30 s frames result in 

acceptably similar F(Q) and G(r) features.  

Effect of collection time: Increasing the time that X-ray total scattering data is collected 

increases the signal-to-noise, making features in the scattering pattern clearer. To look at 

the effect of data collection time on the GuHCl solution data, different numbers of frames 

 

12 The Fourier transform of the top-hat function applied to the structure factor is a sinc 
function 

a b  

Figure 2.21 Comparison of a) F(Q) and b) G(r) for 6 M GuHCl X-ray total scattering data 
collections 
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of scan 26599 (sets of 1, 5, 10 and 20 scans) were processed together in GudrunX. There is 

significant noise in the high-Q region after a single frame (30 s data collection), which is 

significantly reduced with the combination of five frames (Figure 2.22a). Doubling the 

number of frames from five to 10 has little impact, but with 20 frames, the data is smoother 

at high-Q. Increasing the data collection statistics by a factor of n increases the signal-to-

noise by a factor of √n [376], which is roughly in line with what is seen here. In the G(r) plot 

(Figure 2.22b (*)), there are two features between 9 and 10 Å with one and five frames, but 

just one peak with 10 and 20 frames. A 30 s scan does give a good indication of the structure 

factor and related of a GuHCl solution sample, but it should be noted that some of the 

smaller features should be treated with caution when interpreting the data. 

In the in situ study (Chapter 4), data were collected in 30 s frames. This comparative study 

indicates that the structure factors collected in that time should have sufficient counting 

statistics to give broadly reasonable PDF patterns, although slight differences in features 

compared to a system that is measured for a longer time period could be expected. There is 

noise even at Q = 21 Å-1, which is much lower than what can be measured experimentally 

and may cause some distortion at low-r (Figure 2.22b (inset)). However, in the case of the in 

situ study, the selection of the data collection time was a balance between capturing 

sufficient counting statistics for a reliable structure factor and recognising that solution 

structure will be changing with the decreasing temperature (cooling rate)13.  

 

13 Future in situ experiments will benefit from better time/temperature resolution with 
faster data acquisition for example with X-ray Free-Electron Laser (XFEL)  

a           b  

Figure 2.22 Comparison of the effect of collection time on data quality: a) F(Q) and b) G(r) for 6 
M GuHCl  X-ray total scattering data collections. 

1, 5, 10 and 20 frames of data from the same data collection were averaged to see the 
effect on the data quality 

* 
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As EPSR modelling is based on statistical averaging, it is likely that any small differences in 

the measured S(Q) and resultant g(r) would be averaged out. This comparison of data 

acquisition protocols has been useful to determine that there are no significant differences 

in the principle XPDF pattern features between the single 30 s frame of data, as is acquired 

in the in situ study, and a 600 s data set with higher statistics. In the comparison of the 

molecular structures of the different concentrations of GuHCl solutions (Chapter 5), the 600 

s X-ray total scattering data sets are used, to maximise the available counting statistics.  

2.6 Scanning electron microscopy (SEM) imaging with Energy 

Dispersive X-Ray (EDX) 

Scanning electron microscopy (SEM) generates high-resolution images of a sample under 

vacuum by scanning the surface with a high-energy electron beam, which is focused using 

electromagnetic lenses [377]. The electrons interact with the sample, elastically or 

inelastically, to generate secondary electrons (SE), backscattered electrons (BSE) or X-rays. 

By scanning across an area of the sample surface, images of the sample’s topography and 

underlying structure can be created. 

Inelastic scattering results in energy transfer from the incident electron to the electrons in 

the sample. If the transfer of energy is sufficient to cause ionisation of sample atoms, SE are 

emitted from the sample [377]. SE are much lower energy (< 50 eV) than BSE and because 

SE are from the top few nanometres of the sample, they generate images of the sample 

topography. The brightness of the SE image is related to the energy of the detected SE. 

Although BSE produce lower-resolution images than the SE, they provide information from 

further below the material surface than SE [377].  

If the incident electron is deflected with negligible energy transfer (elastically) and the 

deflection is > 90˚, BSE are produced [377]. When they escape the surface of the sample, 

BSE are higher energy than SE (> 50 eV), having undergone single or multiple scattering 

events. Backscattering is increased when electrons are deflected from higher atomic mass 

(high-Z) elements. Higher energy incident electrons penetrate further into the surface of the 

sample thus increasing the volume of the sample that is probed [377]. The penetration of 

the electron beam is greater with increasing accelerating voltage and when the sample 

contains low-Z elements. 
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Energy Dispersive X-Ray (EDX) spectrometry is a microanalysis method that identifies the 

elemental composition of a sample from emitted X-rays (H, He and Li cannot be identified 

by this method) [378]. When an atom is ionised due to the excitation of a core electron, an 

electron from a higher energy level will fill the vacant core-hole, resulting in the emission of 

a photon (see fluorescence emission in Figure 2.4). The energy of the emitted photon will be 

indicative of the emitting atom. The relative intensity of the photon emission peaks of the is 

used for elemental quantification [378]. 

A Hitachi TM3030Plus tabletop scanning electron microscope was used for SEM analysis of 

GuHCl samples (as received and recrystallised) and EDX analysis of the as received material. 

The results of this characterisation work are in Appendix A. 

2.7 Helium pycnometer density measurement  

For the processing of the in situ X-ray total scattering data, the density of the recrystallised 

GuHCl is required. The sample of recrystallised GuHCl was measured using a Thermo 

Pycnomatic ATC helium pycnometer. Helium pycnometry is a gas-displacement technique. 

Helium is used due to its small atomic size, which allows it to enter the pores of the probed 

sample, and its ideal gas behaviour at room temperature.  

The dried sample, of known weight, is put into sample cell of known volume. Helium gas is 

introduced into the sample cell. The helium is then expanded into a second cell of known 

volume. As the volume of an ideal gas is inversely proportional to its pressure (Boyle’s law), 

the volume of the gas in the sample—and therefore the volume of the solid material—can 

be determined. From this, the solid sample density can be calculated. The results of this 

characterisation work are in Appendix A. 

2.8 Crystal16 

Solubility measurements of eight concentrations of aqueous GuHCl solutions were carried 

out using two Technobis Crystallization Systems Crystal16 benchtop crystallisation units 

[32]. The data were analysed to inform the concentration of solution that should be used for 

the in situ XPDF crystallisation study.   

Crystal16 uses turbidimetric detectors to monitor the dissolution (‘clear point’) and 

crystallisation (‘cloud point’) temperatures of a solute in a solvent. Initially, the solution 

turbidity is tuned to set the starting transmission to 100%, i.e. fully dissolved. A reduction in 

light transmission indicates that nucleation has occurred. 1.0 ml solution in 1.5 ml vials are 
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heated and cooled thorough a set range of temperatures at defined heating and cooling 

rates between 5 and 70°C , including holding the solutions at set temperatures for a time 

before continuing the temperature cycling, if required. The solutions are stirred (700 rpm) 

with micro-magnetic stirrers (7 mm x 2 mm OD).  

Solutions prepared at 1.0, 2.0, 4.0 and 6.0 M (unit 1) and 7.0, 7.8, 9.3 and 9.8 M (unit 2) went 

through two sets of investigations at different heating and cooling rates. The details of the 

heating and cooling cycles and the results of this characterisation work are in Appendix A. 

2.9 Computational methods 

This section outlines the computational analysis methods applied in this thesis. Quantum 

chemistry calculations to geometry optimise structures for DFT/TDDFT molecular orbital 

analysis, to generate K-edge X-ray absorption spectra for XRS experimental data analysis 

(Chapter 3), and to establish starting geometries for the Empirical Potential Structure 

Refinement (EPSR) simulations (Chapter 4 and Chapter 5).  

Computational techniques available for the modelling of XPDF data are outlined, with details 

of the application of PDFgui for the analysis of solid XPDF data and EPSR for the analysis of 

liquid and solution systems used in this study. 

2.9.1 Quantum chemistry calculations  

DFT and TDDFT calculations have been undertaken using ORCA (version 4.0.0) [379] on ARC, 

the high performance computing cluster at the University of Leeds. ORCA is a quantum 

chemistry program that allows ab initio, DFT and semiempirical SCF-MO (self-consistent field 

molecular orbital) calculations [379]. Local-density approximations (LDA), generalised 

gradient approximations (GGA), meta-GGA, hybrid, double-hybrid, and range-separated 

functionals are available in ORCA [380]. ORCA applies DFT code that uses a highly-optimised 

numerical integration algorithm for the exchange-correlation.  

Basis set: In order to calculate the energies of molecular orbitals, the orbitals must be 

defined by mathematical functions [251]. Wavefunctions are used to describe the 

probability density of an electron in an atomic orbital. When considering molecular orbitals, 

a series of basis functions (the basis set) are used to approximate the linear combination of 

atomic orbitals (LCAO) [251].  

The selection of the basis set for quantum mechanical calculations is a compromise between 

the required accuracy and the calculation cost [381]. As the complexity of the system 
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increases, so should the applied level of theory. For simple (single atoms) systems, a minimal 

basis set may be suitable, but they cannot describe the anisotropic distribution of electrons 

in molecular orbitals [251,382]. An increased number of basis functions are applied by using 

a double-zeta (DZ), triple-zeta (TZ) or quadruple-zeta (QZ) basis set [382]. A polarisable basis 

set allows for the deformation of the electron density [382], which is important in molecular 

systems. 

Gas-phase calculations were initially carried out with a Pople 6-31G* basis set, a standard, 

split-valence double-zeta basis set modified for polarisation, but as it was originally 

optimised at a Hartree-Fock level, it is less suitable for the correlated calculations [383]. 

Instead, a minimally-augmented ma-def2-TZVP basis set14 [384] has been applied in all ORCA 

quantum chemistry calculations. 

Polarised basis sets developed by Dunning, which are optimised using correlated CISD 

(configuration interaction, single and double excitation) wavefunctions, provide a 

description of correlated systems, but are computationally costly [381]. Karlsruhe basis sets, 

which are modified Dunning basis sets and have been shown to reproduce interaction 

energy data that is competitive with the Dunning basis sets, have also been further 

developed for organic compounds, and so have been applied here [381,385]. The triple zeta 

TZVP, which was developed to be suitable for low-Z elements (H–Rn), is suited for 

quantitatively accurate DFT treatments (a larger, more costly, polarisation would be 

required for Hartree-Fock treatments). Examples of its use for the TDDFT analysis of K-edges 

are seen in the literature [67,386].  

The Coulomb fitting auxiliary basis set15 def2/J provides good geometry optimisation with 

low bond length and angle errors and is considered adequate for noncovalent interactions 

and ionisation potentials, and as such is suitable for the calculation of geometries and 

conformational energies of organic compounds [381,384,387]. 

The RIJCOSX (resolution of the identity (RI)) approximation [388] speeds up the hybrid TDDFT 

calculations16 [379,389], and the diffuse basis functions needed for excited state calculations 

in the form of minimally-augmented diffuse basis functions (ma-def2-TZVP) provide a good 

 
14 Valence triple-zeta basis set with polarisation function 

15 Approximate Coulomb energies in conjunction with orbital basis sets of split valence, 

triple-zeta valence and quadruple zeta valence quality 

16 By expanding the electron density to allow faster calculation of the Coulomb integrals 
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cost-accuracy compromise and is sufficient for weakly bound systems [390–392]. The 

minimally-augmented basis set allows the use of a larger zeta set [392]. 

Dispersion forces should be considered, in particular for organic molecules, to help describe 

interactions such as hydrogen bonds [393,394]. The applied D3 semiempirical dispersion 

correction accounts for basis set superposition errors and London dispersion effects and is 

suitable for use where there are weak intramolecular interactions [395,396]. 

Functional: B3LYP, a hybrid (20% Hartree-Fock exchange) functional with local and gradient-

corrected exchange and correlation terms, was applied for most calculations [383,397]. 

Frequency calculations: Vibrational analysis was performed on each geometry-optimised 

system to ensure no imaginary modes were present, which would indicate that the 

geometry was not at a local energy minimum.  

TDDFT: TDDFT enables an analysis of the transition state and is used to calculate K-edge 

absorption spectra by restricting the donor orbitals for core level excitations [387].  

EPSR geometry optimisation: The geometry optimisation of Gdm+ for EPSR simulations of 

GuHCl was initially carried out using RKS BP86 RI SVP def2/J. A review using the functional 

and basis sets described above17 resulted in a bond length difference of around 1%. As the 

molecule geometries are not fixed in the EPSR simulation, the EPSR simulations were not 

rerun based on this alternative optimised geometry. The geometries of the water molecules 

used in the EPSR simulations (TIP3P and SPC/E) were defined in the literature. 

2.9.2 Computational modelling for X-ray total scattering analysis 

In XPDF analysis, computational analysis is required to fit the structural models to the data 

and extract quantitatively-reliable information [371]. There are many tools available for the 

analysis of X-ray total scattering data and selecting the appropriate tool depends on the type 

and level of complexity of the probed system.  

Modelling techniques can be divided into ‘small-box’ and ‘big-box’ methods. Small-box 

methods use Rietveld refinement to fit theoretical structure data to experimental data by 

varying crystallographic parameters [398], e.g. Diffpy-CMI [399], which can integrate data 

from a range of experimental inputs, such as EXAFS or TEM, to provide additional 

constraints, and its related graphical user interface, xINTERPDF [350,400], for the analysis of 

organic crystal structures, TOPAS [356,401], and PDFfit2/PDFgui, which is principally for 

 

17 B3LYP RIJCOSX D3 ma-def2-TZVP def2/J 
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nanoscale studies [402]. This type of analysis is suitable for materials with periodic 

structures, but not liquid or amorphous materials, or crystalline materials with significant 

local disorder [403]. Big-box methods involve moving the atoms around in a structural model 

to minimise the difference between the experimental and calculated PDF, often using the 

reverse Monte Carlo method [398], e.g. RMCprofile, with periodic boundary conditions, for 

modelling the local structure of crystalline to amorphous materials, or liquids [404,405], and 

DISCUS [354], which has been developed to build complex models and identify local disorder 

in crystalline materials. 

EPSR combines these approaches, as the structural model is developed by applying a small 

number of parameters, before it is then refined to the experimental data [398,406].  

A new code based on EPSR, Dissolve, is in development and is capable of handling multi-

phase systems with up to 3x106 atoms [407]. Dissolve will combine the modelling and data 

analysis of EPSR and dlputils [408] in one package, however it is still undergoing testing and 

so could not be applied in this study. 

In this study, the structure of solid materials (as reference XPDF patterns) will be analysed 

using PDFgui, and the liquid and solution structures will be analysed by EPSR. 

2.9.2.1 Solid XPDF analysis  

PDFgui is the graphical user interface of PDFfit2 and refines crystallographic structural data 

(available from the crystallographic information file (.cif)) to experimental PDF data [402]. 

PDFfit2 is based on the real-space Rietveld refinement technique so as with crystallography, 

Rietveld refinement is applied to develop a crystal structure model consistent with 

diffraction data. The tool adjusts the crystal structure and instrumental parameters until the 

structural data matches the XPDF data [402]. Experimental factors, such as temperature and 

Q-range, are taken into account for the refinement, alongside lattice parameters (a, b, c and 

α, β, γ), atomic positions, a PDF peak broadening term related to correlated atomic motion, 

and displacement and scale factors [402].  

2.9.2.2 Liquid and solution XPDF analysis 

The two main methods for the refinement of 3D structural models to interpret total 

scattering data of non-periodic disordered (liquids and non-crystalline) materials, 

RMCprofile and EPSR [225], are both based on Monte Carlo methods. Monte Carlo methods 

are based on Boltzmann-like statistical mechanics distributions to generate probable 

structure model solutions [257]. 
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Reverse Monte Carlo (RMC) methods are used to generate a molecular model, for which a 

reduced structure factor F(Q), and pair distribution function g(r), is calculated [403]. The 

ensemble of atoms are moved at random, with the movement being accepted if it results in 

the computed functions being closer to the experimental data, based on a χ2 comparison, or 

according to a certain probability (analogous to a Boltzmann factor in MC simulations) if the 

fit is worse [225,403]. There is no requirement to apply a force field to the particles in the 

first instance [404]. One potential challenge to the robustness of the molecular structure 

generated by RMCprofile is that there is likely to be more than one configuration of a 

statistical ensemble of particles that could be consistent with diffraction data, although 

arguably, this would be expected in nature [409,410].  

EPSR was initially created at ISIS Neutron Source for the interpretation of neutron scattering 

data and it is also suitable for the analysis of X-ray total scattering data. It is the only available 

software for the analysis of the liquid and solvated systems. EPSR evolved from the RMC 

method, but implements pairwise-additive interaction potentials (the reference potential 

RP, also referred to as the seed potential in the literature) to drive the interatomic 

interactions, and therefore the site-site-pair correlation functions, in an ensemble of 

particles [409,411]. A complete account of the development of EPSR can be found in the 

literature [406,409,411]. 

2.9.2.2.1 Overview of EPSR 

EPSR is a Monte Carlo-based modelling tool for the visualisation of total scattering data by 

producing a statistically-probable molecular structure model of the probed system [257]. 

EPSR aims to produce a simulated differential scattering cross section that fits the 

experimental data through the random movement of components in the simulation box.  

EPSR first captures distinctive features in the probed system, for example hydrogen-bonding 

between water molecules and water structure in aqueous systems, or ionic charges, using 

the RP (atomic potentials applied to each atom type) [105]. Perturbations (empirical 

potential EP) are then introduced to refine the fit to experimental data [105]. 

The simulation box starts with the same sample composition and sample properties, 

including temperature and atomic number density, as the real sample. Using the RP 

comprising 12–6 Lennard-Jones potentials and Coulomb charges, an atomic configuration is 

generated without reference to the experimental data. The atoms and molecules undergo 

small random moves through molecular translation, rotation of the whole molecule or a side 

chain, or atomic moves. Based on the Metropolis MC algorithm, if the move causes the 
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potential energy of the system U, to reduce, the new configuration is accepted [257]. If U 

increases, the move is accepted with a probability P, described by [257]  

 P = exp [
−∆𝑈

𝑘𝑇
] Equation 23 

where k is the Boltzmann constant and T the temperature in K. Once the system’s potential 

energy has stabilised and the model is structurally equilibrated, the experimental reduced 

structure factor F(Q) is used to guide the molecular configuration in the EP stage [412].  

The introduction of perturbations to the RP by way of the EP reduces the difference between 

calculated and experimental F(Q) values, increasing the goodness of fit to the experimental 

data. This stage of the simulation results in a more statistically probable configuration than 

would be achieved if the atomic force field data alone were applied. However, it is important 

that the initial RP data produces a configuration that gives a reasonable fit to the data before 

applying the perturbations via the EP. There are no long-range effects on the potential 

energy, in part due to the limitation of the range over which the EP can be applied [257], 

which may affect how well EPSR models a system with charged ions. The refinement of the 

EPSR model fit is based on comparison of the simulated to experimental structure factors, 

rather than the comparison of real-space data, to avoid fitting non-physical termination 

ripples in the PDF introduced during the Fourier transform process [235].  

Discrepancies between the scattering data and the simulated structure will always be 

present and cannot be fully accounted for [235]. Errors may be introduced at low-Q (< 2.5 

Å- 1) during the processing of the data, in particular when subtracting the background and 

estimating the inelasticity corrections (due to electron recoil in the case of X-ray total 

scattering) [224,235]. These errors are greater for low-Z systems [235]. In the case of these 

data, the background subtraction may have introduced errors due to the potentially 

imperfect geometries of the static capillaries in the high-throughput holder – the instrument 

calibration was undertaken on a couple of, rather than all, capillary positions. The Fourier 

transform process also introduces artefacts due to the finite counting statistics and 

experimental Q-range [235]. Whilst the EP phase of the EPSR simulation tries to refine the 

simulation to the experimental data, it should not be forced to fit errors and uncertainties 

in the data—the aim should be to quantitatively and qualitatively fit the main features [235].  

The high-level workflow for molecular simulation using EPSR is summarised in Figure 2.23.  
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2.9.2.2.2 EPSR simulation setup 

The simulation box is defined in terms of the components, temperature and atomic number 

density. The reference potential (RP) is defined by the Lennard-Jones and atomic partial 

charge parameters: 

Force field selection: EPSR version 25 [257] used in this study supports the use of Lennard-

Jones potentials to represent short-range repulsive forces and longer-range dispersion 

forces, and effective charges that are truncated at large distances, to define the force field.  

To identify the most appropriate values to apply to Gdm+ and Cl-, a parametrisation study 

for force field assignment was undertaken to compare the Lennard-Jones potential values 

and partial charges from the literature, including the application of reduced charges 

(summarised in Appendix F). 

 

Figure 2.23 EPSR workflow diagram: a description of the stages of an EPSR simulation 

The required inputs are outlined on the left-hand side, and a description of each stage is 
on the right-hand side 

Water model selection: Although many previous EPSR models of water or aqueous systems 

have used various single component water models (TIP4P/2005 [375], SPC [413], SPC/E 
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[223,235,413–416], a recent XPDF/EPSR study used a combined water model, applying 

SPC/E and TIP3P water models, to achieve the best fit to total X-ray scattering data of 

acetone-water binary solvent samples [242]. A parametrisation study to select the water 

model for use in the simulation, which compared SPC/E, TIP3P and a 50%:50% combination, 

was undertaken. The TIP3P water model was selected for the simulations in Chapter 4 and 

Chapter 5. A summary of the parametrisation study, including the Lennard-Jones potentials, 

partial charges and bond angles of the water models used, is in Appendix F.  

Each simulation starts with an expanded simulation box to allow the molecules to move past 

each other more freely in the initial stages. Once the system energy is below 0 kJ/mol, the 

size of the box gradually reduces to the correct volume. Each simulation was run with the 

RP until the system energy was at equilibrium (~1,500 iterations). The EP was then applied 

to perturb the reference model and to force the simulation to agree as well as possible with 

the experimental F(Q) data.  

Atomic pair correlations (site-site partial structure factors and partial pair distribution 

functions) are generated, and additional quantities such as bond angle distributions, 

coordination numbers and distributions, and density fluctuations can be evaluated in EPSR 

[257]. Whilst the PDF gives a one-dimensional picture of the distribution of one atom or 

molecule around another, the spatial arrangement of the interactions are lost by the 

spherical averaging [97,257]. Angular g(r) and spatial distributions of one species around 

another were calculated using dlputils routines [408]. The routines used in the evaluation of 

the EPSR simulations in Chapters 4 and 5 are outlined in Appendix E.
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Chapter 3 The electronic structure of imidazolium cations in aqueous 

solution: X-ray Raman scattering studies of the C and N K-

edges combined with XPS and DFT calculations 

3.1 Introduction 

Dissociated ions in strongly interacting solvents have been shown to influence solvent 

structure beyond the first solvation shell [113,417]. Ions influence the thermodynamic and 

transport properties of the bulk solution [418], as electrostatic solute-solvent interactions, 

combining ionic effects and hydrogen bonding, can be locally stronger than solvent-solvent 

hydrogen bonding interactions [419], especially in highly soluble and highly ionic systems. 

Neutron diffraction studies of high-concentration aqueous salt solutions have shown that 

the presence of ions induces a change in the water-water interactions, with the degree of 

perturbation being dependent on the nature of the ion pair [95].  

Ionic liquids (IL) comprise an organic cation and an organic or inorganic anion with a melting 

point below 100°C [142]. Their physical properties can be tuned by adjusting the species 

used [122]. The biological activity of IL make them useful in the evolving field of IL for active 

pharmaceutical ingredients, where IL are components of drugs, or in the drug synthesis 

process [420]. Imidazolium-based IL are increasingly being used as environmentally more 

benign reaction media, replacing volatile molecular solvents [148–150]. The properties of 

hydrophilic IL can be adjusted by varying the proportion of water added [421]. Preferential 

hydration of IL ions when dissociated in aqueous solution prevents water from interacting 

with the surfaces of biological molecules in solution, which changes enzyme activity or 

affects protein or peptide solubility [421].  

Imidazole (Imid) is an organic heterocyclic compound with high solubility in polar solvents 

(Figure 1.8a). Imid groups play an important role in biological systems and are present in 

many natural and synthetic drug molecules [135]. Derivative compounds of Imid include 

purine, histamine and nucleic acids, and as a side-chain of histidine, Imid plays an important 

part in enzyme catalysis [135,137]. Imid acts as a proton relay through its two N moieties, 

which both form hydrogen bonds with water [137–139], with the pyrrole-type N1 acting as 

a proton-donor (pKa = 14.9) [133], and the pyridine-type N3 as a proton-acceptor (pKa = 7.0) 

[133]. 
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The electronic structure of Imid in solution has previously been characterised in depth by 

core-level spectroscopies, including X-ray photoelectron spectroscopy (XPS) [160], near-

edge X-ray absorption fine-structure (NEXAFS) [159], NEXAFS detected by X-ray Raman 

Scattering (XRS-NEXAFS) [67], and a combined X-ray Emission Spectroscopy (XES)/Resonant 

Inelastic X-ray Scattering (RIXS) method [161]. This XES/RIXS study was undertaken with soft 

X-rays using a flow cell.  

The NEXAFS [159] and XRS-NEXAFS [67] studies quantified changes in the unoccupied 

density of states of Imid, including the effects of changing solution concentration [159] and 

phase change during crystallisation from aqueous solution [67]. The studies identified the 

sensitivity of Imid to its chemical environment, as the N K-edge features are different in the 

solid, solution and gas phases [67,159]. Further to this, the similarity in N K-edge spectra 

across the concentration range studied indicated that Imid self-association may occur even 

in dilute solutions [159]. The difference in ionisation potential (ΔIP) is an indication of the 

difference between the pre-edge 1s→1π* peaks. It was found that electron density 

redistribution in the crystal structure of Imid due to hydrogen bonding via the N centres 

reduces the 1s→1π* split (~1.5 eV in solid compared to ~1.7 eV in solution) [159].  

Our previous XRS study of the structural evolution of an aqueous Imid solution through the 

metastable zone during cooling crystallisation identified minimal variation in the C and N K-

edge spectra [67]. This finding suggested that desolvation is the rate-limiting step, as there 

is little change to the coordination, and therefore solvation, of the Imid molecules until the 

point of crystallisation. 

The liquid-jet XPS and XES/RIXS studies also characterised the protonated form of Imid, 

cationic imidazolium (ImidH+, Figure 1.8b), in aqueous imidazole hydrochloride (ImidHCl) 

solutions, and contrasted it to solvated Imid [160,161]. XPS provides valuable information 

for the interpretation of NEXAFS data, as the chemical shifts of the photoemission lines 

(core-level binding energy (EB)) indicate the relative IP positions in the NEXAFS spectra. The 

XPS study identified the pseudoequivalence of the N binding energies EB in ImidH+ [160], and 

the XES/RIXS study indicated a limited influence of solute-solvent hydrogen bonding on the 

electronic environment of the compounds [161].  

Here, it is demonstrated that hard X-ray techniques have developed sufficiently to acquire 

data of a sufficiently high resolution for the investigation of chemical speciation of a solute 

in solution. Furthermore, the use of a flow crystalliser designed to be more representative 

of a laboratory-type crystalliser is an important progression from narrow-channelled 
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microfluidic flow cells used previously [422], as the setup described here can be used for 

crystallisation experiments.  

X-ray core-level spectroscopies are sensitive probes of the chemical state and local structure 

around molecular solutes and solvent molecules in solution [67,159–

161,203,205,206,423,424]. NEXAFS, which probes the density of unoccupied bound states 

and shifts in the core IP, has previously been used to examine ionic molecular solutes 

[159,424–428]. Detailed information about chemical states and local bonding is determined 

from the energies of non-bonding and anti-bonding unoccupied molecular orbitals 

[67,203,319,424,428,429].  

EB shifts provide an insight into the solid-state structure of organic materials, including bond 

lengths [203], the extent of protonation [430], and hydrogen bonding [25], and characterise 

molecular ions by differentiating between protonated and deprotonated functional groups 

[160,423,430–434]. Recent developments of laboratory near-ambient pressure XPS (NAP-

XPS) instruments now facilitate the examination of solution systems in the laboratory 

without microfluidics or microjets [348,435,436] . 

At low momentum transfer (low-q), X-ray Raman (XR) spectra are equivalent to NEXAFS 

spectra [306]. XRS is a hard X-ray, non-resonant inelastic X-ray scattering technique allowing 

the use of complex sample environments for studies under extreme temperatures and 

pressures and avoiding the limitations of working under vacuum that are associated with 

soft X-ray techniques [211]. Previous work in the research group showed that a 

temperature-controlled jacketed flow cell enabled the in situ XRS-detected NEXAFS 

characterisation of Imid molecules in aqueous solutions, probing the evolution of molecular 

structure through the MSZ to crystallisation [67]. 

This chapter presents a combined XPS-NEXAFS-XRS approach to characterising solvated Imid 

and ImidH+ systems by laboratory NAP-XPS and XRS-detected NEXAFS, and shows how these 

techniques, when combined with time-dependent density functional theory (TDDFT) 

calculations, lead to a comprehensive understanding of the local electronic structure of the 

ion in aqueous solution. A summary of the workflow is shown in Figure 3.1. The key 

experimental and computational methods and conclusions described in this chapter have 

been submitted to Physical Chemistry Chemical Physics for publication (July 2021)18. 

 

18 Manuscript has been reviewed and responses to reviewers has been prepared. 
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Figure 3.1 Combined NAP-XPS/XRS/TDDFT workflow 

An overview of the experimental and computational techniques used to collect and 
interpret XRS spectra  

3.2 Methodology 

3.2.1 X-ray Raman Scattering (XRS) 

The XR spectra of aqueous Imid and ImidHCl solutions were collected at the European 

Synchrotron Radiation Facility (ESRF), beamline ID20. A more complete description of the 

beamline can be found in Section 2.4.2.3. 

Approx. 250 ml of aqueous Imid (pH 10) and aqueous ImidHCl (pH 3) solutions were 

prepared, as described in Section 2.2.1. The in situ jacketed flow crystalliser (Figure 2.8) was 

mounted on the sample stage. The stock solution was agitated in the vessel using a magnetic 

stirrer and circulated through Marprene tubing using a peristaltic pump. Recirculation 

allowed fresh solution to be delivered to the Kapton window to reduce the potential for 

radiation damage of the sample. Although the jacketed vessel could control the temperature 

of the solution, the spectra described here were collected at room temperature (~23°C).  

The elastic energy E0, was set to 9.68 keV. XR spectra were obtained by scanning the 

beamline monochromator energy at a fixed analyser setting. The measured energy 

difference (incident beamline monochromator energy minus analyser energy, E0) 

corresponds to the energy loss. E0 was monitored frequently throughout the data collection 

process to ensure that there was minimal monochromator drift.  

The XRS-detected NEXAFS spectra were collected in the low momentum transfer (low-q) 

regime, which is dominated by dipole allowed transitions, in which the core-level electrons 

transition from the 1s (K-edge) to π* or σ* antibonding molecular orbitals [315]. 

Measurements presented here were performed in forward scattering (low-q) geometry and 
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collected by the VD detector module positioned at an angle of 42° and q = 3.6 Å−1. The data 

post-processing is described in Section 2.4.2.3.2. 

3.2.2 Near-Ambient Pressure XPS (NAP-XPS) 

X-ray photoelectron (XP) spectra were collected with a SPECS EnviroESCA Near-Ambient 

Pressure X-ray Photoelectron Spectroscopy (NAP-XPS) system at the University of Leeds. A 

more complete description of NAP-XPS can be found in Section 2.4.3.2. 

Imid (≥99.5%, Sigma-Aldrich) was used without further purification. An aqueous solution 

(approx. 2.5 M) was made by dissolving solid Imid in deionised water (18.2 MΩ.cm, Suez 

Select Fusion). The ImidHCl salt was synthesised by the evaporation processes described in 

Section 2.2.1 (vacuum evaporation except for initial SCXRD (rapid evaporation)).  

The Imid solution was put in a Petri dish, which was placed directly into the sample chamber. 

Dry ImidHCl was pressed into an aluminium differential scanning calorimetry pan, as the salt 

is highly hygroscopic and will dissolve in the humid environment of the sample chamber. The 

pan was mounted on an aluminium scanning electron microscopy stub with copper tape 

(Figure 3.2). An open glass bottle of purified deionised water (18.2 MΩ.cm, Suez Select 

Fusion) was placed in the sample chamber to dissolve the ImidHCl and reduce solvent 

evaporation during measurements. 

XP spectra of dry and solution samples were collected at ambient temperature at a pressure 

of 11 mbar (see Section 2.4.3). This pressure was maintained throughout the analysis by 

argon gas (dry samples) or water vapour (solution samples). In this chapter, only the solution 

samples will be discussed. The XPS analysis of dry Imid and ImidHCl is in Appendix B. 

The SPECS EnviroESCA NAP-XPS system used to collect the spectra was equipped with 

monochromatic Al Kα radiation source (1486.71 eV) operating at 42 W. The beam (300 µm 

diameter) was separated from the analysis chamber with a silicon nitride window.  

a              b   

Figure 3.2 XPS samples: a) Imid and b) ImidHCl aqueous solution 

Imid solution from an earlier measurement session using the Peltier cooler 
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The pressure in the sample chamber was reduced by pumping down to 50 mbar (fast 

pumping), then from 50 to 25 mbar (medium), where the pressure was held until it was seen 

that water degassing was complete. The sample was then transferred to the analysis 

chamber and the pressure was reduced to 11 mbar. 

Survey scans were collected in a scan before and after the high-resolution data collection, 

with a step size of 1 eV, pass energy of 100 eV and dwell time of 0.1 s. High-resolution N and 

C 1s spectra were collected in 16 scans with a step size of 0.15/0.1 eV (aq. Imid/aq. ImidHCl), 

a pass energy of 50 eV and a dwell time of 0.1/0.25 s (aq. Imid/aq. ImidHCl). High-resolution 

O 1s spectra were collected in nine scans, with a step size of 0.15/0.1 eV (aq. Imid/aq. 

ImidHCl), a pass energy of 50 eV and a dwell time of 0.25 s. 

Organic materials are insulating and are subject to significant charging. Charge 

compensation was provided by electron-ion pair formation in the surrounding water vapour 

atmosphere, induced by absorption of the photo- and Auger electrons emitted from the 

sample, alongside direct ionisation by X-ray absorption (XA) [348]. 

Data analysis was carried out with CasaXPS (version 2.3.18) [437]. High resolution core-level 

scans were deconvoluted with a U 2 Tougaard background and GL(30) lineshapes. An 

analyser transmission function and Scofield sensitivity factors were applied for quantitative 

analysis.  

EB were referenced to the primary C 1s adventitious carbon (Cadv) peak (285 eV) based on an 

established literature value [438,439]. Quantitative elemental analysis of the survey spectra 

indicated the amount of excess carbon in the analysis area. This information was used to 

deconvolute the C1s spectra by fixing the proportion of Cadv to that identified from the survey 

spectra for the initial fitting (Appendix B for details).The Cadv peaks were unconstrained and 

allowed to float as free parameters for the final refinement of peak fitting.  

EB are reported to the nearest 0.01 eV to reflect the reproducibility and precision achievable 

in a series of measurements on one sample under otherwise identical conditions. Absolute 

EB values are generally reproducible to one significant digit, closer to 0.1 eV. Where data 

from the literature are referenced, they are reported with the published precision. 
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3.2.3 Density functional theory (DFT) and time-dependent DFT (TDDFT) 

calculations 

Ground state molecular orbital energy calculations (DFT) and excited-state (TDDFT) 

calculations were carried out to predict theoretical XA spectra and inform the assignment of 

electronic transitions in the XR spectra.  

Gas-phase optimisation: Imid and ImidH+ structure geometries were optimised in vacuo, 

using DFT in ORCA quantum chemistry software (version 4.0.2) [380]. Frequency analysis 

was carried out after the geometry optimisation to check that the optimised structures 

corresponded to minima on the potential energy surface. To identify global minima, more 

sophisticated methods, such as molecular dynamics or metadynamics simulations, would be 

required to explore the conformational space. However, since Imid and ImidH+ are planar, 

the simple optimisation carried out here is deemed sufficient.  

The B3LYP functional and a minimally-augmented def2-TZVP basis set [384], with the 

RIJCOSX approximation [388], def2/J auxiliary basis set and D3 dispersion correction were 

applied [396], consistent with the previous Imid study [67]. The self-consistent field (SCF) 

convergence TightSCF criterion and integration grid Grid3 FinalGrid5 were applied. As ImidH+ 

is the isoelectronic protonated counterpart of Imid, the same level of theory was applied to 

both structures [440]. The molecular orbitals were visualised in Avogadro (version 1.2.0) 

[441]. 

To investigate the sensitivity of transition energies to intermolecular interactions (short and 

long range), single point energy calculations were performed on a single ImidHCl molecular 

unit in vacuo, taken from the ImidHCl crystal structure derived from the first SCXRD analysis 

of ImidHCl (SCXRD details in Appendix A)19, and the cluster of eight Imid molecules, taken 

from the crystal structure of Imid (IMAZOL04 from CCDC, ref. [138]). The geometric 

structures were extracted from the crystallographic information file from SCXRD (ImidHCl) 

or from CCDC (Imid). No frequency calculations were performed. 

 
19 SCXRD analysis of ImidHCl synthesised by rapid evaporation showed one N3 of eight in 

the asymmetric unit cell did not appear to be protonated, so synthesis of ImidHCl was 

attempted using vacuum evaporation technique (see Section 2.2.1). Refinement of this 

second fully-protonated SCXRD structure using XPDF/PDFgui was not possible due to 

disorder around two of the eight ImidH+ rings (further details in Appendix A) 
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Solvation models 

Solvation model selection: N and C K-edges are sensitive to solute-solvent interactions, 

which is not accounted for in the gas-phase models. In this analysis, the solvation model is 

required to understand the potential solvent effect on the core-level electron transitions 

taking place so that the pre-edge transition peaks in the XR spectra can be assigned. 

Although the excited-state calculations are not intended to be quantitative, consideration 

has been given to the type of solvation model used.  

An implicit solvation model, where a dielectric constant based on the solvent is applied 

(known as a conductor-like polarisable continuum model, CPCM), accounts for the long-

range effects of the solvent, but may be less suitable to replace a polarised solvent with 

charge fluctuations. An explicit solvation model, where molecules of the solvent species are 

positioned around the probed molecule, accounts for local solvation effects such as 

hydrogen bonding between the solute and solvent.  

A combined liquid-jet XPS/ab initio/MD study of hydrated Imid showed that the calculated 

vertical IP of valence electrons approached the experimentally-measured value as the 

number of explicit water molecules was increased from 0 to 5 [442]. Increasing the number 

of water molecules may tend towards convergence of a bulk system in this case [442], but 

without the inclusion of other solute molecules (or ions and counter-ions in the case of 

ImidHCl), other interactions beyond water-solute interactions would not be accounted for. 

A previous NEXAFS/computational study of aqueous Imid compared the effect of including 

different numbers of water molecules in the hydration shell on the ΔIP of N1 and N3 [159]. 

It was found that as the number of water molecules in the hydration shell increased above 

three, ΔIP decreased and was lower than the experimentally-observed energy shift between 

the N K-edge 1π* transition peaks (ΔEN1-N3 1s→1π*), which is expected to be the same value 

as ΔIP [159]. Hydration models with two or three water molecules were in good agreement 

with experimental spectra, even though only one N centre was directly interacting with a 

water molecule in the solvation model in this case [159].  

The possible short or long-range effects that would occur in the solution due to other species 

present—Imid molecules, or ImidH+ and/or Cl- ions in the case of ImidHCl—are not 

accounted for in the proposed simple explicit or implicit hydration models. Analysis of an 

MD model of an aqueous Imid solution was previously undertaken to recover the average N 
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and C K-edge XA spectra of all the Imid molecules.20 It was found that there was more 

variation in the N1 1s→1π* transition peaks than the N3 1s→1π* transition peak due to 

interactions with adjacent molecules. The changes in electron density around N1 are more 

localised than those around N3, where the electron density is delocalised across the 

molecule. The MD study also identified that the C K-edge spectra were influenced by Imid-

Imid interactions, but not so much by interactions with water due to the hydrophobic nature 

of the C moieties. This result strengthens the suggestion that increasing the number of water 

molecules in a microhydration cluster would not necessarily improve the results. The MD 

modelling of an aqueous ImidHCl solution would be more complex, as the effect of the 

counter-ion, the long-range ionic electrostatic effects and the solvent-solvent and the 

solvent-solute hydrogen bonding would be present.  

A neutron diffraction pair distribution function analysis [223] showed that in aqueous 

solution, the mostly likely Imid self-interaction is via π-π stacking between the hydrophobic 

planes, at a range of ~3.5-3.8 Å. Most Imid molecules were found to be fully hydrated, 

resulting in few direct Imid-Imid interactions. Although π-π stacking of Imid does occur in 

solution, these interactions are secondary relative to Imid-solvent hydrogen bonding [223]. 

Due to the separation distance of the Imid molecules involved in stacking, the likely π-π 

effect on the core-level spectra will be less than the effect of hydrogen bonding with water, 

and therefore are unlikely to greatly affect 1s→π* transition energies. Previous modelling of 

Imid solutions has also shown a tendency of Imid to form chains [443]. Given the sensitivity 

of Imid to its conformational surroundings [159], the effect of these possible Imid self-

interaction makes it difficult to define a model that will show good agreement with 

experimental data. 

A similar stacking effect may occur in the aqueous ImidHCl solution. The ImidH+ and Cl- ions 

present in solution would generate local electrostatic effects on each other and on the 

(polar) solvent, which in turn would provide some charge shielding between the ions. In 

addition to possible oppositely-charged ion pair formation (ImidH+-Cl-), like-charged ion 

pairs (ImidH+-ImidH+) may form. Guanidinium, another planar cation with a low charge 

density, is known to form parallel stacks (dimers and larger n-mers) that are stabilised by 

water molecules [91]. The proposed water hydrogen-bonding arrangement that may 

stabilise guanidinium dimers could apply to ImidH+ ions in solution. Investigating hydration 

 
20 MD modelling was undertaken by another researcher in the group and is currently not 

available for publication. 
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models to this extent is beyond the scope of this study, as it requires the modelling of the 

total scattering data.  

In summary, increasing the number of components in the model would not necessarily 

improve the outcome. Whilst it is noted that a better outcome may be achieved when the 

longer-range solvent effects are considered [159], a systematic study comparing the use of 

CPCM, single and double-water molecule explicit hydration models, and a hybrid model (two 

water molecules and the CPCM solvent background), found that the two-water explicit 

model generated N and C K-edge XA spectra that were most comparable to the experimental 

data [67]. Therefore, it was considered pragmatic to adopt the same approach here. 

Solvation model optimisation: In this study, the water molecules in the explicit models were 

initially positioned adjacent to the N atoms, as indicated in the literature for microhydrated 

gas-phase clusters for Imid [67], and ImidH+ [442] (Figure 3.3). The position of the water 

molecules was geometry-optimised, after which single point energy molecular orbital 

calculations were carried out (ORCA version 4.0.2) [380]. Calculations for implicit hybrid 

solvation model structures were also performed. Frequency calculations showed imaginary 

modes were present in the ImidH+ model, which were not eliminated after multiple 

geometry adjustments, so the hybrid models were discontinued.  

             

Figure 3.3 Explicit solvation models of imidazole (l) and imidazolium (r) 

Visualisation of the positions of the water molecules during the TDDFT calculations 

TDDFT calculations: TDDFT calculations were run on the gas-phase components, the implicit 

and explicit solvation models, the ImidHCl molecular unit and N atoms in a central and 

external molecule in the eight Imid cluster using ORCA version 4.0.2. [380].  

A summary of the DFT / TDDFT calculations and the applied functional/basis sets is shown 

in Table 3.1. 
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Table 3.1 DFT and TDDFT calculations 

• Gas-phase Imid / ImidH+ 

• Explicit solvation model: Imid or 
ImidH+ with two water molecules 

• Implicit solvation model: Imid or 
ImidH+ with water background (CPCM)  

Optimisation / single point energy / TDDFT: 
B3LYP RIJCOSX D3 ma-def2-TZVP def2/J 
TIGHTSCF Grid3 FinalGrid5 

• Single ImidHCl molecular unit  

• Solid structure: Imid (8 molecules 
from crystal structure in CCDC, ref. 
[138]) 

Optimisation: 
Crystallographic structures used to maintain 
the intra- and intermolecular distances, which 
is crucial to acquiring reliable core-level data 

Single point energy / TDDFT: 
B3LYP RIJCOSX D3 ma-def2-TZVP def2/J 
TIGHTSCF Grid3 FinalGrid5 

3.3 Results and discussion 

As Imid and ImidH+ are aromatic molecules with significant π bond conjugations, significant 

pre-edge π* resonances on the near-edge spectra of Imid and ImidH+ are expected [207]. 

Comparing the N K-edge spectra for Imid and ImidH+ (Figure 3.4), there are two clear pre-

edge peaks for Imid (399.8 eV and 401.6 eV) representing the two N species, but only one 

for ImidH+ (401.3 eV), where the protonation of the Imid results in a symmetrical molecule 

(N pseudoequivalence). The N K-edge spectrum appears steeper after the pre-edge features 

in the Imid spectrum than for ImidH+, and a small shoulder feature is visible ~404 eV in the 

ImidH+ spectrum. Comparing the Imid and ImidH+ C K-edge spectra, there is a small shift (+0.2 

eV) in the pre-edge peak position, which below the instrument resolution, but the shapes of 

the spectra are broadly similar. 

The TDDFT-calculated XA spectra are used to allocate the pre-edge electron transition peak 

positions (Section 3.3.3) and the XPS EB values are used to define the relative IP positions 

(Section 3.3.2).  

        

Figure 3.4 Comparison of the Imid and ImidH+ XRS N and C K-edge spectra 
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3.3.1 DFT and TDDFT calculations 

The ground state energies of atomic core levels, and the highest occupied molecular orbital 

(HOMO) and lowest unoccupied molecular orbitals (LUMO) energies, were derived from DFT 

single point energy calculations. Schematic representations of molecular orbital energies of 

N and C K-edges are shown for gas-phase Imid and ImidH+ (App. Figure 14), and for explicitly-

solvated Imid and ImidH+ (App. Figure 15). 

In gas-phase Imid there are two low-lying virtual π* orbitals available for electronic 

transition from the core-level (1s). Visualisation of the two lowest unoccupied π* molecular 

orbitals (Figure 3.5a&b) indicate the electronic transitions that may be observed.  

Analysis of the calculated XA spectra from TDDFT also indicate that in Imid, there is no 

density of states for a 1s→2π* N1 transition. In ImidH+, there are no 1s→2π* C2 transitions, 

and only very small C5 and N1 transitions. The density of states also indicates that the 

1s→1σ* electronic transition would be weak, and are not likely to be evident in the 

experimental spectrum [159].  

a                         Imidazole b                         Imidazolium 

 

1π* LUMO+1 

 

 

2π* LUMO+4 

NO N1 transition 
(from calculated 

XA spectra) 

 

1π* LUMO 

 

 

2π* LUMO+1 

NO C2 transitions 
& very small C5 
and N1 (from 
calculated XA 

spectra) 

Figure 3.5 Molecular orbital structures of gas-phase a) Imid and b) ImidH+  

In explicitly-solvated Imid, there are two low-lying virtual π* orbitals available for 1s→π* 

transitions, compared with three for solvated ImidH+. As seen in the gas-phase calculation, 

there is no density of states for an N1 1s→2π* transition in explicitly-solvated Imid. There 

are no C2 1s→2π*, or N1/N3 1s→3π* transitions in explicitly-solvated ImidH+. 
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a                          Imidazole b                         Imidazolium 

1π* LUMO+2 
 

2π* LUMO+6  
NO N1 transition  

1π* LUMO 
 

2π* LUMO+2 NO C2 
transition 

No 3π* transitions in Imid 3π* LUMO+6 No N1 
or N3 transitions 
 
 
 

Figure 3.6 Molecular orbital structures of explicitly-solvated a) Imid and b) ImidH+  

The predicted XA spectra for the N and C K-edges of Imid and ImidH+ are shown along with 

the experimental data (Figure 3.7 & Figure 3.8). The calculated spectra peaks have been 

aligned with the first peak of the experimental spectra.  

ΔEN1-N3 1s→1π* is greater in gas-phase Imid than in solvated models and experimental 

data (Figure 3.7a), showing that hydrogen bonding of the Imid with the water via the N 

atoms reduce the difference in the π* energy levels. In solution, the lone pair on the N3 of 

Imid (-N) accepts a hydrogen bond from the polar water solvent [195]. In UV spectroscopy 

of solutions, this interaction has previously been observed to have the effect of lowering the 

electronic energy in the ground state, but not in the excited state [195]. This effect is 

observed here as well, where the N3 1s molecular orbital energy is lowered due to the 

removal of local electron density by the electrostatic attraction of the hydrogen from the 

water molecule (solvated ground state calculations in App. Figure 15). At N1, the hydrogen 

bond formation is due to proton donation to the oxygen moiety of water, increasing the 

local (N1) electron density. The polarisation of the N-H bond is not delocalised into the π 

system, so the change in electron density at the N1 centre is stronger than at the N3 centre 

[67]. As a result of these effects, the difference between the N1 and N3 1s→1π* transition 

energies (ΔE N1-N3 1s→1π*) is calculated as 2.05 eV for the gas-phase Imid, 1.68 eV for 

solvated Imid (Table 3.6), and 1.40 eV for solid-phase Imid [67], following the expected trend 

[67]. 

The gas-phase spectrum clearly shows the N3 2π* transition peak (~401 eV). This peak 

appears as a shoulder feature in the explicit model spectrum, and as a peak slightly below 

the experimental N3 1s→2π* transition in the implicit model. 
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In the C K-edge (Figure 3.7b), the C4 2π* transition in the explicit spectrum is under the first 

main peak, and the C5 2π* can be seen as a shoulder of the main peak (287.7 eV). In the 

implicit spectrum, C4 and C5 2π* transitions account for the shoulder feature (287.9 eV). In 

all models, the C2 2π* is ~2 eV above the main peak.  

a  b  

Figure 3.7 Imid: calculated a) N and b) C K-edge XA spectra of gas-phase, and explicit and 
implicit solvation models. FWHM of predicted XA spectra = 0.6 eV and dotted lines 
indicate the peak positions of the fitted experimental data.  

As both N atoms in ImidH+ are -NH, the N1 and N3 1s→1π* transitions are (almost) 

equivalent, at 389.22 eV and 389.22 eV (gas-phase) and 388.91 eV and 388.88 eV (in 

solution, Table 3.6 (note: 12.5 eV energy shift applied in the table to enable comparison with 

the experimental data)).  

The explicit model has been used for peak assignment, as it was considered to give the best 

agreement for Imid [67], and has good agreement for ImidHCl. In the explicitly-solvated 

model for Imid, consecutive π* transitions occur at LUMO+2 and LUMO+6, with no transition 

for N1 in LUMO+6 (Figure 3.9). The second, smaller N3 peak at ~400.9 eV is consistent with 

the calculated spectrum shown in the literature (Fig. 4 in ref. [67]) for the Imid N K-edge 

ISEELS gas-phase spectrum (from ref. [444]) and XRS aqueous solution spectra.  

The accuracy of the predicted XA spectra and the TDDFT calculations could be improved if it 

were possible to include the effect of the Cl- ions that are also in solution, such as long-range 

solvent or electrostatic effects. The solvation shell around the Cl- ions in solution could affect 

the polarisation of the surrounding solvent. To explore the effect of including a Cl- ion, TDDFT 

calculations were performed on a single unit of ImidHCl (Figure 3.10). 
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a  b  

Figure 3.8 ImidH+: calculated a) N and b) C K-edge XA spectra of the gas-phase, and explicit and 
implicit solvation models. FWHM of predicted XA spectra = 0.6 eV and dotted lines 
indicate the peak positions of the fitted experimental data. 

 

 

Figure 3.9 Explicit solvation model predicted XA spectra: Imid C K-edge (top left) and N K-edge 
(top right); and ImidH+ C K-edge (bottom left) and N K-edge (bottom right)  
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Figure 3.10 Predicted XA spectra C K-edge (top) and N K-edge (bottom) for ImidHCl (single unit, 
in vacuo) 

The first C K-edge pre-edge peak in ImidHCl is broader (FWHM ~1.3 eV, Figure 3.10, top), 

with a greater ΔE between the C2 1π* and C4 2π* transitions (0.6 eV) than that for ImidH+ 

(FWHM ~1.0 eV, ΔE (C2 1π* - C4 2π*) = 0.2 eV, Figure 3.9, bottom left). The C4 1π* transition 

present in ImidH+ is not present in ImidHCl. Furthermore in the N K-edge spectrum, ΔE(N1-N3) 

1s→1π* transition peak separation is 0.5 eV in ImidHCl (Figure 3.10, bottom), resulting in a 

broader pre-edge peak (FWHM 1.0 eV) than seen either of the gas-phase models (Figure 

3.11)21. 

 

21 All three XA spectra were generated with a FWHM of 0.6 eV 
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Figure 3.11 Predicted XA spectra N K-edge for ImidH+ (gas-phase and explicit solvation models) 
and ImidHCl (molecular unit), aligned to the explicit model first peak 

In the ImidHCl crystal structure, the ImidH+ would be surrounded by other Cl-, which may 

reduce the ΔE(N1-N3) 1s→1π* seen in the single molecular unit, as observed in the solid Imid 

structure where ΔE(N1-N3) 1s→1π* for the external Imid was 0.88 eV higher than for the 

central Imid (Appendix C).  

It may be however that in solution, ΔE(N1-N3) 1s→1π* of ImidH+ could be indicative of the 

extent of ion pairing, as the solution is cooled through the MSZ prior to crystallisation. 

Molecular modelling to identify ImidH+/Cl-/water positions in larger clusters, followed by 

TDDFT, could be carried out to investigate this further. ImidHCl could not be crystallised from 

water by cooling crystallisation within the temperature range accessible by the experimental 

setup, so this study was not undertaken during the XRS beamtime. However, the 

characterisation of another organic (possibly imidazolium-based) salt system in solution 

passing through the metastable zone during cooling crystallisation, by applying the 

combined XRS-NEXAFS-XRS method with TDDFT described here, is something that could be 

explored further. 

The core-level transitions for solvated Imid and ImidH+ are detailed further in the following 

N and C K-edge XRS NEXAFS analysis (Section 3.3.3). 

3.3.2 X-ray photoelectron spectroscopy 

Imid and ImidHCl in solution were characterised with NAP-XPS to identify the chemical states 

of N and C atoms in Imid and ImidH+. The relative chemical shifts between the photoemission 

lines were used to assign the IP energies in the XRS-derived NEXAFS spectra.  

Survey scans for hydrated Imid and ImidHCl were measured before and after the high-

resolution scans. Quantitative elemental analysis of the survey spectra was used to indicate 

the amount of excess carbon in the analysis area. This information was used to deconvolute 

the C1s spectra by fixing the quantity of Cadv (285 eV) to that identified from the survey 
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spectra. Variations between the two scans, indicating different proportions of C and N, may 

be due to the sample moving in the X-ray beam during data collection. Furthermore, the 

distance between the nozzle and the sample could change during data collection, as there 

could have been small changes in the analysed surface because of the nature of the sample.  

Table 3.2 Measured contamination based on quantitative elemental analysis of the survey spectra 

Compound 
Survey 

No. 
%C %N 

Area ratio  
Cadv:C:N 

% area Cadv  
Survey High-res  

Aq. Imid 
1 60.51 39.49 0.07 3 2 2.1% 

45.6 
2 22.57 9.12 1.95 3 2 39.4% 

Aq. ImidHCl 
1 82.61 17.39 6.50 3 2 68.4% 

65.3 
2 82.23 17.77 6.26 3 2 67.6% 

Measuring samples under ultra-high vacuum (UHV) decreases both signal attenuation, 

improving the signal/noise ratio, and the contamination layer on the sample [436]. A much 

higher proportion of Cadv in the C 1s signal is expected with NAP-XPS than with UHV-XPS. 

Cadv represents a large proportion of the signal in both C 1s spectra22. Although the 

contamination (Cadv) area percentage was initially fixed in the peak fitting process according 

to the second survey scans (Table 3.2), it was unconstrainted in the final fit, recognising that 

the quantitative analysis suggested a changing contribution over the course of the data 

collection. This estimate based on excess C, over and above the stoichiometric ratio in 

ImidH+, assumes that no N contamination is present. 

The core-level C 1s and N 1s XP spectra and spectral features for aqueous Imid and ImidHCl 

are presented in Figure 3.12 and Table 3.3. 

Table 3.3 Measured binding energies of aqueous Imid and ImidHCl - corresponding spectra are in 
Figure 3.12 

Compound Transition Peak energy /eV ΔE /eV 

Aqueous 
Imid 

N 1s (N3) 399.30 
(N1-N3) = 1.65 

N 1s (N1) 400.95 

C 1s (C4) 285.44 (C5-C4) = 0.30 

C 1s (C5) 285.74 (C2-C5) = 0.87 

C 1s (C2) 286.61 (C2-C4) = 1.17 

C 1s adventitious 285.00    

Aqueous 
ImidHCl 

N1 & N3 1s 401.57   0.00 

C 1s (C4) 286.37 (C5-C4) = 0.00 

C 1s (C5) 286.37 (C2-C5) = 1.31 

C 1s (C2) 287.68 (C2-C4) = 1.31 

C 1s adventitious 285.00     

 
22 C 1s spectra collected by NAP-XPS indicated the presence of Cadv in a deionised water 

sample, which had been stored in the Suez unit. Cadv was also observed in a bottled mineral 

water sample in the literature [448].  
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Figure 3.12 Fitted XP spectra of a) C 1s aq. Imid b) N 1s aq. Imid c) C 1s aq. ImidHCl and d) N 1s 
aq. ImidHCl  

Open circles: Experimental data points, black line: fitted spectra, grey line: background 

In the case of aqueous Imid, the protonated and unprotonated N atoms were identified in 

the N 1s spectrum (Figure 3.12b). These EB peaks were separated by ΔEB(N1-N3) = +1.65 eV, 

which is in agreement with a value previously reported from a liquid-jet XPS study of 

aqueous Imid (reported to 1 decimal place, as 1.7 eV [160]). The C 1s spectrum of aqueous 

Imid revealed a higher EB attributed to C2 in each system, as it is bonded to two N atoms 

that are more electronegative [445]. The energy shifts of ΔEB(C2-C5) = +0.87 eV and ΔEB(C5-C4) = 

+0.30 eV (Figure 3.12a) deviate from the liquid-jet study, in which the EB for C4 and C5 of 

hydrated Imid are separated by 0.4 eV, with C2 EB 0.8 eV higher (ΔEB(C2-C4) = +1.2 eV) [160]. 

This difference is likely due to superposition with the intense adventitious carbon peak, 

which was not present in the liquid-jet spectra, and it is expected to have some components 

from C bound to OH groups in the range of the C2, C5 and C4. 

In the case of aqueous ImidHCl, one feature is observed in the N 1s spectrum (Figure 3.12d). 

When both N atoms are protonated, the net positive charge is delocalised across the 

aromatic system and increases the N 1s EB of both N in ImidH+. At 401.57 eV (Table 3.3), the 

combined N1/N3 peak in ImidH+ is shifted by +0.62 eV relative to the protonated N1 (-NH) 

component (400.95 eV) and by +2.27 eV relative to the unprotonated N3 component (399.30 

eV) in Imid. Similar EB shifts upon protonation of Imid have been observed in a liquid-jet XPS 

study of aqueous Imid and ImidH+ solutions (2.7 eV) [160]. An energy shift of +2.3 eV was 
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observed upon protonation of N3 in the Imid side chain of theophylline (-N) when it formed 

a salicylic-5-sulfonate monohydrate salt (-NH+), whilst the EB of the N1 moiety (-NH) shifted 

by +0.90 eV [446]. The C4 and C5 EB of ImidH+ occur at the same EB, with ΔEB(C2-C4) = +1.31 eV, 

whilst the liquid-jet XPS study also found the ImidH+ C4 and C5 EB to be equal, but with a 

smaller ΔEB(C2-C4), at +1.2 eV [160]. 

Interaction of the water with the samples is evidenced in the O 1s spectra (Figure 3.13). Both 

spectra have been calibrated with reference to Cadv.  

 

Figure 3.13 XP O 1s spectra a) aq. Imid b) aq. ImidHCl. (Note: Normalised CPS scales are not 
equal) 

 

Table 3.4 Measured O 1s binding energies of aqueous Imid and ImidHCl - corresponding spectra 
are in Figure 3.13 

Compound Peak name EB /eV FWHM* % conc ΔE /eV 

Aqueous 
Imid 

O 1s (g) 535.54 0.90 88.63 
2.07 

O 1s (l) 533.47 1.96 11.37 

Aqueous 
ImidHCl 

O 1s (g) 535.60 0.87 62.58 
2.72 

O 1s (l) 532.88 2.13 37.42 

* full width half maximum 

The lower intensity of the O 1s (l) peak for aq. ImidHCl could be due to fewer water 

molecules in the solution sample than in ImidH+. Additionally, the nozzle working distance 

could affect the intensity ratio of the O 1s (g):O 1s (l) peaks. It was difficult to adjust the 

working distance with precision due to the changing level of the sample.  

The smaller water peaks originate from a combination of water molecules that are solvating 

Imid, or ImidH+ and Cl-, that are hydrogen-bonded to other water molecules in the solution, 
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or that are interacting with contamination in the solution. The higher-energy peak is mainly 

due to water vapour. Any contribution from ionised water products is likely to be small.  

These O 1s EB values are compared to O 1s data in the literature in Table 3.5.  

Table 3.5 Comparison of O 1s data 

Sample (Ref.) 
O 1s (g) O 1s (l) 

ΔEB /eV 
EB /eV FWHM /eV EB /eV FWHM /eV 

Imid 535.54 0.90 533.47 1.96 2.07 
ImidH+ 535.60 0.87 532.88 2.13 2.72 

Liquid-jet [160,447] 
Vacuum, 277 K 

- - 538.1 - - 

Liq. water NAP-XPS [448] 
3 mbar, 300 K 

535.8 0.63 533.6 2.69 2.2 

Gas-phase NAP-XPS [449] 
6 mbar, 300 K 

536.0 0.68 - - - 

Bacteria NAP-XPS [343] 
11 mbar 

535.4 - 533.1 1.2 2.3 

Fe2O3 [450] 

1.3 mbar 
535.5 - 533.2 - 2.3 

The O 1s (g) peaks for aq. Imid and ImidH+ fall within the range observed in the literature.  

The difference between these EB values, 0.06 eV for O 1s (l) and 0.59 eV for O 1s (g), suggest 

that the calibration method using Cadv is reasonably consistent for finding the relative energy 

shifts between the scans, although the absolute value may not be completely accurate. 

It is worth noting here that the EB values in the liquid-jet study of Imid and ImidH+ solutions 

were calibrated using the O 1s photoelectron peak of water [160], stated to be 538.1 eV 

[447], ~5.2 eV above the values presented in this study (Table 3.3). Although the absolute EB 

values in this study and the liquid-jet study are different, liquid-jet EB data [160] are around 

+4.9 eV higher than the NAP-XPS data presented here, and ΔEB(N3Imid-N3ImidH+) = 2.27 eV 

compared to 2.8 eV for NAP-XPS. ΔEB(N3-C2) for the Imid and ImidH+ solutions are 112.2 eV 

and 114.2 eV (liquid-jet [160]), and 112.7 eV and 113.9 eV (with NAP-XPS). These findings 

suggest that further refinement of the NAP-XPS solution measurement procedure could 

result in a solution EB measurement technique that is more accessible, but equally as 

effective, as synchrotron-based measurements.  

3.3.3 X-ray Raman spectra  

3.3.3.1 N K-edge XRS NEXAFS 

In Figure 3.14, the N K-edge NEXAFS spectra of 5 M aqueous solutions of Imid (bottom 

spectrum) and ImidHCl (top spectrum) are compared. The peak positions of the fitted 

experimental spectra and the calculated TDDFT spectra for the explicitly solvated structure 
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models of aqueous solutions of Imid and ImidHCl are presented in Table 3.6 (an energy shift 

of 12.3 eV (Imid) and 12.5 eV (ImidHCl) have been applied to the calculated transitions). 

 

Figure 3.14 Experimental N K-edge XR spectra for 5 M aqueous Imid solution (pH10) – bottom; 
and 5 M aqueous ImidHCl solution (pH3) - top.  

Experimental (black dots) overlaid with fitted spectrum (red). Gaussian pre-edge 1s→π* 
transition peaks (solid Gaussian), IP arctan function (solid) and post-edge σ*-shape 
resonances (dashed Gaussian).  

In the Imid spectrum, the pre-edge region is dominated by two sharp Gaussian peaks, 

representing the 1s→π* transitions of the core-level electrons in the N moieties. TDDFT 

calculations show that the lowest energy peak (399.85 eV) represents the N3 1s→1π* 

transition, and the second peak is a convolution of the N1 1s→1π* and N3 1s→2π* 

transitions (401.53 eV) (see Section 3.3.1). The IPs are of equal step size due to the one-to-

one ratio of nitrogen moieties in the Imid molecule, with a constrained energy shift 

according to the measured N3 and N1 XPS binding energies (see Section 3.3.2). The σ*-shape 

resonances after the IP are of increasing full width half maximum (FWHM), as expected 

[207].  

There is no density of states at the N1 atom representing 2π* transition either in the gas-

phase LUMO+2 (Figure 3.5) or the explicitly-solvated model LUMO+6 (Figure 3.6), which 

excludes a significant N1 1s→2π* transition. The measured energy difference between the 

N3 and N1 1s→π* centroids is 1.66 eV (Table 3.3). This energy shift value is consistent with 
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a previous value of ~1.7 eV for a 5 M aqueous solution of Imid, measured by optical 

luminescence NEXAFS (Table 3.7) [159]. 

 

Imid solution ImidHCl solution 

Exp. 
spectra /eV 

Calc.†  
/eV 

Diff.  
(exp-calc) 

/eV 

Exp. 
spectra /eV 

Calc.† 
 /eV 

Diff.  
(exp-calc) 

/eV 

E (N1 1s→1π*) 401.51 401.53 -0.02 401.35 401.38 -0.03 

E (N3 1s→1π*) 399.85 399.85 0.00 401.35 401.35 0.00 

ΔE (N1-N3 1π*)  1.66 1.68   0.00 0.03   

E (N1 1s→2π*) - -   403.46 403.06 0.40 

E (N3 1s→2π*) 401.51* 400.90 0.607 403.46 403.02 0.44 

ΔE (N1-N3 2π*)  - -   0.00 0.04   

ΔE (N1 2π*-1π*) - -   2.11 1.68   

ΔE (N3 2π*-1π*) 1.66 1.05   2.11 1.67   

IP (N1)  404.05 403.31 0.74 404.67 408.23 -3.56 

IP (N3)  402.40 401.56 0.84 404.67 408.19 -3.53 

ΔIP (N1-N3) 1.65 1.75   0.00 0.04   

1σ* (C–N)  406.65     406.86     

2σ* (C–N)  411.75     413.20     

δ1 (1σ*-IP(N3))  4.25     2.19     

δ2 (2σ*-IP(N3))  9.35     8.54     

δ3 (1σ*-IP(N1))  2.60     2.19     

δ4 (2σ*-IP(N1))  7.70     8.54     

Comparison of the energy shift between the N K-edge 1π* transition peaks (ΔEN1-N3 1s→1π*) 

in the spectra of solid Imid (1.425 eV, measured by XRS[67]), a 10 M aqueous Imid solution 

(1.624 eV, measured by XRS [67]) and gas-phase Imid (2.444 eV, measured by inner shell 

electron energy loss spectroscopy, ISEELS [444]) demonstrates the sensitivity of the N K-

edge pre-edge region of Imid to molecular interactions, be that Imid-water or Imid-Imid 

interactions. Thus as the likely number and proximity of Imid-Imid interactions increases, 

ΔEN1-N3 1s→1π* decreases. 

Table 3.7 Comparison of measured 1s→1π* transition energy shifts. 

Phase  Technique Energy shift /eV 

Gas-phase [444] ISEELS 2.444 

Solution (5 M) [159]  XAS ~1.7 

Solution (5 M) (this study) XRS 1.66 

Solution (10 M) [67] XRS 1.624 

Solid [13] XRS 1.425 

Compared to the gas-phase (2.444 eV) [444], the hydrogen bonding of Imid solution with 

strongly polar water (N3···H-O or N1-H···O) would result in the increased core-level EB of N3 

and reduced EB of N1, thus decreasing ΔEN1-N3 1s→1π*(1.66 eV at 5 M), as shown in Table 

3.7.  

Table 3.6 Peak position and assignment of the experimental and calculated N K-edge spectra. The 
corresponding experimental spectra are shown in Figure 3.14. 

†The energy shifts of 12.3 eV (Imid) & 12.5 eV (ImidHCl) have been applied to the calculated 
transitions presented here. *Under N1 1s→1π* peak 
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ΔEN1-N3 1s→1π* in the 5 M solution (1.66 eV) is greater than in 10 M solution or solid Imid 

(1.62 eV and 1.42 eV) [65]. The number of water molecules per Imid molecule is 11 in the 5 

M solution, compared to < 4 in the 10 M solution [65,221]. It was identified that there are 

two hydrogen-bonded water molecules in the inner hydration shell of each Imid molecule 

[65]. There are more free water molecules, and consequently a greater separation distance 

between Imid molecules, in the 5 M solution [65]. As such, the increased self-interaction of 

Imid molecules in the 10 M solution results in ΔEN1-N3 1s→1π* between that of the 5 M 

solution and the solid. Based on this experimental evidence, it is proposed that self-

association of Imid in aqueous solution is not favoured over hydration, because the Imid-

Imid hydrogen-bonding interactions (N···H-N) are weaker than the solute-solvent 

interactions. The reduced ΔEN1-N3 1s→1π* (1.42 eV) in solid-state Imid is not an indication of 

stronger Imid-Imid hydrogen-bonding, but instead could relate to N1-H hydrogen-bonding 

to a delocalised system via N3 in the solid (N1H···N3, with each partially delocalised Imid 

monomer in the chain acting simultaneously as H-donor, via N in sigma-bonded N1-H, and 

an H-acceptor, via delocalised N3), compared to the N moieties hydrogen-bonding to two 

separate (highly-electronegative) water molecules when in solution. As a result, the shifting 

but delocalised electron densities within the Imid chain approach parity and a lower 1s→1π* 

split than for Imid in solution. 

The FWHM of the 1π* transition peaks of Imid in 5M solution are 1.0 eV (N3) and 1.2 eV 

(N1), which is slightly higher than the equivalent peaks in the 10 M solution (~0.9 eV for N3 

and ~1.1 eV for N1, for 10 M solution at 20°C, cf. SI of ref. [67]). The difference in FWHM of 

the two sets of measurements are too small relative to the instrument broadening to draw 

any conclusions. 

In contrast, the ImidHCl N K-edge spectrum is dominated by a single sharp Gaussian peak at 

401.35 eV, which is a convolution of the 1s→1π* transitions of N3 and N1  

(both -NH) (Figure 3.14, bottom). The protonation of N3 results in a symmetrical molecule, 

in which the environments of the two nitrogen atoms are similar due to resonance effects. 

Consequently, the N1 and N3 1s→1π* transition energies are equivalent, as was seen in the 

NAP-XPS N1 and N3 1s EB measurements. 

The peak position of the ImidHCl N3/N1 1π* transition is 0.16 eV lower than that of the 

(roughly equivalent) N1 1π* transition in Imid, as the electron density around N1 in ImidHCl 

has decreased slightly due to the protonation of N3. It should be noted that this measured 

energy shift (0.16 eV) is within the 0.7 eV resolution of the instrument. The FWHM of the 
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N3/N1 1s→1π* peak is 1.1 eV, which highlights the equivalence of the N moieties, as there 

is no significant broadening compared to the Imid N3/N1 1s→1π* peaks. 

There is a single IP continuum step for ImidHCl, as the two nitrogen moieties are 

pseudoequivalent. At 403.46 eV, a second, broader Gaussian peak is identified. Analysis of 

the TDDFT calculations attributes this peak to the N3/N1 1s→2π* electron transitions. 

3.3.3.2 C K-edge XRS NEXAFS 

The C K-edge spectra of Imid and ImidHCl aqueous solutions are shown in Figure 3.15. The 

peak positions of the fitted XRS experimental spectra and TDDFT explicitly-solvated 

structure models are presented in Table 3.1.  

Only one relatively sharp Gaussian peak in the pre-edge region (286.62 eV) is observed in 

the Imid spectrum (Figure 3.15, bottom). Analysis of the TDDFT calculations suggests this 

peak convolutes C4 and C5 1s→1π* and 1s→2π* transitions, along with some contribution 

from C2 1s→1π*. At 288.23 eV, a second broader, less intense Gaussian peak has been fitted, 

which represents C2 1s→2π* transitions (ΔE of the peaks is 1.61 eV).  

 

Figure 3.15 Experimental C K-edge XR spectra for 5 M aqueous Imid solution (pH10) – bottom; 
and 5 M aqueous ImidHCl solution (pH3) - top.  

Experimental (black dots) overlaid with fitted spectrum (red). Gaussian pre-edge 1s→π* 
transition peaks (solid Gaussian), IP arctan function (solid) and post-edge σ*-shape 
resonances (dashed Gaussian). Residual shown below each spectrum.  
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As the 2π* (LUMO+2) transitions of the solvated ImidH+ ion has no density of states at the 

C2 atom (Figure 3.6), a significant C2 1s→2π* transition can be excluded. However, the 

density of states at the C2, C4 and C5 atoms at LUMO+6, represent 1s→3π* electronic 

excitations.  

Due to the redistribution of charge across the ImidH+ ion, the electron density around all C 

moieties has decreased compared to Imid, which is evidenced by the increased C 1s EB (Table 

3.3). The greatest difference is around C2, where the EB is 1.07 eV higher in ImidH+ than in 

Imid, whereas the EB increases are 0.93 eV and 0.63 eV for C4 and C5.  

The significant difference between the Imid and ImidH+ C K-edge spectra is the energy shift 

between the pre-edge Gaussian peaks. The first pre-edge feature of the ImidH+ spectrum at 

286.77 eV is 0.14 eV above that in the Imid spectrum and represents C4 and C5 1s→1π* and 

1s→2π* transitions as before, with an increased contribution from C2 1s→1π* excitations. 

The second peak at 289.47 eV is 2.70 eV above the first. The DFT analysis shows that there 

are no 2π* states accessible for C 1s electrons from C2 in ImidH+. The second peak is instead 

a result of C4, C5 and C2 1s→3π* transitions. This is a major difference between the ImidH+ 

and Imid C K-edge spectra. 

Table 3.8 Peak position and assignment of the experimental and calculated C K-edge spectra. The 
corresponding experimental spectra are shown in Figure 3.15. 

 

Imid solution ImidHCl solution 

Exp. 
spectra 

/eV 

Calc.†  
/eV 

Diff.  
(exp-calc) 

/eV 

Exp. 
spectra /eV 

Calc.† 
/eV 

Diff.  
(exp-calc) 

/eV 

E (C2 1s→1π*) 288.23 287.04 1.18 286.77 286.77 0.00 

E (C5 1s→1π*) 286.62 286.62 0.00 286.77 286.26 0.51 

E (C4 1s→1π*) 286.62 286.43 0.18 286.77 286.24 0.53 

E (C2 1s→2π*) 286.62 288.80 -2.18 ‡ ‡   

E (C5 1s→2π*) 286.62 288.84 -2.22 286.77 286.76 0.01 

E (C4 1s→2π*) 286.62 287.77 -1.15 286.77 286.74 0.03 

ΔE (C2 2π*-1π*) 1.61 1.76   2.70 3.88   

E (C2 1s→3π*)       289.47 290.64 -1.18 

E (C5 1s→3π*)       289.47 289.31 0.15 

E (C4 1s→3π*)       289.47 289.30 0.16 

IP (C2) 289.71 288.98 0.73 290.78 293.96 -3.18 

IP (C5) 288.84 288.29 0.55 289.47 292.55 -3.09 

IP (C4) 288.54 287.89 0.64 289.47 292.53 -3.07 

ΔIP (C2-C5) 0.87 0.69   1.31 1.43   

ΔIP (C5-C4) 0.30 0.39   0.00 0.00   

1σ* (C–H) 292.30     292.34     

2σ* (C–C) 297.68     297.58     

3σ* (C–N) 302.53     302.60     

†The energy shifts of ∼10.7 eV (Imid) and 10.3 eV (ImidHCl) have been applied to the 
calculated transitions presented here. ‡ There is no C2 1s→2π* transition, but C2,C4 & C5 
1s→3π* transitions are observed 
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This combined TDDFT/XRS-NEXAFS/XPS technique could in principle be applied to observe 

the electronic structure changes of organic salt during cooling crystallisation, allowing 

changes in local bonding and short-range structure to be evaluated and providing evidence 

of changing ion pairing during the cooling crystallisation process. 

3.4 Summary and conclusion 

X-ray Raman Scattering (XRS) has been used to obtain C and N K-edge fine-structure spectra 

for aqueous solutions of neutral Imid and the protonated ImidH+ at ambient temperature 

and pressure. In combination with DFT and TDDFT calculations, and NAP-XPS data, these 

XRS-derived fine-structure spectra provide a quantitative description of the molecular 

orbitals in Imid and ImidH+ in aqueous solution, including the influence of the water 

interaction on the electronic structure of the solvated molecules.  

ImidH+ exhibits a N K-edge fine-structure that is fundamentally and clearly different from 

that of Imid, due to the equivalence of the N moieties in the cation. The change in the C K-

edge is less obvious without the complementary TDDFT calculations, which identified C 

1s→3π* resonances in the ImidH+ spectrum that are not present in the Imid spectrum. This 

difference indicates a change in the character of the electronic state of the C moieties 

following the protonation of Imid. 

Previously, XPS data of Imid and ImidH+ has been acquired using liquid-jet spectroscopy 

using a synchrotron source. The NAP-XPS charge neutralisation should enable the C and N 

1s emission spectra to be reported on an absolute core-level binding energy scale.  

Further refinement of the method for collecting solution NAP-XPS data—for example 

modifying the sample container to allow the working distance to be evaluated, having 

greater control of the solution concentration, perhaps by using a flow cell, or identifying 

opportunities to reduce adventitious C contamination of the sample during handling or 

synthesis—could result in NAP-XPS becoming a solution characterisation technique that is 

more accessible, but equally as effective, as synchrotron-based measurements.  

The only other study in the literature where XRS is used to acquire the NEXAFS spectra of 

organic solutes in solution is the in situ crystallisation of Imid from water, which was 

reported by our research group [67]. This study of Imid’s C and N K-edges of though the MSZ 

to crystallisation found no significant changes to the average solvation of Imid until the point 

of crystallisation, suggesting that desolvation is the rate-limiting step of crystallisation. It was 

not possible to crystallise ImidHCl from water by cooling crystallisation within the 
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temperature range accessible by the experimental setup, so a cooling crystallisation XRS 

study was not undertaken during this beamtime. However, this XRS technique could in 

principle be applied to observe the electronic structure changes of organic salt during 

cooling crystallisation, allowing changes in local bonding and short-range structure to be 

evaluated. Initial TDDFT analysis of an ImidHCl molecular unit suggested that when the 

Cl- and ImidH+
 ions form ion pairs in solution, the N species loses the pseudoequivalence 

observed in the solvated ImidH+ cation, i.e. ΔE(N3-N1) 1s→1π* > 0 where ion pairs are present. 

The sensitivity of the N and C K-edges to changes in local chemistry suggests that observing 

differences in the ImidH+ N K-edge could provide evidence of the extent of ion pairing during 

cooling crystallisation, as the solution is cooled through the MSZ to crystallisation. More 

advanced molecular modelling of larger ImidH+/Cl-/water clusters, followed by TDDFT, could 

further investigate this observation. Further to this, the methodology described here could 

be developed to understand the extent of ionisation at surfaces, and in non-aqueous 

solvents where pH and pKa measurements are more difficult using standard techniques.
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Chapter 4 Cooling crystallisation of guanidine hydrochloride: an in situ 

XPDF and EPSR study 

4.1 Introduction 

X-ray techniques, including energy dispersive X-ray diffraction (EDXRD), small-angle (SAXS) 

and wide-angle (WAXS) X-ray scattering have previously been used to observe the 

emergence of long-range order during crystallisation from amorphous materials [451,452] 

or melts [191,453], or the crystallisation of inorganic salts or nanoparticles [454,455]. 

However, until recently our ability to probe the local structure of a crystallising solution has 

been limited by the time- and length-scales of available experimental techniques [39]. The 

development of X-ray total scattering, which detects diffuse and Bragg scattering, has 

allowed the determination of short- to medium-range atomic structure in disordered 

materials, such as liquids or solutions. High-brilliance synchrotron X-ray sources now provide 

an opportunity to rapidly collect X-ray data in real-world sample conditions, allowing 

materials to be monitored in situ, even during phase changes [456].  

Analysis of X-ray pair distribution function (XPDF) patterns of a solution, as it is cooled 

through the metastable zone (MSZ), provides information on structural changes from an 

undersaturated solution to a supersaturated solution, to the crystallised phase in solution. 

Extracting the atom-atom (partial) pair distribution functions (PDF) and identifying the real-

space correlations in the probed systems requires computational structure models to be 

developed from the scattering data. Combining PDF analysis with Empirical Potential 

Structure Refinement (EPSR) simulations [257] has previously been used to reveal the 

structure of the hydration shells around nanoparticles [239], solvation and aggregation of 

organic materials in solution23 [223,269,286,416], and ionic liquids23 [119,147].  

Here, XPDF’s fast data acquisition time has been exploited to examine the in situ cooling 

crystallisation of guanidine hydrochloride (GuHCl). Guanidinium (Gdm+, Figure 1.11) is a 

planar ion with three hydrogen-bonding amino groups surrounding a central carbon atom 

[93]. Gdm+ is of biological interest as it can inhibit enzyme activity [457], is a known 

denaturant, and influences protein folding as a side chain of arginine [97], and as such, has 

been the subject of previous computational [91,92,179,181–183,458] or combined 

 

23 Using neutron diffraction isotopic substitution (NDIS)  
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experimental and computational [92,97,181,188] studies. Gdm+ has been found be weakly-

hydrating, due to its hydrophobic planar side [459], which could allow the formation of 

Gdm+-Gdm+ like-charged ion pairs [179].  

This crystallisation study of GuHCl from aqueous solution aims to further our understanding 

how molecular interactions change during phase transition. Computational analysis using 

EPSR simulations, which refine the modelled system to experimental data, have been carried 

out with datasets from across the MSZ and after crystallisation. Statistical analysis of the 

modelled solution structures, using EPSR and dlputils [460], has also been undertaken.  

4.2 Method 

The cooling crystallisation of an aqueous solution of 9 M GuHCl has been studied using a 

combination of XPDF and EPSR modelling. Sample preparation of the solid GuHCl (as 

received and recrystallised) and 9 M GuHCl aqueous solution, is described in Section 2.2. An 

overview of the workflow for the collection of X-ray total scattering data is presented in 

Figure 2.17. 

4.2.1 XPDF data collection and processing  

X-ray total scattering data were collected at the X-ray pair distribution function (XPDF) 

beamline I15-1, at DLS (Figure 2.16), at 76.7 keV (0.163 Å) [373]. The large area Perkin Elmer 

detector (PE XRD 4343 CT detector) has an active area of 432 × 432 mm2, with 150 μm pixel 

size. The instrument was calibrated with silicon. Further details of the operation of the 

beamline are in Section 2.5.4.1.  

The detector positioning gave access to Qmax ≈ 40 Å–1. A higher Qmax provides better pair 

distribution function (PDF) peak resolution, although in the case of organic materials, a lower 

Qmax is used to process the data [201,367]. 

The arrangement of the in situ set up at beamline I15-1 for the cooling crystallisation 

experiment is shown in Figure 4.1a&b. The in situ closed-loop flow cell setup has been 

developed to resemble the equipment used in laboratory-style cooling crystallisation studies 

(Figure 4.1c). A water bath controls the temperature of the ~150 ml stock solution, which is 

stirred with a magnetic stirrer (5 mm x 30 mm) at 300 rpm to maintain a uniform bulk 

solution temperature. The solution was circulated by a peristaltic pump (~85 ml/min) 

through insulated Marprene tubing (6.4 mm OD, 3.2 mm ID) to the X-ray transparent 6 mm 

OD Kapton tube (Goodfellow). Continuously providing a fresh solution sample at the Kapton 
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window by circulating the solution minimised any possible beam damage. A K-type 

thermocouple recorded the solution temperature. 

a  b  

c  

Figure 4.1 In situ experimental set up at beamline I15-1, DLS: (a) & (b) jacketed flow crystalliser 
arrangement with (c) X-ray transparent Kapton tubing for XPDF analysis  

Images of the jacketed vessel and the Kapton tube were recorded and were visible from the 

control room so any problems with the experimental set up could be identified in real time. 

For example, significant air bubbles in the Kapton tube affecting the signal could be 

identified, and the onset of crystallisation could be observed so the experiment could be 

stopped, before crystals accumulate in and block the tubing.  

The solution was heated to 65°C, after which the set point of the water bath to cool the 

solution in the jacketed vessel was set to 10°C and data collection was started24. Scattering 

patterns were collected continuously in 30 s frames. Every 120 frames, the data was stored 

in a new scan, resulting in a short pause (~20 s) in data collection.  

 
24 The cooling rate was not specified, but the solution cooled at a rate of 0.46°C/min until 

the solution temperature reached 45.7°C, after which the cooling rate was 0.79°C/min. 

Jacketed 
vessel  

Water bath 

Insulated 
Marprene 

tubing 

Magnetic stirring plate 
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The data collected in the in situ experiments are listed in Table 4.1. The cooling crystallisation 

experiment was repeated twice. X-ray total scattering data were also collected whilst the 

solution was reheated (water bath set point 70°C) to capture the structural changes that 

occur during dissolution. The solution was cooled from 62.5°C (temperature of first data 

collection) until just after the appearance of crystals, which occurred around 20°C. X-ray 

total scattering data of deionised water were also collected with the acquisition time of 30 

s per scans as the water was cooled from 68.2°C to 11.4°C. These data were collected for 

background correction, and was applied in the initial data processing (shown in Appendix 

D.1). The results in Section 4.3.2.1.2 were processed using an empty Kapton background 

instead. However, the XPDF patterns of cooling water are of interest in their own right and 

are shown in Section 4.3.2.1.1.  

Table 4.1 List of scans and acquisition times for the in situ cooling crystallisation and dissolution 
study 

Scan # Sample Comment 
Acquisition time 

per frame /s 
Temperature 

/°C 

34306 Empty Kapton tube 
Background scattering 

– single frame 
600 Room temp. 

34329–30 
Run 1 - GuHCl cooling 

crystallisation 
151 frames 30 62.5–19.6 

34331 Reheating GuHCl solution 54 frames 30 18.8–62.8 

34332–33 
Run 2 - GuHCl cooling 

crystallisation 
146 frames 30 62.6–20.2 

34348 Empty Kapton tube 
Background scattering 

– single frame 
600 Room temp. 

34349–50 Cooling of deionised water 218 frames 30 68.2–11.4 

The solid samples of GuHCl were mounted on the capillary spinner along with an identical 

empty borosilicate glass capillary to collect background scattering. Data for each were 

collected with acquisition times of 600 s per scan. 

4.2.1.1 Data processing  

The X-ray total scattering data were processed to extract the structure factor F(Q), and pair 

distribution functions (PDF) g(r), also referred to here as the XPDF patterns. The generic data 

acquisition software at DLS automatically applied the initial corrections for the internal dark 

current to the raw data during data collection. GudrunX was used to correct the processed 

data for the instrument and sample holder backgrounds, absorption, multiple scattering and 

Compton scattering [365,368]. GudrunX produces interference differential cross sections 

F(Q), from which the real-space PDF patterns are generated by Fourier transform25 

 

25 The Fourier transform of F(Q) is G(r) (= 4πrρ0[g(r)-1])  
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[365,368]. There is an option in GudrunX to correct for fluorescence. Although the chloride 

ions are a possible source of X-ray fluorescence, trial and error showed that applying a 

fluorescence factor had negligible, if any, visible effect on the F(Q) or g(r) and so none were 

included.  

For the solid samples, the background scattering from an empty borosilicate glass capillary 

is subtracted from the GuHCl powder X-ray total scattering data to acquire the XPDF pattern.  

There are two ways in which the solution X-ray total scattering data will be used to analyse 

the evolution of the solution structure during cooling crystallisation:  

1) Temperature-resolved study of the XPDF patterns: the X-ray total scattering of a 

blank Kapton tube is background subtracted from each set of scan data in GudrunX 

to reveal changes in the intermolecular interactions between the solute-solute and 

solute-water molecules during the cooling crystallisation experiment.  

2) EPSR modelling: the X-ray total scattering of a blank Kapton tube is background 

subtracted from selected scan data, as the structure factor related to all 

components in the sample is required for molecular simulation. 

4.2.2 Computational analysis 

4.2.2.1 Solid-state GuHCl analysis 

PDFgui was used for the refinement of the solid state GuHCl data, to generate a reference 

XPDF pattern for the analysis of the in situ cooling crystallisation data [402]. 

4.2.2.2 EPSR analysis for in situ crystallisation study 

Structural models of the solution were generated using EPSR version 25 [257,406]. When 

the empirical potential (EP) was applied, the models were refined to increase the goodness 

of fit with the F(Q) data from the GudrunX processing of the X-ray total scattering data. 

Further details of EPSR are in Section 2.9.2.2.1. 

Component structure: The Gdm+ ion was geometry optimised in ORCA (RKS BP86 RI SVP 

def2/J) to provide the starting structure [380]. The Gdm+ ion geometries vary during the 

simulation depending on the level of molecule flexibility set in EPSR, which is related to the 

temperature of the solution. An ion structure from the simulation of frame 150 shows the 

bond lengths variation, with the N-H bond lengths between 0.96 Å and 1.10 Å, and the C-N 

bond lengths between 1.36 Å and 1.41 Å.  

Solution density: The EPSR simulation requires the atomic number density of the sample 

being modelled. Measuring the density of the sample from the crystalliser in situ at each 
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required temperature posed a challenge. Two approaches were tried—measuring the mass 

of a known volume of solution extracted from the stock solution using an autopipette and a 

glass graduated pipette—and both resulted in inaccurate repeat measurements. The GuHCl 

salt crystallised on the graduated pipette, so the complete sample mass was not measured. 

The volume of the sample removed by the autopipette was affected by the temperature of 

the solution (this issue had also been observed during the preparation of the Crystal16 

samples, Section 2.8), resulting in significant variation in the measured sample mass at a 

given solution temperature, and so this method did not appear to be accurate or repeatable. 

Furthermore, the aliquots that were extracted were not put back into the stock solution, 

potentially altering the crystallisation process conditions and making the system 

unrepresentative of the in situ conditions. Instead, the volume of the solution, the mass of 

which was known, was tracked as it cooled in a measuring cylinder to provide data to be 

converted into the atomic number density. The present method seems to provide physically 

sensible structural models, although finding an alternative method for ascertaining the 

solution density more reliably for future system analysis should be identified (see Section 

6.2). 

Component Lennard-Jones potentials and partial charges: The atomic partial charges and 

LJ potentials used in these EPSR simulations are shown in Table 4.2. There are many different 

force field data sets in the literature for Gdm+ [458], Cl- [268], and water [267,268,458,461–

463]. A parametrisation study was undertaken to identify the most appropriate parameters 

to apply to the model, including the water model type (SPC/E and/or TIP3P), the LJ potentials 

and partial charges. Details of this study are outlined in Appendix F. The application of charge 

reduction has been applied to empirically improve the fit of modelled data to experimental 

data, and is discussed in the literature review in Section 1.4.2.3.  

Table 4.2 Lennard-Jones potentials and partial charges for Gdm+ and Cl- ions and TIP3P water 

  q σ /Å ε /kJ/mol Reference 

Gdm+ 

C 0.797 3.77 0.4170 
Ref. [458] 

(with 20% charge reduction) 
N -0.759 3.11 0.5000 

H 0.380 1.58 0.0880 

Cl- Cl -0.8 3.97 0.6190 
Ref. [268] 

(with 20% charge reduction) 

Water 
TIP3P 

Ot -0.834 3.1506 0.6364 
Ref. [462]a 

Ht 0.417 0 0 
a Lennard-Jones σ and ε parameter values for TIP3P 3-point water model from [463]   

The bond angle for water was set at 104.5° [463]. As is extensively described in the literature, 

there is no consensus on the optimal way to model water, either alone or as part of a 

solution (Section 1.4.2.4). As part of the parametrisation study, EPSR solution models 
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comprising water components with 100% SPC/E, 100% TIP3P and 50:50 SPC/E and TIP3P 

molecules were compared and TIP3P was selected (Appendix F).  

Solution structure model generation: For the EPSR molecular models, boxes of molecules 

were constructed with the dimensions, atomic number density and temperatures in Table 

4.3. The solutions comprise 694 water molecules with 306 Gdm+ and 306 Cl- ions. 

Table 4.3 EPSR simulation boxes 

Frame 
number  

Simulation 
temperature /K 

Side length of 
cubic box /Å 

Simulation box 
volume / Å3 

Atomic number 
density /atoms. Å-3 

GuHCl_0 335.7 38.70 57,970 0.09398 

GuHCl_3 335.1 38.70 57,951 0.09401 

GuHCl_4 334.7 38.70 57,941 0.09403 

GuHCl_28 329.1 38.65 57,754 0.09433 

GuHCl_29 328.9 38.65 57,747 0.09434 

GuHCl_30 328.6 38.65 57,742 0.09435 

GuHCl_60 322.0 38.60 57,517 0.09472 

GuHCl_89 313.3 38.54 57,227 0.09520 

GuHCl_114 303.3 38.46 56,880 0.09578 

GuHCl_129 298.0 38.42 56,697 0.09609 

GuHCl_145 293.3 38.38 56,532 0.09637 

Each simulation was run with the reference potential (RP) for ~1,500 iterations until the 

system energy was at equilibrium. The empirical potential (EP) for the simulations was 4 

kJ/mol. The EP simulations ran for 400-500 iterations before the simulations were set to 

accumulate. The accumulation and analysis routines were run for a further ~400-500 

iterations. 

Pair correlation functions: Gdm+ has 10 atoms (three distinct atom types, see Figure 4.2). In 

the water molecule, there are two distinct atom types in water, labelled Ot and Ht (TIP3P 

water model). Along with Cl-, the aqueous GuHCl system comprises six different atomic 

labels (N = 6) and so has N(N+1)/2 = 21 distinct partial PDFs [368].  

a               b                c  

Figure 4.2 EPSR simulation components and their atom types  

Statistical analysis: Statistical analysis to compare the simulations weas carried out with 

EPSR (Clusters) and dlputils (angular radial distribution functions ARDF, intertorsion for angle 

analysis, and spatial probability densities (SPD)) [460]. Data for statistical analysis were 
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collected after EP equilibrium had been achieved. Details of the auxiliary routine parameters 

are in Appendix E.  

SPD, visualised with Aten [408], provide further insight into the local coordination of 

molecules around a central component, as the 3D histogram binning indicates the spatial 

arrangement of the interactions. SDF have been visualised for four solutions across the 

temperature range: GuHCl_3 (stage 1), GuHCl_60 (stage 2), GuHCl_129 (stage 3) and 

GuHCl_150 (crystallisation stage)—see Table 4.5 for Stages.  

Ideal distribution of ions: Before comparing the gαβ(r) of atomic pairs, the ideal distribution 

of ions in solution has been evaluated. From the EPSR simulation box dimensions, which are 

based on experimental density measurements, the ion centres would be ~4.5 Å apart,26 if 

evenly distributed. The geometrical separation of fully hydrated, monovalent solvent-

separated ionic pairs (SSIP) in solution was considered by Marcus [464]. A rough estimation, 

based on the assumptions of the σ values applied to the atoms in EPSR, and a water molecule 

diameter being 2.78 Å [464], suggests a ~10 Å ion centre separation (assuming a planar 

interaction). With a water:GuHCl ratio of 2.3:1, Gdm+ and Cl- cannot be fully hydrated in this 

concentrated solution. Using the calculation specifically for concentrated salt solutions 

[465], the cation-anion separation in a symmetrical (1 anion:1 cation) salt solution 𝑑𝐶−𝐴
𝑎𝑣  (Å) 

is 

 𝑑𝐶−𝐴
𝑎𝑣 = 10. (0.940. 𝑐)−1/3 Equation 24 

where c is molar concentration, giving a separation of 4.9 Å. (Note: this calcualtion does not 

account for the non-spherical nature of Gdm+.) EPSR simulation gαβ(r) indicate ion-ion 

interactions at shorter separation distances than these estimated average values. 

4.3 Results and discussion 

4.3.1 Solid GuHCl analysis 

Single crystal XRD (SCXRD) of recrystallised GuHCl was collected for refinement against the 

XPDF data using PDFgui [402]. Details of the SCXRD analysis are available in Section 2.5.2 

and Appendix A. GuHCl crystallises as a colourless compound in an orthorhombic cell. It was 

solved in the Pbca space group with one formula unit in the asymmetric unit (Figure 4.3). 

 

26 Based on simulations 0, 129 and 145 
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a  b  c  

Figure 4.3 Recrystallised GuHCl, structure solved with SCXRD: a) unit cell and packing structure, 
viewed along the b) b-axis and c) c-axis  

The atomic separation distances in the SCXRD-identified formula unit are shown in App. 

Figure 7 and Table 4.4. The cell coordinates of the measured structure are shown in App. 

Table 3 along with the three GuHCl structures from the Cambridge Structural Database 

(CSD). All structures belong to the space group Pbca, which along with the XRD analysis 

(Section 2.5.3), indicate that there are no known GuHCl polymorphs. No examples of GuHCl 

polymorphs detected by PXRD or spectroscopic techniques were identified in the literature. 

Table 4.4 Atomic separations in GuHCl unit cell 

Atom pair Average distance /Å 

C – N 1.33 

N – N 2.30 

N – H 0.85 

C – H 1.88 

H – H (same / adjacent C) 1.48 / 2.26 

C - Cl 3.73 

The solid GuHCl XPDF pattern was measured at room temperature (~290 K) and so the 

refinement was carried out for this temperature. The refined parameters include the lattice 

parameters by space group (axis lengths a, b, c, and internal angles α, β, γ) and isotropic 

atomic displacement parameters, which were assigned to each atom type in the structure. 

The refinement was carried out over a range of 0.7-50.0 Å. As Qmax = 21 Å-1 was used in the 

experimental data processing, it was applied in the data fitting process. The Qbroad 

(broadening) and Qdamp (damping) terms, which arise from experimental resolution effects, 

were found to be 0.035 Å-1 and 0.037 Å-1. A peak broadening term related to correlated 

atomic motions of the molecules was constant. The scale factor for optimised fitting was 

found to be 1.31. 

The refined structure’s PDF pattern is shown in Figure 4.4. The initial refinement with rmin = 

0.7 Å (Figure 4.4, bottom) has a residual value Rw of 0.35. Achieving Rw in the range 0.20−0.30 

is said to be favourable for organic crystals [367], but this range was based on a PDF 

refinement with rmin = 4.5 Å, to focus on intermolecular interactions. Further PDFgui analysis 



 Chapter 4 Cooling crystallisation of guanidine hydrochloride: an in situ XPDF and EPSR study 

4.3 Results and discussion    122 

of the GuHCl data with a refinement range of 2.5-50.0 Å (Figure 4.4, top), which removes 

some of the intramolecular interactions, results in a fit with Rw = 0.26, in agreement with the 

acceptable range in the literature [367].  

 

Figure 4.4 Refined structure of solid GuHCl PDFs using PDFgui [402]  

Blue circles: experimental XPDF data; Red line: modelled PDF; Green line: difference 

Atomic pair separations were extracted from the refined fits, up to a crystal length of 30 Å. 

The most frequent interactions are presented in Appendix A.3.2.1 and were used to identify 

interactions in the EPSR analysis. 

4.3.2 In situ cooling crystallisation and dissolution  

This section presents the analysis of XPDF data collection of the 9 M aqueous GuHCl 

crystallising solution during cooling crystallisation and its subsequent reheating. First the 

temperature-dependent XPDF pattern data are presented, followed by the computational 

structural modelling using EPSR in Section 4.3.2.2. 

4.3.2.1 Structural evolution of solution structure through the analysis of 

temperature-resolved XPDF patterns 

Summary of terminology used: F(Q) is the reduced structure factor, the corrected and 

normalised structure factor S(Q). The reduced atomic pair distribution function G(r) is the 

Fourier transform of F(Q), and g(r) is the atomic pair distribution function (see Equation 19). 

The partial pair distribution function gαβ(r) describes the probability of finding one atom type 

β, around another α, per unit volume, in the material [257]. The terminology is explained 

further in Section 2.5.4. 

For the XPDF pattern study of the cooling crystallisation solution, the X-ray total scattering 

data were initially corrected for background scattering by subtracting the scattering data for 

water in Kapton at the equivalent temperature. It was anticipated that this process would 
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remove scattering from water self-interaction and make the solute-solvent and solute-

solute interactions of interest clearer to see. Therefore X-ray total scattering data of water 

were collected whilst cooling (68.2–11.4°C), using the same setup as used for the in situ 

crystallisation (Figure 4.1).  

Initial analysis indicated that there were distinct solution structural phases in the cooling 

crystallising solution in the MSZ. Similar phases were found in both cooling crystallisation 

runs 1 and 2. However, due to the low water to ion ratio in the 9 M solution, resulting in 

limited pockets of bulk water in the sample, and the relatively high scattering of the Gdm+ 

and Cl- ions, it was decided that it would be more appropriate to subtract an empty Kapton 

background to analyse the evolution of the solution structure (Section 4.3.2.1.2). The 

original analysis of the XPDF patterns, where water in Kapton was used for background 

subtraction, is shown in Appendix D.1. Nonetheless, analysis of the time-series of water X-

ray total scattering data is still of interest.  

4.3.2.1.1 Cooling water in Kapton 

There are changes in the relative intensity and separation of the peaks at ~2.0 Å and ~2.9 Å, 

as illustrated by the dotted lines in Figure 4.5b. As the temperature of the water decreases, 

the second peak increases in intensity relative to the first and all subsequent peaks are 

higher in intensity than at high temperatures. The separation of the peaks moves from 0.61 

Å-1 (68.2°C) to 0.88 Å-1 (11.4°C). These changes are indicative of increase structural ordering 

being observed at lower temperatures [466].  

a b  

Figure 4.5 Selected F(Q) for water: 68.2–11.4°C  
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This increased structuring with decreasing temperature is also seen in the G(r) (Figure 4.6), 

as the intensity of the second and third O···O peaks increases indicating increased structural 

ordering. The peak positions also shift slightly to a lower-r. The feature that appears at  

~3.5 Å in the contour plot of the G(r) data (highlighted by a purple box in Figure 4.7) 

highlights the increasing intensity difference between the first and second O···O shells as the 

local order in the water increases. 

 

Figure 4.6 G(r) for water: 68.2-11.4°C: 0-50 Å (inset 0-15 Å) 

 

 

Figure 4.7 G(r) for water: 68.2-11.4°C: contour plot 0-15 Å  

The differences are clearer when the pattern for each G(r) with the first (higher 

temperature) G(r) subtracted are compared (Figure 4.8). The changes that occur at 2.8 Å, 

4.5 Å and 6.8 Å relate to the shifting to a lower-r of the successive O···O peaks. The peak at 
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1.9 Å (indicated with *) increases intensity with temperature, but only slightly, showing the 

strongly directional O···H hydrogen bond changes very little with temperature [235]. 

Changes to the H···H bonds cannot be identified from the XPDF pattern alone, and structural 

modelling to fit the data would be required. 

 

Figure 4.8 G(r) difference in for water: 68.2-11.4°C  

4.3.2.1.2 Cooling crystallisation: Run 1 

XPDF scattering data were collected in 30 s frames whilst the crystallising solution was 

cooled from 62.5°C (first data collection) until just after the appearance of crystals, which 

occurred around 20°C. In total 151 frames were collected in two scans, which means that 

after the first 120 frames, there was a short pause (~20 s) in data collection whilst the scan 

reset. The temperature of the solution was measured at the start of each frame (Figure 4.9). 

The top inset shows the crystallisation exotherm, with an increase in solution temperature 

between frames 147 and 148. The inset on the left indicates where the scan resets.  

 

Figure 4.9 Run 1 crystallising solution temperature during data collection  

Inset top-right: a crystallisation exotherm is observed to occur during the 147th frame 
hence an increase in temperature from the 147th to 148th frame. The central inset 
indicates the point in the data collection where the second scan starts after 120 frames. 

Temperature is measured at the start of the 30 s data collection.  
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The change in gradient at frame 77 occurs at ~45°C, and this is where the cooling rate 

changes due to the automatic default settings of the water bath. This change in cooling rate 

at ~45°C is seen in cooling crystallisation Run 2 and in the cooling water measurements 

(Figure 4.10), indicating that this change is not related to any physical change within the 

solution. Ideally, the cooling rate would have been fixed at a set rate throughout, but 

unfortunately it was not the case during this data collection. 

 

Figure 4.10 Runs 1 and 2, and cooling water experiments: temperatures and cooling rates 

Sample temperature at the beginning of each data frame, and cooling rates either side of 
45°C, where there is a change in the cooling rate due to the automatic settings of the 
chiller.  

Images of the solution in the jacketed vessel during the cooling crystallisation are shown in 

Figure 4.11. The solution becomes visibly hazier at ~30°C (Figure 4.11b), and there is an 

obvious presence of crystals at 20.4°C (Figure 4.11c). 

            
a ~63°C                                     b  ~30°C                                   c  ~20°C   

Figure 4.11 Solution in the jacketed crystalliser at around a) 63°C, b) 30°C and c) 20°C 

Not all the solvated GuHCl recrystallised during the cooling crystallisation. Measuring the 

mass of filtered and dried recrystallised GuHCl indicated a yield of only ~2%. This yield is an 

underestimate, as the process of removing and filtering the crystals caused the dissolution 

of some of the solid that formed. However, it illustrates that a significant proportion of 

GuHCl was likely still in solution at the end of the in situ experiment.  

The significant features at low-Q values in the normalised S(Q) data (before data reduction 

using GudrunX) indicates that there is long-range order, and therefore crystals are present, 

in the final four frames (Figure 4.12).  
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Figure 4.12 Run 1: offset S(Q) for the first frame (frame 0, 62.5°C) and the final eight frames. 

The intensity of the final frame (150 20.0°C), where the most solid crystal product is 
present, has been reduced by a factor of 650 so that it can be plotted alongside the other 
data. 

The trough between the peaks at 2.7 Å-1 and 3.4 Å-1 (indicated with * in Figure 4.12) is 

shallower in run 146, indicating some long-range structural change is occurring, although 

not to the extent seen in the following scattering patterns. Note, the first frame is assigned 

frame 0, as this is consistent with the data collection at the beam time. In total, 151 frames 

were collected, 0–150. Frame 150 intensity has been divided by 650, as the intensity was a 

factor of 650 greater due to the large number of crystals present in the Kapton window. 

Looking at normalised and corrected F(Q) data for the cooling crystallisation run, again the 

final four frames indicate the presence of long-range structure (Figure 4.13a&b). The first 

principal peaks in the GuHCl solution are at 1.8 Å-1 and 2.4 Å-1, followed by peaks at 4.0 Å-1, 

6.3 Å-1 and 8.4 Å-1. In pure water, the peaks are positioned at 2.0 Å-1, 2.9 Å-1, 4.9 Å-1, 7.2 Å-1 

and 9.5 Å-1 (Figure 4.5), which indicates that water structure does not dominate in this 

solution, indicating that the majority if not all water is solvating the ions in solution. 
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a  

b  

Figure 4.13 Run 1: a) offset alternate F(Q) and b) offset low-Q F(Q) 

Long-range order can be seen emerging up to 50 Å in the final frames of the g(r) (Figure 

4.14a). These features are clearer in the G(r) plots (Figure 4.15), where the features in the 

high-r are magnified. The difference between the first and last g(r) is shown in Figure 4.14b. 

a 

  

b 

 

Figure 4.14 Run 1: a) offset g(r) (0–50 Å) and b) g(r) comparison of the first and last XPDF 
patterns 

: 
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Some differences in the G(r) can be seen by eye, for example long-range order can be seen 

in the top four G(r) XPDF patterns in Figure 4.15a&b, with little obvious evidence of long-

range interactions in the solution before this point. There is a peak forming at 6.5 Å (Figure 

4.15b, ǂ). 

Figure 4.15c shows the long-range order of the XPDF patterns more clearly, and illustrates 

that there are no significant features indicating molecular interaction of GuHCl > 10 Å until 

the final four frames of data. 

a   b  

c  

Figure 4.15 Run 1: a) offset G(r) (0–50 Å) b) offset G(r) data (0–15 Å) and c) every fourth G(r), 
10–50 Å  

The contour plots of the G(r) in Figure 4.16a&b show that there is some level of long-range 

order in the solution, illustrated by the faint blue and red bands, which match the peaks and 

troughs of the solution XPDF patterns. The emergence of long-range structure of GuHCl, 

matching the solid GuHCl XPDF pattern in green, can be seen in the final few frames (Figure 

4.16a purple box, and shown in Figure 4.16d). There in an increased intensity at ~12 Å 

(orange box, Figure 4.16a). Figure 4.16c shows that there is an increasing trough at ~6 Å, 

with an increasing intensity at ~8 Å as the solution temperature moves through the 

metastable zone.  
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a  b  

c d  

Figure 4.16 Run 1: G(r) contour plots a) 0–50 Å and b) 10–50 Å c) 1–8 Å and d) 4–50 Å (last five 
frames of data only)   

Some intensity changes are clearer in the G(r) difference plots (Figure 4.17a&b). Aside from 

the emergence of long-range order in the final four frames, the obvious differences appear 

to be for short-range correlations, indicated by * (3.2 Å) and ǂ (~6 Å), where a feature forms 

upon crystallisation).  

a                     b            

Figure 4.17 Run 1 - G(r) difference patterns a) 0–50 Å and b) 0–10 Å 

G(r) – G(r) of frame 0 (62.5°C)    
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Contour plots of the difference plots further highlight that significant structural change 

occurs in the long-range order in the final frames only, but from around frame 32 to frame 

43 onwards (53.6–52.5°C, indicated with *), there are changes in the medium-range order, 

~5-15 Å (Figure 4.18a&b). 

a b      

Figure 4.18 Run 1 – G(r) difference contour plot set between +0.1 (red) and -0.1 (blue): a) 0–50 
Å and b) 0–20 Å  

Principal component analysis (PCA): PCA is a useful tool for the analysis of data with many 

variables. By reducing the dimensionality of the dataset with minimum data loss, the data 

can be more easily analysed and interpreted [467]. The principal components (PC) are 

abstract variables that do not necessarily have any physical meaning and describe variation 

in the data sets [468].  

With the XPDF patterns, PCA will map out variations in the interatomic interactions of the 

aqueous GuHCl system over the course of the in situ data collection. The data can be 

analysed across the whole r-range, or across specific r-ranges to identify where variation is 

most significant. To avoid artefacts appearing as a PC, only the PCs that describe a high 

percentage of variation will be considered (generally the first three PC, after which 

%variation can drop to < 1%) [468]. Covariance matrix PCA has been performed using 

OriginLab 2019. 

PCA analysis has been carried out on the G(r) datasets, and on short-, medium- and longer-

range r-values. In each case, the first and second PC describe the greatest variation, 

suggesting that PCA is an appropriate tool for analysing variation in the data.   

The score plots of the first and second PCs are shown in Figure 4.19 for G(r) over the ranges 

0–50 Å and 1–50 Å. Using G(r) instead of g(r) minimises the features < 1 Å, so the PC analysis 

over the ranges 0–50 Å and 1–50 Å are similar (Figure 4.19a&b). However, to exclude any 

potentially spurious and non-physical features below 1 Å, which may affect the analysis 
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[291], a minimum r-value of 1 Å will be applied in the analysis. Comparing Figure 4.19a&c 

shows the effect of retaining and excluding the final four frames, in which crystals are 

present, in the PCA. As I am interested in the solution structure in the phase prior to 

crystallisation, frames 147-150 will be exclude in the analysis, to increase the variation in the 

second PC. 

a  b  

c  

Figure 4.19 Cooling crystallisation run 1: PCA score plots for all G(r) XPDF patterns over the 
ranges 0–50 Å and 1–50 Å, and from 1–50 Å excluding the final 4 frames 

PC1 v PC2 for a) 0-50 Å b) 1-50 Å and c) 1-50 Å for the solution only (final 4 frames 
excluded)  

PCA has been carried out on the G(r) measured in the MSZ (frames 0–146, 62.5–19.8°C) to 

highlight short-, medium- and long-range intermolecular interactions (Figure 4.20). The 

variation in the short- and medium-range interactions (Figure 4.20a&b, where > 90% of the 

variation in the G(r) is in PC1&2) is greater than for the longer-range interactions (Figure 

4.20c&d, where < 30% variation is captured by PC1&2). The spread of the points in the plots 

is greater in the ranges below 10 Å than above.  
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a   

c  

b   

d  

Figure 4.20 PCA: run 1 G(r): comparing the variation seen in shorter-range and longer-range 
interactions  

PC1 v PC2 for a) 1–8 Å, b) 1-10 Å, c) 10–20 Å and d) 20-50 Å   

Short- to medium-range interactions (< 15 Å) are key in the analysis of GuHCl solution 

structures, where changes in hydrogen bonding (< 2.5 Å), and in the interactions between 

ions, including Gdm+ dimers, as well as changes in the solvation of ions, ion pairs or small 

clusters, will be observed.  

The loading plots give information on the coefficients applied to each variable (in this case, 

r-values) so that the r-values that most influence the variation in each PC can be identified. 

There are key r-ranges that influence a PC more than others, as seen in the loading plots in 

Figure 4.21a&b. 

a  b  

Figure 4.21 Loading plots for PC 1 and 2 for short-medium range interactions: a) 1–8 Å and b) 1-
50 Å 
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The variation in PC1 is most heavily influenced by changes in structure at around 2.6 Å and 

3.3 Å in the 1–8 Å range, and around 2.0 Å, 3.3 Å and 6.0 Å in the longer range. Variation in 

PC2 is greatest around  2.6 Å and 6.0 Å in the 1–8 Å range, and 2.6 Å, 3.5 Å and 6.0 Å at  

1–50 Å. 

The maximum variation in the datasets occurs in the range 1–8 Å (total variation  = variation 

from PC1 (90.29%) + variation from PC2 (7.53%) = (97.82%), compared with 81.05% for  

1–50 Å). Therefore, analysis of the data clustering has been carried out on the data r-range 

1–8 Å. PCA is not in itself a clustering technique, but groupings can be indicative of the 

datasets with similar profiles [469].   

Clustering of the datasets has been carried out using K-means cluster analysis, which groups 

the points by minimising the distance between the points and the centre of the cluster. To 

optimise the number of clusters, the sum of squares of the distance between the central 

point of the cluster to each of the points is calculated for 2 to n clusters. Plotting these values 

indicates an ‘elbow’ point (Figure 4.22), which corresponds to the optimal number of 

clusters [470].  

 

Figure 4.22 K-means analysis – finding the optimal number of clusters in the data  

In this case, where frames 0–146 (solution phase only) are considered over the range 1–8 Å, 

the optimal number of clusters is 3, coloured black, red and gold in Figure 4.23.  
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a      b  

c       d  

Figure 4.23 Run 1 G(r) PCA clustered score plots for a) 1–8 Å , b) 1–10 Å, c) 10–20 Å and d) 20-50 
Å  

The three clusters identified by K-means analysis of the solution-phase G(r) patterns over 
the range 1–8 Å are indicated in each score plot: stage 1 (black), stage 2 (red) and stage 3 
(gold). 

In addition to these 3 clusters, the patterns with distinct long-range order (frames 148-150) 

are shown as green, and the frame at which the transition to crystallisation takes place (147) 

is blue (Figure 4.24), as shown in Table 4.5.  

a       b  

Figure 4.24 Run 1 G(r) PCA score plots for all in situ data a) 1–8 Å and b) 1–50 Å  

Solution-phase clusters: stage 1 (black), stage 2 (red) and stage 3 (gold), plus the transition 
(blue) and crystallisation (blue) stages. 
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Table 4.5 PCA-derived stages for Run 1 

 Frame numbers Temperature /°C 
Average cooling rate 

/°C min-1 

Stage 1 0-47 62.5–51.6 0.47 

Stage 2 48-99 51.4–36.0 0.60 

Stage 3 100-146 35.5–19.8 0.69 

Transition 147 19.6 -2.26 

Crystallisation  148-150 20.7–20.0 0.47 
 

The groupings have been applied to the G(r) difference patterns (Figure 4.25a). The overlaid 

G(r) difference plot27 (Figure 4.25b) identifies more clearly the position of the changing 

interactions as the solution cools. From stage 1 to stage 2, there is decreasing intensity 

around 2 Å. These changes in short-range interactions could represent changes to hydrogen 

bonding between Gdm+ or Cl– and water, or even between water molecules if small clusters 

of water are present. An increase in intensity is also seen at ~3.2 Å.  

 a  

b  

Figure 4.25 Run 1 – a) G(r) difference plots (offset), and b) overlaid G(r) difference plots (the 
central frames of date from stages 1-3, plus the transition and crystallisation stage G(r) 
difference patterns)  

The clustering has been applied to the G(r) difference patterns (G(r) – G(r) of frame 0). a) 
shows the groupings of the offset difference patterns, and b) shows differences between 
the G(r) of frames of data from the middle of each stage at ~57.0°C, 46.5°C and 26.5°C. 
similarities between the G(r) difference patterns can be seen within each stage, whilst 
distinct differences between the stages can be seen. 

 

27 G(r) of a given frame – G(r) of the first frame  
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PDFgui analysis of solid GuHCl showed that there are N-Cl- and C-Cl- separations of 3.3 Å and 

3.8 Å (Appendix A.3.2.1), which cause the change in the double peaked feature at 3–4 Å. The 

increasing intensity from Stage 2 could indicate the interaction of Gdm+ ions (C-C or C-N).   

From stage 2 to 3, there changes in intensity up to ~7 Å, suggesting some restructuring of 

molecular clusters or changes to solvation. The long-range structure starts to appear in the 

transition stage, along with increased intensity around 5 Å and 6.5 Å.  

It is acknowledged that the time resolution of the data collection, with 30 s XPDF scattering 

frames, means that there could be a series of structural changes during the transition stage. 

However, this study also shows the potential to capture these changes with higher-brilliance 

X-rays, where shorter data collection with higher counting statistics will be possible. 

The clustering of the XPDF patterns in Cooling Crystallisation Run 1 should be compared with 

similar analysis for Cooling Crystallisation Run 2 to establish if the stages are consistent (see 

Section 6.2)28.  

4.3.2.1.3 Cooling crystallisation: Run 2 

In the second cooling crystallisation run, XPDF scattering data was collected in 30 s frames 

whilst the crystallising solution was cooled from 62.6°C (first data collection) until just after 

the appearance of crystals, which occurred around 20°C. In total 146 frames were collected 

in two scans (after the first 120 frames, there was a short pause (~20 s) in data collection 

whilst the scan reset). Run 2 was stopped more quickly than Run 1 after the appearance of 

crystals, with only one frame of data being collected after the crystal were visible from the 

control room. 

The initial analysis of the XPDF patterns using a water in Kapton background (Appendix D.1) 

showed that the visual grouping of the frames of data in Run 2 gave similar temperature 

changes for the transition between stages 1 and 2, and stages 2 and 3. Therefore, it is likely 

 

28 Initially, the XPDF pattern analysis was carried out with a background of water in Kapton 

in GudrunX the processing step. In this analysis, solution temperature of the three proposed 

stages in the MSZ during Cooling Crystallisation runs 1 and 2 were consistent. It would 

therefore be probable that applying the empty Kapton background to the Cooling 

Crystallisation run 2 data would present similar clustering as seen here for run 1. 
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that the process of the Run 2 X-ray total scattering data using an empty Kapton background 

should give similar results to those found in the cooling crystallisation run 1 analysis. 

4.3.2.1.4 Heating the solution: dissolution  

Between Runs 1 and 2, X-ray total scattering data were collected whilst the solution was 

reheated (30 s frames, 18.8–62.7°C). 53 data frames were collected (the 54th has been 

omitted here as there was a lot of noise in the data, possibly due to an air bubble forming in 

the Kapton tube). 

It is also suggested in Section 6.2 that the X-ray total scattering data collected during the 

reheating of the solution should be analysed in the same way to review the changes to the 

solution structure during dissolution. 

4.3.2.1.5 Summary of the XPDF pattern analysis 

Analysis of the XPDF patterns has identified that there are temperature-related structural 

changes that occur in the short to medium-range of intermolecular interactions in Run 1 

when an empty Kapton background is used for background subtraction, and for both Run 1 

and 2 when water in Kapton is used for the background subtraction (Appendix D.1) . PCA 

identified the variation of the solution-phase data that was captured by PC 1 and 2 when 

applied to different r-ranges. K-means clustering analysis identified that there were three 

clusters of data in the MSZ.  

It is likely that stage 1 is the unsaturated solution phase,29 as the starting temperature of the 

measurements was selected to be higher than the temperature at which the solute 

appeared to be dissolved, to ensure dissolution was complete30. The second stage may 

indicate the onset of supersaturation, which will be the driving force for crystallisation. The 

third stage would also therefore be in a supersaturated state, although analysis of the G(r) 

difference plots suggests there are structural differences between stages 2 and 3 (Figure 

4.25). These differences may be due to the different clustering of the ions in solution or 

changes in ion hydration. These aspects will be explored in 4.3.2.2. 

Acquiring the XPDF patterns over a shorter time interval could provide further information 

on the order in which different interactions emerge, especially during the transition stage. 

 

29 The extent of undersaturation should be measured to fully characterise the system 

30 Also based on analysis with Crystal16 
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Data collection with the necessary high-resolution may be possible with X-ray Free-Electron 

Laser (XFEL) or the ESRF-EBS (Section 2.3).  

EPSR analysis may identify the changes in intermolecular interactions in the short to medium 

range that result in the changes in the G(r) patterns , shedding light on the structural changes 

that are occurring in the solution. The changes between 1.3 Å and 2.2 Å could relate to 

changes in solvation of the ions, as this interaction distance is in the hydrogen bond range.  

4.3.2.2 In situ crystallisation EPSR analysis 

EPSR simulations were constructed to compare molecular models of the solution structure 

at different points in the MSZ before crystallisation, identified as stages 1, 2 and 3 by PCA in 

Appendix D.1. The simulations of the last four data frames were undertaken to see how EPSR 

would handle the simulation. Inspecting the molecular models by eye revealed no clear 

crystalline structures. This outcome confirmed the limitation of EPSR with respect to 

representing a system containing crystallised phases, as EPSR has not been developed to 

handle Ewald summation, which is essential to model crystalline structures.  

Crystalline materials in solution pose an added complexity with the presence of a solid phase 

suspended in a liquid phase [407]. It is not known if the sample passing through the Kapton 

tube and scattering the X-rays is representative of the bulk solution, for which the density 

has been measured. It is possible that a lower concentration solution, due to some of the 

solute having formed a solid crystal product, was being measured. EPSR simulations cannot 

describe the solution where the crystal phase is present, as the molecular structure in the 

EPSR model is not representative of the real solution after crystallisation due to the 

limitations of EPSR modelling crystalline material in solution. No simulations from the 

transition or crystallisation stages are included here. 

The EPSR analysis described here was undertaken to model molecular structures for a range 

of temperatures in the MSZ (Table 4.6), with the output of frames of data within the MSZ 

stage being combined to calculate average g(r). 

Table 4.6 EPSR simulations for structural modelling of XPDF data from the cooling crystallisation 
experiment 

 Frame 
number  

Simulation 
temp. /K 

Stage (from 
PCA) 

  
Frame 

number 
Simulation 
temp. /K 

Stage (from 
PCA) 

1 GuHCl_0 335.7 Stage 1  6 GuHCl_30 328.6 Stage 2 

2 GuHCl_3 335.1 Stage 1  7 GuHCl_60 322.0 Stage 2 

3 GuHCl_4 334.7 Stage 1  8 GuHCl_89 313.3 Stage 2 

4 GuHCl_28 329.1 Stage 1  9 GuHCl_114 303.3 Stage 3 

5 GuHCl_29 328.9 Stage 1  10 GuHCl_129 298.0 Stage 3 

     11 GuHCl_145 293.3 Stage 3 
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 As described previously, the analysis of the XPDF patterns was initially undertaken using the 

water in Kapton X-ray total scattering data for the background subtraction in the data 

processing stage. This approach was later revised and undertaken using X-ray total 

scattering data of empty Kapton for background subtraction (Section 4.3.2.1). In both cases, 

three phases with different solution structures were identified, although the temperatures 

at which these changes occurred were different (Table 4.7).  

Table 4.7 Comparison of the solution structure stage transitions 

 
Original analysis (water in Kapton 

background, Appendix D.1.1) 

Revised analysis (empty Kapton 

background, Section 4.3.2.1) 

 Frame numbers 
Transition 

temperature /°C 
Frame numbers 

Transition 

temperature /°C 

Stage 1 0-29 62.5 0-47 62.5 

Stage 2 30-113 55.5 48-99 51.4 

Stage 3 114-146 30.1 100-146 35.5 

Transition 147 19.6 147 19.6 

Crystallisation  148-150 20.7 148-150 20.7 

Although the original analysis placed simulation 6 (frame 30) in stage 2, the revised approach 

to clustering the data places simulation 6 in stage 1. However, the work presented here is 

based on the original clustering. Given the limitations on the EPSR modelling presented here 

(due to resources31, the software’s ability to model crystallising systems and the relatively 

low counting statistics of the X-ray total scattering data compared with what could be 

achieved with a fourth generation beamline today), it was felt that keeping the original 

simulation groupings would still allow the potential for EPSR as a modelling tool to be 

demonstrated, whilst accepting that improvements could be made to refine the modelling 

in future work. 

Key parameters of an EPSR simulation include the system temperature and atomic number 

density. The simulations were set up based on the temperature recorded at the start of the 

data collection and the solution atomic number density based on this temperature. The 

simulation box parameters are in Table 4.3. 

Following a discussion of the goodness of fit of the EPSR simulations, the evolution of the 

intermolecular interactions in the solution as it transitions between stages is discussed with 

 
31 Such as the technique used to measure the solution density at the required temperature 

and the computational power available for running EPSR, which limited the possible box size 

and number of iterations of the model, as there was limited access to laboratory and 

computational facilities as a result of the Covid lockdown.  
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accompanying partial pair distribution functions gαβ(r) and coordination number (CoordN) 

data. Some partial pair distribution function gαβ(r) plots showing the simulated gαβ(r) 

(averaged by stage) are included within the discussion. All gαβ(r) plots (grouped and averaged 

by stage) are available in Appendix D, along with all CoordN data tables32. Finally, the water 

structure in the solution and how it changes across the stages is analysed. 

4.3.2.2.1 F(Q) and g(r) of simulations 

The simulated structure factors F(Q) (Figure 4.26) and g(r) (Figure 4.27) for selected GuHCl 

solutions - one model is shown here in  stages 1-3, as identified in the PCA of the XPDF 

patterns - are compared with the experimental data. 

The models of the solution phases show a good quality of fit agreement at low-r values (> 1 

Å), so they may provide some insight into the local structural changes observed in the XPDF 

patterns across the MSZ (Section 4.3.2.1).  

 
32 The standard deviation SD, of the CoordN data is shown and has been calculated on a 

sample basis, as not all frames in each stage have been simulated. 

a  

b  

Figure 4.26 Modelled vs. experimental F(Q) for GuHCl EPSR models a) 0–22 Å-1 b) low-Q 



 Chapter 4 Cooling crystallisation of guanidine hydrochloride: an in situ XPDF and EPSR study 

4.3 Results and discussion    142 

The g(r) plots (Figure 4.27a&b) are up to r values of ~19 Å, as the size of the simulation box 

limits the range over which the PDF can be calculated. However, this range is sufficient to 

analyse the short and medium-range order interactions. The size of the simulation boxes 

used in the simulations was limited by the access to computational power to run the 

simulations33. It had been confirmed by the team maintaining the EPSR software that 

simulations of ~1,000 molecules should be sufficient to represent solution samples [471]  

Intermolecular partial PDFs gαβ(r), have been extracted from each simulation. The gαβ(r) from 

simulations in the same stage, as defined by the original clustering analysis (Appendix D.1), 

have been averaged to derive a stage-averaged gαβ(r). 

 

 
33 The remote desktop connection to the PC on campus dropped out near the start of the 

lockdown in March 2020 and could not be reliably maintained. It was not possible to run the 

EPSR simulations on the high performance computers (HPC) at the University of Leeds, as 

EPSR required use of the interactive node, which was not available for long-term use.  

a  

b  

Figure 4.27 Modelled vs experimental g(r): a) 0–19 Å and b) 0–8 Å for GuHCl EPSR models 
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4.3.2.2.1.1 Evolution of the aqueous GuHCl solution 

PC analysis clustered the XPDF patterns in three stages prior to crystallisation34. It is 

proposed that stage 1 is the undersaturated solution that transitions to a supersaturated 

solution (stage 2) at 51.4°C. There is a change in the local structure of the supersaturated 

solution at 35.5°C (stage 3).  

The local and medium-range structural motifs that may contribute to the XPDF patterns 

through the MSZ are proposed in Figure 4.28, and are based on EPSR simulation analysis 

(such as comparison of interatomic gαβ(r), coordination numbers and molecule clustering in 

the different stages) and studies of Gdm+ hydration and like-charge contact ion pairs (CIP) in 

the literature (computational studies [91,92,179,181–183,458], or a combined experimental 

and computational approach [92,97,181,188]). It is not suggested that the motifs described 

are present exclusively in the stages to which they are associated in Figure 4.28, but that 

they may be a dominant molecular arrangement in the solution during that stage, leading to 

differences in the X-ray total scattering patterns. 

4.3.2.2.1.2 Ion-ion interactions  

PCA of the XPDF patterns indicate short and medium-range structural changes (< 20 Å) in 

the MSZ stages 1, 2 and 3. gαβ(r) for C-C, C-N, N-N and Cl--Cl- (figures in Appendix D) for all 

EPSR simulations show statistically-significant features up to 10–12 Å, after which the gαβ(r) 

oscillate close to 1.35 In the case of gCl--Cl-(r), three clear coordination shells are present. 

These observations suggest that small molecular clusters of solvated ions form in the 

solution, even in the undersaturated solution (stage 1), and it is the structures of these 

clusters that evolve through the MSZ. 

The 3D distributions of water, Cl- and Gdm+ sites around a central Gdm+ ion is revealed in the 

spatial probability density (SPD) plots (Figure 4.29a-c). The evolution of these sites is seen as 

the solution cools through the structural stages in the MSZ. At each stage, there is a strong 

tendency for water and Cl- to compete for interaction sites around the plane of Gdm+, mainly 

in the interstitial space between two -NH2 groups. Although Gdm+ principally interacts with 

the hydrophobic faces of the central Gdm+ ion, the probability of interactions around the  

 
34 The original analysis, where a water in Kapton background was used in the data processing 

stage: Appendix D.1. Revised analysis using a blank Kapton background (Section 4.3.2.1.2). 

35 These clusters are also seen in the crystallisation stage simulation, as a significant quantity 

of GuHCl remains in solution after crystallisation. 
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Figure 4.28 Summary of structural evolution of aqueous GuHCl solution during cooling 
crystallisation.  

Schematics of the structural motifs that may be common in each stage. 
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plane of the molecule increases from stage 1 through to stage 3 (seen in 2.7x average 

molecular density). The SPD plots indicate that Gdm+-Cl- pairing is highly probable in all three 

stages and that Gdm+-water hydrogen-bonding via the H atoms in the plane of the Gdm+ is 

more probable than via the central carbon.  

Gdm+-Gdm+ interactions: At 4x component average molecular density (middle-left in Figure 

4.29a-c), the probability of parallel-stacked Gdm+ ions being present increases between 

stages 2 and 3. The GuHCl crystal contains offset parallel-stacked and T-stacked Gdm+ (Figure 

4.30a&b).  

Component average molecular density 
         2.7x                               4.0x                              6.0x                          8.0x  

 
 
 

a 

 

 
 
 
b 

 
 
 
c 

  

          2.7x                               4.0x                              6.0x                          8.0x 

Figure 4.29 Spatial probability densities showing the distribution of Gdm+ (blue), water (yellow) 
and Cl- (green) sites around a central Gdm+ ion  

Left to right: 0.014, 0.021α, 0.032, 0.043β ions Å-3 and 0.048δ, 0.072ε, 0.098ζ water 
molecules Å-3 (2.7, 4.0, 6.0 and 8.0 times the average molecular density of the Gdm+ ions, 
Cl- ions and the water molecules)   

α0.022 (GuHCl_129) β0.042 (GuHCl_3) δ0.049 (GuHCl_129) ε0.073 (GuHCl_129) ζ0. 096 
(GuHCl_129)  

a) Stage 1: GuHCl_3, b) Stage 2: GuHCl_60, c) Stage 3: GuHCl_129 
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C-C interactions: In the crystal structure, the shortest C-C interaction (4.7 Å) is between 

offset parallel-stacked Gdm+ (Figure 4.30), but closer C-C interactions are observed in 

solution.  

There are no solvent molecules between a contact ion pair (CIP) (Figure 4.31a). Like-charged 

Gdm+ ions form parallel-stacked dimers, which can have C-C interactions ≤4 Å (structure 4 

or 5 in Figure 4.28). These dimers could stabilised by surrounding water molecules, possibly 

as few as three water molecules per dimer according to an ab initio dimerisation study (the 

study did not include counterions) [91]. In aqueous GuHCl solutions, water and Cl- compete 

for interactions sites around the plane of Gdm+ and therefore Cl- ions could form bonds with 

a pair of parallel-stacked Gdm+ to stabilise the dimer in place of water [97].  

Gdm+ ions also form T-shaped CIP in solution with ~5 Å C-C separation (Figure 4.31b and 

structure 6 in Figure 4.28) [93,179].  

It is proposed in the literature that solvent-shared ion pairs (SShIP), have separation of ~6.3 

Å in a potentials of mean force study [472], ~7 Å (from DFT) [183] to 7.7 Å (MD study) [182] 

(Figure 4.31c&d). Inspection of the molecular models revealed examples of anion-separated 

Gdm+-Gdm+ ion pairs (ASIP) forming with a separation of ~8 Å (Figure 4.31e and structure 3 

in Figure 4.28), which is a logical extension of the gC-Cl-(r) first peak position being ~3.8 Å 

(Figure 4.37). Gdm+-Cl- ion pairs are formed either by Cl- bonding with two amino groups, or 

by a longer, more linear hydrogen bond with one H on Gdm+ (Figure 4.31f). 

 

a  b  

Figure 4.30 Solid GuHCl structure motifs 

Structures derived from SCXRD: a) offset parallel stacking (orange) b) T-stacking (light blue) 
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gC-C(r) (Figure 4.32) shows two distinct coordination shells in all solutions, with peaks at ~4.8 

Å and ~7.5 Å. The position of the first peak decreases from ~4.8 Å to ~4.7 Å (stage 1 to stage 

3 in Figure 4.32, #). In stages 2 and 3 the first peak becomes narrower and sharper, 

suggesting increased local order. The first peak shoulder feature at ~4 Å (Figure 4.32 inset 

(*)) is present to some extent in all simulated gC-C(r) but was more prominent in GuHCl_114.  

 

Figure 4.32 Offset C-C partial pair distribution functions gC-C(r) 

Grouped and averaged by stage (thick line), with the g(r) of solid GuHCl (light green) 

The gC-C(r) second peak could be due to SShIP forming in the solution in the region 7–8 Å and 

ASIP at higher r-values (8–9 Å). The stage 2 and 3 peaks are more asymmetrical with 

increased intensity at ~8.5 Å. An increase in ASIP could account for these elongated peaks. 

a 

  

b 

 

c 

 

 d e 

 

f 

 

Figure 4.31 C-C interactions in the EPSR molecular models  

a) parallel-stacked contact ion pairs (CIP), b) T-stacking, c&d) solvent-shared Gdm+ 
ion pair (SShIP), e) anion-separated Gdm+ ion pairs (ASIP) & f) C-Cl- ion pairs 
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C-C CoordN has been evaluated for the first and second coordination shells (Table 4.8). 

Broadly speaking, the first and second peak CoordN are similar for stages 2 and 3, with lower 

coordination shell rmax, indicating potential structural differences, e.g. more ASIP and 

possibly SShIP, compared to stage 1. 

Table 4.8 C-C CoordN – 1st and 2nd shells: averaged per stage 

 
C-C 1st shell C-C 2nd shell 

Ave. Range 
/Å 

Ave. CoordN SD 
Ave. Range 

/Å 
Ave. 

CoordN 
SD 

Stage 1 0–6.1 3.88 0.04 6.1–9.1 12.21 0.08 

Stage 2 0–5.9 3.57 0.08 5.9–9.4 14.29* 0.24 

Stage 3 0–6.0 3.73 0.08 6.0–9.3 13.95* 0.08 

* CoordN up to 9.1 Å for stage 2 and 3 (same rmax as stage 1) = 12.66 and 12.80 

The first peak CoordN has been further separated into the shoulder and main peak in Table 

4.9. There will be some overlap between the shoulder and peak CoordN, but it could be used 

as estimate of the extent of parallel-stacking (shoulder) and T-stacking (peak) of Gdm+ ions. 

Using this proxy suggests that the shoulder (< ~4.2 Å) has a high proportion of parallel-

stacking, with more T-stacking or offset-parallel stacking for r = ~4.2—~6.0 Å. The T-:parallel-

stacking CoordN ratio is highest in stage 1, reducing considerably in the supersaturated 

solutions (stages 2 and 3). This suggests close clustering of Gdm+ in the supersaturated 

solutions occurs when the system thermodynamics make like-charged ion pairing 

energetically favourable. This difference will account for some of the structural changes 

detected between stages 1 and 2 in the XPDF patterns (Section 4.3.2.1).  

Table 4.9 C-C CoordN – 1st shell shoulder and peak: averaged per stage 

 

C-C 1st peak shoulder (parallel-
stacking) 

C-C 1st peak, after shoulder (T-
stacking)  T-:parallel-

stacking 
CoordN ratio 

Ave. 
Range 

/Å 

Ave. 
CoordN 

SD 
Ave. 

Range 
/Å 

Ave. 
CoordN 

SD 

Stage 1 0–4.1 0.45 0.03 4.1–6.1 3.43 0.02 7.68 

Stage 2 0–4.2 0.58 0.04 4.2–5.9 2.99 0.05 5.18 

Stage 3 0–4.2 0.59 0.08 4.2–6.0 3.14 0.13 5.39 

The higher peak:shoulder CoordN ratio of stage 3 compared to stage 2 suggests greater T-

stacking in stage 3. There are also more Gdm+-Gdm+ interaction sites around the plane of 

the central Gdm+ observed in the stage 3 SPD plot (Figure 4.33c), compared to stage 2 (Figure 

4.33b) support this idea.  

The band of Gdm+-water interaction sites around the plane of the Gdm+ is broader in stages 

2 and 3 (Figure 4.33b&c, highlighted with red box), indicating that the direction of the Gdm+-

water hydrogen bonds moves away from the plane of Gdm+. These off-plane sites are likely 
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to represent the increased number of water molecules that are stabilising dimer formation 

by hydrogen-bonding with two Gdm+. 

a 
 

335 K 

     

b 
 

322 K 

      

c 
 

298 K 

   

Figure 4.33 Spatial probability densities showing the distribution of Gdm+ (blue), water 
(yellow) and Cl- (green) sites around a central Gdm+ ion: two projections per SPD 

0.014 ions Å-3 (2.7 times the average molecular density of the Gdm+ and Cl- ions) and 
0.032 water molecules Å-3 (2.7 times the average molecular density of the water)    

a) Stage 1: GuHCl_3, b) Stage 2: GuHCl_60, c) Stage 3: GuHCl_129 

C-N interactions: The main C-N interactions occur around 4.5 Å and 7.0 Å (Figure 4.34). The 

first peak position decreases from 4.6 Å (stage 1) to 4.4 Å (stages 2 and 3). 

The interaction that intensifies in stage 3 (~5.75 Å, orange box Figure 4.34), but is less intense 

in stage 1, may be related to increased Gdm+ T-stacking (structure 6 in Figure 4.28). The 

purple box in Figure 4.34 highlights the features between 8 and 10 Å. There is a single peak 

in stage 1 (9.0 Å) and double peaks in stage 2 (8.8 and 9.3 Å) and stage 3 (8.5 and 9.5 Å). 

Analysis of solid GuHCl indicates many C-N interactions at 8.6 Å and 9.2/9.3 Å, and between 

9.8 Å and 10.0 Å (Appendix A.3.2.1).  
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Figure 4.34 Average C-N partial pair distribution functions gC-N(r) 

Purple arrow indicates the reducing distance of the first interaction peak, orange box: 
highlights  differing features between stages at ~5.75 Å, purple box: highlights differing 
features between stages at 8–10 Å, with g(r) of solid GuHCl (light green) 

N-N interactions: There are distinct features in gN-N(r) (App. Figure 42) that are reasonably 

consistent with those in the solid GuHCl g(r) up to ~7 Å.  

Short and medium-range features in gN-N(r) (purple box, App. Figure 42) could be key to 

differentiating between the two supersaturated solution structures (stages 2 and 3). The 

first peak position is at ~3.7 Å in stage 1, increasing slightly to ~3.8 Å in stages 2 and 3 (App. 

Figure 42, indicated with *). The peak intensities in stages 2 and 3 are higher (graph inset), 

which is also reflected in the increases N-N CoordN (App. Table 27), which could be due to 

dimer formation. The peak at ~6.5 Å has lower intensity in stage 2, increasing again in stage 

3. This feature could occur if the local structure is dominated by dimerisation in stage 2, 

followed by increased T-stacking in stage 3.  

Angular radial distribution functions (ARDF) of Gdm+-Gdm+: ARDF analysis splits the gαβ(r) 

into vector angles around a central molecule to show the local directional interactions of 

molecules. It has been applied in Figure 4.35 to visualise the probability of the plane of the 

surrounding Gdm+ interacting with the central Gdm+.  
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a 

 

b 

Stage 1 

 

c 

 

d 

Stage 2 

 
 

e 

 
 

f 

Stage 3 

 

Figure 4.35 Gdm+-Gdm+ angular radial distribution function between the z-axes of Gdm+ ions  

a) Stage 1: GuHCl_3, b) Stage 2: GuHCl_60, c) Stage 3: GuHCl_129 

ARDF are plotted as a function of the angle between the z-axes of the central Gdm+ and the 

surrounding Gdm+ ions for 0°≤θ≤180°, where the z-axis of Gdm+ is perpendicular to the plane 

of the ion (see Figure 4.36a for axis definitions). 

a 

 

b 

 

Figure 4.36 ARDF axis definitions for a) z-z axes interactions and b) z-y axes 

In all stages, there are significant planar Gdm+-Gdm+ interactions, as each ARDF shows 

highest intensity around 0° and 180° (Figure 4.35a-f). In stage 2 (Figure 4.35c&d), the 

* 
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highest-intensity regions (purple areas) around 0° and 180° appear over a reduced r-range 

(3.3–4.8 Å in stage 1 to 3.4–4.4 Å in stage 2) and angle-range, which could indicate increased 

ordering in the Gdm+-Gdm+ parallel stacking than in stage 1. There are interactions in stage 

2 at ~3.5 Å over a greater angle range compared to stage 1 (Figure 4.35d(*)), which 

correlates with the gC-C(r) first peak shoulder.  

In stage 2 (Figure 4.35d), there are increased T-stacking interaction sites (intensity around 

90°) at r = 6–7 Å, which is closer in stage 3 (~4.5–5.5 Å) and is reflected in the increased 

Gdm+-Gdm+ interaction sites in the plane of Gdm+ in Figure 4.33c . 

ARDF for Gdm+-Gdm+ z-y axis interactions (-NH2 group pointing towards the central Gdm+ 

Figure 4.36b) are shown in App. Figure 51. An increase in T-stacking (interactions of the edge 

of Gdm+ ions with the plane of the central Gdm+) are seen in Stage 3 (App. Figure 51c). 

Gdm+-Cl- interactions: Broad C-Cl- interaction peaks at ~3.8 Å and ~4.3 Å are present in all gC-

Cl-(r) (Figure 4.37a&b). These interactions could relate to the interstitial position of Cl- in the 

plane of Gdm+ and the linear bond of Cl- with -NH (3.7 Å and 4.1 Å in ref. [97]). The gC-Cl-(r) 

and the probable interaction sites from the SPD plot (Figure 4.29) show that Gdm+-Cl- ion 

pairing occurs throughout the MSZ.  

a  

               

b 

   

Figure 4.37 C-Cl- partial pair distribution functions gC-Cl-(r)  

a) offset gC-Cl-(r) (purple arrow shows the reducing shoulder position) and b) stage-
averaged gC-Cl-(r), with the g(r) of solid GuHCl (light green) 
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The first gC-Cl-(r) peaks are similar in height in the supersaturated solutions (stage 2 & 3), and 

the stage 1 and crystallisation stage. C-Cl- CoordN in stage 1-3 (0–4.1 Å) are ~1.80, and 1.85 

in the crystallisation stage (App. Table 22), suggesting that all Gdm+ ions are paired with at 

least one Cl- in solution and often more than one. The second peak becomes more prominent 

and shifts to a lower-r (~4.4–4.3 Å) across the MSZ (Figure 4.37a). The second shell CoordN 

do not vary significantly from stage 1 to stage 3 (2.59→2.66), staying at 2.66 in the 

crystallisation stage (App. Figure 23). The third coordination shell, which is much lower 

intensity, starts at 5.5 Å in all simulations, with rmax showing an evolving local structure 

through the MSZ as it decreases from 7.6 Å (stages 1 & 2), to 7.3 Å (stage 3), to 7.0 Å 

(crystallisation stage). This data suggests that the distance between adjacent ion pairs 

reduces during the crystallisation, probably due to reorganisation of the surrounding water, 

including a dehydration step between stages 2 and 3. 

gN-Cl-(r) (App. Figure 38) is dominated by the peaks at 3.2 Å and 5.1 Å. The narrower, first 

peak has an intensity almost twice that of the second, broader peak, representing the 

Cl- being in the plane of Gdm+ between two -NH2 groups. From 8.5 Å, all gN-Cl-(r) are close to 

1, which indicates the clusters < 10 Å in size are forming in the solution. 

Cl--Cl- interactions: gCl--Cl-(r) has clearly defined features up to 9 Å, after which perturbations 

are much smaller (Figure 4.38), again indicating ion clusters of < 10 Å. The shortest Cl--

Cl- atomic separation in solid GuHCl is 4.2 Å and 4.7 Å (Appendix A.3.2.1). There is some 

evidence of features at these atomic separations in Figure 4.38.  

 

Figure 4.38 Cl--Cl- partial pair distribution functions gCl--Cl-(r) 

With Cl--Cl- interaction distances in solid GuHCl indicated by the dash black lines and  the 
g(r) of solid GuHCl (light green) 

The first three coordination shells in stages 2 and 3 seem more defined than stage 1, with 

higher maxima and lower minima, and lower first peak positions at 4.5 Å (from ~5 Å in stage 

1). It is particularly notable that first coordination shells peak narrows between stages 1 and 
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2, suggesting increased local structuring of Cl- in the supersaturated solutions (stages 2 and 

3). Possible interactions that could result in peak positions in the region of 4.5 Å, 6.5 Å and 

8.0 Å were identified in a snapshot of the GuHCl_145 simulation box (Figure 4.39).  

     

Figure 4.39 Molecular model from simulation GuHCl_145 to illustrate Cl--Cl- interactions 

Cl--Cl- CoordN in the first shell fluctuates during the crystallisation experiment, decreasing 

from stage 1 to stage 2 (App. Table 34). CoordN over the three shells increases from stage 1 

to stage 3. The number of Cl- / A3 (Cl- density) in App. Table 34 accounts for the changing 

radius of the first coordination shell. Cl- density decreases slightly from stage 1 to stage 2, 

which could be due to increased Cl- interaction with water or Gdm+, moving the Cl- further 

apart. It then increases from stage 2 to stage 3, which could occur when desolvation to 

produce smaller dimer clusters occurs (structure 5, Figure 4.28), as Gdm+-Cl- pairing is high.  

4.3.2.2.1.3 Ion solvation 

Gdm+ and Cl- are known to be weakly hydrated, even in dilute solution [102,459]. Cl- should 

have six water molecules in the hydration shell (in a low concentration solution, < 2 molal) 

[473,474], decreasing as the salt concentration increases [103], and Gdm+ is reported to 

have an average of 9.9 water molecules in the hydration shell, of which 4.5 in the plane of 

the molecule [97]. The complete hydration shells are not achieved in this high concentration 

solution.  

Gdm+ solvation: A strongly-hydrated ion or molecule would be ‘held’ in the bulk solution 

and have less opportunity to interact with the protein thus stabilising it [459]. The strongly 

denaturing properties of Gdm+ are attributed to it being a weakly hydrating cation [459], as 

it preferentially interacts with proteins in biological systems via the hydrophobic plane.  

Ab initio calculations to analyse the hydration structure of stable Gdm+ dimers showed that 

stabilisation is possible with as few as three water molecules (water molecule in the 

interstitial position between the amino groups, accepting two hydrogen bonds, one to each 

ion, Figure 4.40a, [91]). For dimers stabilised by 4–6 water molecules, the Gdm+ ions only 

had three hydrogen bonds with the water molecules (Figure 4.40b) [91]. The ab initio 

possible 
hydrogen bonds 
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calculations exclude the counterion, which competes with water for the interstitial position 

and could explain how the ions are stable and in solution despite the low water:ion ratio. 

a b  

Figure 4.40 Optimised Gdm+-Gdm+ dimer structures from ref. [91], showing smaller (left: 3 
water molecules) and larger (right: 6 water molecules) dimer clusters 

A water-Gdm+ hydrogen bond has half the energy of a water-water hydrogen bond and as 

such are weaker [459]. Although water-Gdm+ bonds have an electrostatic component that 

should strengthen it [475], the positive charge on H (+0.380) is less than that of Ht (+0.417), 

so Ot preferentially hydrogen-bonds with Ht, which could explain water cluster formation, if 

the Gdm+ solvation is stable with as few as three water molecules [91].  

The first H-Ot shell CoordN remains stable across the stages at ~2.5 waters per Gdm+ ion 

(~0.41 per N-H···Ot, rmax = 2.5 Å: see App. Table 28), indicating that the number of water 

molecules interacting with the plane of the molecule stays constant. However, this data is 

non-directional, and it is not known whether the water molecules are coordinated with one 

or more -NH2 groups on the Gdm+ ion.  

The structural changes between stages 1–3 identified by PCA could relate to changes in the 

complexation of the Gdm+ dimer, going from a structure such as 6W (Figure 4.40 from ref. 

[91]), where 4, 5 or 6 water molecules or Cl- stabilise the dimer, to a dimer requiring fewer 

stabilising surrounding molecules. The change from larger to smaller dimer clusters could 

explain the peak marked * in the stage 3 gC-C(r) (Figure 4.32), as there would be less 

separation between Gdm+ in the smaller clusters. The evolution of the dimer structures, 

particularly from stage 2→3, but also to an extent from stage 1→2, results in the release of 

some water molecules that were hydrating the Gdm+ (structures 1 and 2, Figure 4.28).  

Although the average first shell CoordN stays constant for H-Ot (App. Table 28), the increase 

in C-Ot CoordN could indicate the formation of a diffuse water cloud of water molecules in a 

dome across the face of Gdm+ as more water molecules become available after the larger to 

smaller water cluster desolvation step [92,97,181]. However, the increase in C-Ot CoordN 

observed from stage 2→3 (3.59→3.66, App. Table 30) is insignificant when the resolution of 

the EPSR simulations is considered. Further study with higher-resolution X-ray total 
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scattering data and larger EPSR simulation boxes would be of interest to see if a more 

significant difference could be observed. 

Bond angle analysis: Analysis of the bond angles between water and Gdm+ (N-H···Ot, rmax = 

2.5 Å) was undertaken with dlputils. The analysis is based on atom number, not atom type, 

so data for each of the six -NH atomic combinations with atoms numbers 1 (Ot) & 2 (Ht) on 

the water molecule were extracted and averaged (see Appendix E.2 for details). Table 4.10 

shows a summary of the average bond angle distributions. 

Table 4.10 N-H···Ot bond angle distributions 

Average N-H···Ot 

hydrogen bond 
Stage 1 Stage 2 Stage 3 

Mean /° 143.4 143.4 143.2 

Mode /° 146.25 146.75 146.75 

% 150–180° 39.1% 38.8% 38.9% 

% 160–180° 19.3% 19.1% 18.8% 

% 170–180° 5.3% 5.2% 5.1% 

The differences in the mean and mode average bond distances between the stages are small 

(2.1° and 1.0°), but the data illustrate that on average, there is a low proportion of linear 

Gdm+-water hydrogen bonds in each stage. The decrease in linear bond angles (160–180°) 

and the mean bond angles across the stages could support the idea of the evolution to 

smaller dimer clusters, but the change is small, and the mode value does not fit the trend. 

Further work should be carried to establish how robust this analysis is.  

4.3.2.2.1.4 Water structure 

Water clustering: Whilst the high solution concentration means that bulk water is not 

expected according to the ideal geometrical distribution of molecules in solution (Equation 

24, ref. [465]), some water molecule clusters are observed on inspection of each molecular 

model. A desolvation step has been proposed between stages 2 and 3 due to changes from 

the large to small dimer clusters (Structures 4 to 5 in Figure 4.28), which would release water 

into the bulk solution. 

Clusters auxiliary routine (Appendix E.1.2) has identified the proportion of water molecules 

in cluster size n, where Ot-Ot separation r = 2.3–2.9 Å (Figure 4.41)36. These data illustrate 

that > 65% water molecules in each simulation are in a cluster n = 1, i.e. more than 2.9 Å 

 
36 The analysis is based on this radius to exclude the shoulder feature at ~3.5 Å, where water 

molecules may be in proximity with, but not hydrogen-bonded to, another water molecule 

– see the following section: Ot-Ot
 interactions 
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from another Ot, which is not unexpected given the high concentration of the solution. More 

unclustered water molecules are present in stage 1 (6%, black bars) than in the stage 3 (gold 

bars). From n≥3, there is a higher proportion of water clusters in stage 3. The data also 

indicate a difference in the water clustering between stages 2 and 3 for n = 4–12, which 

could suggest a process to release some water (partial desolvation) between these stages. 

There is much less cluster size variation between stages 1 and 2.  

The Ot-Ot, Ot-Ht and Ht-Ht g(r) and CoordN will indicate the extent of structuring of water 

molecules in the solution. The data indicate that there are changes in water interactions, 

and therefore the solvation of ions, in the stages before crystallisation.  

Ot-Ot
 interactions: Figure 4.42a shows gOt-Ot(r) for all simulations37. The first shell peak in gOt-

Ot(r) is in a similar position to that of pure water [375], suggesting that despite the low 

water:ion ratio, some hydrogen-bonded water molecules are present.  

The intensity of the first peak in the average gOt-Ot(r) is the same for stages 1 and 2 (black and 

red, inset Figure 4.42b), but increases in stage 3, indicating there is a release of solvating 

water molecules between stages 2 and 3. The first gOt-Ot(r) peak narrows slightly from stage 

1 through to stage 3, likely due to a reduction in thermal disorder, but as would be expected, 

this change is not significant [235].  

Beyond the first solvation shell, the ordered, hydrogen-bonded network of pure water is 

disrupted, as the characteristic second and third shell peak positions (at 4.5 Å and 6.8 Å, ref. 

[375]) are not present. When water is heated, the second and third Ot-Ot coordination shells 

 
37 The subscript ‘t’ represents the TIP3P water model, to distinguish the hydrogen in water 

(Ht) from that in Gdm+ (H) 

 

Figure 4.41 Clustering of water molecules, based on Ot-Ot interactions 
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flatten due to the disorder [235], however in this case, as there is little second and third peak 

structure in the cooling solution, it indicates a lack of structure in the bulk water. 

Instead, there is a shoulder feature at 3.5 Å, which may be due to the proximity of water 

molecules forming a solvation shell around an ion, e.g. two water molecules hydrating the 

same Cl- ion, but are not directly hydrogen-bonded. Alternatively, the ions in solution may 

have an electrostrictive effect on the water structure [98]. It has been observed in aqueous 

solutions of NaOH [476], NaCl and KCl [105] that the position of the second peak in the Ot-

Ot distribution moves to lower r-values, becoming a broadening of the first peak at higher 

concentrations. Here, the peak at 6 Å tends toward 5.3 Å in the crystallisation stage. This 

deviation from the characteristic tetrahedral structure of pure water is expected with the 

low water:ion ratio in the GuHCl solution. A similar feature at 3.5 Å is seen in an MD study 

of the structure of water in an undersaturated 3.1 M NaCl solution (water:ion ratio 9:1) 

[477]. However it is not present in an NDIS/EPSR study of water-glycerol [413], suggesting 

that the feature at 3.5 Å may be as a result of the presence of the ionic solutes.  

The shoulder at 3.5 Å becomes more defined and shifts to 3.7 Å between stage 1 and stage 

3 (* on Figure 4.42a&b), which could be due to more water molecules becoming available 

a  

      

b 

        

Figure 4.42  Ot-Ot partial pair distribution functions gOt-Ot(r)  

a) offset gOt-Ot(r), with pure water gOt-Ot(r) in light blue, and  

b) main plot: gOt-Ot(r) averaged by stage (offset), inset: averaged gOt-Ot(r), with * indicating 
shoulder position moving from ~3.5–3.7 Å 
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to form a second coordination shell around water after partial desolvation processes, e.g. 

dimer formation. 

Table 4.11 Ot-Ot CoordN: averaged per stage 

 
Ot-Ot 1st shell (to shoulder) Ot-Ot 1st shell shoulder 

Ave. 
Range /Å 

Ave. 
CoordN 

SD 
Ave. 

Range /Å 
Ave. 

CoordN 
SD 

Stage 1 0–3.1 1.39 0.02 3.1–5.5 3.33 0.10 

Stage 2 0–3.1 1.39 0.07 3.1–5.5 3.41 0.03 

Stage 3 0–3.1 1.44 0.02 3.1–5.5 3.35 0.07 

Ot-Ot CoordN has been extracted for the first peak (0–3.1 Å) and shoulder (3.1–4.5 Å). An 

increasing average first shell Ot-Ot CoordN (Table 4.11) could suggest a desolvation step, but 

the increase between stages 2 and 3 (1.39→1.44) is very small, and therefore cannot be 

considered significant given the resolution of the EPSR simulation.  

Ot-Ht interactions: There is a similar intensity increase between stages 2 and 3 in gOt-Ht(r) 

(App. Figure 35). Ot-Ht CoordN (App. Table 17) indicate that although there is a slight 

decrease between stages 1 and 2, there is an overall increase in the first and second shell 

CoordN from Stage 1 to stage 3. Again, this could indicate the expulsion of water from 

between the clustering ions, but the change is too small to be conclusive.  

Ht-Ht interactions: The first shell interactions of gHt-Ht(r) (App. Figure 36) could include one 

or both Ht on an adjacent water molecule, depending on the relative orientation of the water 

molecules (Figure 4.43). The second peak could include an Ht from the adjacent water 

molecule, or Ht from a third water molecule hydrogen-bonded either directly to the second 

water molecule, or perhaps to the same ion as the second water molecule.  

The first shell CoordN is around half the expected pure water value (~5.2 from ref. [375], 

where rmax = 2.95 Å), confirming the low numbers of water molecules in the bulk. The first 

shell CoordN increases between stages 1 and 3, indicating either more water molecules in 

the bulk, or a reorientation of the water molecules (Figure 4.43). Second shell Ht-Ht CoordN 

increases from Stage 1 to Stage 2, then decreases from Stage 2 to Stage 3 (App. Table 18), 

which could be due to a structure change from W1–W2 orientation to W2–W3 orientation, 

although the changes are again too small given the resolution of the simulations.  

The gHt-Ht(r) minimum between the first and second shell peaks is lowest in stage 3, indicating 

a more structured hydrogen-bond network develops, possibly after the release of water 

from the partial desolvation step between stages 2 and 3. The width of the second Ht-Ht 

peak decreases from stage 2 to stage 3, which could indicate greater ordering of the water 

hydrogen bonding structure. 
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Spatial probability densities: Figure 4.44 displays the 3D anisotropic spatial probability 

density distribution of water (centre of geometry) around a central water molecule38. Each 

SPD shows pronounced lobes opposite the Ht atoms of the central water molecule, with a 

band of intensity around the central Ot. Whilst the area over which interactions with the 

central Ot are similarly broad in each simulation, the lobes adjacent to the Ht atoms become 

smaller as the temperature decreases. There is a greater probability of finding interactions 

beyond the second hydration shell in the lower temperature solution (Figure 4.44c) than at 

higher temperatures (Figure 4.44a&b). 

a: GuHCl_3 (335 K) 

 

b: GuHCl_60 (322 K) 

 

 

c: GuHCl_129 (298 K) 

 

Figure 4.44 Spatial probability densities showing a-d) the distribution of water (yellow) sites 
(left: from side and right: face on) where a) Stage 1: GuHCl_3 at 335 K, b) Stage 2: 
GuHCl_60 at 322 K, c) Stage 3: GuHCl_129 at 298 K  

0.0185 water molecules Å-3 (1.55x average molecular density of the water)  

 
38 The SPD show the molecular density across the whole grid, not over a defined radius. 

 

Figure 4.43 Ht-Ht coordination shells 

The first coordination shell of Ht on water molecule 1 (W1) contains one Ht from W2 and 
the second shell contains both Ht from W2 and one from W3.  

The first coordination shell from W2 contains one Ht from W1 and both Ht from W3. 
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The hydration shells of water in solution are compared with the spatial density functions 

(SDF) of pure water at the most similar temperature from ref. [235] (Figure 4.45). The SDF, 

derived from Sharm calculations in EPSR, show interactions up to 5 Å, whilst the SPD show 

the molecular density across the whole grid, which explains why interactions are seen over 

a larger radius in the SPD plots. The characteristic lobes adjacent to the central H atoms are 

present in the lower temperature pure water SDF, with the band of intensity beneath O 

(Figure 4.45b).  

The lobes adjacent to Ht appear wider for the solvating water (Figure 4.45d) than the pure 

water (Figure 4.45b) suggesting that the hydrogen bonds are less linear and less ordered in 

GuHCl solution (the temperatures are not identical). Combined with the intensity around Ot 

being broader in solution (Figure 4.45d) than around O in pure water (Figure 4.45b), it 

confirms that the solvating water in solution lacks tetrahedral local structure, even after 

crystallisation when water has been released. In the higher temperature structures, the first 

and second shells in pure water have merged (Figure 4.45a), whereas there is limited 

evidence of a second shell in Figure 4.45c. Figure 4.44 shows a partially-complete second 

shell in GuHCl_129, but this is less evident at high temperatures (GuHCl_3).  

Similar water-water SPD analysis has been undertaken in the following chapter, which 

examines the effect of GuHCl concentration on solution structure. 

a) Water at 365 K 

 

b) Water at 280 K 

 
c) Water at 335 K: GuHCl_3 

 

d) Water at 298 K: GuHCl_129 

 

Figure 4.45 Spatial density functions (EPSR) for pure water (ref. [235]) and spatial probability 
densities (dlputils from Figure 4.44) for solvating water  

Spatial density functions: top (most dense) 25% of water molecules within 5 Å from a 
central water molecule at a) 365 K and b) 280 K, from ref. [235].  

Spatial probability densities: 0.018 water molecules Å-3. 
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4.4 Conclusions  

XPDF pattern analysis and EPSR structural modelling have been used to reveal the changes 

to the structure of a 9 M aqueous GuHCl solution as it cools. The X-ray total scattering data 

successfully collected in situ, as the aqueous GuHCl solution cooled through the MSZ, to 

crystallisation, indicates that the emergence of long-range order correlates with the 

crystallisation exotherm measured during the experiment (Figure 4.9).  

Principal component analysis (PCA) of the XPDF patterns from two sets of temperature-

resolved data shows that there are three structural phases prior to the transition39 and 

crystallisation stages: the high-temperature undersaturated solution (stage 1); a 

supersaturated solution appearing at 51.4°C (stage 2); and a further structural change at 

35.5°C (stage 3). Crystallisation occurred at ~20°C.  

To develop the EPSR model, a parameterisation study identified the force field data 

(Lennard-Jones potentials and partial charges) and water model type to give the best-fitting 

model when refined with and compared to experimental data.  

Partial g(r) and CoordN of the molecular interactions were extracted from the EPSR 

molecular models and further structural information was acquired using dlputils analysis 

tools. gC-Cl-(r) and spatial probability density plots indicate the presence of Gdm+-Cl- ion 

pairing on the plane of the Gdm+ ion throughout the MSZ. Gdm+-Gdm+ CoordN data indicate 

an increase in Gdm+-Gdm+ planar stacking clusters (structure 4, Figure 4.28) in stage 2. It is 

proposed that a partial dehydration step occurs between stages 2 and 3, with the Gdm+ 

dimers being stabilised by fewer water molecules in stage 3 (structure 5, Figure 4.28) than 

in the stage 2 dimers (structure 4). There is also a proposed increase in T-stacking of Gdm+ 

ions (structure 6, Figure 4.28) in stage 3. Many partial g(r) indicate that local ordering up to 

~10 Å is present in the solution across the MSZ, possibly due to the presence of parallel-

stacked dimers, stabilised by water molecules and Cl- ions, with possibly a third Gdm+ T-

stacked to the dimer structure. 

The analysis presented in this chapter serves as proof of concept for the investigation of the 

evolving intermolecular interactions in a crystallising solution and demonstrates the 

potential power of the combined experimental XPDF/computational modelling technique.  

 
39 Transition phase: the description of the frame of X-ray total scattering data where long-

range order appears 
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There are limitations to the application of EPSR modelling of the solution structure. EPSR is 

designed to model systems in equilibrium, but due to the nature of the in situ cooling 

crystallisation experiment, the temperature of the solution reduced during data collection 

by 0.5–0.7°C. For the local structure of the solution to be reliably represented in the 

structure factor, X-ray total scattering requires the collection of sufficient counting statistics 

with an acceptable signal-to-noise ratio. However, the development of high-brilliance 

synchrotron X-ray sources, e.g. XFEL or ESRF-EBS, will allow faster data acquisition with 

higher counting statistics. As a result, temperature and density variations in the solution per 

frame will be reduced and thus the structure factors will be more representative of the 

average solution structure at a given temperature.  

Although a parameterisation study was undertaken to identify the appropriate Lennard-

Jones potentials for the system, incorrect parameterisation could have introduced errors 

into the simulation. To overcome this, a machine learning approach to refine the parameters 

could be developed. The analysis of an aqueous GuHCl solution using NDIS instead of X-ray 

total scattering, and EPSR modelling, could also inform the selection of appropriate Lennard-

Jones parameters for the in situ analysis.   

The following chapter uses the combined XPDF/EPSR technique to investigate the influence 

of GuHCl solution concentration on the solution structure. 

 



Chapter 6 The effect of concentration on the structure of guanidine hydrochloride in water: an XPDF 

and EPSR study 

5.1 Context    164 

Chapter 5 The effect of concentration on the structure of guanidine 

hydrochloride in water: an XPDF and EPSR study  

5.1 Context 

With properties that could place it at either end of the Hofmeister scale [109], guanidinium 

(Gdm+) has been the subject of many studies to understand the implications of its specific 

ion effects [98,478] on biological systems, e.g. the molecular mechanism of protein 

denaturation [176,182,457,479–481].  

The hydration of Gdm+ has been studied computationally [91,93,97,182,459,481] and 

experimentally [92,97,181,479]. Gdm+ has been found to be weakly-hydrating [459], 

suggesting that its denaturant properties are due to Gdm+ breaking the salt bridges that 

stabilise a folded protein [174]. Its hydrophobic faces interact directly with the surface of 

the protein thus destabilising the protein’s hydrophobic core [93,482], rather than Gdm+ 

disrupting the water structure to the extent that it impacts protein stability [479].  

Despite the apparent electrostatic repulsion between a like-charged Gdm+ pair [184], Gdm+-

Gdm+ contact ion pairing in water has been predicted by many computer simulations 

[114,169,179,182,183]. Not all experimental data supports the existence of like-charged and 

oppositely-charged ion pairing, as dielectric relaxation spectroscopy (DRS) experiments 

found no evidence of any ion pairing (Gdm+-Gdm+ or Gdm+-Cl-) in solution [483,484]. 

However, neutron diffraction with isotopic substitution (NDIS), combined with MD 

simulations, has indicated that Gdm+-Gdm+ stacking and Gdm+-Cl- ion pairing does occur, 

with the chloride counterion contributing to the effectiveness of guanidine hydrochloride 

(GuHCl) as protein denaturant [97]. 

The behaviour of Gdm+ ions has been observed to change depending on the concentration 

of the solution [485,486]. This chapter presents a combined X-ray pair distribution function 

(XPDF) and Empirical Potential Structure Refinement (EPSR) [257] analysis of the local 

structures of 2, 4 and 6 M aqueous solutions of GuHCl. Statistical analysis of the modelled 

solution structures, using EPSR and dlputils [460], has also been undertaken.  

The development of a suitable force field is key to obtaining high-quality results from 

accurate modelling of molecular-scale interactions [487]. Various force fields have been 

developed in the literature for computational modelling of Gdm+ [169,458,481] and 
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Cl- [268,461,488].
 The first stage of this work was a parameterisation study to refine and 

validate the force field selected for the EPSR simulations (Appendix F). These data were then 

applied in the development of molecular structure models that were validated with 

experimental data. Visualising the local structure in solution, including the extent of cation-

anion association, will inform our understanding the evolution of intermolecular 

interactions during salt crystallisation, including the presence of pre-nucleation ionic 

aggregation.  

5.2 Methodology 

5.2.1 Experimental method 

The X-ray total scattering data of GuHCl solution and water samples were collected at DLS 

I15-1. The high-throughput sample holder (Figure 2.18b and described further in Chapter 2) 

was used to mount 2, 4 and 6 M GuHCl aqueous solution and deionised water samples in 2 

mm OD borosilicate capillaries. The capillary spinner (Figure 2.18a, described further in 

Chapter 2) was used for a deionised water sample in a 1.5 mm OD borosilicate capillary. 

Sample preparation, which allowed the calculation of density for the EPSR simulations, is 

described in Section 2.2.3.2. 

X-ray total scattering data of deionised water in 1.5 mm and 2.0 mm capillaries were 

collected and analysed to ensure equivalence of the data from each type of sample 

geometry, i.e. capillaries in the 1.5 mm OD static and 2.0 mm OD spinning holders. This 

agreement was important to validate due to the cylindrical nature of the capillary. Spinning 

the capillary averages out the curvature of the region through which the X-rays pass. In a 

static holder, this averaging does not happen, and hence it is vital to validate whether the 

beam position and curvature of the capillary affects the quality of the data acquired. A study 

of data collection reproducibility and the effect of data collection time on the XPDF patterns 

(using 6 M aqueous GuHCl solutions) to validate the data acquisition strategy was carried 

out and is described in Section 2.5.4.1.4. 

5.2.1.1 XPDF data collection and processing 

X-ray total scattering data were collected at beamline I15-1 at Diamond Light Source at 76.7 

keV (0.163 Å), which, with the detector positioning, gave access to Qmax ≈ 40 Å–1. However, 

in the case of organic materials, a lower Qmax is used to process the data [201,367]. The large 

area Perkin Elmer detector (PE XRD 4343 CT detector) has an active area of 432 × 432 mm2, 
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with 150 μm pixel size. The instrument was calibrated with silicon. Further details of the 

operation of the beamline are in Section 2.5.4.1.  

The X-ray total scattering data were processed to extract the reduced structure factor F(Q) 

and generate pair distribution functions (PDF) g(r), also referred to here as the XPDF 

patterns. The generic data acquisition software at DLS automatically applied the initial 

corrections for the internal dark current to the raw data during data collection. GudrunX was 

used to correct the processed data for the instrument and sample holder backgrounds, 

absorption, multiple scattering and Compton scattering [365,368]. GudrunX produces 

interference differential cross sections F(Q), from which the real-space PDF patterns are 

generated by Fourier transform [365,368]. There is an option in GudrunX to correct for 

fluorescence. Although the chloride ions are a possible source of fluorescence, trial and error 

showed that applying a fluorescence factor had negligible, if any, visible effect on the F(Q) 

or g(r) and so none were included. The appearance of termination ripples at low-r was 

reduced by applying a broadening function of width 0.125 Å on the r-space results.  

For background subtraction, X-ray total scattering data of a blank capillary should be 

collected for at least the same amount of time as the sample data. Data collection times are 

shown in Table 5.1.  

Table 5.1 Background and sample scan times 

Sample Background scan (empty 

capillary) 

Sample scan 

2.0 mm water 3 frame x 600 s (1800s) 20 frame x 30 s (600 s) 

2.0 mm 2, 4 and 6 M GuHCl solutions 3 frame x 600 s (1800s) 20 frame x 30 s (600 s) 

To study the interactions between the solute-solute and solute-water molecules with 

increasing GuHCl concentration, a background of deionised water in a capillary was 

subtracted from the X-ray total scattering data to remove the water self-interactions. An 

empty capillary background was subtracted from the X-ray total scattering data for the EPSR 

simulations, where all atomic pair correlations are considered.  

Analysis of the 1.5 and 2.0 mm capillary water sample data and the additional 6 M GuHCl 

data for the reproducibility and data acquisition studies are in the Research Methods 

(Chapter 2). The analysis shows that the use of the high-throughput sample holder provided 

robust X-ray total scattering data to be used in this concentration study. 
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5.2.2 Computational method: EPSR analysis 

Structural models of the solution were generated using EPSR version 25 [257,406]. When 

the empirical potential (EP) was applied, the models were refined to increase the goodness 

of fit with the F(Q) data from the GudrunX processing of the X-ray total scattering data. The 

calculation of radial distributions of atomic pairs and spatial density functions of one atom 

type around a central molecule, and statistical analysis of the molecular distributions were 

undertaken using routines within EPSR. Further details of EPSR are in Section 2.9.2.2.1. 

Component structure: The Gdm+ ion was geometry optimised in ORCA (RKS BP86 RI SVP 

def2/J) to provide the starting structure [380]. The Gdm+ ion geometries in the model vary 

during the simulation, the extent of which depends on the level of molecule flexibility set in 

EPSR.  

Component Lennard-Jones potentials and partial charges: The atomic partial charges and 

Lennard-Jones potentials used in the EPSR simulations of 2, 4 and 6 M GuHCl solutions are 

shown in Table 4.2. The parameters selected for this study were refined in the 

parameterisation study (Appendix F), as referenced in Chapter 4. 

Solution structure model generation: For the EPSR molecular models, boxes of molecules 

were constructed with the compositions, dimensions and atomic number densities as shown 

in Table 5.2. All systems were modelled at 290 K.  

Table 5.2 EPSR simulation box  

Sample 

conc. /M 

Side length 

of cubic box 

/Å 

Simulation 

box volume 

/Å3 

# Gdm+ 

and Cl- 

ions 

/each 

# water 

molecules 

Ratio 

water:ion  

Atomic 

number 

density 

/atoms.Å-3 

2 37.0642 50917.26 62 1438 11.6:1 0.098120 

4 37.0620 50907.98 123 1203 4.9:1 0.097470 

6 37.0576 50889.73 184 965 2.6:1 0.096660 

The simulations started with an expanded simulation box to allow the molecules to move 

past each other more freely in the initial stages. Once the system energy was below 0 kJ/mol, 

the size of the box gradually reduced to the correct volume. After running with the RP until 

the system energy was at equilibrium (~1,500 iterations), the EP was applied to refine the 

model to experimental F(Q) data. The EP for the 2 and 4 M simulations was 5 kJ/mol, and 4 

kJ/mol for the 6 M simulation. The EP simulations ran for ~1,000 iterations before the 

simulations were set to accumulate. The accumulation and analysis routines were run for a 

further ~1,000 iterations. 
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To refine the EPSR simulations, the effects of adjusting the molecule flexibility, the charge 

on the central carbon atom of Gdm+ and the distance range applied to the potential 

truncation were explored and are detailed in Appendix F.  

In summary, the study of molecule flexibility suggested that retaining dihedral angle 

constraints on the Gdm+ molecule, but allowing some flexibility by setting the vibtemp, 

angtemp, and dihtemp parameters to 45/0.7/0.7, optimised the F(Q) and g(r) fits.  

The experimental F(Q) data sets were further refined with GudrunX to improve the data 

processing after the parameterisation study. Therefore, the parameterisation study 

simulations cannot be directly compared to the simulation results in Section 5.3.2, but the 

study guided the setting up of the final simulations.  

Statistical analysis: Statistical analysis to compare the simulations were carried out with 

EPSR (Clusters) and dlputils (angular radial distribution functions (ARDF), and geometry and 

angle analysis) [460]. Data for statistical analysis were collected after EP equilibrium had 

been achieved. Details of the auxiliary routine parameters are in Appendix E.  

Spatial probability density (SPD) plotting, visualised with Aten [408], provides further insight 

into the local coordination of molecules around a central component, as the 3D histogram 

binning indicates the spatial arrangement of the interactions.  

Repeat runs: To evaluate the molecular models produced by EPSR, some repeat simulations 

were carried out. For each concentration, the simulation was rerun from the beginning, i.e. 

the box of molecules was randomised from the previous setup at that concentration (so all 

other parameters were identical). The 4 M simulation was also repeated for the 

accumulation stage (after the EP run was complete), and the outputs of these simulations 

are compared. 

Ideal distribution of ions: From the EPSR simulation box dimensions, which are based on 

experimental density measurements, the ideal distribution of components in solution 

(distances between the component centres if evenly spread in the simulation box) have 

been evaluated (Table 5.3). 

Table 5.3 Average component separation  

Sample 
conc. /M 

Volume of simulation box  Average distance 
between ions /Å  

Average distance 
between water 
molecules /Å  

per ion /Å3 per water 
molecule /Å3 

2 821.2 35.4 9.4 3.3 

4 413.9 42.3 7.5 3.5 

6 276.6 52.7 6.5 3.8 
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5.3 Results and discussion 

This section presents the experimental XPDF patterns, and the EPSR simulations that have 

been undertaken to examine probable structures of the solutions, from the solution 

concentration study.  

Summary of terminology used: F(Q), the reduced structure factor, is the corrected and 

normalised structure factor S(Q). The reduced atomic pair distribution function G(r) is the 

Fourier transform of F(Q), and g(r) is the atomic pair distribution function (see Equation 19). 

The partial pair distribution function gαβ(r) describes the probability of finding one atom type 

β, around another α, per unit volume, in the material [257]. The terminology is explained 

further in Section 2.5.4. 

5.3.1 XPDF patterns 

Figure 5.1 shows the G(r) patterns for 2, 4 and 6 M GuHCl in water. The shaded regions 1–7 

highlight some features in the G(r) patterns.  

Region 1 highlights a peak at ~1 Å, which represents the O-H bond in water and the N-H 

bonds in Gdm+. As the concentration increases, the intensity of the peak decreases slightly. 

In the 2 M solution, there are slightly more ~1 Å interactions per Å3 than in the 6 M (Table 

5.4) and although this peak could be affected by termination ripples, the reduction in 

intensity corresponds with the expected number of intramolecular interactions. The 

increasing intensity due to the intramolecular C-N interactions at 1.3 Å (region 2) and N-N 

interactions at 2.3 Å (region 3) are seen as the concentration of the solution increases.  

  

Figure 5.1 G(r) for 2, 4 and 6 M GuHCl X-ray total scattering data collections.  

For comparison, G(r) of pure water and solid GuHCl are also shown. 
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Region 4 shows the O-O interactions in the first shell at 2.8 Å in the water PDF. As the 

concentration of the GuHCl increases, this feature reduces as the water:ion ratio decreases 

(Table 5.2), which reduces the water available to form solvation shells and bulk water 

structure. The peak shifts to 3.2 Å with increasing concentration. This separation is 

consistent with a Cl--N atomic separation of ~3.3 Å from the analysis of the solid GuHCl 

structure (Appendix A). 

Table 5.4 Interactions at ~1 Å per Å3 solution  

Sample 
conc. 
/M 

# Gdm+ and 
Cl- ions 
/each 

# water 
molecules 

# N-H 
bonds 

# O-H 
bonds 

Total ~1 Å 
interactions 

Simulation 
box volume 

/Å3 

~1 Å bond 
/Å3 

2 62 1,438 372 2,876 3,248 50,917.26 0.064 

4 123 1,203 738 2,406 3,144 50,907.98 0.062 

6 184 965 1,104 1,930 3,034 50,889.73 0.060 

In region 5, the second O-O interaction at 4.5 Å decreases in intensity from 2 M to 6 M, whilst 

a feature in region 6 at 5.2 Å emerges. This feature could relate to the local structure of a 

hydrated ion or indicate ion-ion association. The third O-O interaction at 6.8 Å is barely 

present in the 6 M solution. This suggests that whilst there may be a small amount of water 

clustering in the solution, there would not be a ‘bulk’ water phase in the characteristic 

tetrahedral structure in the solution. The G(r) in region 7 are quite flat in water and in the 

solutions, although there is some intensity in the solid GuHCl G(r), which indicates that there 

is no significant ordering in the solution beyond 9 Å. The short-to-medium-range interactions 

can be explored more in the EPSR analysis. 

5.3.2 EPSR analysis 

Due to the random nature of a Monte Carlo simulation, and the fact that an ensemble of 

molecular structures could be consistent with a single X-ray total scattering pattern [489], it 

is not unreasonable that there may be more than one set of correlations that fit the data. 

This fact simply reflects the complexity of modelling a many-body system, where forces 

acting in the condensed phase are higher-order than simply pairwise-additive [489].  

To analyse this possibility, the EPSR simulations for the 2, 4 and 6 M GuHCl solutions were 

rerun. Each molecular model was randomised and restarted, with the box expanded to allow 

the molecules to shift, in case they had been stuck in a configuration that was a local energy 

minimum, and following the same procedure as used the original models (Section 5.2.2). The 

summary of this analysis is that simulated F(Q) and g(r) for models refined to the same 

experimental data are almost identical, except from some low-Q deviation for the 4 M 

solution (App. Figure 56). For most partial g(r), there was reasonable agreement in peak 
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positions up to 5 Å for the original and rerun models, although the 2 M gC-C(r) differs at ~4 Å, 

which is a key atomic separation when considering the potential for Gdm+-Gdm+ stacking. 

On the basis that both structural solutions are possible, the F(Q), g(r), partial g(r) and 

coordination numbers (CoordN) data from the original and rerun simulations have been 

averaged in the GuHCl concentration analysis in the following sections. The ARDF, SPD and 

angles data analysis using dlputils has been undertaken using the output from the original 

set of simulations. 

The noise in the ion-ion g(r) increases the lower the concentration due to decreasing 

interactions occurring in the lower concentration solutions. Ideally, had better 

computational power been available40, the 2 M solution in particular would have benefited 

from increased data accumulation. This effect is not significant in the ion-water g(r). 

5.3.2.1 F(Q) and g(r) of simulations 

The simulated reduced structure factors F(Q), for the 2, 4 and 6 M GuHCl solutions compare 

reasonably well with the experimental data (Figure 5.2a). The simulated F(Q) peaks at 

between 4 and 5 Å-1 sit at a slightly higher Q-value than in the experimental data (Figure 5.2a 

*). 

The structure factor of water has characteristic peaks at ~2.1 Å-1 and 2.9 Å-1 [235] and they 

are seen in the 2 M data (Figure 5.2a, indicated with *). Whilst the first peak remains 

unchanged from 2 to 6 M, the second peak shifts to a lower Q, and slightly increases in 

intensity, as the concentration increases. The geometry of the multiatomic planar Gdm+ ions 

may influence how the principal diffraction peaks change with concentration, as it is 

different to that seen in the literature for aqueous solutions of LiCl salts, where the first peak 

strengthened in intensity whilst the second reduced [490]. The effect of the cation is seen in 

the F(Q) of the aqueous alkaline earth chloride salt solutions, where the first peaks in the 

larger strontium, barium and calcium cation solutions merge with the second peaks [491].  

 

 
40 The remote desktop connection to the PC on campus dropped out near the start of the 

lockdown in March 2020 and could not be reliably maintained. It was not possible to run the 

EPSR simulations on the high performance computers (HPC) at the University of Leeds, as 

EPSR required use of the interactive node, which was not available for long-term use. 
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There are more obvious differences in the simulated and experimental g(r) plots (Figure 

5.2b&c). The short bond (N-H, O-H) intensities are much greater in the experimental data 

g(r) than in the simulated g(r). However, it should also be noted that the peak heights of the 

0.9 Å peak in the experimental g(r) calculated in EPSR is higher than the same peak in the 

GudrunX-processed g(r). The 0.9 Å peak is equivalent in intensity to the peak at 2.9 Å in the 

GudrunX-processed 2 M g(r), whereas it is ~0.3 Å greater in the EPSR g(r). For the 6 M 

solution, the peak at 0.9 Å is a similar height to the peak at ~3.3 Å in the EPSR g(r), but 0.28 

lower in the GudrunX-processed g(r). The reason for this is unclear. Termination ripples are 

introduced during the Fourier transform process, which are particularly noticeable at low-r, 

but they would not cause such a difference in intensity. It does not appear to be related to 

the size of the box, i.e. the Qmax of the simulation, as the ratio of the 0.9 Å to 3.3 Å peak was 

similar when then simulation box volume was doubled in a test a simulation41. The reason 

for this intensity discrepancy should be explored further.  

 
41 Simulation of frame 30 of the cooling crystallisation run 1 (9 M aq. GuHCl solution, in situ 

analysis). The output of the larger simulation box is not included in this thesis. 

a   

b  c  

Figure 5.2 Experimental and simulated data: a) F(Q) and b&c) g(r) for 2, 4 and 6 M GuHCl 

Residual (blue) – difference between experimental (black dots) and simulated data (red) 

# 
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For r > 2.5 Å, the modelled and experimental peak positions and intensities agree well, 

except for missing the small feature at ~4.5 Å (App. Figure 56). The reason for this could be 

a fundamental error in the applied reference potentials (RP), a mistake in the experimental 

data post-processing (although random processing errors having the same effect on all three 

datasets seems unlikely) or an alignment issue with the 2 mm capillary setup.  

Changes made to RP values and Gdm+ flexibility during the parameterisation study did not 

result in improving the fits at Q = 4–5 Å-1 and r = 4.5 Å (Appendix G).The development of a 

machine learning method to refine the parameters could be useful if the XPDF/EPSR 

modelling approach were to be employed on a larger scale. 

5.3.2.2 Ion pairing  

The models have been interrogated in several ways to understand the molecular 

interactions between Gdm+ ions. Partial g(r) of various atomic pair interactions have been 

extracted and are presented alongside CoordN, ARDF of Gdm+ around Gdm+, and SPD plots 

showing the most probable interaction sites of one component around another.  

Gdm+-Gdm+ pairing 

C-C- interactions: Although the gC-C(r) oscillations around 1 are small (Figure 5.3), the 

intensity fluctuations indicate that some short- and medium-range ordering of Gdm+ ions is 

present in the solutions42, including like-charged cation pairs from ~3.25 Å, as it is not 

possible for a water molecule or Cl- to fit between two Gdm+ at this separation. The 4 and 6 

M gC-C(r) peak positions and intensities are quite similar up to ~9 Å, with small oscillations 

around 1 after 14 Å.  

The fluctuations around 1 are small compared with gC-Ot(r) (Figure 5.13a), where the first 

peak intensities are > 1.5. However, compared with ideal component separations in solution 

(Table 5.3), the interactions in gC-C(r) and other partial PDF indicate molecular interaction 

distances that are significantly closer than the ideal distribution43. The 6 M ideal C-C 

separation (6.5 Å) is greater than the first peak at ~4.5 Å, demonstrating that like-charge 

parallel-stacking of Gdm+ ions could be a real phenomenon and not just due to proximity of 

 
42 Much higher oscillations are achieved in in the g(r) that include Cl-, due to the greater X-

ray scattering power of Cl-, whereas organic molecules are known to be much less scattering. 

43 9.4 Å, 7.5 Å and 6.5 Å in 2, 4 and 6 M solutions 
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ions in solution because of concentration. These data make the presence of Gdm+-Gdm+ 

parallel-stacking in 2 M solution even more interesting. 

There are two distinct peaks in the 2 M solution (4.0 Å and ~4.8 Å). The 4 M gC-C(r) has a 

broader, asymmetrical peak, centred at ~4.6 Å with a shoulder at ~4.2 Å, and the 6 M 

solution has an asymmetrical peak centred at ~4.3 Å. The first C-C interactions in solid GuHCl 

are at ~4.65 Å, so C-C interactions in solution occur at shorter distances than in the GuHCl 

salt, with subsequent peaks at 6.5 Å (2 M) and ~7.4–7.7 Å (4 and 6 M).  

Gdm+ and Cl- are both weakly-hydrating ions [102,459], with up to six water molecules in the 

first hydration shell of Cl- at low salt concentration (< 2 molal [473,474], decreasing as the 

salt concentration increases [103]), and an average of 4.5 water molecules hydrogen-

bonding around the plane of Gdm+, with a possible further ~5 water molecules forming a 

diffuse dome structure across the face of the ion [97].  

Between the 2 M and 4 M solutions, the water:ion ratio drops from 11.6 (2 M) to 4.9 (4 M) 

(Table 5.2). There are insufficient water molecules to form hydration shells around Cl- and 

the plane of Gdm+ in the 4 M solution, so the ions may have to share solvent molecules. This 

observation is supported by a cryo-ion mobility−mass spectrometry study that investigated 

the size and shape of the solvation shell around Gdm+ as the number of water molecules in 

the cluster n, reduces [187]. The stability of Gdm+-Gdm+ ions pairs, and specifically the water 

bridging between parallel-stacked Gdm+ dimers, was also explored [187]. It was proposed 

that the discontinuity in the arrival-time distribution vs mass/charge analysis, i.e. a 

significant change in the hydration shell structure, occurred when n = 6–9 [187]. The 

orientation of the hydration shell changed from a dome-like hemispherical structure (n > 9) 

to a planar structure, with interstitial hydrogen bonding in the Gdm+ plane occurring only 

  

Figure 5.3 C-C partial pair distribution functions gC-C(r)  

The black, red and blue * in the inset indicate the positions of the first interaction peaks in 
the 2, 4 and 6 M solutions 

C-C 
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when the cluster is sufficiently dehydrated [187]. This finding is in agreement with infrared 

photodissociation (IRPD) spectra [92,181], which indicated that when the water:Gdm+ ratio 

is < 5, three water molecules form the inner hydration shell, binding to the interstitial sites 

and accepting hydrogen bonds from adjacent NH2 groups. Additional water molecules form 

a second solvation shell until n = 9, after which the water molecules in the first hydration 

shell rearrange to accept one hydrogen bond from an -NH2 group, i.e. there are six water 

molecules in the first solvation shell [181]. The difference between the 2, and 4 and 6 M gC-

C(r) for r = 6.5–9.0 Å is roughly consistent with the findings that there is a change in hydration 

shell structure between n = 6 and 9, supporting the idea of a critical solvation change 

between 2 and 4 M, with water:ion ratios of 11.6 and 4.9. 

Although reproducible signals in the cryo-ion mobility−mass spectrometry study for parallel-

stacked Gdm+-Gdm+ dimers occurred when n ≥ 15 [187], which is reasonably consistent with 

a MD study where the most stable parallel-stacked Gdm+ dimers occurred when n = 12 [91], 

a locally-stable (gas-phase) Gdm+ dimer was achieved with only three water molecules to 

overcome the electrostatic repulsion [91]. It therefore seems feasible that peaks at ~4 Å 

could be due to parallel-stacked Gdm+-Gdm+ contact ion pairs (CIP), and CIP closer than 4 Å 

are present in all three concentrations. Water-stabilised parallel-stacked Gdm+ dimers are 

proposed as a motif in the solution structure in the 9 M GuHCl solution crystallisation study 

(Chapter 4).  

A Gdm+-Gdm+ pair separated by 3.7 Å is described in the literature [179], in a model 

comprising two Gdm+ ions in 62 water molecules (water:Gdm+ = 31), and a previously 

published MD model of a 1.8 M solution showed a gC-C(r) first peak position of 3.9 Å, with a 

slight shoulder at 4.8 Å [188]. These data, combined with the data from this study, indicate 

that first C-C interaction peak positions (indicated by * in Figure 5.3) roughly increase with 

concentration (Table 5.5).  

Table 5.5 Gdm+-Gdm+ separation: 1st principal gC-C(r) peak  

Sample conc. /M Ratio water:ion 1st peak position /Å 

< 1.8 (Not specified - [179], no Cl- ) 31 3.7 

1.8 [188] 16.6 3.9 

2 11.6 4.0 

4 4.9 4.2 

6 2.6 4.3 

However, this trend is inconsistent with two further MD studies. The first shows identical  

gC-C(r) peak positions for 2, 4 and 6 M GuHCl solutions at 3.85 Å (intensities of ~1.3–1.9) and 

7.7 Å [182]. The second study indicated the first peak at ~5.5 Å for 2 and 6 M solutions (with 
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intensities of ~1.0 (2 M) and 1.2 (6 M)), with a second peak at ~7.5 Å [481]. Although it was 

concluded that there was little evidence of Gdm+-Gdm+ pairing, with the first peak being 

relatively high-r compared to other studies, some interactions are indicated from ~3.5 Å 

[481].  

Peaks at ~5 Å are possibly due to T-shaped CIP (see Figure 4.31a&b), as the atomic spacing 

is too short for water or Cl- to be between the Gdm+ ions. The T-stacking intensities (~4.8–

5.0 Å) that are clear in the 2 and 4 M solution gC-C(r) are less pronounced in the 6 M 

simulation distribution, but T-stacking could explain the asymmetrical nature of the 6 M gC-

C(r) peak. Although T-stacking CIP interactions are not specifically identified in the 

aforementioned MD analyses [182,481], a shoulder feature of the first peak at around 5 Å is 

clearly seen in Mandal’s study [182].  

The CoordN up to ~ 6.0 Å have been extracted from these EPSR simulations, with CoordN < 

4.3 Å being indicative of the number of parallel-stacked CIP, and 4.3–~5.9 Å indicating the 

number of T-stacked CIP (Table 5.6). There will be some overlap between the two ‘shells’, in 

particular as the trough between the two features is less clear with increasing concentration, 

but it could be used as proxy to estimate of the extent of Gdm+ ion parallel-stacking (first 

feature: ‘peak’) and T-stacking (second feature: ‘shoulder’). The T-:parallel-stacking CoordN 

ratios decrease with concentration, and whilst it seems rational that there are more parallel-

stacked CIP in the 6 M solution, the similarity of the 2 and 4 M ratios is surprising given the 

proposed change in hydration structure between the concentrations.  

Table 5.6 C-C CoordN – 1st shell shoulder and peak 

Sample conc. 
/M 

C-C 1st peak (parallel-
stacked) 

C-C 1st peak shoulder (T-
stacking) 

T-:parallel-
stacking 

CoordN ratio 

Range /Å Ave. CoordN Range /Å Ave. CoordN  

2 < 4.3 0.14 4.3–5.9 0.60 4.31 

4 < 4.3 0.29 4.3–5.9 1.22 4.21 

6 < 4.3 0.43 4.3–5.8 1.47 3.44 

Not all Gdm+ in the given ranges will be in the described CIP formations. To fully understand 

if there is a trend, more data points are required for other concentration solutions, and 

additional simulations could be run, potentially for a larger number of atoms and/or for a 

greater number of iterations, to acquire more robust data. 

The SPD (Figure 5.4) show the interactions of Gdm+ ions around a central Gdm+, set to the 

4% most likely interaction sites. The distributions of the interaction densities in the SPD 

confirm a high probability of parallel-stacked Gdm+ dimers in all concentrations. As the 
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concentration increases, parallel-stacking and ordered interaction between Gdm+ ions 

around the plane of the central Gdm+ ion—indicative of T-stacked CIP—increases. Figure 

5.4c in particular supports the suggestion that gC-C(r) intensities at ~4 Å relate to parallel-

stacked CIP, with interactions ~5 Å due to T-stacked interactions (ratio of lengths of 

vertical:horizontal arrows = 0.625).  

Interactions at ~7.5 Å in gC-C(r) could be related to solvent-shared ion pairs (SShIP), where a 

water molecule is positioned between the Gdm+ ion pair (Figure 4.31c&d) [179,188]. In the 

literature, the C-C separation in SShIP have been identified from ~6.3 Å (potential of mean 

force (PMF) study [472]) to ~7.7 Å (MD study [182]). These separation distances may differ 

for a few reasons. The PMF model studied Gdm+ as an arginine sidechain, not ions in 

solution, so the separation may have been influenced by non-bonding interactions and steric 

effects from the rest of the arginine molecule [472]. The medium to long-range effects of 

the electrostatic forces from other Gdm+ or Cl- ions on each other and on the solvent 

molecules included in the MD study [182] were not present in the PMF study, where the 

Gdm+ ion pair was positioned in a cluster of water molecules [472].  

Inspection of the model suggests that a C-C separation of ~6.5 Å, which creates a peak in the 

2 M simulation, may be due to a SShIP where the Gdm+ ions are in a T-shaped formation, 

 
a) 2 M b) 4 M c) 6 M 

Figure 5.4 Spatial probability densities of Gdm+ around Gdm+ for a) 2, b) 4 and c) 6 M GuHCl 
solutions: top 4% most likely interaction sites 

c) top: Ratio of lengths of vertical:horizontal lines = 0.625 to give an indication of the 
relative separation of parallel-stacked and T-stacked Gdm+ ions  
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like Structure 6, Figure 4.28. Anion-separated Gdm+ ions may have a similar C-C separation 

(C-Cl- separation starts from ~3.5 Å (Figure 5.10a), so two Gdm+ interacting side-by-side 

(Figure 5.6c) could be ~7 Å apart). These interactions seem less likely in the 2 M solution 

than in the 4 and 6 M solutions. 

The first and second gC-C(r) peak CoordN compared in Table 5.7 are indicative of the number 

of CIP (first peak) and SShIP (second peak) interactions in each concentration44. The 

SShIP:CIP interaction ratio indicates a tendency of Gdm+ to assemble in CIP clusters, even at 

low concentrations.  

Table 5.7 C-C CoordN – 1st and 2nd shells 

Sample conc. 
/M 

C-C 1st peak (CIP) C-C 2nd peak (SShIP) 
SShIP:CIP 

CoordN ratio 

Range /Å Ave. CoordN Range /Å Ave. CoordN  

2 < 5.9 0.74 5.9–7.2 0.72 0.98 

4 < 5.9 1.50 5.9–7.2 1.56 1.04 

6 < 5.8 1.90 5.8–7.2 2.64 1.39 

Angular radial distribution functions (ARDF) of Gdm+-Gdm+: ARDF analysis splits the gαβ(r) 

into vector angles around a central molecule to show the directional interactions. ARDF in 

Figure 5.5a,c&e are plotted as a function of the angle between the z-axes of the central Gdm+ 

and the surrounding Gdm+ ions for 0°≤θ≤180°. The z-axis of Gdm+ is perpendicular to the 

plane of the ion (see Figure 4.36 for axis definitions), so the probability of the plane of the 

surrounding Gdm+ interacting with the central Gdm+ is visualised. ARDF for Gdm+-Gdm+ z-y 

axis interactions (-NH2 group pointing towards the central Gdm+ at 0° or side-by-side at 90° 

Figure 5.6b&c) are shown in Figure 5.5b,d&f. 

z-z: The first interactions appear slightly closer in 4 and 6 M than in 2 M. The plots show 

parallel-stacked Gdm+ in all three concentrations (pink * in Figure 5.5a,c&e), although in the 

2 M solution, the stacking extends to 40–60° from parallel-stacked (offset parallel stacking 

Figure 5.6a) compared with regions of parallel-stacking closer to 0° and 180 ° in the 4 and 6 

M solutions. There is less first shell (< ~5.9 Å) interaction intensity at θ = 90° in 6 M, whereas 

significant interactions are present > 6 Å (white * in Figure 5.5e). (This plot agrees with 

(Figure 5.5f), where the interactions towards 0° and 180° start at 6 Å.) 

 
44 Again, it is acknowledged that there may be Gdm+-Gdm+ interactions at these separation 

distances that may not fall into either classification, but Gdm+ orientations cannot be 

distinguished from the CoordN analysis. 
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z-y: In first shell (< ~5.9 Å) the structures appear to change from zones of offset parallel-

stacking in the 2 M solution, with the y-axis at ~60° from the z-axis of the central Gdm+ 

(Figure 5.5b), to more side-by-side (θ = 90°) at 4 Å in 4 and 6 M (Figure 5.5d&f).  

a 

2 M – z-z 

 

b 

2 M – z-y 

 

c 

4 M – z-z 

 

d 

4 M – z-y 

 

e 

6 M – z-z 

  

f 

6 M – z-y 

  

Figure 5.5 Gdm+-Gdm+ angular radial distribution function between the z-axes of Gdm+ ions for 
a) 2, c) 4 and e) 6 M solutions, and the z-axis of the central Gdm+ ion and the y-axis of 
the surrounding Gdm+ for b) 2, d) 4 and f) 6 M solutions 

The second shell structure in 6 M (6–7 Å) appears to be more intense around the plane 

central Gdm+ (see white * in Figure 5.5e&f), as seen in the 6 M solution SPD (Figure 5.4c 

(bottom)). The same interactions are less clear in 4 M (* in Figure 5.5c&d, and Figure 5.4b), 

and are even less clear in the 2 M SPD (Figure 5.4a). 

 

* * 

 

* 

* 

* 

* 

* 

* * 
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a    b      c    

Figure 5.6 Gdm+-Gdm+ z-axis of the central Gdm+ ion and the y-axis of the surrounding Gdm+ a) 
offset parallel stacking, b) (non-orthogonal) T-stacked and c) side-by-side Gdm+ ions 

N-C interactions: As with gC-C(r), there appears to be a significant difference between the 

molecular structure of the 2 M solution and the higher concentration solution from 6 to 9 Å. 

The gN-C(r) peak at ~4.3 Å (* in Figure 5.7) is due to Gdm+-Gdm+ stacking. The asymmetrical 

nature of the 2 M peak could relate to the offset parallel-stacking proposed at this 

concentration, as the N atoms on one Gdm+ will not be equidistant to the C on the second 

Gdm+ in the dimer. 

 The peaks at ~6 Å and 7.5 Å are likely due to two solvent-shared Gdm+ ions on the same 

plane, i.e. like Figure 5.6b where θ is close to 90°. This suggestion matches the z-y ARDF 

(Figure 5.5b), where there are C-C interactions at r = ~4.5 Å and θ = ~60° and ~120 °.  

The peak at 7.5 Å in the 2 M solution seems to shift towards 7 Å and becomes more intense 

by 6 M (indicated with #), with a second peak emerging at 8.5 Å, which is consistent with the 

9 M solution stage 3 gN-C(r) (Figure 4.34). The increasing intensity correlates with the z-y 

ARDF (Figure 5.5b,d&f), which increases in intensity where r  > 6 Å (blue). It is proposed that 

the reducing separation occurs when the water molecule shared by two Gdm+ in the 2 M 

solution is replaced by a Cl- in the more concentrated solutions.  

N-N interactions: There are some differences between the 2, 4 and 6 M solution gN-N(r) 

features. The 2 M solution does not have the shoulder feature at ~3.5 Å that is emerging in 

 

Figure 5.7  N-C partial pair distribution functions gN-C(r) 

* indicates the position of the first interaction peaks. The arrow indicated with # shows a 
possible change in interaction from 2 M to 6 M, with a decreasing separation between C 
and N 
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the 4 and 6 M solutions and can be seen in the 9 M solutions (also included in Figure 5.8, 

peak indicated with *). In the in situ study, it is proposed that this peak is related to dimer 

formation, and the decreased water:ion ratio in the 9 M solution could simply make dimer 

formation significantly more frequent than in the lower concentration solutions. 

At 5.2 Å, there is a relatively sharp peak in the 2 M solution, which becomes flatter as the 

concentration increases. A similar feature is also present in the 9 M solution, although the 

intensity across the shell is greater in 9 M and the peak is shifted to 5.3 Å. As it has been 

proposed that the peak between 4 and 5 Å in the gN-C(r) could indicate offset parallel-stacked 

Gdm+ with a greater separation distance, it is logical to propose that the peak at ~5.2 Å in 

the 2 M solution gN-N(r) also relates to these interactions. 

A possible peak shift with concentration may occur from ~7 Å in 2 M to ~6.5 Å in the 9 M 

solution (highlighted # in Figure 5.8). This reducing N-N separation could occur because the 

number of water molecules binding to Gdm+ reduces with increasing concentration, so 

solvent-separated Gdm+ ions may become solvent-shared or even anion-shared ion pairs.  

Finally, the peak seen in the 2 M solution at ~10.5 Å (‡ in Figure 5.8) is not present in the 4, 

6 or 9 M solution. In the in situ study, many partial g(r) indicated that clustering of hydrated 

ions may occur up to r = ~10 Å. The change indicated with (‡) could relate to the decreasing 

size of the clusters with increasing concentration, e.g. if water- or Cl- -stabilised dimers, with 

a third Gdm+ T-stacked with the dimer, form in the higher concentration solutions (Section 

4.3.2.1).  

Cl--Cl- pairing 

gCl--Cl-(r) indicates that there are significant perturbations in the gCl--Cl-(r) up to around 11 Å 

(Figure 5.9). The oscillations may extend to a slightly higher r in the 2 M solution, suggesting 

 

Figure 5.8 N-N partial pair distribution functions gN-N(r) 

The stage 1 (black), 2 (red), 3 (gold) and crystallisation stage (green) of the 9 M GuHCl 
solution gN-N(r) (dotted lines) are also shown  
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that larger clusters including Cl- are present in the 2 M solution due to greater hydration of 

the ions at this concentration. If more solvent-separated ions are present, the water could 

provide charge shielding thus allowing larger clusters to form in the solution. However, the 

gCl--Cl-(r) data are quite noisy at this concentration, so it is difficult to draw a conclusion. 

The 4 M gCl--Cl-(r) appears flatter than 2 and 6 M between 4.5 Å and 7.5 Å. The rerun gCl--Cl-(r) 

was similar (App. Figure 60), although the reaccumulated gCl--Cl-(r) shows a significant peak 

at r = 5.6 Å (App. Figure 66c). Further accumulation of the data may show whether these 

differences are significant.  

In this EPSR study, the first Cl--Cl- interaction peak at 4.6 Å suggests water-separated pairing 

of Cl- ions. Although this is a shorter separation than suggested by Mason using NDIS/MD 

[97], where the water-separated Cl--Cl- ion pair peak was at 5.1 Å, it is in line with the 

proposed separation found by PMF in the literature (4.8 Å) [492]. The intensity of this peak 

is greater in the 2 M than 4 M or 6 M solutions, which could be a function of there being 

incomplete solvation of Cl- in these higher concentration solutions due to the lower 

water:ion ratio. With smaller hydration shells, the solvent shielding effect will be less in the 

higher concentration solutions thus creating greater repulsion between anions [115].  

In the 2 M solution, there is a shoulder feature45 of the first main interaction peak at ~3.6 Å 

(* in Figure 5.9), which is a shorter Cl--Cl- interaction than is seen in the literature [182,481]. 

Although the parameterisation study indicated that better F(Q) and g(r) fits were generated 

in the EPSR model with charge reduction applied to Cl- and Gdm+, the comparison was based 

on the goodness of fit of the overall structure and did not drill down into specific atom-atom 

interactions. As there was a possibility that the charge reduction lessened the anion-anion 

repulsion resulting in shorter separation, the 2 M simulation was rerun with full charges on 

 

45 Further accumulation of the data may result in this feature being smoothed out. 

 

Figure 5.9 Cl--Cl- partial pair distribution functions gCl--Cl-(r)  

Low-r interactions, in particular in the 2 M solution, are highlighted with *. 
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the ions. It was found that although the intensities were lower r < 4.7 Å, Cl--Cl- interactions 

still occurred from ~3 Å. 

We will see in the next section that C-Cl- pairing occurs in all concentrations. The peak at 6.5 

Å could relate to two Cl- ions binding to -NH2 groups in the plane of the same Gdm+ ion [481], 

although it is suggested elsewhere that this separation would be greater (7.4 Å, [97]). It is 

interesting that this interaction appears in the 2 and 6 M gCl--Cl-(r), but not 4 M gCl--Cl-(r). As 

Cl- and water compete for the same interaction sites around Gdm+, it is reasonable to infer 

that such interactions are common in the 6 M solution, where there are insufficient water 

molecules to hydrate the Cl- and Gdm+ ions meaning that Gdm+ may be more likely to directly 

interact with more than one Cl-.  

The gCl--Cl-(r) from this XPDF/EPSR study are dissimilar to Cl--Cl- interactions identified from 

an MD study [182], where the distribution for each concentration has clear peak positions 

at ~5 Å and ~7.5 Å, but no interaction at 6.5 Å at any concentration. As the EPSR simulations 

described here have been refined to experimental data, it is possible that the MD alone may 

not have captured some of the interactions taking place in the solutions, especially as the 

characteristic gO-O(r) peaks also appear to be absent in the pure water simulation run 

alongside the GuHCl solutions [182].  

The CoordN of Cl- around Cl- (Table 5.8) shows first shell coordination in the 6 M solution is 

almost double that of the 2 M solution. In the second shell, this increases four-fold in the 6 

M solution compared to the 2 M solution, despite only a three-fold increase in the number 

of Cl- ions in the 6 M solution, indicating that there may be more short-to-medium-range ion 

clustering in the 6 M solution. 

Table 5.8 CoordN of Cl--Cl-  

Sample conc. /M 
Cl--Cl- 1st shell Cl--Cl- 2nd shell 

Range /Å CoordN Range /Å CoordN 

2 < 5.8 0.67 5.8–7.3 0.86 

4 < 5.1 0.69 5.1–6.4 1.30 

6 < 5.2 1.16 5.2–7.3 3.96 

 

Cl--Gdm+ pairing 

The gCl--C(r) show that ion-pair separation distances are similar across the concentrations 

(Figure 5.10a). The peak positions appear to be at ~3.9 Å and ~4.3 Å, representing 

Cl- hydrogen-bonding to two -NH2 groups, or a single hydrogen bond with one H. However, 

as these positions are higher than those in the literature (3.7 Å and 4.1 Å [97]), the peaks 
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were deconvoluted using Fityk [493] (Appendix G, App. Figure 67) to identify the first three 

peak positions, as there appears to be an additional feature on the 2 M gCl--C(r) from ~4.8 Å 

(* on Figure 5.10a). Inspection of the molecular model indicates that Peak 3 could represent 

a solvent-separated interaction where Cl- is positioned perpendicular to the face of Gdm+. 

Three peaks were identified in each concentration, at 3.8 Å, 4.2 Å (closer to the expected 

values) and ~4.7 Å (Table 5.9).  

Table 5.9 Deconvolution of gCl--C(r) 

Sample conc. /M Parameter Peak 1 Peak 2 Peak 3 

2 
Position /Å  3.8 4.2 4.8 

Area  3.63 2.85 0.93 

4 
Position /Å  3.8 4.2 4.7 

Area  1.16 1.61 0.71 

6 
Position /Å  3.8 4.2 4.7 

Area  1.04 1.54 0.66 

The area of the peak decreases with increasing concentration, suggesting that this 

arrangement is more common in the lower concentration solutions, possibly as part of the 

dome-like structure of water that may form across the face of the Gdm+ ion, where sufficient 

water molecules are available. C-Cl- CoordN are shown in Table 5.10, where the midpoints 

of the deconvoluted peaks have been selected as the rmin and rmax of the coordination shells. 

This CoordN data suggests that 50% of Gdm+ in the 6 M solution are paired with Cl- ions 

around the plane, compared with 20% in the 2 M solution. 

 

 

a      b  

Figure 5.10 Partial pair distribution functions for a) Cl--C (gCl--C(r)) and b) Cl--N (gCl--N(r)) 

In a), * highlights a feature in the 2 M solution that is not present in the 4 and 6 M 
solution g(r), where a clearer trough between the peaks is observed 
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Table 5.10 CoordN of Cl- around C 

Sample 
conc. /M 

C-Cl- 1st shell C-Cl- 2nd shell C-Cl- 3rd shell Total of shells 

Range 
/Å 

CoordN  
Range 

/Å 
CoordN  

Range 
/Å 

CoordN  1–2 1–3 

2 < 4.0 0.06 4.0–4.5 0.13 4.5–5.8 0.49 0.18 0.67 

4 < 4.0 0.09 4.0–4.5 0.22 4.5–5.8 1.00 0.31 1.31 

6 < 4.0 0.12 4.0–4.5 0.34 4.5–5.8 1.51 0.46 1.97 

The XPDF analysis of the solid GuHCl reveals that the first two principal C-Cl- interactions in 

solid are at ~3.7 Å and ~4.7 Å, so in solution, the shortest Gdm+-Cl- ion pairings separations 

are as those found in the final crystalline structure.  

The spatial probability density (SPD) analysis of Cl- (green) and water (yellow) around a 

central Gdm+ ion (Figure 5.11), is displayed with probability set to the 5% most likely 

interaction sites for Cl- and the top 1% for water in row 1, 4% (Cl-) and 1% (water) in row 2 

and 4% (Cl-) and 2% (water) in row 3. 

The SPD show that Cl- and water compete for positions around the plane of Gdm+. It is not 

clear why the distribution of Cl- around Gdm+ in the 4 M solution is more scattered than for 

 
 

1 
 
 
 
 
 
 

2 
 
 
 
 
 
 

3 

.

 
                      2 M                   4 M          6 M 

 Figure 5.11 Spatial probability densities of Cl- (green) and water (yellow) around Gdm+ for 
a) 2, b) 4 and c) 6 M GuHCl solutions 

Row 1) Top 5% most likely interaction sites for Cl- and 1% for water, Row 2) Top 4% 
most likely interaction sites for Cl- and 1% for water, Row 3) Top 4% most likely 
interaction sites for Cl- and 2% for water. 
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the 2 or 6 M solutions. The bands of C-Cl- interactions increasingly broaden away from the 

Gdm+ plane as concentration increases (Figure 5.11, row 3). This broadening is also evident 

in Figure 5.12, where the location of Cl- across the face of Gdm+ can be observed. It is also 

interesting to note that the lower the concentration of the solution, the more likely it 

appears to be for the Cl- to be in the interstitial position (Figure 5.12, orange arrow), whereas 

at higher concentrations, the Cl- seems equally likely to be in the single hydrogen bond 

position (blue arrow). 

The gCl--N(r) peaks at 3.2 Å and 5.2 Å are consistent with the features in the solution G(r) that 

emerge from 2 M to 6 M solutions (Figure 5.1, indicated with *). It is reasonable to assume 

that the features seen in the G(r) are related to this interaction, as chloride ions are highly 

scattering and N atoms form a high proportion of the scattering (non-H) atoms in the 

solution46. 

5.3.2.3 Ion solvation  

C-water interactions: It is recognised in the literature that Gdm+ does not have an isotropic 

hydration shell, instead water molecules interact around the plane of Gdm+, with cavities 

forming around the hydrophobic faces due to the non-hydrogen-bonding central C 

[97,181,188]. In Figure 5.11, row 3, a shell of water is starting to form over the hydrophobic 

 

46 11% (2 M) to 29% (6 M) 

 

 
       2 M            4 M         6 M 

 Figure 5.12 Spatial probability densities of Cl- (green) around Gdm+ for a) 2, b) 4 and c) 6 M 
GuHCl solutions: top 7% most likely interaction sites for Cl-  

Orange arrow: shows the interstitial position, blue arrow: single hydrogen bond 
position 
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face of Gdm+ (orange arrow), although this region is where Gdm+ ions interact to form 

dimers [97,181,188].  

This analysis supports the literature, as gC-Ot(r) indicates that there is no direct hydrogen 

bonding between the C and Ot, as interactions begin ~2.9 Å (Figure 5.13a). The 

hydrophobicity either side of the Gdm+ plane, combined with the potential for hydrogen 

bonding with water around the plane, gives Gdm+ the potential to destabilise proteins, with 

the Cl- counterion increasing this effect [97]. Water hydrogen-bonding with the -NH2 groups 

will dominate C-Ot interactions from ~3.0 Å up to ~4.6 Å [97], with shorter interactions due 

to the position of weakly bound water molecules above and below the Gdm+ ion forming 

the shoulder at ~3.5 Å 47 (Figure 5.13a, indicated with *) and interactions at ~3.9 Å due to 

water hydrogen-bonding to H atoms on the amino (-NH2) groups. 

Table 5.11 C-Ot peak positions  

Sample 
conc. /M 

C-Ot peak positions 

1st peak shoulder 
position /Å 

1st main peak 
position /Å 

2nd peak position 
/Å 

3rd peak position 
/Å 

2 3.4 3.8 6.8 8.0 

4 3.5 3.9 6.9 8.5 

6 3.5 3.9 6.9 9.4 

Table 5.12 shows the CoordN for Ot around the central C in Gdm+ for the limit of direct C-Ot 

hydrogen-bonding (< 2.5 Å), for the first coordination shell from gC-Ot(r) (Figure 5.13a) and 

for the 4.6 Å interaction limit considered in the NDIS/MD study of the structure of a GuHCl 

solution with a water:GuHCl ratio of 18.4:1 (3 molal concentration) [97]. The 3 molal solution 

concentration modelled is between 2 and 4 M (although closer to 2 M) and found ~9.9 C-Ot 

interactions per Gdm+ ion [97]. The number of water molecules associated with the Gdm+ 

 

47 Based on peak fitting in Fityk 

a  b  

Figure 5.13 Partial pair distribution functions for a) C-Ot (gC-Ot(r)) and b)  C-Ht (gC-Ht(r)) 
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ion within 4.6 Å reduces with concentration (Table 5.12) and is lower across the 

concentrations than was found in the 3 molal MD simulation [97]. 

Table 5.12 CoordN of water around central C in Gdm+  

Sample 
conc. 
/M 

C-Ot hydrogen 
bonding limit 

C-Ot 1st shell 
C-Ot 1st shell (as 

described in [97]) 
C-Ht 1st shell 

Range 
/Å 

CoordN 
Range 

/Å 
CoordN 

Range 
/Å 

CoordN 
Range 

/Å 
CoordN 

2 < 2.5 0.00 < 4.9 11.46 < 4.6 9.38 < 5.5 33.25 

4 < 2.5 0.00 < 5.1 11.47 < 4.6 8.38 < 5.5 29.06 

6 < 2.5 0.00 < 5.3 10.23 < 4.6 7.55 < 5.7 28.64 

To distinguish between the hydrogen-bonding interactions around the plane of Gdm+ and 

the weakly-bound water molecules above and below the Gdm+ ion, the N-H···Ot interactions, 

which represent the water molecules hydrogen-bonding around the plane of the Gdm+, are 

considered in Table 5.13. The H-Ot CoordN is calculated to include all interactions < 2.5 Å. It 

is possible that a water molecule could potentially be double-counted if the Ot is hydrogen-

bonding with, or just within, 2.5 Å of a second H. In each solution, there will be a combination 

of interstitial N-H···Ot
 interactions and single-hydrogen-bonded N-H···Ot

 interactions, as 

described for Cl- in Figure 5.11, although it is more likely that there will be a greater 

proportion of single hydrogen-bonded interactions in 2 M and interstitial-positioned water 

in 6 M. Therefore the total number of hydrating waters in the plane of Gdm+ could range 

between three times and six times the CoordN, as indicated in Table 5.13. For 2 M, the data 

suggest there are on average 9.38 water in the shell rmax = 4.6 Å, with up to 4.83 of these 

being N-H···Ot interactions in the plane of the Gdm+ thus 4.55 in the diffuse cloud across the 

face of the ion. These values suggest fewer waters directly hydrogen-bonding to Gdm+ than 

in the 3 molal MD simulation [97] (~9.9 water molecules, of which 3 are weakly bound over 

the plane). 

Table 5.13 H-Ot CoordN  

Sample 
conc. /M 

H-Ot hydrogen bonding limit Water hydrogen-
bonding between 2  

-NH2 groups  
(CoordN x 3)  

Water hydrogen-
bonding to single H 

(CoordN x 6) Range /Å CoordN  

2 < 2.5 0.80 2.41 4.83 

4 < 2.5 0.71 2.12 4.24 

6 < 2.5 0.61 1.83 3.66 

N-water interactions: The first peak in the gN-Ot(r) is the hydrogen-bonding interaction of a 

water molecule with Ht on an amino group on the Gdm+ ion (Figure 5.14a). The second peak 

is due to Ot interacting with the N on the opposite side of the Gdm+ ion (Figure 5.14c).  
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CoordN of N-Ht (Table 5.15) is more than double the N-Ot
 CoordN (Table 5.14), as Ht from 

water molecules that are not in the first coordination shell may be included [473]. Defining 

the precise rmax of the shells is also difficult from the partial g(r) for the non-spherical Gdm+ 

ion. 

The N-Ot CoordN decreases with concentration when considering hydrogen-bonding limit of 

3.8 Å. Taking rmax of the first peak, the CoordN increases. The asymmetry of the first peak 

suggests that there is an additional and increasing interaction around 3.0 Å around the first 

shell. As this feature occurs more with increasing concentration, it could relate to water-

stabilised dimer formation.  

Table 5.14 CoordN of water (Ot) around N atoms 

Sample conc. 
/M 

N-Ot hydrogen bonding 
limit 

N-Ot 1st shell N-Ot 2nd shell 

Range /Å CoordN Range /Å CoordN Range /Å CoordN 

2 < 3.8 4.07 < 3.7 3.59 3.7–5.8 16.64 

4 < 3.8 3.68 < 3.9 4.01 3.9–5.8 13.34 

6 < 3.8 3.33 < 4.1 4.37 4.1–5.8 10.55 

 

 

 

a         b  

c          

Figure 5.14  Partial pair distribution functions for a) N-Ot (gN-Ot(r)) and b) N-Ht (gN-Ht(r)). c) shows 
a possible arrangement of Ot around Gdm+ to result in the peaks described in a) 

2.9 Å 
4.8 Å 

3.1 Å 
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Table 5.15 CoordN of water (Ht) around N atoms  

Sample conc. /M 
N-Ht 1st shell N-Ht 2nd shell 

Range /Å CoordN Range /Å CoordN 

2 < 4.4 13.84 4.4–6.6 49.22 

4 < 4.4 12.40 4.4–6.6 41.05 

6 < 4.3 10.10 4.3–6.6 35.06 

An analysis of hydrogen bond interaction angles (N-H···Ot) was carried out using the 

Triangles EPSR auxiliary routine (Appendix E). It should be noted that the N-H···Ot hydrogen 

bond separation applied in the analysis was 2.8 Å, rather than 2.5 Å, the hydrogen bond 

distance that has been applied elsewhere for water molecules. Although this analysis is only 

based on the first set of simulations, it could still provide an indication of trends between 

the concentrations.  

The probability of finding linear hydrogen bond angles appears slightly lower in the 6 M 

solution (Figure 5.15, solid lines for Gdm+-water). A slight increase in the probability of 

interactions ~115° can also be seen in the 6 M solution (Figure 5.15, highlighted with *). If 

real, these bond angle differences may relate to smaller Gdm+ dimer clusters being present 

in the 6 M solution due to fewer water molecules being available to stabilise the clusters, 

with fewer linear water-Gdm+ interactions as a result (Table 5.16). However, the differences 

in Figure 5.15 are small, and so further analysis would be required to understand if these 

differences are repeatable. 

Table 5.16 Distribution of interaction angles of N-H···Ot hydrogen-bonding  

Sample conc. /M 
% total (N-H···Ot) interactions  

80–150°  150–160° 160–170° 170–180° 

2 42.9 16.7 18.9 21.4 

4 42.8 16.7 18.8 21.6 

6 46.7 16.1 17.5 19.4 

   

Figure 5.15 Angle distributions of hydrogen-bonding for Gdm+-water (N-H···Ot) (solid lines) and 
Gdm+-Cl- (N-H···Cl-) (dotted lines) interactions. (Data from original simulations.)  
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The angle distributions of N-H···Cl- (Figure 5.15, interactions up to 2.8 Å) indicate a higher 

probability of finding ion-pair hydrogen bonds > 160°. These data may suggest that water 

molecules are more likely to stabilise dimer formation than Cl-.  The N-H···Cl- distributions in 

particular are noisy due to the relatively low number of ion-ion interactions in solution, so 

further accumulation of structures would have been beneficial.  

Cl--water interactions: Figure 5.16 shows the site-site interactions for water around chloride 

ions: a) Cl--Ot and b) Cl--Ht.  

The first Cl--Ht interaction peak is similar for each concentration (~2.2 Å), which is close to 

the value in the literature for isotopically enriched 2 molal NiCl2 aqueous solutions studied 

by neutron scattering (2.28 Å [473]). The solvent-induced effects by the larger hydration 

shell in the 2 molal NiCl2 solution could reduce the electrostatic attraction and result in Cl--

Ht atomic separation being greater. The second peak is at a slightly lower r for 6 M (3.50 Å) 

than for 2 & 4 M (3.55 Å)48, which could be related to the steric effects of slightly different 

water molecule orientations around the Cl- ion – a more linear hydrogen bond would reduce 

the second peak position. Alternatively, the second Cl--Ht peak may include Ht in water 

molecules that are not in the first coordination shell (penetration effects [473]) thus 

 
48 Again slightly lower than the value in the literature (3.7 Å in the previously mentioned 

neutron scattering study [473]) 

 
 

a 
 
 
 
 
 

 
 

b 
 
 
 
 

  

Figure 5.16 Partial pair distribution functions for water around Cl-: a) gCl--Ot(r) and b) gCl--Ht(r)  

The water molecule positioned alongside the Cl- ion illustrates how it might be orientated 
to result in the g(r) peaks in a) and b) 

Cl-  

Ot 

Ht 
Ht 
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distorting the peak position to a higher r-value for the 2 or 4 M solutions, where water:ion 

ratio is higher. The peak position of the third Cl--Ht coordination shell is 4.7 Å for 2 and 4 M, 

and 4.6 Å for 6 M. 

CoordN of water around Cl- for each concentration is listed in Table 5.17. CoordN for the first 

shell of Ht around Cl- reduces with concentration (Table 5.17), which reflects the decreasing 

water:GuHCl ratio with increasing concentration. CoordN in the literature is ~6 (for a low-

concentration solution) [105,473]. Powell [473] found that the Cl-Ht (first peak) interaction 

should be considered as the primary CoordN of hydrated Cl- ions, rather than the Cl-Ot 

CoordN, as penetration effects by water molecules outside the first solvation shell affect the 

Cl-Ot CoordN.  

Table 5.17 CoordN of water around Cl- 

Sample 
conc. /M 

Cl--Ht 1st shell Cl--Ht 2nd shell Cl--Ot up to: 

Range /Å  CoordN Range /Å  CoordN Range /Å  CoordN 

2 < 2.8 4.24 2.8–4.1 9.76 < 4.0 6.23 

4 < 2.8 3.68 2.8–4.1 8.42 < 4.1 5.96 

6 < 2.8 3.20 2.8–4.2 7.93 < 4.2 5.61 

The separation of the first and second Cl-Ht peaks in Figure 5.16 gives an indication of the 

linearity of the hydrogen bond Ot-Ht···Cl-. The distribution of this interaction angle across the 

concentrations (Figure 5.17a) is extracted from the model using the Triangles auxiliary 

routine (Appendix E.1.3). The proportion of linear hydrogen bonds is slightly lower in the  

2 M solution, where complete ion hydration shells may be possible if solvent molecules are 

shared by the ions (Table 5.18).  

 

Figure 5.17 Angular distributions of coordination of water around Cl- (Ot-Ht···Cl-)  
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Table 5.18 Distribution of interaction angles of water around Cl- 

Sample conc. /M 
% bonds 

170-180°  175-180°  

2 39.5 20.5 

4 40.5 21.0 

6 40.3 21.0 

5.3.2.4 Water structure 

There is extensive literature on the structure of pure water, and aqueous ionic solutions, in 

the literature, with refs. [103,105,107,232,235,323,375,494–497] being just a small sample. 

gOt-Ot(r), gOt-Ht(r) and gHt-Ht(r) for water in the aqueous GuHCl solutions are shown in Figure 

5.18a-c, with the relevant gαβ(r) for pure water from Soper (2013) [375] for comparison. 

Although gOt-Ot(r) has been shown to be a more sensitive measure of the distortion of 

medium and long-range water structure than gOt-Ht(r) and gHt-Ht(r) [105], the higher minima 

intensity in all water-water correlations from the GuHCl solutions when compared with pure 

water indicate disorder from the tetrahedral structure [235].  

The first gOt-Ot(r) peak, at 2.8 Å for all concentrations, broadens with increasing 

concentration. The second peak, a marker for tetrahedral bonding in water [105], disappears 

a  

b  

c  

Figure 5.18 Intermolecular pair distribution functions for water: a) gOt-Ot(r), b) gOt-Ht(r) and c) gHt-

Ht(r). Pure water data (dashed lines) from ref. [375] 
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with increasing concentration. The shoulder feature at 3.5 Å is also present in the in situ 

analysis of the 9 M GuHCl solution (Chapter 4), where it was proposed that it may be caused 

by the proximity of water molecules that are hydrating the same ion, or is the result of the 

electrostrictive effect of charged solutes on the water structure [98]. Electrostriction has 

been observed in aqueous solutions of NaOH [476], and NaCl and KCl (with water:ion ratios 

are similar to this study) [105], manifesting as a shift of the second Ot-Ot peak position to a 

lower r, becoming a shoulder or broadening of the first peak at high concentrations. 

Although Marcus [98] showed that Gdm+ does not cause electrostriction, this effect could 

be due to the Cl- counterion. 

However, whilst a feature at 3.5 Å grows with increasing concentration, the second Ot-Ot 

peak position does not appear to merge with the first, as seen in NaCl and KCl solutions of 

increasing concentration [105]. Whilst the second Ot-Ot peak is reasonably well-defined for 

2 M, and is consistent with pure water, the 4 M second peak is less defined at ~4.6 Å and 

the low-intensity 6 M second peak is at ~5.2 Å. This decreasing second shell structure with 

increasing concentration reflects decreasing water:Gdm+ ratio, where bulk water is reduced 

thus there are insufficient water molecules to maintain structure in the higher concentration 

solutions. It would be interesting to acquire more data for lower concentration GuHCl 

solutions to monitor the effect of Gdm+ and Cl- ions on the Ot-Ot correlations. 

The double peaks seen in the pure water Ot-Ht and Ht-Ht functions are characteristic of 

strongly directional hydrogen bonding [235]. The gOt-Ht(r) first and second peak position shifts 

are negligible compared with pure water (~0.03 Å shorter for the first peak and ~0.02 Å 

longer for the second). However, the first peak is broader and less intense, which could be 

linked to hydrogen bond breaking [105]. Figure 5.19 show SPD illustrating water-water 

interaction sites.  
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The decreasing water:Gdm+ ratio with increasing concentration means that the second 

coordination shell will be increasingly disrupted. The 2 M solution has a defined second shell 

that appears in antiphase with the first shell (Figure 5.19, blue arrow), which is similar to, 

but less well formed than pure water at 280 K (Figure 4.45b). In the 6 M solution, there is a 

merging of the first and second shells (orange arrow). 

 
2 M 4 M 6 M 

Figure 5.19 Spatial probability densities of water around water for a) 2, b) 4 and c) 6 M GuHCl 
solutions: top 1% (top row) and 2% (middle & bottom rows) most likely interaction sites  

Based on data from original simulations only. 

 
                        2 M   4 M             6 M 

Figure 5.20 Spatial probability densities of water around water for a) 2, b) 4 and c) 6 M GuHCl 
solutions 3–5 Å: top 15% most likely interaction sites  

Based on data from original simulations only. 
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The first shell shoulder in the gOt-Ot(r) (Figure 5.18a) emerges between 3 Å and 5 Å. The 15% 

most likely interactions sites for r = 3–5 Å are shown in Figure 5.20. The density of the shells, 

and the merging of the first and second shells, increases from 2 M to 6 M. 

Water internal bond angles: The bond angle and bond lengths of the water molecules are 

dynamic in the simulation and vary from the initial defined structure (104.5°, O-H length 

0.96 Å). The distribution of the bond angles has been analysed using the Triangles auxiliary 

routine EPSR Appendix E.1.3). The analysis routine calculates the angle between three atom 

types (Ht-Ot-Ht) when they are within a specified distance (0.8–1.2 Å, based on the rmin and 

rmax of the intramolecular g(r)). However, there is no way to define whether or not the atom 

types should be bonded or non-bonded. 

The distributions of the internal bond angles are quite similar when comparing the mean 

values, ranges and percentage of angles ±5° (99.5-109.5°) and ±25° (79.5-129.5°), to 

compare the distributions (Table 5.19). The mode values indicates that the water bond 

angles in the 2 M solution tend to be lower than in the higher concentrations.  

Table 5.19 Water internal bond angle analysis (EPSR) 

Sample conc. /M Mean Mode 
% 99.5-
109.5° 

% 79.5-
129.5° 

Min Max 

2 108.9 98.5 0.5% 4.0% 51.5 178.5 

4 109.3 103.5 0.5% 4.1% 54.5 177.5 

6 109.5 104.5 0.4% 3.8% 51.5 177.5 

The angle ranges of the three distributions are much greater than would be expected (Figure 

5.21).  

 

Figure 5.21 Angular distribution of water molecule internal bond angles 

The yellow line represents the Ht-Ot-Ht bond angle of the starting geometry. Based on data 
from original simulations only. 

As it was not possible to constrain the Triangles analysis to atoms within the same molecule, 

some of the data captured in the distribution—especially those with a very high or low 
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angle—may have been the result of more than one water molecule being close enough to 

be included in the analysis, i.e. the Ht from one molecule may be close enough to the Ot-Ht 

of another water molecule to be captured in the analysis. Alternatively, it could suggest that 

there is too much flexibility in the water molecule in the simulation, and that the geometries 

of the water molecules in the simulation are physically incorrect. 

A second analysis of the geometry of the water molecules was undertaken with dlputils, as 

it is possible to be more specific about the atoms to be included in the study. The water 

molecule bond length distributions (Table 5.20) are similar in each concentration, as are the 

bond angles distributions (Table 5.21). The mean value is 2–3° smaller, as are the 

distributions ranges, compared with the EPSR Triangles analysis (Figure 5.21).  

Table 5.20 Geometry of water molecules: bond lengths (dlputils) 

Sample 
conc. 
/M 

Bond length /Å 

Ht1···Ot Ot···Ht2  Distance between Ht  

Min Max Ave SD Min Max Ave SD Min Max Ave SD 

2 0.57 1.33 0.97 0.09 0.62 1.27 0.97 0.09 0.96 2.04 1.53 0.15 

4 0.65 1.33 0.97 0.09 0.65 1.29 0.97 0.09 0.91 2.04 1.52 0.15 

6 0.64 1.30 0.97 0.09 0.65 1.32 0.97 0.09 0.96 1.98 1.52 0.15 

 

Table 5.21 Geometry of water molecules: bond angles (dlputils) 

Sample conc. /M 
Angle /° 

Min Max Mean SD 

2 52.40 176.64 106.36 18.09 

4 54.53 176.06 106.13 18.95 

6 54.52 177.74 106.33 18.57 

Water-water hydrogen-bonding angles: an analysis of the angles of water-water hydrogen 

bonding (Ht···Ot-Ht) was undertaken using intertorsion in dlputils to compare the structure 

of the water molecules (Table 5.22, up to 2.5 Å (left) and up to 2.8 Å (right) apart).  

For both rmax analyses, the proportion of bonds in a perfect tetrahedral arrangement, 109.5° 

±5° is similar, with slightly more in 2 M than 6 M. This data suggests that none of the solution 

water distributions is tetrahedral. The peak at around 30° in the plot of hydrogen bond 

angles for rmax = 2.8 Å would appear to be capturing Ht of another water molecule hydrogen-

bonded to the second water molecule (as shown in Figure 5.22). 

Table 5.22 Bond angles between water molecules 

Sample conc. 
/M 

rmax = 2.5 Å  rmax = 2.8 Å 

Mean Mode % 104.5-114.5° Mean Mode % 104.5-114.5° 

2 111.4 106.6 15.7% 105.0 105.4 13.6% 

4 111.4 108.8 15.5% 104.9 106.1 13.4% 

6 112.0 108.9 15.5% 105.3 109.0 13.3% 
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Figure 5.22 Angular distribution of water-water hydrogen bond angles (top rmax = 2.5 Å, bottom 
rmax = 2.8 Å), with possible cause of the peak at 30°  

The combination of XPDF with computational modelling has the potential to be a helpful 

tool in understanding more about how ions, and in particular organic salts, in solution 

influence the solvent structure. However, further work is required to ensure that the 

geometries and flexibilities of the molecules in the model are physically real. The water 

internal bond angle analysis suggests that the water molecules could be too flexible, which 

could impact the modelled fit of g(r) in the low-r region (Figure 5.2). Although an imperfect 

fit may be expected at low-r (< 1 Å) as they are considered to be non-physical, analysis of 

the water internal angles suggests that the water molecules may be too flexible, which could 

affect the low-r g(r) fit. However, the g(r) for Ot-Ot, Ot-Ht and Ht-Ht (Figure 5.18) appear to 

be reasonable when compared with those in the literature for pure water and water in salt 

solutions. 

5.4 Conclusions 

X-ray total scattering data were collected for 2 M, 4 M and 6 M aqueous GuHCl solutions, 

and XPDF patterns were generated by Fourier transform of the reduced structure factors. 

The decreasing contribution to scattering of the water with increasing concentration was 

evident in the G(r), where the second O-O interaction peak was much less intense in the 6 

M solution (Figure 5.18). In addition to the intramolecular non-bonded interactions 

becoming clearer from 2 M to 6 M, peaks that could relate to Gdm+-Cl- ion pairing 

(specifically N-Cl- interactions) are identified. 

The EPSR modelling provided reasonable F(Q) and g(r) fits of the experimental data, 

although the fit in the low-r region was not good. Although features below 1 Å are typically 

considered to be non-physical, and therefore an imperfect fit may be expected, the analysis 
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of the water internal angles suggests that the water molecules may be too flexible, which 

could affect the low-r g(r) fit. However, the g(r) for Ot-Ot, Ot-Ht and Ht-Ht appear to be 

reasonable when compared with those in the literature for pure water and water in salt 

solutions. 

Despite the adjustments made in the EPSR parameterisation study, a feature between 4 and 

5 Å-1 (F(Q)) was slightly offset in all three concentrations, and another at ~4.5 Å was not 

picked up in the simulated g(r). For future projects, especially where the high-throughput 

sample holder is used to maximise sample measurement at the beamline, which results in 

high quantities of data being generated, a machine learning approach to force field 

parameterisation could be employed to optimise force field selection. 

EPSR analysis provides further evidence that cation-anion ion pairing is present in the three 

concentrations analysed, with C-Cl- CoordN for probable interactions in the plane of Gdm+ 

ranging from 0.13 in 2 M to 0.34 in 6 M. There is consistent atomic separation, indicating 

single or double NH···Cl- hydrogen bonds, as proposed by a previous NDIS analysis [97]. It is 

demonstrated that contact Gdm+-Gdm+ ion pair association is indicated in the three 

concentrations, with interaction distances much shorter (~4 Å) than the average distribution 

of the ions in solution (Table 5.3).  

Based on this data and data from the literature [179,188], it is proposed that the first gC-C(r) 

peak position could increase with concentration, i.e. the like-charged interactions are closer 

at lower concentrations, although more rigorous sampling of the concentration space is 

needed to provide evidence for this hypothesis. 

The main atomic pair correlations of Gdm+-Gdm+ ((gC-C(r), gC-N(r) and gN-N(r)) change with 

increasing concentration, unlike those found in some computational studies in the literature 

[182,481]. Some features in the 2 M concentration solution structure gαβ(r) appear to be 

significantly different to the higher concentration solutions, which could indicate that 

counterintuitively, there are interesting structural features due to ionic interactions in the 

low concentration GuHCl solution that are not present at higher concentrations. However, 

due to the relatively low number of ions in the simulation, the ion-ion interaction results 

from the 2 M simulation were noisier than those of the 4 and 6 M simulations, and could 

therefore have benefited from increased data accumulation. 

Alternatively, the differences between the 2 m and higher concentration simulations could 

relate to data processing errors (from background subtraction or Fourier transform 

processes), or the geometry of the 2 mm capillary in the high-throughput sample holder. 
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Remeasurement of the solutions would be proposed, using higher-energy beamlines for 

higher-resolution data, and using either 1.5 mm capillaries or the flow cell with the 6 mm 

Kapton tube for more robust alignment and to minimise the potential for gravitational 

solution separation in the vertical static sample holder. 

The analysis of the water structure revealed a breakdown in the characteristic tetrahedral 

structure, even at the lowest concentration. There is interest in the effect of ions on water 

structure, and it has been demonstrated here that the combined XPDF/EPSR technique 

could be used to examine solvent-solvent interactions, including the possible electrostrictive 

effect of ions on water structure for lower solution concentrations. 

There were, however, problems with the water internal angles analysis, which ranged from 

~50° to almost 180°. These extreme angles could have been as a result of the Triangle 

analysis including atoms from more than one molecule, as the proximity of atom types, 

rather than bonding of atoms, is specified in the auxiliary routine. Alternatively, the range 

of angles could be as a result of an incorrect characterisation of the water molecule. Further 

investigation is required to ensure that the molecule parameterisation has not resulted in 

overly flexible molecules with non-physical behaviour.  

To fully understand the interatomic interactions, peak fitting of gαβ(r) using software such as 

Fityk, could be applied. However, allocating the peak to specific interactions in the local 

structure can be difficult, due to the complexity of the possible molecular arrangements in 

the solution. 

Repeated EPSR simulations generated models with similar goodness of fit for the F(Q) and 

g(r), but with different gαβ(r) (Appendix G). Averages of the simulation outputs were used in 

this analysis. It was noted that although increasing the number of iterations that the model 

was run for reduces g(r) noise, the g(r) would tend towards same solution for that molecular 

model after relatively few iterations. However, further analysis of longer simulations at each 

stage, the use of larger simulation boxes to include more combinations of possible local 

structure arrangements, as well as repeated simulations to assess the average structures, 

should be explored. Dissolve [407], a software in development for the analysis of neutron 

and X-ray total scattering data, will incorporate a multiple-box approach, as it is 

acknowledged that it will be more representative of heterogeneous sample structures. It is 

proposed that more robust quantitative comparisons of the solution structures could be 

made with additional results. Access to computational resources were limited during the 

data analysis section of this work due to working from home as a result of Covid restrictions, 

but opportunities to improve the quality of the EPSR simulations have been identified.   
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This combined XPDF/EPSR technique has great potential to reveal the local intermolecular 

interactions of organic salts in solution, and this method development process has identified 

some areas that will need addressing in future studies to ensure robust data analysis. 
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Chapter 6 Concluding remarks and further work  

6.1 Concluding remarks  

The aim of this project was to develop experimental X-ray and computational calculation 

and modelling techniques to characterise the phase from which organic salts crystallise. This 

work has demonstrated the feasibility of core-level X-ray spectroscopic techniques, 

combined with computational analysis, to probe the electronic structure of organic salts in 

solution.  

X-ray Raman scattering (XRS), combined with near-ambient pressure X-ray photoelectron 

spectroscopy (NAP-XPS) data and time-dependent density functional theory (TDDFT) 

calculations, generates quantitative descriptions of the molecular orbitals of Imid and its 

protonated analogue, ImidH+, in aqueous solution by way of C and N K-edge fine-structure 

spectra. The pseudoequivalence of the ImidH+ N moieties’ single 1s→1π* electronic 

transition peak contrasts with the double 1s→1π* peaks observed in Imid. TDDFT 

calculations provide a qualitative indication of the core-level electronic transitions in the 

probed atoms up to the IP energy, revealing 1s→3π* resonances in the C K-edge spectrum 

of ImidH+ that are not present in the Imid spectrum.  

N and C 1s binding energy (EB) of Imid and ImidH+, acquired with NAP-XPS, were used to 

assign relative IP energies to the aqueous Imid and ImidH+ XRS spectra. These EB data had 

previously been identified using a synchrotron-based liquid-jet XPS [160]. In this work, the 

measurements were undertaken at 11 mbar, with the solute remaining in solution in the 

humid sample chamber, using water vapour to maintain the required pressure. NAP-XPS has 

the potential to be a solution characterisation technique that is more accessible than 

synchrotron-based XPS measurements, but equally as effective. 

The potential of the combined X-ray Pair Distribution Function (XPDF)/Empirical Potential 

Structure Refinement (EPSR) modelling approach to provide insight into the local molecular 

structure of a crystallising solution has been explored. The XPDF analysis method has 

previously been used to understand the locally-disordered structures of crystals with long-

range order, as well as the local structures of liquids and solutions. However, limitations on 

the time- and length-scales that could be accessed by available experimental techniques 

meant it has not been possible until now to probe intermolecular interactions at the 
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required resolution to determine the solution structural transformations during the cooling 

crystallisation of a pharmaceutical salt.  

Local ordering in the solutions is present to ~10 Å throughout, with long-range order only 

appearing in the Transition frame (~20°C). Principal component analysis of the temperature-

resolved XPDF patterns identified three temperature-related pre-crystallisation structural 

regions—one undersaturated solution stage, and two structurally-distinct supersaturated 

stages. Analysis of the X-ray total scattering data from the first cooling crystallisation run, 

processed using an empty Kapton background, showed that the transition from stage 1 

(undersaturated solution) to stage 2 (supersaturated solution) occurred at ~51°C. Stage 3, a 

further phase with a changed molecular structure, emerged at ~36°C. Processing of the X-

ray total scattering data from the second cooling crystallisation experiment is needed to 

confirm the transition temperatures between the stages49. 

EPSR analysis, where the molecular models are refined to fit the experimental structure 

factors collected during the in situ cooling crystallisation of GuHCl, has been used to drill 

down into the molecular interactions that could be present in the solution. The EPSR analysis 

serves as proof of concept for the examination of how the molecular interactions in a 

crystallising solution evolve, as it is cooled through the MSZ from an unsaturated solution 

and crystallisation, and demonstrates the potential power of this combined experimental 

and computational technique.  

The ion-ion and ion-water atomic pair distribution functions gαβ® derived from the molecular 

modelling suggest that the supersaturated solutions could be dominated by stacked dimer 

structures. Possible structures of molecular clusters in each stage of the cooling 

crystallisation have been proposed (Figure 4.28). The dimers in the stage 2 solution are 

stabilised with more water molecules (and/Cl- Cl-) than in stage 3. The water clustering 

analysis support the hypothesis that there is a partial desolvation event between stages 2 

and 3. 

 
49 Runs 1 and 2 were both processed with a water in Kapton background. Analysis of both 

runs identified three stages with different molecular structures in the MSZ, although at 

slightly different temperatures to that seen with the empty Kapton background: stage1 → 

stage 2 at 55.5°C, and stage 2 → stage 3 at 32°C.  
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This combined XPDF/EPSR method was also used to compare aqueous GuHCl solutions of 

different concentrations, providing the opportunity to explore the effect of solution 

concentration on solution structure, specifically the clustering of Gdm+ ions. Although like-

charged ion pairing has been predicted by several computational modelling techniques in 

the literature, the approach presented here is the first example of the molecular model 

being refined to the experimental data through the perturbation of the reference potential. 

Continuing the trend of modelling data from the literature, the like-charged Gdm+-Gdm+ 

interactions are identified to be closer at lower concentrations, although more rigorous 

sampling of the concentration space is needed to provide further evidence for this 

hypothesis. 

Cation-anion ion pairing is present in all concentrations analysed, and throughout the MSZ 

of the crystallising solution, with Cl-  C-Cl- CoordN for probable interactions in the plane of 

Gdm+ ranging from 0.13 in 2 M to 0.34 in 6 M. Inspection of the models suggest that in some 

cases, more than one Cl- will be associated with one Gdm+.  

The limitations of the EPSR simulations are acknowledged. The molecular structures are 

highly dependent on the Lennard-Jones parameters and partial charges applied. The 

parameterisation studies (Appendix F) were designed to optimise parameter selection. EPSR 

is designed to model systems in equilibrium, but due to the nature of the in situ cooling 

crystallisation experiment, the temperature of the solution reduced during data collection 

by 0.5–0.7°C. However, with the new generation of higher-brilliance synchrotrons, faster 

data acquisition with higher counting statistics may in part overcome this issue. 

There were limitations to laboratory access, which could have improved the understanding 

of the GuHCl MSZ and measurement of the solution density, and access to computational 

resources, which limited the simulation box sizes and number of iterations that were 

possible during the data accumulation stage of the simulations, as a result of the campus 

being closed during the Covid lockdown. 

Core-level near-edge spectroscopy of the N and C K-edges clearly differentiates between the 

neutral and protonated species of a biological molecule in solution. A method for using XPDF 

pattern analysis to reveal distinct structural pre-nucleation phases in the crystallising 

solution through the MSZ is shown. Statistical analysis of the structural models refined to in 

situ X-ray total scattering data has been performed for the first time and provides an 

indication of the possible structural motifs that may give rise to the identified phases. These 

in situ and concentration study analyses indicate that both cation-anion and like-charged 
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Gdm+-Gdm+ ion pairs are present in solution. The techniques developed here could be 

extended in further studies. 

6.2 Further work 

The work described in this thesis demonstrates the potential for X-ray techniques to provide 

insights into the electronic and molecular structures of the phase from which organic salts 

can be crystallised. Further technique development, and carrying out further experiments, 

could improve our understanding of the systems studied in this thesis. 

X-ray Raman scattering of a crystallising organic salt 

This initial exploration of the molecular orbital structure of a salt in solution using XRS could 

be continued to study the electronic structural changes of an organic salt during cooling 

crystallisation, allowing changes in local bonding and short-range structure to be evaluated, 

as has been applied to the crystallisation of a neutral molecule (Imid [67]). The higher-

energy, fourth generation X-ray sources now available, e.g. at ESRF, will reduce the data 

acquisition time required for each scan. Beam damage that could be caused by the greater 

brilliance of the beam is mitigated by the recirculation of the crystallising solution.  

The TDDFT analysis presented in Chapter 3 indicates that the extent of equivalence of the 

ImidH+ N K-edge pre-edge 1s→1π* peaks could be indicative of the degree of cation-anion 

pairing in solution. Initial exploratory work to crystallise ImidHCl from aqueous solution in 

the laboratory was not successful, so an alternative organic salt, e.g. GuHCl, which has 

degenerate N moieties in the protonated Gdm+, could be investigated to complement the 

XPDF/EPSR studies in this thesis. Linear combination analysis of the near-edge fine structure 

of the solid-phase and solution-phase GuHCl may be a feasible approach for estimating the 

yield of crystallised salt, which is required for the accurate molecular modelling of the 

crystallising solution.  

Synthesis of ImidHCl 

Related, but less significant to the main theme of the study, is the investigation into the 

solid-phase structure of ImidHCl, which could benefit from further study. A technique was 

developed for the synthesis of ImidHCl, the structure of which is not currently deposited in 

the CCDC. SCXRD revealed that the rapid evaporation technique resulted in only seven of 

the eight Imid in the unit cell of ImidHCl being protonated. However, all eight Imid in the 

unit cell of ImidHCl were protonated when water was evaporated under vacuum from the 

ImidHCl solution, although two of Imid rings showed disorder. In discussion with Dr. Chris 
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Pask50 and Dr. Anu Pallipurath, the possibilities of ImidHCl having an incommensurate 

structure (indicated by the high symmetry unit cell [498]) or twinning were identified. The 

characterisation of imidazolium bromide by SCXRD (amongst other techniques) indicated 

highly-disordered ImidH+ ions in the structure and a first-order phase transition at ~200 K 

[499]. Further investigation of the structure of ImidHCl would provide greater understanding 

of the system. 

Combined X-ray total scattering and molecular modelling technique 

There are opportunities to build on the combined experimental and modelling approach 

detailed in Chapters 4 and 5.  

XPDF pattern analysis of run 2 of the cooling crystallisation, and the dissolution of GuHCl: 

The background subtraction method described in Section 4.3.2.1.2 for the analysis of the 

cooling crystallisation run 1 should also be applied to data collected in the second cooling 

crystallisation experiment, as well as to the data collected whilst the solution was reheated 

to dissolve the GuHCl that had been crystallised during the first experiment. PCA and K-

means cluster analysis should be carried out on the data to check that the same pre-

crystallisation stages are found in both sets of crystallisation data. 

Improvements to the experimental and modelling techniques applied in this study: Sample 

mounting in the X-ray beam could be modified for the in situ and capillary data collection. 

The Kapton tube was mounted horizontally in the beam (Figure 2.18c), and on occasion, 

bubbles formed at the top of the tube, which could affect the data collection. It is proposed 

that mounting the Kapton tube vertically could reduce the possibility of bubbles forming in 

the tube, improving the quality of the data collection.  

Better understanding of the MSZ of the crystallising GuHCl system in the flow cell apparatus 

used in the XPDF data collection would be beneficial51. In addition, the development of an 

FTIR flow cell could be used to analyse the hydration of Gdm+ through the MSZ. 

In the case of the concentration study, repeating the data collection with solutions mounted 

in the horizontal, spinning capillary holder in 1.5 mm capillaries would provide some quality 

assurance of the data collection. Although the comparison of X-ray total scattering from the 

 

50 Department of Chemistry, University of Leeds 

51 MSZ characterisation work had been planned as a Master’s project to complement the 

work presented here, but could not be completed due to the lack of access to the laboratory 

as a result of Covid restrictions.  
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high-throughput and spinning capillary holders for water data (Section 2.5.4.1.4) indicates 

that the main features in the F(Q) and g(r) are consistent, this process should be repeated 

for the GuHCl solutions. This suggestion is put forward for two reasons. Firstly, the beam 

alignment was not carried out for all positions in the high-throughput capillary sample 

holder, meaning that misalignment, which could introduce errors into the data processing 

of the scattering data, was possible. Secondly, density gradients in the solution would be 

exacerbated in the static, vertically-orientated 2 mm capillary should the solute settle in the 

capillary. The acquisition of further data points at a range of concentrations up to 6 M (room 

temperature solubility limit) is required to investigate the atomic separation of Gdm+-Gdm+ 

ion pairs in solution. It would also be interesting to extend analysis to other GuHCl-solvent 

combinations. 

The accuracy of the XPDF/EPSR technique could be improved if purification of GuHCl is 

undertaken, as the data post-processing and modelling require the atomic composition of 

the solution. An alternative method to determine the solution density for future system 

analysis could improve the modelling accuracy. A high-temperature, high-pressure vibrating-

tube densimeter technique was developed to measure the densities of dilute aqueous 

solutions of organic substances [500]. This technique has been applied to aqueous GuHCl in 

the literature [168], although the solutions tested were up to a concentration of 6 mol.kg-1, 

which is lower than the concentration of solution used here (~7.3 mol.kg-1). A densimeter 

could be available for use at ISIS Neutron and Muon Source at the Rutherford Appleton 

Laboratory of the Science and Technology Facilities Council, on the Harwell Science and 

Innovation Campus, where DLS is located, and this option should be explored for future 

work. Crystal16 analysis and laboratory flow cell experiments undertaken in this study have 

highlighted the sensitivity of crystallisation to solution flow dynamics and the surfaces 

contacted by the crystallising solution (Section 2.2.3.3), especially for high concentration 

solutions. Therefore, the suitability of this technique would need to be tested for the high-

concentration solution used in the in situ crystallisation experiment.  

As an alternative, the experimental flow cell could be modified to include a graduated glass 

capillary positioned vertically out of the vessel. The changing height (thus volume) of 

solution introduced into the capillary could be used to calculate the solution density change, 

whilst maintaining the crystalliser dimensions and fluid dynamic characteristics during the 

cooling crystallisation. 
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The analysis of an aqueous GuHCl solution using NDIS and EPSR modelling, could also inform 

the selection of Lennard-Jones parameters and partial charges to be applied to the analysis 

of the XPDF analysis.   

Further analysis of the EPSR simulations could yield further information about the modelled 

solutions. It has previously been demonstrated that the combined X-ray total 

scattering/EPSR modelling technique used in this thesis provides insight into non-ideal 

binary solutions [242], so the X-ray techniques used in this thesis may be extended to explore 

the thermodynamic behaviour and properties of non-ideal ionic solutions. 

Exploiting advances in the XPDF technique: Even more insightful characterisation of the 

structure of an organic salt in solution should become achievable in the future with fourth 

generation synchrotron sources and X-ray free electron laser (XFEL) sources. Increased X-ray 

energy and beam brilliance will improve spatial and temporal resolution.  

One limitation of the PDF method is that it only generates an average representation of the 

sample being studied [452]. Spatial mapping of the structures forming in solution could be 

achieved by PDF with computational tomography (PDF-CT), as an X-ray PDF can be extracted 

from each voxel [452]. However, this method may be more appropriate for tracking the 

changing XPDF for the growth of crystals on a surface, rather than during crystal nucleation 

in a flowing solution.  

Advances in molecular modelling: The EPSR single-box modelling method has been 

successfully applied to the analysis of liquids and solutions [223,228,235,269,501,502]. 

However, EPSR was not developed to handle heterogenous systems [407], as would be 

present in the transition and crystallisation stages of a crystallisation experiment. The 

length-scales of the assemblies in a crystallising solution cannot be represented in the EPSR 

models presented here, where the simulation box size was limited by both EPSR 

functionality and access to sufficient computational power52. Furthermore, EPSR does not 

handle the Ewald calculations required for the simulation of crystallites in solution. 

The Dissolve software [407], which builds on the EPSR approach, is currently in the beta 

phase of testing and may provide a multiple-box approach to the modelling of crystallising 

systems. This approach could allow sample heterogeneity to be investigated and may 

overcome the challenge of representative modelling with a relatively small number of 

 
52 Computational power limitations were exacerbated by no or reduced access to resources 

on campus during the Covid lockdown during the data analysis phase of the PhD work plan. 
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components through the linear combination of models that are characteristic of the 

different phases in solution [407]. Analysis tools would also be integrated into the same 

software, rather than applying separate tools, e.g. applying dlputils analysis to EPSR models. 

For future projects, a machine learning approach to force field parameterisation could be 

employed to optimise force field selection and expedite the analysis of X-ray total scattering 

data. Machine learning would be beneficial when the high-throughput sample holder is used 

to generate large quantities of data, and could increase the number of frames of data that 

can be analysed from a temperature-resolved in situ crystallisation study, especially as 

newer synchrotron technology allows the faster acquisition of time-resolved data. This 

technique will bring us closer to quantifying the evolution of the intermolecular interactions 

in a crystallising solution and reveal system-specific nucleation mechanisms.   
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Appendix A Sample characterisation 

A.1 X-ray powder diffraction  

Samples of the as received and recrystallised GuHCl were analysed by XRD to identify any 

differences in the polymorphic form. The XRD patterns for two GuHCl depositions in CCDC53 

are also shown in App. Figure 1. The crystallographic structures of GANIDC01 and GANIDC02 

were collected at 100 K, compared with ambient temperature for the as received and 

recrystallised samples. All patterns have been aligned using the first main peak (20.3°).   

 

App. Figure 1 XRD analysis of GuHCl: a) as received, b&c) GuHCl from cooling crystallisation 
processes and d&e) from CCDC 

There is a strong similarity in the peak distribution for all five structures, although the peak 

positions of a and b are shifted to higher 2θ values in nearly all cases. This difference could 

be due to the structures on which patterns a and b are based being measured at 100 K, so 

some shifts in the unit cell parameters would be expected at a lower temperature. The cell 

volume of sample (a) is 892.91 Å3 compared to 898.28 Å3 for sample (c). If the atomic spacing 

and thermal displacement of the atoms in the structure reduce with temperature, then it 

would be expected that the peaks would shift to higher 2θ values. The line indicated with 

(*) show that the peak in a and b are just below those in c-e, and the line (#) indicates where 

the peaks in a-e are aligned. Subtle differences in the pattern could be due to difference in 

morphology because of the synthesis or crystallisation methods, and collection 

temperature. The XRD patterns suggest that the as received and recrystallised samples are 

of the same GuHCl polymorph. 

 

53 Data acquired from powder pattern function in Mercury 
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A.2 SEM and EDX analysis 

As expected, the crystals formed by cooling crystallisation (App. Figure 2a) are much smaller 

than those formed by slow cooling crystallisation from solution at room temperature over a 

longer period of time (App. Figure 2b). The size of the as received GuHCl crystals (App. Figure 

2c) appear similar to those formed by cooling crystallisation, although the as received 

crystals appear to have fewer smaller-diameter particles than in the recrystallised material, 

which also have a slightly rougher appearance. 

 
a) Controlled cooling crystallisation  
BSE. Accelerating voltage = 15 keV, working distance = 8.60mm,  Magnification = left: x100,  
right: x200 

 

 
b) Slow cooling crystallisation 
SE. Accelerating voltage = 5 keV, working distance = left: 9.50 mm, right: 6.70 mm,   
Magnification = left: x25, right: x25 

 
c) As received  
Left: SE. Accelerating voltage = 15 keV, working distance = 5.90mm,  Magnification = x100. 
Right: BSE. Accelerating voltage = 5 keV, working distance = 6.00mm,  Magnification = x500. 

App. Figure 2 SEM images of GuHCl, recrystallised and as received 

(a) temperature-controlled cooling crystallisation, as carried out at XPDF beamline, (b) 
crystallisation from concentrated solution with longer induction time and (c) as received  
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Due to the hazy appearance of GuHCl in solution under some conditions (App. Figure 3), 

elemental analysis by EDX was undertaken to look for the presence of silicon, as it was 

suspected it may have been incorporated into the material to aid flowability e.g. in the form 

of silicon dioxide [503].  

9 M solution at ~60°C 

 

9 M solution at ~30°C 

 

App. Figure 3 Aqueous GuHCl solution at 60°C, and with a hazy appearance at 30°C  

The images in App. Figure 4 show that whilst there is some evidence of Si in the material, it 

is a low proportion (0.68 atomic % - App. Table 1).  

App. Table 1 Elemental analysis of GuHCl by EDX 

Element Weight % Atomic % 

N 54.69 61.21 

Cl 17.23 7.62 

O 14.03 13.75 

Si 1.22 0.68 

C 12.82 16.73 

Total 100 100 

 

EDX 

 

Cl 

 

N 

 
C 

 

Si 

 

O 

 

App. Figure 4 EDX analysis of GuHCl, as received  
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A.3 SCXRD including PDFgui refinement 

SCXRD analysis was performed on ImidHCl and GuHCl. XPDF patterns were collected for each 

material, with the intention of refining the crystallographic structures derived by SCXRD to 

the XPDF patterns.  

A.3.1 ImidHCl 

In total, three SCXRD data collections of ImidHCl were undertaken54. The first analysis was 

carried out using ImidHCl that was synthesised by rapid evaporation (Section 2.2.1). The 

SCXRD analysis (ImidHCl SCXRD 1) identified that one of the Imid rings appeared to remain 

unprotonated. SCXRD was carried out on a crystal produced using a second method for 

ImidHCl synthesis (evaporation under vacuum, Section 2.2.1). This analysis (ImidHCl SCXRD 

2) indicated that all Imid had been protonated, but that two of the Imid rings were 

disordered. As the data were only collected for structure solution (1/4 sphere), the 

measurements were repeated over a full sphere (ImidHCl SCXRD 3). 

ImidHCl SCXRD 1: ImidHCl was solved in the P21/n, monoclinic space group, with eight 

formula units in the asymmetric unit (Z’=8) (App. Figure 5a). The data were obtained to 99% 

completeness and the structure model has a goodness-of-fit of 1.032%, with an R-factor of 

4.9%. Hydrogen atom positions were refined from the Fourier Map (electron density 

difference map). Seven of the eight Imid molecules were protonated, although eight chloride 

ions were located in the structure. 

a                b  

App. Figure 5 Structure of ImidHCl from SCXRD  

Synthesised by a) rapid evaporation (unprotonated ImidH+ at bottom right) and b) 
evaporation under vacuum 

 

54 Data collection by Dr. Chris Pask (Department of Chemistry, University of Leeds) and 
structure solutions were modelled by Dr. Pask and Dr. Anuradha Pallipurath (University 
of Leeds) 
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A high Z’ is unusual and there is a possibility of finding a higher symmetry super-structure in 

this case [498]. An ADDSYM check using Platon software did not reveal a possible higher 

symmetry.  

ImidHCl SCXRD 2: This ImidHCl sample also crystallised in the P21/n, monoclinic space group, 

with eight formula units in the asymmetric unit (Z’=8) (App. Figure 5b). All ImidH+ were 

protonated. Non-hydrogen atoms were located in the Fourier Map and refined 

anisotropically, whilst the hydrogen atoms were placed in calculated positions and refined 

isotropically using a ‘riding model’. Overall indexing is very high (95% of peaks are correctly 

indexed). 

Four ImidH+ ions form a slipped π-stack, while the other four units form T-shaped 

interactions with the stacked ions. Hydrogen bond lengths (Cl-···H-N) of 2.2-2.3 Å are 

observed. However, the motion of two the ImidH+ cations overcomes the hydrogen bonding, 

as two ImidH+ ions exhibit positional disorder. Each ImidH+ ring was refined in two parts, 

each with 50% occupancy. Bond lengths in the rings were restrained to be the same using a 

SADI restraint. 

X-ray total scattering data for solid ImidHCl was collected at beamline I15-1. The aim was to 

use the XPDF data to refine the crystal structure from the SCXRD analysis using PDFgui 

(Section 2.9.2.1) to acquire the molecular structure of the recrystallised ImidHCl (App. Figure 

6). The structure did not refine to the XPDF data, possibly due to the disorder displayed by 

two ImidH+ ions. 

 

App. Figure 6 PDFgui refinement of ImidHCl  

This poor refinement was discussed with the crystallographer who had collected the SCXRD 

data and a third data collection was carried out. 
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ImidHCl SCXRD 3: SCXRD data collection, as described in Section 2.5.2, was carried out to 

acquire a full sphere of data. Two datasets were collected using Cu K radiation ( = 1.54184 

Å)  and Mo Kα radiation (0.7107 Å). 

The diffraction layers were reconstructed, and the reciprocal lattices were reviewed. In both 

cases > 95% spots have been indexed to the unit cell. It was not clear what was going on 

with the structure. It was agreed that there may be some incommensurate scattering, but if 

it was present, it was very weak. Consequently, it is not trivial to treat. It was suggested that 

the high Z’ (Z’ = 8) may be a result of a possible incommensurate nature of the sample, crystal 

twinning, or the observed disordered behaviour. 

Further study of the compound could be undertaken. The study of the crystal structure of 

imidazolium bromide [499] found that, like ImidHCl, it is unstable in air, as it is dissolved 

[499]. Imidazolium bromide was found to be highly disordered and exhibited first order 

phase transition at around 200 K. At 210 K (Phase 1), imidazolium bromide had a trigonal 

structure (R3 space group), and twinning was observed. In Phase 2 (120 K), the crystal 

structure was identified as monoclinic space group P21/m. Interestingly, and unlike ImidHCl, 

the ImidH+ ions in imidazolium bromide appear to be stabilised at this temperature. 

A.3.2 GuHCl 

The recrystallised GuHCl sample was produced, as described in Section 2.2.2. 

SCXRD analysis: GuHCl crystallises as a colourless compound in an orthorhombic cell. It was 

solved in the Pbca space group, as seen in the structures in CCDC, with one formula unit in 

the asymmetric unit. Non-hydrogen atoms were located in the Fourier Map and refined 

anisotropically, whilst hydrogen atoms were located in the Fourier Map and refined 

isotropically using a riding model.  

Crystallographic Information File: The crystallographic information file (.cif) that was 

generated from the SCXRD analysis is presented is in App. Table 2. 

A.3.2.1 Solid GuHCl structure refinement with PDFgui 

X-ray total scattering data for solid GuHCl collected at beamline I15-1 (Section 2.5.4.1) was 

used to refine the .cif structure and acquire the molecular structure of the recrystallised 

GuHCl using PDFgui. The refinement is detailed in Section 2.9.2.1. 

Crystal structure: The refinement of the GuHCl crystal structure (from SCXRD) to XPDF data 

was undertaken using PDFgui. Cell coordinates of the measured GuHCl compared with those 

of GuHCl structures deposited in the Cambridge Structural Database are in App. Table 3. 
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App. Table 2 crystallographic information file for GuHCl crystallised from in situ cooling 
crystallisation 

data_guhcl_1 N1 N 0.71024(16) 0.53316(13) 0.36904(8) 0.0270 Uani 
_symmetry_cell_setting           orthorhombic H1A H 0.743(2) 0.5007(17) 0.3112(12) 0.0280 Uiso 
_symmetry_space_group_name_H-M   'P b c a' H1B H 0.757(3) 0.4998(16) 0.4253(13) 0.0320 Uiso 
_symmetry_Int_Tables_number      61 C1 C 0.60918(15) 0.65312(13) 0.37410(8) 0.0205 Uani 
_space_group_name_Hall           '-P 2ac 2ab' N2 N 0.57014(14) 0.71169(12) 0.46434(8) 0.0256 Uani 
loop_ H2A H 0.618(2) 0.6754(17) 0.5172(12) 0.0330 Uiso 
_symmetry_equiv_pos_site_id H2B H 0.507(2) 0.7881(19) 0.4664(12) 0.0360 Uiso 
_symmetry_equiv_pos_as_xyz N3 N 0.55074(14) 0.71518(12) 0.28866(8) 0.0249 Uani 
1 x,y,z H3A H 0.5726(19) 0.6741(16) 0.2329(12) 0.0290 Uiso 
2 1/2-x,-y,1/2+z H3B H 0.478(2) 0.7844(18) 0.2950(12) 0.0340 Uiso 
3 -x,1/2+y,1/2-z Cl1 Cl 0.68601(4) 0.48283(3) 0.11729(2) 0.0233 Uani 
4 1/2+x,1/2-y,-z loop_ 
5 -x,-y,-z _atom_site_aniso_label 
6 1/2+x,y,1/2-z _atom_site_aniso_U_11 
7 x,1/2-y,1/2+z _atom_site_aniso_U_22 
8 1/2-x,1/2+y,z _atom_site_aniso_U_33 
_cell_length_a               7.63070(10) _atom_site_aniso_U_23 
_cell_length_b               9.02640(10) _atom_site_aniso_U_13 
_cell_length_c              13.0417(2) _atom_site_aniso_U_12 
_cell_angle_alpha          90 N1 0.0314(6) 0.0314(6) 0.0182(5) -0.0026(4) -0.0020(4) 0.0102(4) 
_cell_angle_beta            90 C1 0.0190(6) 0.0231(6) 0.0195(5) -0.0008(4) -0.0003(4) -0.0029(4) 
_cell_angle_gamma       90 N2 0.0293(6) 0.0291(6) 0.0185(5) -0.0030(4) -0.0024(4) 0.0070(5) 
_cell_volume                     898.283 N3 0.0305(6) 0.0262(5) 0.0181(5) -0.0002(4) 0.0015(4) 0.0069(5) 
loop_ Cl1 0.0284(2) 0.02423(18) 0.01731(18) -0.00219(9) 0.00315(9) -

0.00278(10) 
_atom_site_label #END 
_atom_site_type_symbol  
_atom_site_fract_x  
_atom_site_fract_y  
_atom_site_fract_z  
_atom_site_U_iso_or_equiv  
_atom_site_thermal_displace_type  

 

App. Table 3 Cell coordinates of known GuHCl structures 

Structure name / 

*CCDC identifier 

Measurement 
temp. /K 

Edge length /Å Internal angles / ° 

a b c α β γ 

GANIDC [170]* 
Room Temp. 

(283-303) 
9.184 13.039 7.765 90 90 90 

GANIDC01 [171]* 100 7.61440 9.01530 13.0516 90 90 90 

GANIDC02 [172]* 100 7.6043 9.0052 13.0393 90 90 90 

Recrystallised GuHCl SCXRD 130 7.6307 9.0264 13.042 90 90 90 

Recrystallised GuHCl 
structure refined with 

PDFgui 
290 7.7929 9.19815 13.0748 90 90 90 

 

  

The atomic separations of the formula unit are shown in App. Figure 7 and Table 4.4. 

 

App. Figure 7 Atomic separations and angles in GuHCl unit cell 
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Atomic pair interactions: The atomic separations in GuHCl up to 20 Å were identified with 

PDFgui. The data have been collated to atomic separations to ±0.1 Å, and the frequency of 

each interaction has been calculated (41,344 site-site interactions across 722 different 

separation distances). Interactions (< 6 Å) between C, N and Cl are included in App. Table 4.  

App. Table 4 Atomic separations in solid GuHCl, up to 6.0 Å  

Interaction Å Freq.  Interaction Å Freq.  Interaction Å Freq. 

C N 1.3 16  N N 4.2 8  Cl N 5.3 16 

C N 1.4 8  C N 4.3 8  C C 5.4 16 

N N 2.3 48  N N 4.3 32  C N 5.4 8 

Cl N 3.3 40  C N 4.5 8  N N 5.4 48 

Cl N 3.4 8  C N 4.6 8  C N 5.5 8 

Cl N 3.6 8  N N 4.6 16  Cl N 5.5 24 

N N 3.6 32  C C 4.7 8  N N 5.5 24 

C Cl 3.7 8  C Cl 4.7 8  C N 5.6 8 

Cl N 3.7 8  C N 4.7 8  C N 5.7 32 

C Cl 3.8 24  Cl Cl 4.7 16  N N 5.7 56 

C N 3.8 8  C Cl 4.8 16  C N 5.8 16 

Cl N 3.8 16  N N 4.8 24  Cl Cl 5.8 8 

N N 3.8 32  C N 4.9 32  Cl N 5.8 8 

Cl N 3.9 8  N N 5.0 48  N N 5.8 32 

N N 4.0 16  C C 5.1 32  C C 5.9 16 

C N 4.1 8  Cl N 5.1 16  C N 5.9 16 

Cl N 4.1 8  Cl Cl 5.2 16  Cl N 5.9 16 

N N 4.1 32  Cl N 5.2 16  N N 5.9 48 

C N 4.2 8  N N 5.2 48  N N 6.0 32 

Cl Cl 4.2 8  C N 5.3 8      

A.2 Helium pycnometer to measure density of GuHCl  

As received GuHCl (1.3 g cm-3) was recrystallised by cooling crystallisation in the jacketed 

vessel from a 9 M GuHCl aqueous solution. The sample was filtered and rinsed with chilled 

deionised water before being dried out in an oven (~60°C). A Thermo Pycnomatic ATC helium 

pycnometer (see Section 2.7) measured the density of a 1.6855 g sample of GuHCl. The 

sample density was 1.33848 g cm-3, with a standard deviation of 0.00027 g cm-3 (0.01995 %).  

A.3 Crystal16 

Aqueous GuHCl solutions, prepared at 1.0, 2.0, 4.0 and 6.0 M (unit 1) and 7.0, 7.8, 9.3 and 

9.8 M (unit 2), were heated and cooled between 5 and 75°C at cooling rates of 0.1, 0.2, 0.5, 

0.75, 1, 2, 5 and 10 K.min-1 (App. Figure 8). Each solution was stirred at 700 rpm throughout.  
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Cooling rate /K.min-1  

 

Cooling rate /K.min-1 

0.1 0.2 0.5 0.75  0.1 0.2 0.5 0.75 

Conc. /M 

1.0 

Unit 1 
Run 1 

 

Conc. /M 

7.0 

Unit 2 
Run 1 

2.0  7.8 

4.0  9.3 

6.0  9.8 
             

 

Cooling rate /K.min-1  

 

Cooling rate /K.min-1 

1 2 5 10  1 2 5 10 

Conc. /M 

1.0 

Unit 1 
Run 2 

 

Conc. /M 

7.0 

Unit 2 
Run 2 

2.0  7.8 

4.0  9.3 

6.0  9.8 
 

App. Figure 8 Configuration of Crystal16 runs  

 

a    b  

c    d  

e    f  

g    h  

App. Figure 9 Crystal16 results  

a-h: data for 7.0 (blue), 7.8 (green), 9.3 (purple) and 9.8 (orange) M solutions, with cooling 
rates of 0.1, 0.2, 0.5, 0.75, 1, 2, 5 and 10 Kmin-1 
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Only the 9.3 and 9.8 M solutions were observed to consistently completely dissolve and 

crystallise (App. Figure 9). The 9.8 M solution dissolved at ~75°C, the maximum range for the 

temperature cycling in the Crystal16, and above the maximum temperature that could be 

safely achieved in situ using the water bath. The 9.3 M solution dissolved 46-59°C, depending 

on the cooling rate, and crystallised at 5-17°C, except at 10 K.min-1, where crystallisation did 

not occur within the cooling cycle. As the actual desolvation and crystallisation temperatures 

will be different in the jacketed crystallising vessel with recirculation tubing, it was decided 

to run the recrystallisation with a 9 M solution. 

Appendix B NAP-XPS analysis of Imid and ImidH+  

B.1 Overview 

Aim: Calibration of the NAP-XP spectra of Imid and ImidHCl (dry and aqueous solution), 

required to inform fitting of the N K-edge and C K-edge XR spectra. 

In addition to the collection of C, N and O 1s data for the solution samples, N and C 1s data 

were also collected for dry samples of each compound to assist with the peak fitting. The 

collection parameters for the XPS data collection are in App. Table 5.  

App. Table 5 XPS collection parameters  

SAMPLE HOLDER Al DSC pans 

PRESSURE  11 mbar  

ENVIRONMENT 
• Dry samples – 3 ml/min argon (Ar) 

• Solution samples – humid from large sample dish / deionised water 
in open glass bottle (ImidH+) 

ENVIROESCA 
SETTINGS  

Slit: 4:7x20 / C: grid, Mode: Fixed Analyzer Transmission, 
Excitation Energy: 1486.71 eV, Detector Voltage: 1600 V, Bias Voltage: 
90.00 V 

SCAN SETTINGS 

Step /eV survey: 1 / elemental: 0.1 (0.15 aq. Imid) 

Dwell time /s survey: 0.1 / elemental: 0.25 

Epass /eV survey: 100 / elemental: 50 

NO. OF SCANS (SURVEY/ ELEMENTAL) 

Imid  Aq. Imid ImidHCl Aq. ImidHCl 

2 (start & end)  / 
16 (N, C), 4 (O, Cl2p, 

Ar) 

2 (start & end)  / 
16 (N, C), O (9) 

1 (start) / 4 (N, O, C1s 
Cl2s, Cl2p) 

2 (start & end) / 
16 (N, C), 9 (O), 4 

(Cl2p, Ar) 

Images of the samples during measurement are shown in App. Figure 10. The aqueous 

ImidHCl sample has completely deliquesced to form a solution (unknown concentration). 

The structure of Imid and ImidH+ are shown in Figure 1.8. 
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Charge compensation in the EnviroESCA is achieved by electron-ion pair formation in the 

surrounding gas that is present in the sample chamber, in this case argon (dry samples) and 

water vapour (solution samples).  

To determine the quantity of adventitious carbon (Cadv) present in the NAP-XP spectra, 

quantitative elemental analysis of the survey scans (App. Figure 11) was undertaken to 

estimate the C present above the stoichiometric quantity expected based on the Imid or 

ImidHCl structures alone.  

Dry samples 

 

Aqueous samples 

 

App. Figure 11 XPS survey scans for dry (top) and aqueous samples (bottom) 

Top left: dry Imid, top right: dry ImidHCl: Bottom left: aqueous Imid, bottom right: 
aqueous ImidHCl: survey 1 prior to high-resolution scans and survey 2 after high-resolution 
scans  

a  b  c   d   

App. Figure 10 XPS samples: a) dry Imid b) dry ImidHCl c) aq. Imid d) aq. ImidHCl 

(Aq. Imid from earlier measurement session.) 
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For imidazole (Imid), two N species (N1 and N3 in a 1:1 ratio), and two C species (C2, and 

C4&C5 in a 1:2 ratio) are expected. For imidazolium, one N species (N1&N3 are equivalent) 

and two C species (C2, and C4&C5 in a 1:2 ratio) are expected. This process assumes that no 

N contamination is present. 

Cadv was fitted based on the excess carbon from the second survey scan, except for dry 

ImidHCl with only one survey scan (App. Figure 11). Initially this peak area was constrained, 

but once the other peaks were fitted, it was allowed to float, as the starting value was only 

an estimate. 

App. Table 6 XPS survey scan C:N ratios  

 Survey # % 
carbon 

% 
nitrogen 

C:N 
ratio 

Cadv:Cimid:Nimid 

Dry Imid 
1 74.97 25.03 3.0 3.0 3 2 

2 77.50 22.50 3.4 3.9 3 2 

Aq. Imid 
1 60.51 39.49 1.5 0.1 3 2 

2 22.57 9.12 2.5 2.0 3 2 

Dry ImidHCl 1 62.81 23.75 2.6 2.3 3 2 

Aq. ImidHCl 
1 82.61 17.39 4.8 6.5 3 2 

2 82.23 17.77 4.6271 6.255 3 2 

All spectra (N, C and O 1s) are fitted with GL(30) lineshapes (70% Gaussian, 30% Lorentzian 

using the Gaussian/Lorentzian product form), selected based on the resolution of the 

detector. The background is U 2 Tougaard, as it appeared to fit the background well in early 

data fitting, and so it was retained for consistency across all experimental spectra.  

B.2 Results and discussion 

The core-level C 1s and N 1s XP spectra and spectral features for dry Imid and ImidHCl are 

presented in App. Figure 12 and App. Table 7. The spectra and spectral features for aqueous 

Imid and ImidHCl are presented in Chapter 3.  

B.2.1 Imidazole  

The split between the N1 and N3 peaks in solid Imid (1.46 eV, App. Table 7) is similar to the 

IP separation in the previous NEXAFS and XRS studies of solid Imid, and slightly higher than 

the difference between the N1 & N3 EB of solid Imid (1.35 eV (unpublished XPS data by 

authors of ref. [444]). There is a lower electron density around N3 than N1, as there is an 

increased electron at the N1 centre from the polarised N-H bond [504]. Therefore, the EB of 

N3 is lower than that of N1 EB. 
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a  b  

c  d  

App. Figure 12 XP spectra of a) C 1s dry Imid b) N 1s dry Imid c) C 1s dry ImidHCl and d) N 1s dry 
ImidHCl 

Experimental data points (grey dots), background (dotted lines), fitted envelope (black 
line) 

App. Table 7 XPS data for dry and aqueous Imid and ImidH+  

Compound Transition Peak energy /eV ΔE /eV 

Dry 
Imid 

N 1s (N3) 398.79 
(N1-N3) = 1.46 

N 1s (N1) 400.25 

C 1s (C4) 285.73 (C5-C4) = 0.00 

C 1s (C5) 285.73 (C2-C5) = 0.61 

C 1s (C2) 286.34 (C2-C4) = 0.61 

C 1s adventitious 285.00 59.0% area   

Dry ImidHCl 

N1 & N3 1s 401.21 (N1-N3) =  0.00 

C 1s (C4) 286.15 (C5-C4) = 0.00 

C 1s (C5) 286.15 (C2-C5) = 1.18 

C 1s (C2) 287.33 (C2-C4) = 1.18 

C 1s adventitious 285.00  55.6% area  

Aqueous 
Imid 

N 1s (N3) 399.30 
(N1-N3) = 1.65 

N 1s (N1) 400.95 

C 1s (C4) 285.44 (C5-C4) = 0.30 

C 1s (C5) 285.74 (C2-C5) = 0.87 

C 1s (C2) 286.61 (C2-C4) = 1.17 

C 1s adventitious 285.00 45.6% area   

Aqueous 
ImidHCl 

N1 & N3 1s 401.57 (N1-N3) =  0.00 

C 1s (C4) 286.37 (C5-C4) = 0.00 

C 1s (C5) 286.37 (C2-C5) = 1.31 

C 1s (C2) 287.68 (C2-C4) = 1.31 

C 1s adventitious 285.00  65.3% area   

Previous NEXAFS studies of solid Imid have shown that that the energy separation of ΔE(N1-

N3) 1s→1π* transition peaks were found to be roughly equivalent to the separation of the IPs 
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and therefore EB [159]. These values are shown to be 1.425 eV from XRS [67] and 1.5 eV from 

NEXAFS [159]).  

Hydrogen bonds between the Imid molecules (chains) when in solid form or in solution, or 

between Imid and water when solvated, change the electron density distribution. As C4 & 

C5 and N3 participate in the aromatic ring, their electron density will be redistributed [67]. 

The ΔEB of the C species in solid Imid was found to be lower in the NAP-XPS study than had 

been found in the XRS study.  

App. Table 8 Dry and aqueous Imid EB data (right-hand column). NEXAFS [159] and XRS [67] IP 
positions, and liquid-jet XPS [160] and NAP-XPS EB data  

Nitrogen - Solid 

 NEXAFS IP /eV 
[159] 

XRS IP /eV [67]  NAP-XPS EB /eV 

N1 404.7 404.216  400.25 

N3 403.2 402.792  398.79 

ΔE 1.5 1.424  1.46 

Nitrogen - Solution 

  XRS IP /eV [67]  Liquid-jet XPS EB 
/eV [160] 

NAP-XPS 
(aqueous) EB /eV 

N1  404.186 405.6 400.95 

N3  402.591 403.9 399.30 

ΔE  1.595 1.7 1.65 

Carbon  - Solid 

  XRS IP /eV [67]  NAP-XPS EB /eV 

C2  290.887  286.34 

C5  290.065  285.73 

C4  289.424  285.73 

ΔE (C2-C5)  0.822  0.61 

ΔE (C5-C4)  0.641  0.00 

ΔE (C2-C4)  1.463  0.61 

Carbon - Solution 

  XRS IP /eV [67]   Liquid-jet XPS EB 
/eV [160] 

NAP-XPS 
(aqueous) EB /eV 

C2  290.697 291.7 286.61 

C5  289.897 290.9 285.74 

C4  289.497 290.5 285.44 

ΔE (C2-C5)  0.800 0.8 0.87 

ΔE (C5-C4)  0.400 0.4 0.30 

ΔE (C2-C4)  1.200 1.2 1.17 

The NEXAFS study reported that the intermolecular N-H···N bonding between Imid in the 

solid structure causes electron density redistribution between the N1 and N3 centres due to 

the weakening N1-H bond [159]. Therefore, it is reasonable to expect a reduction in the 

difference in the electronic structure of C4 and C5 as well, although not necessarily to the 

extent that the EB of C4 and C5 would be equivalent.  

Note: NEXAFS energy scale not calibrated 
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In solution, water does not bind strongly to the C atoms (a recent NDIS/EPSR study 

demonstrated that the hydrogen bonding between water and the hydrophobic C moieties 

was highly improbable [223]) so changes to the electron density and therefore the EB will be 

as a result of changes to the hydrogen bonding via the N centres. The ΔEB of the C moieties 

are comparable to those found in the liquid-jet XPS study [160].  

In the gas-phase molecule, it would be expected that the C4 and C5 are inequivalent with a 

small ΔE, as each are bonded to different N species in the heterocycle—C4 is bonded to the 

unprotonated N3, C5 to N1 (-NH) (Figure 1.8).  

Imid forms the side-chain of histidine (App. Figure 13). In an XPS study of crystalline histidine 

[505], ΔEB(N1-N3) = 1.6 eV (App. Table 9), which is comparable to the solid Imid data (1.46 eV, 

App. Table 7). The solid Imid ΔEB(N1-N3) also compares well to that in the Imid ring found on 

theophylline (1.4 eV) [446].  

 

App. Figure 13 Schematic of histidine molecule: zwitterionic form, as found in solid form and 
aqueous solution 

EB(N3) in solid histidine (398.8 eV) is equal to that of N3 in solid Imid. The hydrogen bonding 

via the N3 in the histidine solid crystal is with the -NH3 functional group, and the hydrogen 

bonding via the N1 is with both C and O in the carboxylic group (-CO), meaning that the 

electron density will be different to the solid Imid, changing ΔEB(N3-N1).  

App. Table 9 XPS measurements of species found in the Imid side chain of histidine: ref. [505] 

Species 
Binding 

energy /eV 
Comment 

NAP-XPS EB 
/eV 

N=C-NH 398.8 Equivalent to N3 398.79 

N=C-NH 400.4 Equivalent to N1 400.25 

N=C-NH 286.7 Equivalent to C2  286.34 

C=C-N 285.6 
Equivalent to C 4 & C5 in imidazole, although in 
the side chain, C4 is linked to the aliphatic chain 

285.73 

The histidine ΔEB(C2-C5) = 1.1 eV is greater than that found in dry Imid (0.61 eV). This difference 

could be due to the substitution effect of the aliphatic chain on histidine, or the different 

bonding in histidine (the Imid side-chains of histidine do not form the chains seen in solid 

Imid). The EB for C atoms in theophylline were not determined.  



Appendix B NAP-XPS analysis of Imid and ImidH+ 

B.2 Results and discussion    253 

B.2.2 Imidazole hydrochloride  

As expected, the protonation of N3 in ImidHCl has resulted in the pseudoequivalence of the 

N moieties, resulting in a symmetrical ion. In the solid and aqueous ImidHCl, the EB of N3 

and N1 are equal (App. Table 10). The EB is slightly higher in the aqueous sample (0.36 eV).  

SCXRD analysis (Appendix A.3.1) showed that the two -NH in ImidH+ interact via Cl- ions in 

the solid structure. Cl- appears to be positioned further from N1 and N3 [N-H···Cl-] than the 

water in the explicit model of solvated ImidH+ [N-H···O]. The hydrogen bonding of ImidH+  

with the water may reduce the electron density around the N more than the Cl- does in the 

solid ImidHCl, resulting in a reduction in the N1&N3 electron density and hence a higher EB. 

The presence of the Cl-  ions in solution in addition to the water molecules may also result in 

increased EB. 

App. Table 10 Dry and aqueous ImidHCl EB data (right-hand column). Liquid-jet XPS [160] and 
NAP-XPS EB data  

Nitrogen - Solid 

  NAP-XPS EB /eV 

N1 & N3  401.21 

ΔE  0.00 

Nitrogen - Solution 

  Liquid-jet XPS EB /eV  [160]   NAP-XPS (aqueous) EB /eV 

N1 & N3 406.6 401.57 

ΔE 0.0 0.00 

Carbon  - Solid 

  NAP-XPS EB /eV 

C2  287.33 

C5  286.15 

C4  286.15 

ΔE (C2-C5)  1.18 

ΔE (C5-C4)  0.00 

ΔE (C2-C4)  1.18 

Carbon - Solution 

  Liquid-jet XPS EB /eV [160] NAP-XPS (aqueous) EB /eV 

C2 292.4 287.68 

C5 291.2 286.37 

C4 291.2 286.37 

ΔE (C2-C5) 1.2 1.31 

ΔE (C5-C4) 0.0 0.00 

ΔE (C2-C4) 1.2 1.31 

As expected, the N 1s EB in ImidHCl will be higher than for the neutral Imid. A study of 3,5-

diaminobenzoic acid showed that the protonation of N (-NH2 to -NH3
+) increases the EB of 

the protonated N by 2.4 eV (399.5 eV to 401.9 eV) [434]. However, in the case of 3,5-

diaminobenzoic acid, the protonated N is not part of the aromatic ring. As such, charge 

delocalisation does not occur, so the -NH2 EB peak in 3,5-diaminobenzoic acid does not 

change position when protonation takes place. The EB of the protonated N moiety (N3) 
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increases (+2.42 eV) in ImidH+, and as the charge will delocalise, the EB of the N1 moiety also 

increases (+0.96 eV). The three C moieties also feel the effect of protonation of the ring thus 

their EB also increase in ImidHCl compared to Imid. As discussed elsewhere, it would be 

interesting to undertake further DFT calculations to study the effect of the anion in solution 

on the ImidH+ ion, as it was not considered in the explicit or implicit solvation models.  

Appendix C DFT and TDDFT of solid imidazole 

C.1 Molecular orbitals: ground state Imid & ImidH+ 

a                         Imid – N  b                         ImidH+ – N

 
c                         Imid – C 

 

d                         ImidH+ – C  

 

App. Figure 14 Gas-phase imidazole (left) and imidazolium (right) molecular orbital energies for 
nitrogen and carbon, with the electron densities of the two lowest unoccupied π* 
molecular orbitals. (Occupied MOs represent a schematic illustration only.) 
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a                         Imid – N

 

b                         ImidH+ - N

 

c                         Imid - C 

 

d                         ImidH+ - C 

 

App. Figure 15 Explicitly-solvated imidazole (left) and imidazolium (right) for nitrogen and 
carbon, with the electron densities of the lowest unoccupied π* molecular orbitals (two 
for Imid, three for ImidH+). (Occupied MOs represent a schematic illustration only.) 

C.2 TDDFT calculations 

Gas phase Imid and ImidH+ 

 

App. Figure 16 N1 and N3 π* transitions for gas-phase Imid 

Solid Imid cluster: To illustrate the sensitivity of the electron transition energy of the probed 

atom to its environment, TDDFT calculations have been carried out for the N atoms of a 

central molecule (M1) and external molecule (M2) in Imid. 
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App. Table 11 TDDFT 1s→1π* calculated energies for N atoms in Imid 

 Atom 1s→1 π* transition energy /eV ΔE (N1-N3)/eV 

Central molecule 

(M1) 

N1 388.90   

N3 387.60 1.30 

External molecule 

(M2) 

N1 389.56    

N3 387.38 2.18 

 

 

App. Figure 17 Solid cluster model of imidazole (IMAZOL04 from CCDC, ref. [138])   

 

 

App. Figure 18 N1 and N3 π* transitions for central (dotted line) and external (solid line) Imid 
molecules  
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Appendix D GuHCl cooling crystallisation XPDF pattern and EPSR 

analysis 

The X-ray total scattering data used for the XPDF pattern analysis was initially processed by 

subtracting a background of water in Kapton. Due to the low ratio of water molecules to ions 

in the sample, it is likely that most water is used for solvating the ions, so the number of 

water-water interactions may be limited. Therefore the analysis was repeated for Run 1 of 

the cooling crystallisation experiment using an empty Kapton background (Section 4.3.2.1).  

The original analysis showed that the clustering of the data with principal component 

analysis resulted in similar stage transitions in cooling crystallisation runs 1 and 2. This 

suggests that if the X-ray total scattering data from cooling crystallisation Run 2 were 

processed with the empty Kapton background, the clustering in Run 2 may be similar to that 

found for Run 1. It is the clustering from the PC analysis of these XPDF patterns that was 

used to group the EPSR simulations. 

The original analyses of cooling crystallisation Runs 1 and 2 and the reheating solution 

showing GuHCl dissolution, where a water in Kapton background was used in the data 

processing, are presented here (D.1.1-D.1.3). Rerunning the data processing of the Run 2 of 

the cooling crystallisation and the dissolution process using an empty Kapton background is 

proposed in the Further Work section (6.2).  

D.1 XPDF pattern analysis  

D.1.1 Cooling crystallisation: Run 1 

The final four frames of the F(Q) indicate the presence of long-range structure (App. Figure 

20a&b). The first principal peaks in the GuHCl solution are at 1.8 Å-1 and 2.4 Å-1, followed by 

peaks at 4.0 Å-1, 6.2 Å-1 and 8.4 Å-1.  
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a  

b  

App. Figure 19 Run 1: a) offset alternate F(Q) and b) offset low-Q F(Q) 

Long-range order can be seen emerging up to 50 Å in the in the final frames of the g(r) (App. 

Figure 20a). The difference between the first and last patterns is shown in App. Figure 20b.  

a 

 

b 

 

App. Figure 20 Run 1: a) offset g(r) (0-50 Å) and b) g(r) comparison of the first and last XPDF 
patterns 
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Some differences in the G(r) can be easily seen more easily by eye, for example long-range 

order can be seen in the top four G(r) XPDF patterns in App. Figure 21Figure 4.15a&b. There 

is a peak forming at 6.5 Å (App. Figure 21b, ǂ) and a change is also observed at 1.8 Å (App. 

Figure 21b,*). Before the final four frames, no evidence of long-range interactions in the 

solution is observed. 

App. Figure 21c shows the long-range order of the XPDF patterns more clearly, and 

illustrates that, aside from an increased intensity around 12 Å, there are no significant 

features indicating molecular interaction of GuHCl in this range until the final four frames of 

data. 

a   b  

c  

App. Figure 21 Run 1: a) offset G(r) (0-50 Å) b) offset G(r) data (0-15 Å) and c) every fourth G(r), 
10-50 Å  

The emergence of long-range structure of GuHCl, matching the solid GuHCl XPDF pattern in 

green, can be seen in the final few frames of the contour plot of the G(r) (highlighted with 

purple box, App. Figure 22). There in an increasing intensity at ~12 Å (based on the intensity 

parameters set for the contour plot, orange box).  
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App. Figure 22 Run 1: G(r) contour plot 0-50 Å 

The intensity changes are seen in the G(r) difference plots (G(r) - Frame 0 G(r) (highest 

temperature)) in App. Figure 23a&b. Aside from the emergence of long-range order in the 

final four frames, the obvious differences appear to be for short-range correlations, 

indicated by * (1.8 Å), # (2.8 Å) and $ (3.2 Å) in App. Figure 23b, where features become 

more defined after ~30 frames (55.5°C), and ǂ (~6.5 Å), where a feature forms upon 

crystallisation.  

a                     b           

App. Figure 23 Run 1 - G(r) difference patterns a) 0-50 Å and b) 0-10 Å  

* 

*

* 

$

*

* 
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Contour plots of the difference plots (App. Figure 24) further highlight that the appearance 

of long-range order occurs in the final four frames only. From frame 30 (~55.5°C), there are 

changes in the medium-range order, ~5-15 Å (App. Figure 24). 

a b  

App. Figure 24 Run 1 – G(r) difference contour plot set between +0.1 (red) and -0.1 (blue): a) 0-
50 Å and b) 0-20 Å  

Principal component analysis (PCA): PCA was carried out as described in Section 4.3.2.1.1, 

using covariance matrix PCA in OriginLab 2019. 

App. Figure 25a&b shows PCA scores plots for the XPDF patterns (g(r)). As features at low-r 

(< 1 Å) can be spurious and non-physical [291], PCA analysis from 1 A has been carried out. 

The distribution of points is similar in both, suggesting that the changes in structures at low-

r are responsible for variation in the XPDF patterns. Used alongside the PCA of G(r) (App. 

Figure 25c), the frames have been grouped by eye, with three solution stages (black, red and 

gold) before transition to crystallisation (blue) and the visible presences of crystals in the 

solution (green).   

Across all analysed length ranges, the first 30 frames are grouped together, indicating that 

there is a difference in the patterns in the range 1–5 Å. As features at low-r (below 1 Å) can 

be spurious and non-physical [291], removing this range from the PCA further separate the 

frames. PCA of the G(r) reveals further clustering (Figure 4.20) and can be used to separate 

the frames into groups, which suggest that there are three stages (highlighted black, red and 

gold) before transition to crystallisation (blue) and the visible presences of crystals in the 

solution (green). 
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a  b  

c  

App. Figure 25 PCA run 1: XPDF score plots 

PC1 v PC2 of g(r) for a) 1–5 Å and b) 1–50 Å and c) G(r) for 1–50 Å  

Further PCA score plots across other ranges confirm the clustering (App. Figure 26a–d) and 

show the separation of the scattering patterns of the solvated solute from the scattering 

patterns where crystalline materials are present (frames 147-150). Stage 1 (black) XPDF 

patterns appear to be differentiated from stages 2 and 3 in the range 5–10 Å, and stage 3 

points are distinct from stages 1 and 2 in the range 10–15 Å. 
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a  b  

 

c  

 

d  

App. Figure 26 PCA scores plots for run 1 G(r)  

PC1 v PC2 for a) 5–10 Å b) 10–15 Å c) 15–20 Å and d) 20–50 Å  

The weightings plots (App. Figure 27) show the extent to which each variable (r-values in 

this case) influences the PC. For the range 5–10 Å, PC 1 and 2 contain features from the solid 

structure of GuHCl. In the high-r region (20–50 Å), PC1 dominates when compared to the 

solid XPDF pattern of solid GuHCl. 

a  b  

App. Figure 27 Run 1 G(r) PCA loadings plots for a) 5-10 Å and b) 20-50 Å  

The groupings (App. Table 12) have been applied to the G(r) difference patterns (App. Figure 

28). The low-r difference in the G(r), peaking at 1.3 Å and 2.2 Å suggest that there may be a 
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change in hydrogen bonding between stages 1 and 2. Interactions of these bond lengths may 

be associated with the hydrogen bonding, for example between Gdm+ or Cl– and water, or 

even between water molecules if the water structure in the solution is different to the pure 

water background. 

There is a reduction in interaction intensity ~2.9 Å and an increase at 5.5 Å. The differences 

for the stage 2 to 3 transition are less clear. The increased intensity signalling an interaction 

at 6.5 Å is clear between stage 3 and the transition stage, and longer-range features are seen 

in the crystallisation stage. The crystallisation exotherm associated with nucleation is aligned 

with the transition stage. 

App. Table 12  PCA-derived stages for Run 1 

 Frame numbers Temperature /°C 
Average cooling rate 

/°C min-1 

Stage 1 0-29 62.5–55.7 0.47 

Stage 2 30-113 55.5–30.5 0.60 

Stage 3 114-146 30.1–19.8 0.64 

Transition 147 19.6 -2.26 

Crystallisation  148-150 20.7–20.0 0.47 
 

Medium-range local structure changes in the G(r) difference plot are observed at 3.3, 3.8, 

5.5 and 8 Å (increased intensity) and 4.6 and 6.8 Å (reduced intensity) at the onset of stage 

2. Beyond 12 Å, there are no features indicating intermolecular interactions until frame 146 

(transition), indicating that pre-nucleation clusters > 12 Å are not identified at higher 

temperatures in the MSZ. It is acknowledged that the time resolution of the data collection, 

with 30 s XPDF scattering frames, means that there could be a series of structural changes 

during the transition stage. However, this study also shows the potential to capture these 

changes with higher-brilliance X-rays. 

 a  

App. Figure 28 Run 1 – G(r) difference plots (offset) alongside solution temperature, with the 
crystallisation exotherm shown in the inset 
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The clustering of the XPDF patterns in Cooling Crystallisation Run 1 will be compared with 

the same analysis for Cooling Crystallisation Run 2 to establish if the stages are consistent, 

and the intensity changes across the stages can be compared with EPSR-simulated g(r) to 

evaluate the changes in molecular structure that may be occurring. 

D.1.2 Cooling crystallisation: Run 2 

App. Figure 29a&b compares the PCA score plots of g(r) and G(r) over the range 1–50 Å. As 

with run 2, removing r < 1 Å separates the points into three regions. Comparing the 1–50 Å 

score plots, the G(r) plot has a greater spread of PC values across PC 1 and 2 than the 

equivalent g(r) plot. Further analysis will be based on G(r) patterns. 

a   b  

App. Figure 29 Run 2 – PCA scores plot for a) g(r) and b) G(r) XPDF patterns 

When the data for 10–50 Å are analysed, the transition and crystallisation stages can be 

seen, as well as the stage 1 points (App. Figure 30a&b). The stages are identified and 

compared with those from Run 1 in App. Table 13. 

a   b  

App. Figure 30 Run 2 – PCA scores plots of G(r) XPDF patterns: a) PC1 and PC2 & b) PC1 and PC3 
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App. Table 13 PCA-derived stages for Run 2 (with Run 1 data for comparison) 

 
Run 1 Run 2 

Frame numbers Temperature /°C Frame numbers Temperature /°C 

Stage 1 0–29 62.5–55.7 0–29 62.6–55.8 

Stage 2 30–113 55.5–30.5 30–105 55.5–33.7 

Stage 3 114–146 30.1–19.8 106–144 33.3–20.5 

Transition 147 19.6 145 20.2 

Crystallisation 148–150 20.7–20.0 146 20.7 

The G(r) difference plots identify the interactions that change during the in situ 

crystallisation process (App. Figure 31). 

a b  

App. Figure 31 Run 2 – G(r) difference plots 

It appears that from stage 1 to stage 2, the principal structural changes occur between 1.0 

and 2.3 Å and at 5.5 Å and 8.2 Å, where intensity increases, whereas a decrease in intensity 

is observed at 2.8 Å at the start of stage 2.  

From stage 2 to stage 3, there are peak shifts from 8.2 Å to 8.0 Å, from 3.4 Å to 3.3 Å, which 

also increases in intensity. The peaks at 1.3 Å and 2.2 Å also increase in intensity. At larger r-

values, there are no significant changes to the XPDF patterns until transition and 

crystallisation, which is in agreement with the data for Run 1, suggesting that the structural 

changes are reproducible.  

D.1.3 Heating the solution: dissolution  

Between Runs 1 and 2, X-ray total scattering data were collected whilst the solution was 

reheated (30 s frames, 18.8–62.7°C). 53 data frames were collected (the 54th has been 

omitted here as there was a lot of noise in the data, possibly due to an air bubble being 

present). 
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Examples of medium and long-range order are highlighted in the offset G(r) plot (App. Figure 

32a). Significant long-range structure is seen up to 50 Å until frame 6 (in the horizontal green 

box, App. Figure 32b&c). At 13 Å, the trough reduces in intensity, starting at frame 4 (61.6°C), 

disappearing by frame 10 (60.3°C). At 12 Å, the peak loses intensity, but can be seen after 

other medium and long-range interactions disappear. In the range 0–15 Å (App. Figure 32d), 

the peak at 3.3 Å weakens in intensity by frame 15 (59.0°C).  

a b  

c d  

App. Figure 32 Dissolution of GuHCl in water: a) offset G(r) XPDF patterns, and contour plots of 
b) all G(r), c) long-range, and d) short- to medium-range interactions 

The green boxes in a) pick out features at ~15 Å that remain present up to a higher 
temperature than those at ~30 Å. The vertical green box in b) indicates a feature at 12 Å 
that reduces in intensity over a greater temperature range than the longer-range 
interactions shown in the horizontal green box, which can be seen more clearly in the 
green box in c). d) indicates that an interaction at 3.2 Å is of a much greater intensity when 
there is solid present. 

The contour plot parameters (range and increments) will affect how clearly features can be 

seen, so comparing across the plots does not necessarily indicate the relative importance of 
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the intensity changes, but this analysis provides an indication of the changing interactions 

during dissolution. 

As with the crystallising solutions, PC analysis of the G(r) show that there is little difference 

when r < 1 Å are removed (App. Figure 33a&c). In the score plots of XPDF patterns over a 

range > 10 Å (App. Figure 33e&f), the frames where longer-range order (> 15 Å) is present 

are clearly separated from the solution stage scans and are coloured blue and green. The 

remaining frames are clustered in two main groups in App. Figure 33e (stage 1H, gold and 

stage 2H, red, detailed in App. Table 14). These data would benefit from K-means clustering 

analysis of XPDF patterns where empty Kapton is used for background subtraction.  

a b

c d

e f  

App. Figure 33 PCA of dissolution G(r) XPDF patterns 
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App. Table 14  PCA-derived stages for the dissolution (reheating solution)  

 
Heating 

Frame numbers Temperature /°C 

Crystal 0–4 18.8–21.3 

Transition 5–7 22.1–24.1 

Stage 1H 8–24 25.2–45.5 

Stage 2H 25–52 46.9–62.7 

D.1.4 Summary of the XPDF pattern analysis 

The onset temperatures of the stages are similar in Runs 1 & 2, the biggest difference being 

between stages 2 and 3 (App. Table 15). It is likely that stage 1 is the undersaturated solution 

state,55 as the starting temperature of the measurements was selected to be higher than 

the temperature at which the solute dissolved in Crystal16. The second stage may indicate 

the onset of supersaturation, which will be the driving force for crystallisation. The third 

stage would also therefore be in a supersaturated state, although PCA suggests there are 

structural differences between stages 2 and 3. These differences may be due to the different 

clustering of the ions in solution or changes in ion hydration.  

Upon reheating, there is an extended transition phase, followed by two further stages 

according to this analysis.  

App. Table 15  Temperatures for onset of PCA-derived stages for Runs 1 & 2, based on analysis of 
XPDF patterns: water in Kapton background  

 
Run 1 Run 2 Average 

Temperature /°C Temperature /°C Temperature /°C 

Stage 1 62.5 62.6 62.6 ±0.05 

Stage 2 55.5 55.5 55.5 ±0.0 

Stage 3 30.1 33.3 31.7 ±1.6 

Transition 19.6 20.2 19.9 ±0.3 

Crystallisation 20.7 20.7 20.7 ±0.0 

D.2 EPSR analysis: Coordination number (CoordN) data tables  

CoordN data is presented as the average per stage rather than per simulation. Whilst there 

is some variation in CoordN for the simulations in each stage, taking the average of each 

stage indicates the general trend in the stage. The SD indicates the spread of data in the 

stage. The r-range considered for each stage is noted in the relevant CoordN table.  

 

55 The extent of undersaturation should be measured to fully characterise the system 
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D.2.1 Water atom-atom correlations 

App. Table 16 Ot-Ot CoordN – 1st shell – peak and shoulder: averaged per stage 

 Ot-Ot 1st shell (to shoulder) Ot-Ot 1st shell shoulder 
Ave. Range /Å Ave. CoordN SD Ave. Range /Å Ave. CoordN SD 

Stage 1 0-3.1 1.39 0.02 3.1-5.5 3.33 0.10 

Stage 2 0-3.1 1.39 0.07 3.1-5.5 3.41 0.03 

Stage 3 0-3.1 1.44 0.02 3.1-5.5 3.35 0.07 

App. Table 17 Ot-Ht CoordN – 1st and 2nd shells: averaged per stage 

 Ot-Ht 1st shell  Ot-Ht 2nd shell 
Ave. Range /Å Ave. CoordN SD Ave. Range /Å Ave. CoordN SD 

Stage 1 0-2.3 0.62 0.00 2.3-4.7 10.16 0.23 

Stage 2 0-2.3 0.60 0.04 2.3-4.7 10.38 0.19 

Stage 3 0-2.3 0.65 0.01 2.3-4.7 10.29 0.14 

App. Table 18 Ht-Ht CoordN – 1st and 2nd shells: averaged per stage 

 Ht-Ht 1st shell  Ht-Ht 2nd shell 
Ave. Range /Å Ave. CoordN SD Ave. CoordN Ave. Range /Å SD 

Stage 1 0-3.0 2.41 0.03 3.0-5.0 10.55 0.27 

Stage 2 0-3.0 2.43 0.07 3.0-5.0 10.72 0.13 

Stage 3 0-3.0 2.44 0.02 3.0-5.0 10.66 0.17 

D.2.2 Gdm+-Cl- atom-atom correlations 

App. Table 19 Cl--N CoordN – 1st and 2nd shells: averaged per stage 

 
Cl--N  1st shell Cl--N 2nd shell Cl--N 1st 2 

shells 
Ave. CoordN 

Ave. 
Range /Å 

Ave. 
CoordN 

SD 
Ave. Range 

/Å 
Ave. 

CoordN 
SD 

Stage 1 0-4.5 6.64 0.04 4.5-6.3 11.36 0.08 0.37 

Stage 2 0-4.5 6.60 0.07 4.5-6.4 12.07 0.14 0.35 

Stage 3 0-4.5 6.71 0.07 4.5-6.3 11.66 0.12 0.37 

App. Table 20 Cl--H CoordN – 1st and 2nd shells: averaged per stage 

 Cl--H  1st shell Cl--H  2nd shell 
Ave. Range /Å Ave. CoordN SD Ave. Range /Å Ave. CoordN SD 

Stage 1 0-3.05 4.06 0.03 3.05-4.7 10.42 0.08 

Stage 2 0-3.05 3.93 0.04 3.00-4.7 10.57 0.04 

Stage 3 0-3.05 4.11 0.10 3.05-4.7 10.58 0.08 

App. Table 21 H-Cl- CoordN – 1st and 2nd shells: averaged per stage 

 H-Cl- 1st shell H-Cl- 2nd shell 
Ave. Range /Å Ave. CoordN SD Ave. Range /Å Ave. CoordN SD 

Stage 1 0-3.05 0.68 0.01 3.05-4.7 1.74 0.01 

Stage 2 0-3.05 0.66 0.01 3.00-4.7 1.76 0.01 

Stage 3 0-3.05 0.69 0.02 3.05-4.7 1.76 0.01 

 

 

 



Appendix D GuHCl cooling crystallisation XPDF pattern and EPSR analysis 

D.2 EPSR analysis: Coordination number (CoordN) data tables   

271 

App. Table 22 C-Cl- CoordN – 1st and 2nd shells: averaged per stage 

 C-Cl-  1st shell C-Cl-  2nd shell 
Ave. Range /Å Ave. CoordN SD Ave. Range /Å Ave. CoordN SD 

Stage 1 0-4.1 1.81 0.05 4.1-5.5 2.59 0.08 

Stage 2 0-4.1 1.79 0.01 4.1-5.5 2.62 0.06 

Stage 3 0-4.1 1.81 0.01 4.1-5.5 2.66 0.06 

App. Table 23 N-Cl- CoordN – 1st and 2nd shells: averaged per stage 

 
N-Cl-  1st shell N-Cl-  2nd shell N-Cl- 1st 2 

shells 
Ave. 

CoordN 

2nd: 1st 
shell 
ratio 

Ave. 
Range /Å 

Ave. 
CoordN 

SD 
Ave. 

Range /Å 
Ave. 

CoordN 
SD 

Stage 1 0-4.5 2.21 0.01 4.5-6.3 3.79 0.03 6.00 1.71 

Stage 2 0-4.5 2.20 0.02 4.5-6.4 4.07 0.01 6.27 1.85 

Stage 3 0-4.5 2.24 0.02 4.5-6.3 3.89 0.04 6.12 1.74 

D.2.3 Gdm+-Gdm+ and Gdm+-water atom-atom correlations 

App. Table 24 C-C CoordN – 1st and 2nd shells: averaged per stage 

 C-C 1st shell C-C 2nd  shell 
Ave. Range /Å Ave. CoordN SD Ave. Range /Å Ave. CoordN SD 

Stage 1 0-6.1 3.88 0.04 6.1-9.1 12.21 0.08 

Stage 2 0-5.9 3.57 0.08 5.9-9.4 14.29 0.24 

Stage 3 0-6.0 3.73 0.08 6.0-9.3 13.95 0.08 

App. Table 25 C-C CoordN – 1st shell shoulder and peak: averaged per stage 

 
C-C shoulder C-C 1st peak (after shoulder) CoordN ratio 

(peak): 
(shoulder) 

Ave. 
Range /Å 

Ave. 
CoordN 

SD 
Ave. Range 

/Å 
Ave. 

CoordN 
SD 

Stage 1 0-4.1 0.45 0.03 4.1-6.1 3.43 0.02 7.68 

Stage 2 0-4.2 0.58 0.04 4.2-5.9 2.99 0.05 5.18 

Stage 3 0-4.2 0.59 0.08 4.2-6.0 3.14 0.13 5.39 

App. Table 26 C-N CoordN – 1st and 2nd shells: averaged per stage 

 C-N  1st shell C-N  2nd shell 
Ave. Range /Å Ave. CoordN SD Ave. Range /Å Ave. CoordN SD 

Stage 1 0-4.5 3.21 0.11 4.5-5.3 3.69 0.05 

Stage 2 0-4.5 3.35 0.21 4.5-5.3 3.79 0.06 

Stage 3 0-4.5 3.32 0.18 4.5-5.3 3.72 0.04 

App. Table 27 N-N CoordN – 1st and 2nd shells: averaged per stage 

 
N-N   1st shell N-N   2nd shell 

N-N 1st 2 shells 
0-~7.2 Å 

Ave. 
Range /Å 

Ave. 
CoordN 

SD Ave. Range /Å 
Ave. 

CoordN 
SD Ave. CoordN 

Stage 1 0-4.1 2.19 0.06 4.1-7.2 19.87 0.14 22.06 

Stage 2 0-4.1 2.80 0.13 4.3-6.8 15.59 0.14 18.39 

Stage 3 0-4.1 2.50 0.16 4.1-7.2 19.07 0.14 21.57 
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App. Table 28 H-Ot CoordN – 1st and 2nd shells: averaged per stage 

 H-Ot 1st shell H-Ot 2nd shell 
Ave. Range /Å Ave. CoordN SD Ave. Range /Å Ave. CoordN SD 

Stage 1 0-2.5 0.40 0.01 2.5-4.4 3.39 0.05 

Stage 2 0-2.5 0.41 0.01 2.5-4.3 3.05 0.01 

Stage 3 0-2.5 0.41 0.01 2.5-4.4 3.49 0.02 

App. Table 29 C-Ot CoordN – 1st shell (peak and shoulder): averaged per stage 

 
C-Ot 1st shell (to shoulder) C-Ot 1st shell shoulder 

 Range /Å Ave. CoordN SD Range /Å Ave. CoordN SD 

Stage 1 0-4.2 3.57 0.02 4.2-5.4 4.27 0.15 

Stage 2 0-4.2 3.59 0.04 4.2-5.4 4.17 0.06 

Stage 3 0-4.2 3.66 0.08 4.2-5.4 4.36 0.09 

App. Table 30 C-Ot CoordN – 1st and 2nd shells: averaged per stage 

 
C-Ot 1st shell (inc. shoulder) C-Ot 2nd shell 

 Range /Å Ave. CoordN SD Range /Å Ave. CoordN SD 

Stage 1 0-5.4 7.84 0.14 5.4-8.2 22.56 0.22 

Stage 2 0-5.4 7.76 0.03 5.4-8.2 22.94 0.07 

Stage 3 0-5.4 8.02 0.06 5.4-8.0 18.13 0.12 

App. Table 31 C-Ht CoordN – 1st and 2nd shells: averaged per stage 

 C-Ht
  1st shell C-Ht

  2nd shell 
Ave. Range /Å Ave. CoordN SD Ave. Range /Å Ave. CoordN SD 

Stage 1 0-5.7 18.99 1.31 5.7-8.2 34.66 1.53 

Stage 2 0-5.7 18.65 0.10 5.7-7.9 32.74 13.87 

Stage 3 0-5.8 19.82 0.57 5.8-7.7 28.51 1.13 

App. Table 32 N-Ot CoordN – 1st and 2nd shells: averaged per stage 

 N-Ot 1st shell N-Ot 2nd shell 
Ave. Range /Å Ave. CoordN SD Ave. Range /Å Ave. CoordN SD 

Stage 1 0-3.2 0.96 0.01 4.3-5.8 2.48 0.04 

Stage 2 0-3.2 0.97 0.02 4.3-5.8 2.44 0.04 

Stage 3 0-3.2 0.98 0.03 4.3-5.8 2.55 0.02 

App. Table 33 N-Ht CoordN – 1st and 2nd shells: averaged per stage 

 N-Ht 1st shell N-Ht 2nd shell 
Ave. Range /Å Ave. CoordN SD Ave. Range /Å Ave. CoordN SD 

Stage 1 0-4.5 8.00 0.11 4.5-7.1 27.87 0.27 

Stage 2 0-4.4 7.57 0.28 4.4-6.8 24.02 0.14 

Stage 3 0-4.5 8.24 0.08 4.5-7.1 28.35 0.07 
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D.2.4 Cl--Cl- and Cl- -water atom-atom correlations 

App. Table 34 Cl--Cl-  CoordN – 1st shell, and 1st-3rd shells: averaged per stage 

 
Cl--Cl-  1st shell Cl-  /103 

A3 
 

Cl--Cl-  1st 3 shells Cl-  /103 

A3 
 

Ave. 
Range /Å 

Ave. 
CoordN 

SD 
Ave. 

Range /Å 
Ave. 

CoordN 
SD 

Stage 1 0-5.9 3.47 0.05 4.03 0-9.2 16.78 0.11 5.15 

Stage 2 0-5.4 3.45 0.02 5.22 0-9.3 17.43 0.16 5.17 

Stage 3 0-5.6 3.51 0.06 4.77 0-9.3 17.62 0.05 5.23 

App. Table 35 Cl--Ot CoordN – 1st and 2nd shells: averaged per stage 

 
Cl--Ot

   1st shell Cl--Ot
   2nd shell 

Cl--Ot 1st 2 
shells 0-~6.5 Å 

Ave. 
Range /Å 

Ave. 
CoordN 

SD 
Ave. Range 

/Å 
Ave. 

CoordN 
SD 

Ave. CoordN 

Stage 1 0-4.5 4.54 0.09 4.5-6.5 8.60 0.05 13.13 

Stage 2 0-4.5 4.58 0.07 4.5-6.4 7.91 0.10 12.49 

Stage 3 0-4.5 4.64 0.05 4.5-6.5 8.04 0.08 12.68 

App. Table 36 Cl--Ht CoordN – 1st and 2nd shells: averaged per stage 

 Cl--Ht
   1st shell Cl--Ht

   2nd shell 
Ave. Range /Å Ave. CoordN SD Ave. Range /Å Ave. CoordN SD 

Stage 1 0-2.9 2.42 0.04 2.9-4.2 4.99 0.03 

Stage 2 0-2.9 2.44 0.08 2.9-4.2 5.06 0.07 

Stage 3 0-2.9 2.46 0.03 2.9-4.2 5.14 0.06 

D.3 EPSR analysis: g(r) graphs   

Average per stage with individual simulations g(r)  

For each partial pair correlation for atoms α-β, the graphs show the gα-β(r) for each individual 

simulation (thin lines, offset by stage) with average gα-β(r) for the stage in bold (offset by 

stage), inset: average gα-β(r). 

D.3.1 Water-water atomic interactions  

 

App. Figure 34 Average Ot-Ot partial pair distribution functions gOt-Ot(r) 

g(r) of pure water (light blue) [375] 
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a b  

App. Figure 35 Ot-Ht partial pair distribution functions gOt-Ht(r) 

a) offset gOt-Ht(r), and b) gOt-Ht(r) averaged by stage, with g(r) of pure water (light blue) 
[375] 

 

a b  

App. Figure 36 Ht-Ht partial pair distribution functions gHt-Ht(r) 

a) offset gHt-Ht(r), and b) gHt-Ht(r) averaged by stage, with g(r) of pure water (light blue) [375]  

 

D.3.2 Gdm+-Cl- atomic interactions  

a b  

App. Figure 37 C-Cl- partial pair distribution functions gC-Cl
-(r) 

a) Offset gC-Cl-(r): purple arrow indicating the reducing r of the shoulder position and the 
(*) in the inset highlighting the increasing intensity of the feature at ~6.5 Å, and b) gC-Cl-(r) 
averaged by stage, with g(r) of solid GuHCl (light green)  
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App. Figure 38 Average N-Cl- partial pair distribution functions gN-Cl-(r) 

With g(r) of solid GuHCl (light green) 

 

App. Figure 39 Average Cl--H partial pair distribution functions gCl--H(r) 

D.3.3 Gdm+-Gdm+ and Gdm+-water atomic interactions  

 

App. Figure 40 Average C-C partial pair distribution functions gC-C(r) 

Line indicated with # shows decreasing interatomic distance of the first peak, and * in the 
purple box (inset) showing the increasing shoulder position with increasing stage. g(r) of 
solid GuHCl (light green) 
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App. Figure 41 Average C-N partial pair distribution functions gC-N(r) 

Purple arrow indicates the reducing distance of the first interaction peak, orange box: 
highlights  differing features between stages at ~5.75 Å, purple box: highlights differing 
features between stages at 8–10 Å, with g(r) of solid GuHCl (light green)  

 

 

App. Figure 42 Average N-N partial pair distribution functions gN-N(r) 

Short- to medium-range features highlighted by the purple box, and the line indicated with 
* showing the change in first peak position, with g(r) of solid GuHCl (light green) 

 

 

App. Figure 43 Average H-Ot partial pair distribution functions gH-Ot(r) 
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App. Figure 44 Average C-Ot partial pair distribution functions gC-Ot(r) 

 

 

App. Figure 45 Average C-Ht partial pair distribution functions gC-Ht(r) 

 

 

App. Figure 46 Average N-Ot partial pair distribution functions gN-Ot(r) 

 

App. Figure 47 Average N-Ht partial pair distribution functions gN-Ht(r) 
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D.3.4 Cl--Cl- and Cl--water atomic interactions  

 

App. Figure 48 Average Cl--Cl- partial pair distribution functions gCl--Cl-(r) 

With Cl--Cl- interaction distances in solid GuHCl indicated by the dash black lines and  the 
g(r) of solid GuHCl (light green) 

 

 

App. Figure 49 Average Cl-Ot partial pair distribution functions gCl--Ot(r) 

 

 

App. Figure 50 Average Cl-Ht partial pair distribution functions gCl--Ht(r) 
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D.4 Angular radial distribution functions 

a 

 

b 

 

                                                c                                                                                      

 

 

App. Figure 51 Gdm+-Gdm+ angular radial distribution function between the z-axes of Gdm+ 
(central molecule) and the y-axis of the surrounding Gdm+  

a) Stage 1: GuHCl_3,  b) Stage 2: GuHCl_60,  c) Stage 3: GuHCl_129  

Appendix E Auxiliary routines for statistical analysis 

Statistical analysis of the molecular model was undertaken using auxiliary routines in EPSR, 

with further analysis using dlputils. The following routines have been applied. 

E.1 EPSR analysis 

E.1.1 Partials  

The Partials routine provides accumulated site-site radial distribution functions. The 

distributions are calculated to the largest spherical shell radius allowed by the box size. 

E.1.2 Clusters   

A molecule is assigned to a cluster if a specific atom pair is within a given separation and a 

cluster distribution is then determined.  

For water, two analyses were undertaken to evaluate Ot-Ot clustering with different 

selection parameters. 

 



Appendix E Auxiliary routines for statistical analysis 

E.1 EPSR analysis    280 

App. Table 37: Cluster analysis: r-ranges for first Ot-Ot peak 

Analysis rmin /Å rmax /Å 

1 2.3 2.9 

2 2.3 3.7 

rmin was based on the r-value at the start of the first Ot-Ot
 interaction peak. Max r for analysis 

1 was selected to avoid including the Ot-Ot interactions that were related to the ‘shoulder’ 

seen in the gOt-Ot(r) at ~3.5 Å, as it has been hypothesised that these may be indirect 

interactions of water molecules that are hydrating an ion. The second max r-value was 

selected to estimate the maximum separation of the Ot on hydrogen-bonded water 

molecules and considers the intramolecular O-H bond in water (max r of this peak = 1.2 Å), 

plus the maximum hydrogen bond length (2.5 Å) = 3.7 Å . 

The plot for the Analysis 1 radii is in Chapter 4 (Figure 4.41). App. Figure 52 shows the 

distribution of water cluster sizes based on the radii considered in Analysis 2. 

 

App. Figure 52 Water clustering: Ot-Ot interactions between 2.3 and 3.7 Å   

E.1.3 Triangles 

The Triangles routine allows the study of the angle (θ) distribution between three atoms 

(bonded or non-bonded), where the distance ranges for 1-2 and 2-3 are specified (App. 

Figure 53). 

 

 

 

 

App. Figure 53 Inputs for the Triangles auxiliary routine in EPSR   
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E.2 dlputils analysis 

E.2.1 ardf for angular radial distribution functions 

Angular radial distribution function (ARDF) calculates the radial distribution function of sites, 

binning the results by the angle defined by vectors on each target molecule [460]. A switch 

in the dlputils script was used to centre the axes origin on the central C, although there 

appeared to be no difference in the output irrespective of whether centring was applied. 

In the in situ analysis (Chapter 4), the data are for four individual simulations and are not 

averages of the simulations for each stage. The trajectory data were collected over around 

350 iterations of the structure per simulation. A greater number of data points may improve 

the data, but the data is indicative of the molecular structures of the simulations analysed. 

E.2.2 pdens for spatial probability densities 

pdens calculates the spatial probability densities of one species around another. pdens uses 

the defined axis origins (App. Figure 54) or species centre of mass to represent the positions 

of surrounding components around a central species.  

           

App. Figure 54 Axes applied to water and Gdm+ for the spatial probability density analyses  

The analysis used here does not consider the orientation of the surrounding species. 

E.2.3 intratorsion and intertorsion for angles analysis 

intratorsion analysis generates a histogram of a single torsion angle for a given species (here 

it was used for analysis of water molecules in Chapter 4). intertorsion analysis generates a 

histogram of torsion angles defined by two atoms on one species and two atoms on another. 

It requires the atom numbers, rather than atom types, to be specified. To analyse the 

hydrogen bonds between Gdm+ and water (N-H···O), six analyses were carried out (for each 

-NH in Gdm+ with one specified Ht). Averages of the six analyses were calculated. It was 

expected that the distributions of each N-H···O would be very similar, if not identical. The 

analysis was undertaken for N-H···O interactions < 2.5 Å and < 2.8 Å (App. Figure 55).  
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However, further investigation is needed, as the N2-H5···Ot  and N2-H6···Ot distribution for 

GuHCl_3 (rmax = 2.8 Å) are a significantly different shape. It is not clear why the interactions 

from one amino group would be so different from the other two on the Gdm+, as the 

Lennard-Jones potentials and partial charges are the same. 

 
 

N2 H5 

rmax = 2.5 Å 

 

rmax  = 2.8 Å 

 

N2 H6 

 

 

N3 H7 

  

N3 H8 

  

N4 H9 

  

N4 H10 

 

 

App. Figure 55 Comparison of hydrogen bond angle distributions N-H···Ot from each H atom on 
Gdm+  

Left-hand column: rmax = 2.5 Å and right-hand column: rmax = 2.8 Å  
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To describe the average hydrogen bonding between Gdm+ and water via the H atoms, the 

average of the six analyses was calculated (rmax = 2.5 Å).  

App. Table 38: Hydrogen bond angle analysis (N-H···Ot from each H atom on Gdm+)  

 
N-H5···Ot 

 Stage 1 Stage 2 Stage 3 

Mean /° 143.5 143.9 143.9 

SD /° 0.0039 0.0038 0.0038 

Mode /° 151.25 146.25 148.25 

% 150-180° 40.6% 40.6% 40.6% 

% 160-180° 19.2% 20.0% 20.3% 

% 170-180° 5.0% 5.4% 5.6% 

N-H6···Ot 

 Stage 1 Stage 2 Stage 3 

Mean /° 144.2 141.7 143.1 

SD /° 0.0039 0.0040 0.0040 

Mode /° 146.25 145.75 146.75 

% 150-180° 40.7% 33.6% 37.7% 

% 160-180° 19.8% 15.1% 17.4% 

% 170-180° 5.2% 3.8% 4.7% 

N-H7···Ot 

 Stage 1 Stage 2 Stage 3 

Mean /° 143.5 143.3 144.2 

SD /° 0.0038 0.0039 0.0039 

Mode /° 145.75 145.25 147.75 

% 150-180° 38.7% 38.2% 41.2% 

% 160-180° 20.3% 18.6% 20.4% 

% 170-180° 5.8% 5.4% 5.6% 

N-H8···Ot 

 Stage 1 Stage 2 Stage 3 

Mean /° 143.5 142.6 141.3 

SD /° 0.0039 0.0037 0.0039 

Mode /° 150.25 151.75 135.75 

% 150-180° 39.3% 38.5% 33.3% 

% 160-180° 18.7% 19.2% 15.4% 

% 170-180° 5.0% 5.5% 4.2% 

N-H9···Ot 

 Stage 1 Stage 2 Stage 3 

Mean /° 143.0 144.1 142.9 

SD /° 0.0039 0.0040 0.0038 

Mode /° 140.25 144.75 151.25 

% 150-180° 37.1% 40.1% 38.9% 

% 160-180° 18.5% 19.6% 19.1% 

% 170-180° 5.5% 5.0% 5.0% 

N-H10···Ot 

 Stage 1 Stage 2 Stage 3 

Mean /° 142.9 144.7 143.8 

SD /° 0.0038 0.0039 0.0038 

Mode /° 143.75 146.75 150.75 

% 150-180° 38.5% 41.9% 41.7% 

% 160-180° 19.2% 21.8% 20.5% 

% 170-180° 5.4% 6.3% 5.3% 

Ave 
N-H···Ot 

 Stage 1 Stage 2 Stage 3 

Mean /° 143.4 143.4 143.2 

SD /° 0.0039 0.0039 0.0039 

Mode /° 146.25 146.75 146.75 

% 150-180° 39.1% 38.8% 38.9% 

% 160-180° 19.3% 19.1% 18.8% 

% 170-180° 5.3% 5.2% 5.1% 
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Appendix F EPSR GuHCl parameterisation studies 

Two parameterisation studies were undertaken to optimise the EPSR simulation of aqueous 

GuHCl solutions. The second parametrisation study assessed the effects of changing the 

molecule flexibility, the charge on the central carbon atom of Gdm+ and the distance range 

applied to the potential truncation. 

F.1 Parametrisation study 1  

Lennard-Jones potentials and partial charges  

The first study assessed the Lennard-Jones potentials, partial charges, simulation 

parameters, including the EP for model refinement, and water models to apply in the in situ 

crystallisation study (Chapter 4). In EPSR, the molecular model is first generated using the 

reference potentials (RP) alone, without refinement to the experimental data. The 

calculated F(Q) should be as close as possible to the experimental data before the empirical 

potential (EP) is applied to minimise the required perturbation to optimise the fit. Therefore, 

the selection of the RP is critical to the goodness of fit. The selected parameters were also 

applied to the GuHCl concentration study (Chapter 5).  

A cubic simulation box of side length 38.44 Å was constructed, containing: 306 Gdm+, 306 

Cl- and 694 water molecules (total components: 1306) and with an atomic number density 

of 0.095940 atoms/Å3. The Gdm+ structure was initially geometry-optimised using Gaussian, 

although neither this structure nor the water molecules remain rigid during the simulation.  

Gdm+ and Cl- Lennard-Jones potentials and partial charges were identified from previous 

modelling studies in the literature (App. Table 39). Each iteration of the analysis was carried 

out with the SPC/E water model, the TIP3P water model and a 50:50 combination of both 

(App. Table 40). 

The parameterisation study used F(Q) from the cooling crystallisation at 30 °C (Scan 29_114), 

as density data was available for this temperature.56 The EP to optimise the fit was selected 

 
56 Due to the laboratories being unavailable during the Covid-19 lockdown, data required 

for EPSR could not be acquired. Solution density (30 °C) had been roughly measured prior to 

the in situ XPDF beam time (1.22 g/cm3), so this value was used until the data could be 

checked experimentally.  
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using the EP search function in EPSR. The application of the parameter to fix the minimum 

allowed approach distance between atoms was also compared.  

App. Table 39 Lennard-Jones potentials and partial charges for Gdm+ and Cl-  

    q  σ /Å  ε /kJ.mol-1 Reference  

Gdm+ (#1) 

C 0.7969 3.77 0.417 
Ref. [458] 

with 20% charge reduction 
N -0.7594 3.11 0.500 

H 0.3802 1.58 0.088 

Gdm+ (#2) 

C 0.9961 3.77 0.417 

Ref. [458]  N -0.9493 3.11 0.5 

H 0.4753 1.58 0.088 

Cl- (#1)   -0.8 3.77 0.619 
Ref. [268]  

with 20% charge reduction 

Cl- (#2)   -1 3.77 0.619 Ref. [268] 

Cl- (#3)   -1 3.65 0.83 Ref. [461] 

 

App. Table 40 Lennard-Jones potentials for water models  

  q σ /Å ε /kJ.mol-1 Bond angle /° 
Bond 

length /Å 
Reference 

SPC/E 
O -0.8476 3.166 0.65 

109.5 0.1 Ref. [279]a 

H 0.4238 0 0 

TIP3P 
O -0.834 3.1506 0.6364 

104.5 0.9572 Ref. [462]a 

H 0.417 0 0 
a Lennard-Jones parameter values detailed in [463]  

A matrix of the EPSR simulations (App. Table 41) shows the simulations were evaluated using 

output parameters listed on the right of the table, along with visual inspection of the 

comparison of the experimental and calculated F(Q) and g(r). The reference potentials with 

reduced partial charges for Gdm+ (#1) and Cl-  (#1) (App. Table 39) and TIP3P only, with no 

minimum approach distance, were selected for use in the simulations. Using a single water 

model type was preferred for some statistical analysis routines, which work based on atom 

types or atom numbers and would not easily accommodate two water types. 

The methodologies for generating the experimental F(Q) (.int01 file) using GudrunX and 

running the EPSR simulation (including interpretation of the EP search function) were 

refined between the initial parametrisation EPSR simulations and the final simulations in 

Chapters 4 and 5. As a result, the EP in the parametrisation simulations are much higher than 

in the final simulations. 
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App. Table 41 Matrix of EPSR models for parameter selection 
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App. Table 42 Selected Lennard-Jones potentials and partial charges  

    q  σ /Å  ε /kJ.mol-1 Reference  

Gdm+ (#1) 

C 0.7969 3.77 0.417 

Ref. [458] with 20% charge reduction N -0.7594 3.11 0.500 

H 0.3802 1.58 0.088 

Cl-   Cl-  -0.8 3.97 0.619 
Ref. [268] with 20% charge reduction  

and increased σ  

TIP3P 
O -0.834 3.1506 0.6364 

Ref. [462]a 
H 0.417 0 0 

F.2 Parametrisation study 2 

Molecule flexibility 

The effect of changing EPSR parameters (App. Table 43) on the goodness of fit to the 

experimental data were considered for the concentration study. The quality factor was used 

to compare the fit of the simulations, as it is derived from the goodness of fits of g(r) and 

F(Q), although this value applies to the most recent iteration rather than an accumulated 

value and therefore could vary (increasing and decreasing) during the simulations. Some 

discretion was applied when comparing the fits. 

App. Table 43 EPSR parameters in study 

Molecule 
flexibility 

Molecule flexibility has been studied by a) removing dihedral angles in the starting 
geometry, and b) adjusting the parameters vibtemp, angtemp, and dihtemp, which 
weight the constraints on the bond lengths, bond angles and dihedral angles, were 
set to (65/1/1) by default. Decreasing the default values creates a floppier 
molecule. The values (50/1/1), (45/0.7/0.7) and (30/0.5/0.5) were considered. 

Lennard-
Jones 

potentials 
for C 

σ and ε values for C adjusted from σ: 3.77 Å and ε: 0.417 kJ/mol to 

- σ: 3.87 Å and ε: 0.412 kJ/mol 
- σ: 3.67 Å and ε: 0.422 kJ/mol 

Range of 
potential 

truncation 

This parameter affects the radius over which the non-Coulomb part of the 
reference potentials take effect. The potential truncation (rmin = 9 Å and rmax = 12 
Å) were changed to rmin = 6 Å and rmax = 9 Å and rmin = 9 Å and rmax = 15 Å.  

Summary of results: removing the dihedral angles resulted in a molecule that was too floppy 

and did not improve the simulations. A more flexible molecule by setting vibtemp, angtemp, 

and dihtemp to 45/0.7/0.7 optimised the F(Q) and g(r) fits. This approach keeps the rigidity 

of the Gdm+ structure, whilst accounting for the fact that in solution, there may be some 

variation in the structure due to the changing environment that the ion will be experiencing. 

The original σ and ε values for C (σ: 3.77 Å, ε: 0.417 kJ/mol) provided the best fits, keeping 

them consistent with the in situ analysis. The default potential truncation range produced 

the best quality fits. 
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Appendix G Concentration study: repeat simulations 

G.1 Repeat simulations: 2, 4 & 6 M GuHCl solutions 

Due to the random nature of a Monte Carlo simulation, and the fact that an ensemble of 

molecular structures could be consistent with a single X-ray total scattering pattern [489], it 

is not unreasonable that there may be more than one set of correlations. This fact simply 

reflects the complexity of modelling a many-body system, where forces acting in the 

condensed phase are higher-order than simply pairwise-additive [489].  

To examine this possibility, the EPSR simulations for the 2, 4 and 6 M GuHCl solutions were 

rerun. Each molecular model was re-generated with randomised position parameters, and 

restarted with the box expanded to allow the molecules to shift in case they had been stuck 

in a configuration that was a local energy minimum, i.e. following the same procedure as 

used the original models (Section 5.2.2).  

The data from the original simulations have been included in the GuHCl concentration 

analysis in Chapter 5. 

F(Q) and g(r): The simulated F(Q) and g(r) are compared with the experimental data in App. 

Figure 56a,b&c.  

a   b  

c  

App. Figure 56 F(Q) and g(r) of 2, 4 and 6 M original and repeated simulations 
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The F(Q) are similar, as the dashed cyan line for the rerun almost overlays the original 

simulated F(Q) in red. Both simulations have F(Q) peaks slightly to the right of the 

experimental data at ~4.5 Å-1 (* on App. Figure 56b). The peaks on the feature at ~2.0 Å-1 

and 2.7 Å-1 on the 4 M F(Q) are picked up in the original and rerun simulation, but there is 

an additional peak in the rerun 4 M F(Q) at ~2.3 Å-1. The original and rerun simulated g(r) 

overlay each other across the r-range (App. Figure 56c). 

The gC-C(r) of the original and repeated simulations in App. Figure 57 show that the two 6 M 

simulation gC-C(r) up to ~9 Å have similar peak positions and intensities. In the r < 5 Å region 

of the 4 M gC-C(r), the original simulation has a shoulder feature at ~4.2 Å and a peak at ~4.8 

Å, whereas in the rerun, the positions are similar, but the peak are shoulder are reversed 

(green arrows, App. Figure 57). This data suggests that the interactions are occurring in 

similar positions, although the intensities vary. The peaks and minima at 7.5 Å and 9 Å in the 

4 M and 6 M simulations are in similar positions, after which the gC-C(r) intensity is ~1. The 

two 2 M gC-C(r) show the least correlation. At ~3.8 Å, the shoulder feature in the original 

simulation is at the same point as the peak in the rerun simulation, and both have peaks at 

~5 Å (blue arrows), but the feature at 4.2 Å is a peak in one and a minimum in the other (pink 

arrow). After 5.5 Å , there is little correlation.  

In the gN-N(r) (App. Figure 59), the shoulder features indicated with arrows at ~3.4 Å suggest 

there are interactions at this distance in all concentration solutions (less clear in the original 

2 M solution). Whilst arrows indicate similar features in the original and rerun simulations 

for 2 and 6 M solutions, the rerun 4 M simulation gN-N(r) has few features up to 9 Å, after 

which the intensity is ~1 (green dotted box).  

 

App. Figure 57 Repeat 2, 4 and 6 M simulations: C-C partial pair distribution functions gC-C(r)  
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Ion-pairing is indicated in each of the concentrations in both the original and rerun 

simulations. The intensities of the 3.8 Å peaks in the 4 and 6 M gC-Cl-(r) differ (lower in the 

reruns), but peak positions are the same (App. Figure 59). Small peaks at ~6.5 Å are captured 

in both simulations at 4 and 6 M. Again there is greater variation in the 2 M simulations, as 

the clear shoulder in the original simulation at 4.3 Å is less obvious in the rerun. 

Similarities in the 6 M gCl--Cl-(r) extend over a greater r than in the 2 and 4 M solutions (App. 

Figure 60). In the 2 M solution, the peak positions up to ~7 Å are similar, but the relative 

intensities are not the same, as noted in gC-C(r) and gC-Cl-(r). Although similar up to 6 Å, the 4 

M gCl--Cl-(r) show less correlation beyond this point.  

 

App. Figure 58 Repeat 2, 4 and 6 M simulations: N-N partial pair distribution functions gN-N(r) 

 

App. Figure 59 Repeat 2, 4 and 6 M simulations: C-Cl- partial pair distribution functions gC-Cl-(r) 
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The most significant difference in the gC-O(r) first peak shapes and intensities are seen in the 

6 M first coordination shell, where the peak is practically flattened in the original 6 M 

simulation (App. Figure 61). From ~5 Å, the higher concentration simulations gC-Ot(r) are 

more comparable than the 2 M simulations. The irregularities around 7 Å may be due to 

there being fewer Gdm+-water interactions, as there is a much higher water:ion ratio in the 

2 M solution. The gCl--Ot(r) again have intensity differences in the 4 M simulation in the first 

peak, and the rerun simulation gCl--Ot(r) is fairly flat from 6 Å, although there are small 

features in the original simulation (6–9 Å, App. Figure 62).  

 

 

App. Figure 60 Repeat 2, 4 and 6 M simulations: Cl--Cl- partial pair distribution functions         
gCl--Cl-(r) 

 

App. Figure 61 Repeat 2, 4 and 6 M simulations: C-Ot partial pair distribution functions gC-Ot(r) 
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With the greatest number of water molecules in the simulation box, the 2 M gOt-Ot(r) 

practically overlay each other. There is a slight intensity difference in the first peak of the 4 

M simulation gOt-Ot(r), and the 6 M gOt-Ot(r) are similar. 

Angular radial distribution functions (ARDF) of Gdm+-Gdm+: ARDF analysis of the rerun 

simulations was also undertaken to compare with the original simulation ARDF. For ease of 

comparison, the ARDF from Figure 5.5 are repeated side-by-side with the ARDF from the 

rerun simulations (App. Figure 64 and App. Figure 65). There is a strong similarity in the 4 

and 6 M simulation ARDF for the z-z and z-y analyses, probably because the number of Gdm+-

Gdm+ interactions is greater at the higher concentration. 

 

 

  

 

App. Figure 62 Repeat 2, 4 and 6 M simulations:  Cl--Ot partial pair distribution functions        
gCl--Ot(r) 

 

App. Figure 63 Repeat 2, 4 and 6 M simulations:  Ot-Ot partial pair distribution functions gOt-Ot(r) 
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a 

2 M – z-z 

 

c 

4 M – z-z 

 

e 

6 M – z-z 

 

b 

2 M rerun – z-z 

 

d 

4 M rerun – z-z 

 

f 

6 M rerun – z-z 

 

App. Figure 64 Gdm+-Gdm+ angular radial distribution function between the z-axes of Gdm+ ions 
for the original simulations of a) 2, c) 4 and e) 6 M solutions, and the rerun simulations of 
b) 2, d) 4 and f) 6 M solutions 

a 

2 M – z-y 

 

c 

4 M – z-y 

 

e 

6 M – z-y 

 

b 

2 M rerun – z-y 

 

d 

4 M rerun – z-y 

 

f 

6 M rerun – z-y 

 

App. Figure 65 Gdm+-Gdm+ angular radial distribution function between the z-axis if the central 
Gdm+ and the y-axes of the surrounding Gdm+ ions for the original simulations of a) 2, c) 
4 and e) 6 M solutions, and the rerun simulations of b) 2, d) 4 and f) 6 M solutions 

Summary of rerun simulations:  

• F(Q) and g(r) for simulations refined to the same experimental data set are almost 

identical, except from some low-Q deviation for the 4 M solution (App. Figure 56).  

• The greatest differences occur in the gα-β(r) involving GuHCl interactions. It could be 

due to the large number of water molecules and therefore the relatively low number 

of interactions between Gdm+ and Cl- in the simulation box. 

• Most partial g(r) show reasonable agreement between the same concentration 

models up to 5 Å, although the 2 M gC-C(r) did show deviation at ~4 Å, a key atomic 

separation when considering the potential for Gdm+-Gdm+ stacking. 
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• The 4 M showed greatest first peak intensity variation in the g(r) with relatively 

sharp first peaks (gC-Ot(r), gCl--Ot(r) and  gCl--C(r)). This higher apparent variability may 

be related to the small sample of Gdm+ molecules at 2M.   

G.2 Reaccumulated 4 M GuHCl solution simulation 

Across the interactions reviewed above, the 4 M simulation data tend to show larger 

intensity differences compared to the 2 and 6 M solutions where there is a large first 

coordination peak (App. Figure 59, App. Figure 61 and App. Figure 62).  

The 4 M EPSR simulation was rerun from the accumulation stage to assess changes to the 

gαβ(r). The resulting partial g(r) for the original simulation (Simulation 1), the rerun 

simulation (Simulation 2) and the reaccumulated simulation (Simulation 3) can be seen in 

App. Figure 66a-f.  

a  b  

c  d  

e  f  

 

App. Figure 66 Partial pair distribution functions gαβ(r), where α and β are a) C-C, b) N-N, c) Cl--
Cl-, d) C-Cl-  e) C-Ot and f) Ot-Ot for 4 M GuHCl solution (original, reaccumulated and 
rerun) simulations 
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The positions of the features in gCl--Cl-(r) up to 8 Å are similar, even though the intensities are 

different. At 9 Å, minima in Simulations 1 and 3 correspond to a small peak in Simulation 2. 

The same is seen in gC-C(r), where * and # indicate peak positions in all three simulations, but 

of varying intensities (App. Figure 66a). The large minimum in Simulation 3 ~6 Å is not as 

extreme in the other two simulations. 

It was noted earlier that the gN-N(r) for Simulation 2 had fewer features than Simulation 1. 

Although Simulation 1-3 all have a shoulder feature (~3.5 Å: first arrow on App. Figure 66b), 

the next main feature at 5 Å (second arrow) is not present for Simulation 2 and barely there 

for Simulation 3, whereas at ~6.2 Å, the peak is only present for Simulations 1 and 3. 

The gαβ(r) Sims 1 and 3 are similar for C-Ot and Ot-Ot
 in terms of intensity and features (App. 

Figure 66e&f). In App. Figure 66c, the gC-Cl-(r) first coordination peaks of the Simulations 1 

and 3 are similar in intensity, but the peak at 6.3 Å is present for the Simulations 1 and 2, 

but not Simulation 3. 

Summary of 4 M original, rerun and reaccumulated simulations:  

• There is variation between the partial g(r) from all three simulations. The data 

accumulated from the same starting EP molecular model are similar in some places 

and show variation in others.  

• In most partial g(r), up to 5 Å the peak or shoulder positions are at quite similar 

atomic spacings. In most of the ion-ion partial g(r) > 5 Å, there is strong variation in 

the peak positions and intensities in some or all simulations.  

• The gC-C(r) look dissimilar, even below 5 Å, although the positions of some features 

are similar even if the intensity varies, suggesting that similar interactions may be 

present in all three simulations but to different extents.  
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G.3 C-Cl- peak fitting 

Peaks were fitted to the first ~6 Å of the gC-Cl-(r) (App. Figure 67) using Fityk [493]. 

a  b  

c  

App. Figure 67 gC-Cl
- (r) for a) 2 M, b) 4 M and c) 6 M GuHCl solution simulations: peaks have 

been fitted with Fityk 

 

 


