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Abstract

Relative humidity (RH) over land has declined steeply since 2000. This drying is broadly
consistent from the edge of the deep tropics to the mid-latitudes of both hemispheres,
whereas regions equatorward and poleward show increasing RH trends. The drying
trend observed in the gridded global humidity dataset, HadISDH, is not captured by the
CMIP5 climate models. This can be mostly explained through thermodynamic drivers,
i.e. faster land-than-ocean warming under global warming. Insufficient water vapour
is thus evaporated and transported from the oceans to keep RH over land constant.
However, there are notable regional and seasonal differences in the trend. This thesis
explores how dynamical and terrestrial drivers, which are less well represented in the
models, can explain changes in RH.
RH was analysed regionally. Strong drying trends were found over eastern Brazil,

Tibet, the Caspian Sea, California, Mongolia, southern Africa, southwestern Greenland,
eastern USA and the Red Sea. Strong wetting trends were found over Scandinavia,
northwestern India and eastern Canada. The relationship between these regional trends
and a range of dynamical drivers (precipitation, sea surface temperatures [SST], wind
direction and speed, as well as pressure systems and the most common modes of climate
variability) were explored. The influence of terrestrial drivers was also examined through
evaporation and soil moisture, terrestrial water storage, the vegetation structure, and
the modelled carbon cycle response to increased CO2 through CMIP5 experiments.
Key findings are as follows. The thermodynamic driver can be detected on small scales

(e.g. the Caspian Sea). Of the dynamical drivers, a latitudinal shift of the Intertropical
Convergence Zone due to tropical Atlantic SST changes reduced precipitation and thus
water availability for RH over eastern Brazil. A wind direction change on different
spatial scales leads to changes in RH in many regions (e.g. Greenland, southern Africa,
eastern Canada). This work found a complex interplay of modes of variability behind
the dynamical drivers, often influencing the RH trend through extreme years. In terms
of terrestrial drivers, anthropogenic water management and land cover/land-use change
affected surface and underground water availability over northern India, Mongolia and
Tibet, and a modelled response of plants to increased CO2 was found to decrease specific
humidity and RH by a small amount.
Despite widespread drying trends, no evidence of large scale effects from non-thermo-

dynamical drivers could be found. Instead, dynamical and terrestrial drivers were found
to influence RH on regional to sub-regional and seasonal scales, and complex interactions
between the drivers and RH were found. Drivers such as the El Niño Southern Oscillation
(ENSO) were found to influence strong peaks/troughs in RH in a number of regions
which influenced trends over short timescales. This small scale variability in drivers may
indicate why climate models do not closely replicate the RH decline.
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1 Introduction

Our blue planet stands out due to its high water content in different aggregate states.
Above all, liquid and gaseous water enable life on Earth. The majority of water with-
drawal is attributed to agriculture (Gruère et al., 2020; Hoekstra & Mekonnen, 2012).
A lack of water results in droughts, a reduction in biodiversity and in hot areas, wild-
fires. If there is more water than usual, flooding can occur. Flooding events, as well as
droughts and the spread of arid regions, have increased in recent decades, among other
things as the consequences of climate change on the long-term scale and climate variab-
ilities on shorter time scales (Dessler & Sherwood, 2009; McKinnon et al., 2021; Spinoni
et al., 2013). Under anthropogenically increasing temperatures our climate changes, so
does the distribution of water and its solid, liquid, and gaseous state (Masson-Delmotte
et al., 2021). It is essential to understand the mechanisms of the climate altering the
hydrological cycle in order to be able to adjust to abnormalities in the water supply, to
adapt to them (adaptation) or even to prevent severe abnormalities (mitigation).

There is a multitude of variables relating to the hydrological cycle (Dai, 2011). The
World Meteorological Organization recommends the Standardised Precipitation Index
(SPI) for drought monitoring (Geneva, 2012; Svoboda & Fuchs, 2017). Precipitation is
therefore a frequent indicator of such drought indexes, as are evaporation and temperat-
ure in application-specific cases (Berg et al., 2016; Cook et al., 2014; Scheff & Frierson,
2015). Relative humidity (RH), focussed on in this study, is a measure of how saturated
the atmosphere is and also ascribed to a high potential as a drought indicator (Farah-
mand et al., 2015).

RH expresses the humidity saturation of the air. It determines how much moisture
can still be absorbed before condensation occurs. When near-surface RH is low, it
draws moisture into the air, for example, via evaporation from the ground (high vapour
pressure deficit, VPD) and open water resources. Droughts are coupled with low RH
(Farahmand et al., 2015). When an air parcel cools it is less able to hold moisture;
the RH value increases. High RH levels lead to condensation and eventually precipit-
ation, with flooding as a possible extreme consequence. Precipitation and evaporation
as feeders of the hydrological cycle are thus directed by RH. By governing the capacity
of the air to evaporate, hold and condense water vapour, RH also plays an important
role in the energy budget as these processes take up heat energy from the surface, store
and release it respectively. The spatially uneven distribution of RH results in a gradient
that causes energy transfer through latent heat transfer, including kinetic energy, such
as winds.
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The occurrence of pathogens and their spread are often linked to air humidity and
temperature, thus, RH (Chan et al., 2011; Lowen et al., 2007; Ma et al., 2020; Sajadi
et al., 2020). Living beings such as humans, animals and plants are remarkably sensitive
to RH, since, in particular, the evaporative cooling (VPD in plants) and thus the ability
to deal with heat is governed by RH. Because of its central position in the hydrological
cycle and its link to extreme climate events and well-being, diseases and technology,
RH is a variable that is essential to understand. Understanding RH allows representing
RH realistically and appropriately assessing the impact of its change, including extreme
impacts on society and the economy, such as droughts and flooding, heat stress and
crop health. So far, Coupled Model Intercomparison Project Phase 5 (CMIP5) models
underestimate the recent decrease in RH, which, therefore, adds uncertainty to climate
impact projections related to RH. More accurate modelling would lead to better predic-
tions, higher certainty of all components of the hydrological cycle and suitable mitigation
and adaptation in particular in the context of a changing climate.

This Chapter introduces the significance of RH in the water cycle (Sections 1.1 and
1.2.1). Furthermore, the change in RH within the last fifty years is emphasised (Section
1.2.2). Three potential influences on the long-term, i.e. the decadal, course of RH
(Section 1.3) are presented. The research plan for the exploration of factors influencing
RH is presented in Section 1.4.

1.1 The hydrological cycle

Life on Earth presupposes water. The movement and storage of this water on different
spheres in our planet is described by the hydrological cycle. No water is lost in the
hydrological cycle, but the water changes its physical state depending on temperature
and air pressure. The main engine for the changes and the transport of water is solar
energy. The energy in the water cycle transforms from (sensible) energy, i.e. temperat-
ure changes, to latent (hidden) heat, i.e. changes in the aggregate state of water, and
vice versa.

The world’s oceans store most of the water on our planet, namely 97%. They make
up two-thirds of the earth’s surface. This makes them the largest contributor to evapor-
ation (Sherwood & Fu, 2014). Evaporation is the transition of molecules from the liquid
to the gaseous phase. It happens when there is a saturation gradient between the two
phases. Water molecules move with the gradient until the phases are in equilibrium. By
adding energy, such as heat, the movements of the water molecules are accelerated and
thus the transition from the liquid phase on the water surface to the gas phase is favoured.

The water vapour rising on the sea surface cools adiabatically with increasing altitude.
When the temperature drops, the movement of the molecules slows down. The water
droplets accumulate on each other (homogeneous condensation) or on tiny aerosols (het-
erogeneous condensation). Latent heat is released. A cloud emerges from growing liquid
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droplets. Since the supersaturation is seldom exceeded in a cloud and the growth of a
water droplet due to the accidental collision of the molecules is excluded, the hetero-
geneous condensation predominates. At low temperatures in a cloud, ice crystals and
snowflakes can also form.

The cloud becomes larger, and liquid droplets fall due to their weight. On its way
down, it picks up more drops of water. The increasingly larger water droplets ultimately
fall as precipitation. Most of the precipitation ends up in the ocean; the other part
falls on the mainland. Via the continent, the water either reaches the oceans via the
groundwater via rivers – the water cycle closes – or the water evaporates via an organic
or inorganic layer, such as plants or soil. As soon as a layer is involved between the liquid
water and the atmosphere, the evaporation process is influenced by additional variables,
such as the physiological properties of the plants or the nature of the soil.

The Bowen ratio β (Equation 1.1) describes the type of heat transfer and results from
the ratio of sensible heat (Qh) to latent heat (Qe) flux.

β =
Qh

Qe
(1.1)

The closer the value approaches zero, the higher the latent heat flux. This is the case
over tropical oceans and humid areas, where sufficient water is available for evaporation
(Oke, 2002). Where water availability is limited, in semi-arid areas and deserts, most
of the energy is converted into sensible heat flux. The Bowen ratio is then very large.
High northern latitudes also have large Bowen ratios (Peterson et al., 2011).

1.2 Atmospheric humidity

An important measured variable in the water cycle is atmospheric humidity. It can not
only provide information about the processes in the water cycle, precipitation and soil
evaporation, but its value also has a strong influence on living beings between the soil and
the sky. The human body perceives temperatures more strongly with high atmospheric
moisture since water conducts better than air and due to increased re-condensation, i.e.
lower net evaporation. Ambient air temperature can thus be better transported to the
body. In warm, humid weather, we feel the heat more strongly, and it is more difficult
for us to sweat and thus to cool ourselves. In cool, wet weather, we perceive the cold
more strongly. Air humidity has an influence on our comfort and ultimately also on our
health. Many animal and plant species feel the same way.
Humidity determines biodiversity. Mosquitoes, for example, multiply fastest in damp
heat (Chen et al., 2010; Descloux et al., 2012). The increase in mosquito numbers can
lead to an increased transmission of the disease to humans. Viruses behave according to
changes in RH (Chan et al., 2011; Lowen et al., 2007; Ma et al., 2020; Sajadi et al., 2020).
Linked to the degree of atmospheric saturation with moisture, floods and drought also
have far-reaching consequences. People are forced to leave their homes. Social, political
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and financial individual, national and international conditions are greatly changed by
changes to the hydrological cycle.
Regarding humidity, i.e. energy is transported via water droplets: water vapour can
absorb heat and also release it again. Sensible heat is converted into latent heat and
vice versa. Atmospheric water vapour also serves as a greenhouse gas (GHG), through
the water-vapour feedback (Dessler & Sherwood, 2009).

Humidity is measured with a hygrometer (Wiederhold, 2012). The earliest developed
method is that of the psychrometer, which uses the dry-bulb temperature (T ), in com-
mon language the air temperature, and the wet-bulb temperature (Tw). The difference
between the two temperatures is measured: the dry-bulb thermometer is in the area
to be measured, the wet-bulb thermometer in moisture, e.g. wrapped in a damp cloth.
The water in the cloth evaporates faster in dry ambient air than in humid air and cools
the thermometer down through evaporation. Sensible heat is converted into latent heat.
The difference between the two measured temperatures is higher with dry air than for
air with a high moisture content. The T and Tw are the same when RH = 100 %rh.
A hygrometer also uses other techniques that refer to changes in various sizes. These
include changing the weight of a water-absorbing object or changing its properties, such
as the extension of a hair, or changing electrical parameters such as conductivity. In the
global context, in-situ monitoring products like the Met Office Hadley Centre Integrated
Surface Database (ISD) Humidity (HadISDH) dataset and reanalysis products like the
European Reanalysis (ERA-Interim; Section 2.1.1) monitor humidity.

1.2.1 Relative humidity (RH)

The humidity content in the atmosphere is usually quantified as the absolute humidity
[g m−3], the specific humidity (q) [g kg−1], the mixing ratio or the RH [%rh]. While
absolute humidity only includes information about the mass of water vapour, q compares
the latter to the total mass of air. The mixing ratio is the relation between the mass of
water vapour and the mass of dry air. The RH, in addition, depends on T (Dunn et al.,
2017; Lawrence, 2005). It is defined as the amount of water vapour in the air compared
to the amount of water that could potentially be held as vapour at that temperature
(Equation 1.2; Willett et al., 2014).

RH =
ea
es

(1.2)

where ea is the actual water vapour pressure and es is the water vapour pressure at
the point of saturation. The ea and es can each be substituted by the q (qa/qs) or by
the mixing ratios (ra/rs; Barry and Chorley, 2009). This research looks at near-surface
RH.

The vapour pressure deficit (VPD), the difference between es and ea, is equivalent to
the RH and, in contrast to the RH, is quasi-linearly linked to the evaporation rate. The
higher the VPD, the less saturated the air is; a VPD of zero equals RH = 100 %rh. As a
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humidity gradient between vegetation and atmosphere, VPD is a measure that is used in
particular in plant transpiration (evapotranspiration, Et) and terrestrial water loss (e.g.
El-Sharkawy et al., 1985; Grossiord et al., 2020; Kapos, 1989). Due to global warming,
VPD has been increasing since the late 1990s with an increasing trend predicted, result-
ing in weaker gross primary productivity (GPP; Grossiord et al., 2020; Yuan et al., 2019).

The water vapour pressure at the point of saturation increases with temperature. Un-
der typical atmospheric conditions, this is expressed by the Clausius-Clapeyron relation
(Equation 1.3).

des
dT

=
Lv(T )es
RvT 2

(1.3)

where T is the air temperature, Lv specific latent heat of evaporation of water depend-
ing on T , Rv gas constant of water vapour; 461.5 J K1 kg1. The Clausius-Clapeyron
relation assumes that the moisture supply is unlimited, for instance, evaporation over
the ocean. The exponential dependence of the saturation vapour pressure on the tem-
perature was empirically approximated by August, Roche and Magnus (Equation 1.4;
Koutsoyiannis, 2012; Lawrence, 2005; Thiis et al., 2017).

es(T ) = 6.1094 · e
17.625·T
243.04+T (1.4)

where es is in [hPa] and the air temperature T in [°C]. Warm air contains more energy
than cold air. The energy keeps air and water molecules moving and not sticking to
each other and condensing. Therefore, the warmer the air, the more water the air is
able to hold. The holding capacity is increased by 7 %rh per 1 K increase of temperat-
ure. Following the Clausius-Clapeyron law, RH stays constant. If there is an increase
of less than 7% of humidity, RH decreases. This is the case when water supply is limited.

Both the Clausius-Clapeyron equation and the Bowen ratio can describe RH and its
change as a function of T and q and by means of energy balances.

Figs. 1.1, S1 and S2 show the global maps of average annual HadISDH and seasonal
RH, q and T , respectively, for the climatology over the 1981–2010 period. These figures
are used in the following results Chapters. They also provide information about the
data coverage of the observation dataset HadISDH compared to the spatially complete
reanalysis data of ERA-Interim.

RH is highest in the low-pressure troughs in the low latitudinal tropics, especially over
the Amazon rainforest and the Congo Basin (up to 90 %rh; Fig. 1.1). The maximum
value shifts northwards with the Intertropical Convergence Zone (ITCZ) in boreal sum-
mer. The ITCZ is the zone where the sun warms the earth most. The high latitudes
show a strong summer-winter temperature contrast (Fig. S2), so that, especially in the
summer months, there are strong evaporation rates and an increase in RH. In the higher
low latitudes and the mid-latitudes, RH is lowest in the deserts (up to around 20 %rh).
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Very little water is available there. The dry areas are more extensive in summer. There
is a constant moisture supply on the coasts, so that RH values there are generally higher
in contrast to inland areas. Furthermore, the RH grid box values depend on the average
of the included weather stations, thus, on their location, including their altitude (Fig.
1.2; Peixoto and Oort, 1996).

The q and T follow a similar latitudinal pattern, with the highest values in the trop-
ics declining towards the high latitudes (Figs. S1 and S2). The pattern tracks north
and south with the ITCZ seasonally. With some regional and seasonal variations (e.g.
Tibetan Plateau with very low q due to high elevation or very high summer temperatures
in northern Africa), the q and T climatologies result in the global RH climatologies in
Fig. 1.1. Regional links between q, T and RH are discussed in Chapter 3.

The sole in situ observations-only global climate-data product for humidity is Had-
ISDH (Willett et al., 2013). The observational dataset is based on the National Oceanic
and Atmospheric Administration’s (NOAA) synoptic (hourly) ISD. The ISD uses the
dry-bulb temperature T and the dew point temperature (Td), calculated from T and
the wet-bulb temperature (Tw), to calculate RH via the vapour pressure (e) (Equation
1.4). The results are averaged monthly and quality checked. The final HadISDH.land
dataset counts more than 4000 weather stations worldwide with the highest density in
NH urban areas and between 100 m and 500 m above sea level (Fig. 1.2). The weather
station at the lowest altitude is in Ghor es-Safi in the Jordan valley (350 m below
sea level) and the station at the highest altitude is located in Xainza, Tibet (4670 m
above sea level). For the HadISDH.marine dataset, weather stations on ocean platforms,
moored buoys and, in particular, ships, mostly north of 20°S, provide humidity and
temperature data over the ocean (Willett et al., 2020; Zurbenko & Luo, 2015). More
detailed information on the monitoring product HadISDH and the reanalysis dataset
ERA-interim, which combine observations with numerical models, and, thus, offers more
complete information regarding time and space, is to be found in Section 2.1.1.

1.2.2 Changes in RH

The atmospheric near-surface RH changes due to changes in q or T that do not corres-
pond to the Clausius-Clapeyron equation. RH would increase if q rises more than 7%
per degree Celsius increase in T , or vice versa.

Global observations (HadISDH) and reanalysis data (ERA-Interim) show minor devi-
ations and even a slight positive trend in near-surface atmospheric RH over land from
1973 until the late 1990s, hereafter called the “early period” (Fig. 1.3, black and magenta
curve). After two peaks in 1998 and 2000, RH decreases from 2000 to 2017, hereafter
referred to as the “late period” (Chadwick et al., 2016; Dunn et al., 2017; Gulev et al.,
2021; Sherwood & Fu, 2014). Decreases in land RH were first noted in Simmons et
al. (2010) (datasets HadCRUHext and ERA-Interim) and recently supported by newer
datasets HadISDH (Blunden & Boyer, 2021; Willett et al., 2014), ERA5 (Simmons et al.,
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2021) and JRA-55 reanalysis (Dunn et al., 2021).

Over the late period, RH over the ocean deviated much less and showed weaker trends
than RH over land (Fig. 1.4; Blunden and Boyer, 2021; Dunn et al., 2017; Willett et al.,
2014; Willett et al., 2020). The difference between land and ocean RH changes is due,
among other things, to the different degrees of warming and evaporation rates (Sher-
wood & Fu, 2014).

Over the northern hemisphere (NH), stronger land RH trends over the full period
were found than over the southern hemisphere (SH; Fig. 1.5). Long term trends showed
increasing RH values in the NH tropics and low latitudes, and high latitudes, and de-
creasing RH in the extratropical latitudes (Simmons et al., 2010) but, in particular, in
the mid-latitudes (Dunn et al., 2017; Willett et al., 2014). This contribution resembles
a zonal contribution (Dunn et al., 2017; Willett et al., 2014). These trends are evident
in both the HadISDH observation dataset and the ERA-Interim reanalysis (Dunn et al.,
2017).

While the air surface temperature rose sharply over land over both periods, pre- and
post-2000, Dunn et al. (2017) found that q increased in the early period, but remained
fairly constant in the global average in the late period.
Peterson et al. (2011) found, in line with the Clausius-Clapeyron relationship, that the
q increase was greater in warm regions such as the tropics and that the T increase was
lower in “wet” regions. They projected the Bowen ratio onto the latitudinal distribution:
at high-latitudes, energy changes are in favour of the sensible heat. They show strong
T trends. At low latitudes, latent heat fluxes are dominant and strong humidity trends
are dominant.

Global circulation models are incredibly powerful tools that enable us to explore po-
tential future climates, depending on emissions pathways. Clearly, a key question is
whether these skillfully reproduce RH and its changes over present-day conditions. In
short, they currently do not. Dunn et al. (2017) compared RH, q and T over land in
HadISDH observation and reanalysis (ERA-Interim) with nine models of the World Cli-
mate Research (WCRP) CMIP5. Climate models are based on physical laws, e.g. the
Clausius-Clapeyron relation for RH calculation in the context of thermodynamic pro-
cesses. The CMIP5 models run with different forcing factors, including anthropogenic
(GHG) and natural factors. These coupled models, run with all forcings over the histor-
ical period, were not able to reproduce the observed steep decadal RH decrease (example
model experiments HadGEM2-ES in Fig. 1.3). They do reproduce the increasing trend
in q, but it is generally too strong in the models. Atmosphere-only models show declin-
ing RH over land but not the multi-decadal pattern of a peak around 2000 then a sharp
decline.
The spatial patterns between observations and models are the same for T and q trends,
but differ greatly for the variable RH: outside the mid-latitudes, the models show a less
strong wetting trend (Dunn et al., 2017).
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Under the strongest Representative Concentration Pathways (RCP8.5), Collins et al.
(2013) found that CMIP5 modules simulated a further decrease of RH over land for the
time period from 2046 to 2100. Byrne and O’Gorman (2013a) confirm the findings with
regard to a land-ocean warming contrast due to limited moisture availability over land.
According to the results from Dunn et al. (2017) which show deviations of observation
and model data, in this project, caution should be exercised when using the CMIP5
simulations to assess future RH changes, because these simulations are conducted with
the same models that did not simulate past observed trends.

If the climate models do not pick up the decrease in RH, then anything that uses the
climate models for looking at future impact related to hydrology must be viewed with
some uncertainty, because it does not seem to pick up the current historical trend very
accurately. If the recent RH trends were due to internal variability, rather than being
externally forced, the timing of the trends would not be expected to be captured (Dunn
et al., 2017).

Other variables also indicate decreasing global surface moisture: a decrease in RH
over land would come along with an increased Bowen ratio (more sensible heat, less or
constant latent heat). For 1973–2003, Peterson et al. (2011) measured a positive Bowen
ratio of the trends in sensible and latent heat under an increase in global energy content,
the sum of mainly enthalpy (simple: temperature increase), kinetic energy (relatively
small wind speed decrease) and latent energy (q increase) and potential energy (gravit-
ation) increases. This means that the sensible heat increases more than the latent heat.
In South Africa and Australia, hot regions that are energy limited to water, Peterson
et al. (2011) found a negative trend in the Bowen ratio. It can then be concluded that
RH is very sensitive in these regions, which are either water or energy limited.

Although this work will focus on the surface atmosphere, clearly, the surface can both
affect and be affected by changes aloft. Therefore, a key question is whether RH also
changes higher up in the atmosphere and whether those changes are linked. Sherwood
et al. (2010) show that RH has indeed changed throughout the troposphere. Latitud-
inally, these changes are broadly similar with decreases found around the mid-latitudes
and increases over the tropics and poles (Fig. 2 in Sherwood et al., 2010). Typically,
climate models underestimate these changes when compared with observations.

Dessler and Sherwood (2009) and Todd et al. (2018) assume that in addition to global
warming, climate variabilities like the El Niño Southern Oscillation (ENSO) or strong
volcanic eruptions can have an influence on the water cycle and the RH change. Dunn et
al. (2017) and Byrne and O’Gorman (2018) assume three possible causes for the change
in near-surface RH: the thermodynamic driver, circulation and modes of variability (later
labelled as ‘dynamical drivers’) and stomatal efficiency changes and land use changes
(later labelled as ‘terrestrial drivers’). These drivers are explained in Section 1.3.
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1.3 Drivers of RH

Fundamentally, RH is driven by changes in q and T , which in turn are driven by heating,
cooling, moistening (evaporation) and drying out (condensation or precipitation). These
changes play a role on different temporal and spatial scales; they can be local or distant
and advected over the region of interest. These changes are governed by the Clausius-
Clapeyron relation, or deviation from it. RH changes seasonally and over several years.
Manabe and Wetherald (1967, 1975) suggest that changes in RH should be small, and
even positive near the surface, allowing the atmospheric water content to rise with tem-
perature. Sherwood et al. (2010) also state that RH should not change, but they refer
to the upper atmosphere and argue that RH in the upper atmosphere is governed by
temperature at last saturation rather than evaporation into the air. At the surface,
Simmons et al. (2010) found that RH does change, as it is governed by evaporation (or
lack of) and advection of moist/dry air.

This project considers three potential drivers: first, the thermodynamic driver, which
concerns the temperature increase due to the increased amount of CO2 in the atmosphere
and, thus, increased evaporation. An increase exclusively in temperature would lower
RH, while with a sufficient increase in evaporation, RH would stay stable or increase due
to the Clausius-Clapeyron equation. Bringing it into the concepts of evaporation, from
the moist surface, there is either advection or evaporation from the surface or both. For
the thermodynamic driver, it is changes in the evaporation principally, which are related
to changes in SST versus changes in land surface temperature, assuming advection stays
the same. It is the evaporation over the sea which changes because of ocean warming.
Once that is advected, it becomes RH change over land. This is an evaporation process.
Secondly, dynamical drivers could cause a change in RH when atmospheric and oceanic
circulations i.e. wind and ocean currents ‘move’ heat and moisture around, affecting
local T and q. The dynamical drivers are an advection process but they are also modes
of variability-related evaporation processes, so it is the two things combined. Thirdly,
terrestrial drivers modulate evaporation and heat absorption over land and therefore
could lead to a change in RH. The latter driver includes both land cover change and an
increase in CO2 which impacts plant physiology and, thus, their transpiration of water
into the atmosphere and the various ways that water leaves the land surface (Betts et al.,
2007). Terrestrial drivers indicate an evaporation process in a local region.

The thermodynamic driver is expected to drive the biggest portion of the RH change
(Chadwick et al., 2016). However, it does not seem to be able to fully explain the
observed RH changes (Dunn et al., 2017; O’Gorman & Muller, 2010; Rowell & Jones,
2006; Willett et al., 2014). This is explicitly demonstrated in Fig. 2f and section 4f of
Chadwick et al. (2016), whereby there are changes in RH which cannot be explained by
their simple model of the thermodynamic driver. Therefore, it is of interest to investigate
potential additional drivers for RH change in order to further understand the steep
negative trend.
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1.3.1 The thermodynamic driver

The thermodynamic driver is essentially large scale changes in water vapour in the atmo-
sphere (q) driven by large scale increases in energy (T ), in response to global warming.
It is the change in atmospheric water holding capacity and evaporation. Where water is
plentiful, q is expected to increase at 7% per K (degree) of T , following the Clausius-
Clapeyron relation. This would mean that RH does not change. A smaller increase or a
decrease in q leads to a drop in RH, while anything higher than that leads to an increase
in RH.

A key aspect of the thermodynamic driver is the land-sea warming contrast; the fact
that the land is warming faster than the ocean and that the ocean is the main water
vapour supplier to the land (Byrne & O’Gorman, 2013a; Byrne & O’Gorman, 2013b;
Dong et al., 2009; Fasullo, 2010; Joshi et al., 2008). This is both a result of the land
being drier than the oceans (Joshi et al., 2008) and a driver of the decrease in RH over
some land regions (Fu & Feng, 2014). Theoretically, changes in moist static energy (q)
are equal over land and ocean (Byrne & O’Gorman, 2016). Practically, in order for
that to be the case, the land must warm more because there is not enough moisture to
contribute to the moist static energy (Byrne & O’Gorman, 2018). This is demonstrated
diagrammatically by Sherwood and Fu (2014) and reproduced here as Fig. 1.6. Over
the ocean, unlimited water availability means that more energy is partitioned into latent
heat, hence air humidity should in theory increase faster over the ocean than over the
land (Byrne & O’Gorman, 2018). Over land, where water availability is limited, more
energy is partitioned as sensible heat, hence T increases faster over land (Fig. 1.6).
Other influences arise from different characteristics including reflection of shortwave ra-
diation and ability to transport heat (Dong et al., 2009; Joshi et al., 2008), but these
are small in comparison on the global scale. The slower warming over ocean actually
results in a slower increase in the saturation vapour pressure, or evaporative demand
over ocean compared to that over land (Joshi et al., 2008). Lots of moisture over land
comes from air advected over the ocean and flowing over the land. Given the smaller
rates of warming and evaporative demand increase, the actual q of air advected from
oceans is not enough to keep RH stable over land (Sherwood & Fu, 2014; Simmons
et al., 2010). This mechanism is relevant both for surface advection and even more so
for moisture transport aloft, which is often the main source (Joshi et al., 2008, Fig. 8
therein). Moist air over the ocean rises, cooling and precipitating out moisture in the
process. The amount of moisture remaining in the air parcel after it has risen, advected
over land and then subsided, depends on the temperature at last saturation. Therefore,
assuming an air parcel has plentiful water vapour in the first place, it is the change
in temperature aloft that often governs the change in moisture, should that air parcel
return to the surface (Joshi et al., 2008; Sherwood et al., 2010). This, combined with
faster warming at the land surface results in decreasing RH. Considering also that water
is limited over land, the Clausius-Clapeyron relation (increasing q at 7% per 1 K of T )
is often not satisfied locally, so RH over land decreases both because of locally limited
water availability and insufficient moisture advecting from ocean source regions (Figs.
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1.5 and S7; O’Gorman and Muller, 2010).

As an additional note, Wallace and Joshi (2018) found a potential stabilisation of
the warming ratio since 2000 and a steady small increase prior to that. They point to
aerosols emitted by human manufacturing/society moving from land towards the ocean
as a potential cause. Until then, aerosols would have shielded the land from some of the
warming as they reflect/absorb incoming shortwave and longwave radiation.

Faster land than ocean warming explains the bigger picture of RH decreases but does
not completely explain the regional RH trends in magnitude, nor their temporal and
spatial patterns. Several papers point to the influence of both circulation and the bio-
sphere as mechanisms of moisture transport and production (through evaporation and
Et) (Byrne & O’Gorman, 2018; Chadwick et al., 2016; Collins et al., 2013; Joshi et al.,
2008; O’Gorman & Muller, 2010; Simmons et al., 2010).

Parallel to the onset of the negative RH trend in 2000, there was the so-called “global
warming hiatus”. This warming hiatus is attributed to the cooling of the eastern equat-
orial Pacific through the circulation of warm surface ocean water into deeper levels and
to the cooling of Eurasia Deser et al. (2017) and Kosaka and Xie (2013). Natural climate
variability (climate variation on earth without external forcing) and dynamical drivers,
especially the ENSO, Pacific Decadal Oscillation [PDO] and Interdecadal Pacific Oscil-
lation [IPO], are linked to this upheaval and extensive cooling (England et al., 2014;
Roberts et al., 2015; Trenberth & Fasullo, 2013). Willett et al. (2014) found flattening
in the dry and wet-bulb temperature, in q and in the vapour pressure during the hiatus.
The slower warming of the surface ocean could lead to less evaporation and therefore
less moisture supply from the ocean, which thus leads to a decrease in RH over land.
According to Palmer and McNeall (2014), this warming hiatus could have lasted longer
than a decade, and Roberts et al. (2015) do not rule out another warming hiatus due to
internal climate variability. As a short term and rare event, relative to recent history at
least, that has since resolved rather than continued, explicit links between the warming
hiatus and decreasing RH any further are not considered in this study. However, the
related modes of variability are included as dynamic drivers.

1.3.2 Dynamical drivers

Dynamical drivers change regional RH by moving air masses with specific properties (in
this project, q, T ) into this region or away from the region. They relate to changes in
atmospheric and oceanic circulation. By moving heat around and affecting the wind dir-
ection and speed, circulation changes can affect the atmospheric water holding capacity
and amount of evaporation over a region directly, or over source regions that impact
other regions.

Dynamical drivers include changes in atmospheric and oceanic patterns, i.e. wind,
sea level pressure (SLP) and sea surface temperature (SST), henceforth referred to as
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primary physical variables. This leads to more or less moisture / higher or lower tem-
perature in a region and, thus, can change RH. Dynamical drivers include modes of
variability such as the ENSO (Section 1.3.2.3) in addition to more localised horizontal
movements and evaporation changes related to the primary physical variables. This
thesis additionally considers precipitation as a related variable important for RH. Typ-
ically, modes of variability and periodic changes to primary physical variables are os-
cillating phases of climate, acting on scales of months to a few years. Many are not
long-term persistent trends such as GHG induced climate change (Fig. 1.7) but some
oscillations (such as the Southern Annular Mode [SAM]/Antarctic oscillation [AAO])
have had persistent trends in stratospheric ozone depletion with a contribution from
GHG (Fogt & Marshall, 2020; Gulev et al., 2021). However, plausibly, climate change
can affect modes of variability and variability in the primary physical variables resulting
in long-term changes to the modes and primary physical variables. Correlations of both
in situ/local variables and spatially distant variables correlating with local RH can in-
dicate where and which dynamical drivers are impacting RH. Where there is a long-term
trend or clustering in time of a particular phase of mode or primary physical variable,
this suggests that the driver may be contributing to longer-term changes in RH and
therefore is of interest to this study.

The concept of regional air masses and their trajectories can be used as an example
of dynamical drivers and how they impact local RH. The climate of a region is largely
determined by the formation and transport of air masses. The west coast of the USA, for
example, is characterised by cool, moist, maritime polar air from the northwest, mild,
dry maritropical subsiding air over the Pacific from the southwest, and inland warm,
dry continental tropical air (Fig. 1.8). These trajectories can seasonally or periodically
strengthen, weaken, change their direction and be blocked by other circulating systems.
Each source region has different characteristics of q and T which can change with any
changes to the source region heat or location. The q and T , and resulting RH, over a
region thus depends on its source region(s) plus changes to q and T along the trajectories.

The following sections introduce the primary physical variables and modes of variabil-
ity in more detail. The influence of climate variabilities on regional climates is explained
using the example of the ENSO.

1.3.2.1 The primary physical variables of sea surface temperatures, wind direction
and speed and sea level pressure

The primary physical variables, SST, wind direction and speed, and SLP, describe the
movements of air parcels with the properties q and T and thus also deviations from
general circulation, i.e. the sum of repetitive dynamics, which remains constant over a
certain period of time, that can cause changes in regional RH (Gulev et al., 2021). SSTs
are strongly linked to the air temperature over the ocean, firstly, and are thus, through
advection, likely to influence the air temperature over land, particularly above coastal
landmasses. Secondly, the evaporation rate over the ocean (q) depends positively on
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the SST. At higher SSTs, evaporation is enhanced, and moist air over the sea might be
advected to the land. Thirdly, SSTs are an indicator for various modes of variability
(see Section 1.3.2.3). Vector winds u10 (west to east) and v10 (south to north) at a
10 m altitude are important for advection and circulation, i.e. they carry air parcels
with the properties q and T towards or away from the region. The wind speed at 10
m altitude (si10) enhances air movement and is positively linked to evaporation and Et

as the kinetic energy component. SLP is an additional explanation for winds and an
indicator for atmospheric modes of variability.

This project is interested in long-term trends that deviate away from the climatology
period of 1981–2010 and the clustering of ‘anomalous events’ in the physical primary
variables. Such things could plausibly contribute to the decline in RH observed since
2000. In order to establish the climatological baseline for reference later in the thesis,
the annual and seasonal climatologies for the primary physical variables are presented
in Fig. S4. SSTs are highest around the equator, tracking north and south seasonally.
Although the regions of interest (defined in Section 3.3) are land focused, the majority
include coastlines and therefore are clearly influenced by local, and in some cases, not
so local, SSTs. For wind climatologies at 10 m altitude, the strongest vector winds are
the mid-latitude westerlies, especially over the SH. Their strength increases in the hemi-
spheric winters. The extra-tropics are high-pressure regions, typically experiencing light
winds, and the trade winds flow from this high-pressure region to the lower pressure of
the ITCZ, where they converge. In JJA, there is a seasonal reversal of the winds over
regions around the ITCZ due to the shift of the ITCZ to the north, e.g. winter north-
easterly winds become summer southwesterlies over India. So-called monsoon winds
occur not just in the Indian region but are strongest over the Arabian Sea and the Bay
of Bengal in JJA. With high summer temperatures and high evaporation rates, these
monsoonal winds result in intense precipitation months. Seasonally, the Siberian high in
DJF and the low-pressure system over the Arabian peninsula and India in the monsoon
season (JJA) stand out. Together, these maps show climatologically typical influences,
including whether regions experience typically maritime air masses (e.g., eastern Brazil,
southern Africa; Fig. 1.8) or continental air masses (e.g., Mongolia, eastern Canada,
eastern USA) or a mix across the seasons (e.g., western USA), and may therefore be
important for circulation related influences.

The 10 m climatologies depict the surface component of the three dimensional tri-
cellular atmospheric circulations which comprise the Hadley Cell, Ferrel Cell and Polar
Cell (O’Hare et al., 2014). Expansion of the Hadley Cell is a well-established circulation
response of the atmosphere to climate heating (Grise & Davis, 2020; Gulev et al., 2021),
and one that implies shifts to the dry regions typically under the subsiding part of the
poleward edge of the Hadley Cell. However, Sherwood et al. (2010) found that changes
in tropospheric RH (above the surface) could only partly be explained by expansion,
and more recently Schmidt and Grise (2017) concluded that it did not contribute to
subtropical drying over land. This project focuses on the influence of dynamical drivers
at and below 10 m altitude on RH. Although changes in the primary physical variables
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and modes of variability imply circulation changes aloft, these are not considered expli-
citly here.

Since the 1980s, wind speed over land has decreased, in particular from strong winds,
in the low and mid-latitudes, while it has increased over the high latitudes (McVicar
et al., 2008; Vautard et al., 2010; Zheng et al., 2016). There is some evidence of increase
over oceans but this remains uncertain at present (Azorin-Molina et al., 2021; Torralba
et al., 2017). Previously, increasing surface roughness due to enhanced urbanisation or
vegetation was thought to be the driving factor (Vautard et al., 2010). However, more
recent studies point to decadal variability in large scale circulation, such as the expan-
sion of the Hadley Cells, ENSO, the North Atlantic Oscillation (NAO) and the PDO
(Azorin-Molina et al., 2018; Yang et al., 2014; You et al., 2010; Zeng et al., 2019; Zheng
et al., 2016), for many different regions including Europe, Saudi Arabia and the Tibetan
Plateau. Since the 2010s, the global trend seems to be recovering (Zeng et al., 2019;
Zhang & Wang, 2020).

Logically, a decrease in wind speed reduces the kinetic energy available for evaporation,
and therefore likely leads to reduced evaporation, on the one hand. On the other hand,
reduced wind speed reduces mixing, which may mean an increase in local RH. Roderick et
al. (2007) found that stilling winds were the main reason for decreases in pan evaporation
over several Australian stations. They point to similar findings for the USA (Hobbins,
2004), Tibet (Shenbin et al., 2006; Zhang et al., 2007) and China (Xu et al., 2006).
Wind stilling could therefore lead to a decrease in RH. Conversely, lower wind speeds
result in reduced horizontal mixing which could lead to localised increases in RH, but
this effect is not likely to be large or dominant (Davarzani et al., 2014). Although the
stilling and recent recovery of land surface winds is relevant to changes in surface RH,
the timing of wind speed decrease and recovery does not match that observed for RH.
The picture is further complicated by the uncertainty in observed wind speeds trends
over oceans and the importance of advected moisture laden air from over the oceans.
This study considers wind speed more for its role in advection (or lack thereof) than as
a local driver of evaporation.

1.3.2.2 Precipitation as a physical variable related to RH

Over the timescales relevant to this study (months to years), the influence of precipita-
tion on RH is primarily through the additional supply or reduced supply of water to the
land surface and subsurface, which is the local water source for evaporation and hence
surface atmospheric moisture levels.

The highest amounts of precipitation are found in the tropics and low latitudes around
the equator and the ITCZ, where northeasterly and southeasterly trades converge (Fig.
S4). Due to the intense sunlight, high temperatures, and plentiful moisture availabil-
ity, evaporation is high and deep convection occurs. This results in heavy precipitation
over and around the low-pressure belt of the ITCZ. The extratropics are characterised
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by subsiding dry and are therefore typically drier and include many of the hot desert
regions. Rainfall amounts are higher over the mid-latitudes, again a zone of convergence
in surface winds. The poles are typically regions of low precipitation (O’Hare et al.,
2014).

In southwest Canada, western Patagonia, Scotland, and New Zealand, onshore west-
erlies contribute to increased precipitation; in Madagascar, easterly winds contribute
to increased precipitation (Figs. S3 and S4). The monsoon circulation influences pre-
cipitation on the Tibetan Plateau and Japan. The lowest amounts of precipitation are
found in the Sahara desert and other cold and hot deserts, such as the Mojave-Sonoran-
Chihuahuan desert, the Arctic desert, eastern Patagonia, the Namib and Kalahari desert,
the Karakum desert southeast of the Caspian Sea, the Arabian peninsula, the Thar in
Northwestern India and the Gobi and Ordos desserts around Mongolia.

Precipitation can vary strongly across the annual cycle, with some regions having
multiple ‘wet’ seasons. As the ITCZ moves latitudinally due to seasonal differences in
sun intensities, in December-January-February (DJF), the southern hemisphere (SH)
subtropics show higher amounts of precipitation, and in June-July-August (JJA), the
northern hemisphere (NH) subtropics show higher amounts of precipitation. During
JJA, southeastern Asia is wet in particular due to the monsoons, which are an import-
ant source of seasonal rainfall. Seasonal air circulations with strong moist flows from the
ocean to land in the tropics and subtropics are referred to as monsoons. These winds
are linked to the trade winds and the pressure trough of the ITCZ. In the respective
monsoon season, these winds are direction-reversed compared to the rest of the year due
to the unequal ocean and land warming and cooling and the linked air pressure gradient.
There are different monsoon systems worldwide, the most well known in southern and
southeastern Asia.

Precipitation is also affected by the generally warming climate. Changes are, however,
complex, and have proved to be difficult to observe robustly. Under global warming, con-
vection through evaporation is increased and the air can hold more water (7% per 1 K of
rise in T following the Clausius-Clapeyron relation) before it is released as precipitation.
Changes in precipitation are quite complex: extreme precipitation has increased at a
similar rate to q because in heavy rainfall events all/most of the water tends to rain out
(Trenberth, 2011; Wentz et al., 2007). However, the mean rainfall has increased much
more slowly. In terms of observations, there is not really a clear signal of increasing
rainfall globally (Gulev et al., 2021). With climate change, there are regional shifts from
snowfall to rainfall resulting in enhanced runoff in early spring (Callaghan et al., 2011).
Due to limitations in moisture convergence, the increase over land is expected to be
smaller than over the ocean (Allan et al., 2020).
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1.3.2.3 Modes of variability

Seesawing changes in the atmosphere and ocean in the primary physical drivers SST,
wind direction and speed and SLP, which are regularly repeated over between several
weeks to several decades, come under the term climate variability. The climate variab-
ility ensemble comprises several modes of variability, the changes of which are ascribed
to a specific region and frequency. The primary physical drivers can be used to derive
indices for each of the modes, describing its phase (neutral, positive or negative), mag-
nitude and evolution. An overview of the most common climate phenomena and their
indices is given by Kaplan (2011), and Christensen et al. (2013) summarise their regional
climate impacts. The best-studied of these modes is the ENSO. The influence of modes
on the regional and global climate will be explained using the ENSO.

The ENSO summarises 3–7 year periodic variations in SST and winds/circulation over
the tropical Pacific region and is, thus, a coupled atmosphere-ocean phenomenon. Its at-
mospheric component is described by the Walker Circulation, occurring longitudinally at
approximately the position where the northern and southern latitudinally flowing Had-
ley Cells converge. There is a seasonality to the Walker Circulation strength. Due to
the northern location of the ITCZ, the southeasterlies are particularly strong in Septem-
ber, while the northeasterlies are weak. Thus, the Walker Circulation is also stronger
in September. In the boreal spring, the Hadley Circulation dominates. The ENSO can
take on three different phases: the neutral, the positive/warm (El Niño) and the negat-
ive/cold (La Niña).

In the neutral phase, the SST in the East Pacific and Central Pacific are lower than
in the West Pacific. This longitudinal temperature gradient is created by upwelling cold
ocean waters (Fig. 1.9). The relatively high temperatures over the western Pacific lead
to the convergence of warm and humid air and thus to low pressure. A high-pressure
system prevails over the Eastern Pacific. The strong equatorial easterly winds (the sur-
face component of the Walker Circulation) along the tropical Pacific cause a gradient in
sea level with higher sea level in the western Pacific, which leads to a deep current to
the east. Typically, the ENSO neutral phase results in wetter conditions over eastern
Australia and South East Asia and dry conditions over western South America.

The ”positive” warm phase of ENSO is called El Niño, and generally occurs when the
warm pool of SSTs expands across the entire tropical Pacific, due to a weakening of the
atmospheric Walker Circulation. The SSTs over the Eastern Pacific are increased, and
the SLP decreased. The thermocline, the transition between water layers of different
temperatures, is lowered (Fig. 1.10). With the redistribution of SST and SLP patterns,
the centre of convergence is also shifted eastwards. This results in drier conditions over
the eastern USA, eastern Australia, South East Asia, Central America and the north
of South America, southern Africa, India, and warmer conditions over south America,
south Alaska, southern Africa, India (Fig. 1.11). Whereas lower precipitation rates and
higher temperatures could lead to reduced RH, wetter conditions (the south of USA,

16



1.3 Drivers of RH

eastern Argentina, Spain and southeast China for El Niño) and lower temperatures
(Scandinavia, Mexico, eastern USA, northern Australia for El Niño) could increase RH.
Where both precipitation is reduced (increased) and temperature increased (reduced)
due to modes of variability, their extreme phases can reduce (enhance) RH.

The “negative” cool phase of ENSO is called La Niña. This is when the neutral con-
ditions are intensified so that the East Pacific shows a shallower thermocline, upwelling
of cold water and low SST; the West Pacific shows exceptionally high temperatures,
the Walker Circulation (and hence the easterly trade winds) are strengthened, and an
anomalously cool pool of SSTs extends from the eastern Pacific westwards (Fig. 1.10).
This results in drier conditions over Mexico and the south of South America, Spain and
southeast China, and warmer conditions over Mexico, the eastern USA, the East China
Sea, Southeast Asia, and northern Australia (Fig. 1.11). Whereas lower precipitation
rates and higher temperatures could lead to reduced RH, wetter conditions (the north
of South America, southern Africa, India, Southeast Asia, the east and southwest of
Australia for La Niña) and lower temperatures (South America except eastern Brazil,
the south of Alaska, southern Africa, India and eastern Australia for La Niña) could in-
crease RH. La Niña does not necessarily always occur after an El Niño; the ENSO could
go neutral and then back into El Niño, or persist as El Niño for a long protracted period.

In addition to the El Niño and La Niña phases, there are two other states of the
ENSO: The upwelling in both the western and eastern Pacific, thus, cooling to both
sides is called El Niño Modoki (Ashok et al., 2007) or Central Pacific (CP) El Niño (Yeh
et al., 2009). SSTs and air advection over the Central Pacific ocean are then increased,
creating a low-pressure system. During the La Niña Modoki, high-pressure is created in
the centre of the Pacific ocean where temperatures are lower than normal. Trade winds
blow from the middle of the Pacific to both sides – the west and east – and heat both
shorelines, which experience abnormally high rainfall. Model experiments showed that
the ENSO Modokis occur increasingly under anthropogenic warming causing a flattening
of the thermocline in the equatorial Pacific (Ashok & Yamagata, 2009; Yeh et al., 2009).

Due to the shift in Walker circulation and its three-dimensional nature, and to the
associated shift in the regions of warm and cool sea surface temperatures, perturbations
can be conveyed across the globe through interactions with wider circulation. The ENSO
affects regions that border the Pacific Ocean (Fig. 1.11), but also causes changes in re-
gional temperatures, precipitation and winds, in areas away from this region, possibly
with a time delay, so-called teleconnections. These teleconnections mostly affect the
tropics, but also cause wider effects, many of which are in the NH. Typically, El Niño
is associated with drier and warmer conditions over many regions, reaching northern
North America and southern Africa. Notably cooler/wetter conditions can be found
in Central America and over northern Europe. La Niña is associated with wetter and
cooler conditions over many regions, such as northern South America (Garreaud, 2009)
and southern Africa, and drier and warmer conditions over the south of the USA and
Southeast Asia. Clearly, the effects of the modes can be of global importance, such as
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the locking up of heat in the deeper ocean during the negative Interdecadal Pacific Os-
cillation (IPO), an El Niño-like pattern with low frequency, on the temperatures of the
Pacific Ocean, which has been linked to the warming hiatus since 2000 (England et al.,
2014; Power et al., 1999).

Clearly, ENSO has strong influences on local and distant temperature and rainfall
and hence would be expected to affect RH also. Several studies spot large El Niño or
La Niña events (in 1998, 2010, 2015) and other modes of variability in the temperature
and q records, but for RH these are not as clear (Setimela et al., 2018). They do not
stand out as much against the larger background year-to-year variability. McCarthy and
Toumi (2004) found large RH anomalies after an ENSO event over equatorial oceans for
boreal summers due to variations in temperature. However, they conclude that linear
RH trends over the period 1979–1997 are only partly due to the ENSO. Particularly
where precipitation is reduced (increased) and temperature increased (reduced) due to
the ENSO (Fig. 1.11), extreme El Niño or La Niña events can change RH, e.g. El Niño
from December to April in southern Africa (Setimela et al., 2018).

There are several different indices used to indicate the phase of ENSO. The South-
ern Oscillation Index (SOI) is based on the difference of SLP at Tahiti and Darwin in
Australia. There are several SST based indices of which the Niño 3.4 Index is arguably
the most common. It considers Pacific SST anomalies over the central equatorial Pa-
cific (5°S-5°N, 170°W-120°W) (Blunden & Boyer, 2021; Kaplan, 2011). The multivariate
ENSO Index v2 (MEI) combines both atmospheric and oceanic variables and considers
the SLP, SST, surface winds and the outgoing longwave radiation over the Pacific Ocean.
High MEI values indicate El Niño conditions while negative values indicate La Niña con-
ditions.

Strong El Niño events were recorded mainly in boreal winters in 1982/83, 1997/98
and 2015/16; the period 1990 and 1995 is also almost exclusively occupied by positive
MEI values (Changnon, 2000; McPhaden, 1999; Philander, 1983; Santoso et al., 2017).
Strong La Niña events were recorded in 1974–1976, 1989 and after the previously men-
tioned El Niño events in 1999-2001, 2008/09 and 2011.

Research is ongoing into how modes will behave under anthropogenic forcings (Chris-
tensen et al., 2013). For the ENSO, Christensen et al. (2013), Cai et al. (2015) and
Cai et al. (2014) assume increased equatorial Pacific SSTs, a reduced upwelling with
an increased surface-to-depth temperature gradient, a flattening in the thermocline and
weakened trade winds. Tokinaga et al. (2012) summarised these findings as a slow-down
in the Walker Circulation due to global warming. This would result in more frequent
and stronger El Niño and La Niña events (Cai et al., 2018) with an intensification of the
magnitude of rainfall variability associated with ENSO (Gulev et al., 2021). Gulev et al.
(2021) indicate the uncertainty in future ENSO SST variability due to limited consensus
among models (Section 4.3.3 in Gulev et al., 2021). The future of the ENSO and other
modes of variability is an area of ongoing research and large uncertainty (Cai et al., 2021).
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Like ENSO, other modes can change temperature, precipitation and moisture levels
near and far from the region of origin over a certain period of time. Several modes
can superimpose positively or negatively and reinforce or offset (Cai et al., 2021). For
example, the ENSO and PDO interactions are studied in Newman et al. (2003), and vice
versa in Verdon and Franks (2006). The Atlantic Multidecadal Oscillation (AMO) and
ENSO interactions are studied in Levine et al. (2017). If two or more events overlap,
then regional temperature and moisture content might change even more drastically.
The interaction of modes is a challenging area of research, in particular, for coupled
climate models (Timmermann et al., 2018).

Dynamical drivers in the form of modes of variability are often reasonably modelled
in the state of the art coupled global circulation models. However, some are more chal-
lenging than others: the geographical extent, periodicity and magnitude may not be
quite right, and no single historical run of a coupled climate model can be expected to
reproduce the exact variety and state of each mode of variability at the exact time that
has been experienced in the real world. Only for modes which are shown to be changing
due to external forcings (i.e. the SAM; see Section 4.2.1) would one expect past trends
to be correctly captured. Therefore, if evidence is found of the influence of dynamical
drivers on long-term RH trends, this may be one reason why climate models are not
representing recent RH decline particularly well.

Thermodynamic drivers, as defined in Section 1.3.1, deal directly with evaporation and
moisture-holding capacity. Dynamical drivers, as defined here, are essentially changes
in the advection of unusually warm/cool/moist/dry air which affects the surface atmo-
sphere, in addition to indirect changes in evaporation and moisture-holding capacity
caused by changes in the locations of warm/cool air and ocean and related vertical mo-
tions (e.g., upwelling, convection, subsidence). The winds can also inhibit or enhance
ocean circulation, downwelling and upwelling and lead to further changes in sea surface
temperature. The thermodynamic driver is more of a long-term trend driver whereas dy-
namical drivers are more likely to have periodic/interannual/interdecadal features that
may explain why RH over land has declined since 2000.

1.3.3 Terrestrial drivers

In this study, the third group of reasons explored for the RH change are referred to as
terrestrial drivers, which are based on the vertical energy output of the land surface,
which makes up 29% of the Earth’s cover. These outputs to the atmosphere are sensible
and latent heat, i.e. T and q, respectively. The ratio of the energy types (Bowen ratio),
as well as the absorption of radiated solar energy and precipitation, are based on the
soil (whether it is clay or sandy soil etc., i.e. permeable for water) and ground and land
cover and land use (LCLU) characteristics (e.g. bare surface, water surface, vegetated
surface, high altitude, low altitude, which direction it faces). Processes such as absorp-
tion and reflectance (albedo dependent) and land evaporation, which in turn depend
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on soil moisture, land cover, but also CO2 fertilisation on vegetation, can determine
atmospheric moisture and RH change (Betts et al., 1997; Miralles et al., 2020). There
are several feedbacks and interactions present making terrestrial drivers very complex to
understand and assess. In many cases, RH can be a driver itself, governing evaporation
rates.

The process of evaporation and its fractions are presented in Section 1.3.3.1. The
global and, if applicable, regional changes in evaporation are discussed. Following this,
literature on reasons for changing evaporation is considered, including changes in soil
moisture, terrestrial water storage (TWS) and land-use change (Section 1.3.3.2). In the
land cover change, the focus is on vegetation cover change, particularly deforestation
and afforestation (Section 1.3.3.3). Since the type of vegetation has a decisive role in the
energy fluxes with soil and atmosphere, possible categorisations of vegetation are briefly
explained. Finally, CO2 fertilisation is discussed – another variable that influences Et

(Section 1.3.3.4). Even if the terrestrial mechanisms are not the cause of drying, the
physiological one (closing stomata in response to declining RH) or the structural one
(lower leaf area index [LAI] in response to declining RH) could amplify the drying effect.

1.3.3.1 Land evaporation and its fractions

Land evaporation is the movement of energy, in terms of heat and moisture away from
the land surface into the atmosphere. It is strongly affected by the availability of mois-
ture at the surface and the type of surface. Its rate, in combination with available energy,
relates to the amount of latent and sensible heating, directly influencing q and T , and
therefore RH, close to the surface (Martens et al., 2018; Trenberth et al., 2009). This
relationship is examined in Section 5.1 as a function of the region and is supported by
the literature.

Two criteria must be met for evaporation to occur. First, there must be a moisture
concentration gradient from the ground surface to the air. Secondly, there must be suffi-
cient energy available. By adding energy, the water will change from the liquid state on
the surface to the gaseous state in the air. Land evaporation provides about two-thirds of
the source of water received as global precipitation (Miralles et al., 2011; Oki & Kanae,
2006; Shukla & Mintz, 1982; Xiao et al., 2020b). Evaporation is an important part of
the hydrological, biogeochemical and energy cycles (Zhang et al., 2016a). The E-RH
correlation could be positive or negative depending on the source type and location of
E relative to RH, and is therefore complex.

The theoretical model of potential evaporation (Ep), conversion from liquid water
from the soil to water vapour in the atmosphere, assumes that there is always sufficient
soil moisture and that evaporation only depends on heat energy and wind. Accordingly,
the potential evaporation shows a latitudinal pattern with much lower evaporation rates
in low-temperature regions, like the high-latitudes and high-altitude regions, and high
evaporation rates in warm regions, like the Sahara desert. Obviously, in practice, the
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latter registers low actual evaporation rates due to the lack of water available for evap-
oration. The actual evaporation (E) takes into account energy, wind and available water.

Actual land evaporation is estimated to be 67.9 × 103 km3 annually (Miralles et al.,
2011). It can take different forms: interception loss (Ei), bare-soil evaporation (Eb),
snow sublimation (Es), Et, and open-water evaporation (Ew; Equation 1.5).

E = Ei + Eb + Es + Et + Ew (1.5)

The proportion of these different forms on E depends on the regional conditions, the
prevailing climate, and thus also on vegetation and soil properties. They can influence
q, T and therefore RH differently; relationships between the fraction of different types of
E and RH might differ in strength and sign. Due to land cover change or energy/water
availability, their proportions to the total evaporation volume and the total evaporation
itself can change over time.

The E is strongest in the low-latitudinal tropics around the equator (global climato-
logies for evaporation and its fractions not shown). In the boreal winter, a lot of water
also evaporates in the SH mid-latitudes (Central Argentina, southeast southern Africa),
and in the boreal summer in the NH mid-latitudes, with a focus on Eastern USA and
the Southeast Asian continent (Miralles et al., 2011). The Et follows the patterns of E,
as does Ei in a weakened form. The Eb component is even weaker than Ei on the global
average. The Eb occurs in hot and cold deserts, especially in the mid-latitudes (Western
USA, Sahara, Southern Africa [in DJF particularly], Arabian peninsula, northwestern
India, Mongolia and Tibet [in JJA], Australia). The Ew is strongest in the boreal sum-
mer in Canada and around the Caspian Sea, and in the boreal winter in the SH, as in
Southern Africa. The Es is found almost exclusively in MAM in the high latitudes and
northern mid-latitudes in the NH.

Ew is considered the most straightforward evaporation type. 71% of the Earth is
covered by water, such as oceans, seas, rivers and endorheic (hydrologically landlocked)
basins. These endorheic basin water storages have been decreasing for two decades,
which has decimated the area available for evaporation (Wang et al., 2018). Particu-
larly affected are arid and semi-arid climates with high potential evaporation but low
precipitation rates, such as Tibet, southern Africa and the Caspian Sea. According to
(Wang et al., 2018) and their analysis of the Gravity Recovery and Climate Experiment
(GRACE) data, the reasons for this lie in long-term climate conditions and human water
management rather than the climate variability like ENSO and the PDO (Guo et al.,
2021; Ni et al., 2018; Wang et al., 2018). Ew increases with increasing air T and wind.
Through land cover change and fewer open-water bodies, global Ew decreases.

The Es represents only 2% of total land evaporation (Miralles et al., 2011). In this
case, the ice or snow goes directly from the frozen into the gaseous phase and skips
the liquid phase (sublimation). This process requires more energy than Ew and thus
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occurs only in regions with low temperature, such as at high latitudes or in high-altitude
areas, with high net radiation, such as the Himalayas (Miralles et al., 2011; Oke, 2002).
Globally, both snow cover and snow cover duration have significantly decreased due to
increasing temperature since 2000 (Li et al., 2018; Notarnicola, 2020) and since 1972
(Bormann et al., 2018), e.g. in the Tibetan Plateau (Zhang et al., 2021). A decrease in
albedo due to enhanced greening or browning enhances warming and snow melting (Li
et al., 2018).

Unlike Ew and Es, the other evaporation fractions Eb, Et and Ei have an organic
layer between the terrestrial moisture and the atmosphere, such as bare land or plants.
The land cover type determines the layer. 7% of land evaporation corresponds to Eb

(Miralles et al., 2011). The nature of the soil at different depths, such as the porosity,
determines how much moisture the soil can absorb, hold and release again.

There are two additional types of evaporation with vegetation: Et and Ei (Miralles
et al., 2020). The latter accounts for 11% of total annual land evaporation and describes
the evaporation of water collected on the plant leaves through precipitation that did not
reach the ground (Miralles et al., 2020; Miralles et al., 2011). The absolute Ei is highest
in the tropics because of the dense canopy level of plants of different heights and the
high air humidity (Miralles et al., 2010b). Measured as a proportion of the incoming
rainfall, it is strongest in regions with long periods of rainfall and dense leaf cover, such
as Scandinavia, and amounts to 22% of incoming rainfall evaporation over needleleaf
forest, but only 13% over broadleaf evergreen forest (Miralles et al., 2010b). Et and
Ei are high in water abundant areas if vegetation productivity and LAI are high, with
increased air T and wind. The Et is more driven by RH than by T (Xiao et al., 2020b).

Et occurs when vegetation absorbs the water from the soil and it evaporates in ex-
change for CO2 during photosynthesis (Miralles et al., 2020). Pores on both the upper
and/or the lower side of the plant leaf surface, called stomata, control this transpiration
process. They are formed of a pair of guard cells that are under physiological con-
trol to regulate leaf water loss. The stomata opening (short-term) and stomata density
(long-term) regulate the canopy conductance or resistance, i.e. the Et rate, depending
on the CO2 concentration in the atmosphere, and the moisture availability in the soil
and atmosphere. This is discussed in detail in Section 1.3.3.4. Et depends further on
the vegetation type, the design and density of stomata on a plant leaf, the plant height
associated with the roughness, which regulates the wind speed due to the aerodynamic
resistance, the photosynthetically active radiation, and the albedo (Betts et al., 2007;
Betts et al., 1997). On a global level, Et and precipitation strongly positively correlate
(Pascolini-Campbell et al., 2021; Zhang et al., 2016b). The Et and Ei depend on the ve-
getation (see normalised difference vegetation index [NDVI]), which depends on the soil
moisture (Shukla & Mintz, 1982). While the correlation between transpiration and soil
moisture is strongly positive, especially in the NH mid and high latitudes, for example,
the correlation between interception loss and soil evaporation is very weak except for in
the deep tropical rainforests (Miralles et al., 2020).
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The standard equation for estimating Et is the Penman-Monteith equation (Equation
1.6).

λEt =
∆(Rn −G) + ρacp

es−ea
ra

∆+ γ(1 + rs
ra
)

(1.6)

where λEt is the evaporative latent heat flux, [MJ m−2 day−1], λ is the latent heat of
vaporisation, 2.45 [MJ kg−1], ∆ is the saturation vapour pressure-T relationship [kPa
°C−1], Rn is the net radiation [MJ m−2 day−1], G is the soil heat flux [MJ m−2 day−1],
(es−ea) represents the vapour pressure deficit of the air [kPa], ρa is the mean air density
at constant pressure [kg m-3], cp is the specific heat of dry air at a constant pressure of
1.013 10−3, [MJ kg−1 °C−1], γ is the psychrometric constant [kPa °C−1], and rs and ra
are the (bulk) surface aerodynamic resistance for water vapour [s m−1], and the canopy
surface resistance [s m−1], which is equal zero for a wet, saturated surface.

Et accounts for the largest part of land evaporation at 80% (Miralles et al., 2011).
Interest in finding out what influence this evaporation has on RH is therefore particu-
larly great. Evapotranspiration is most pronounced in the tropical rainforests (Amazon
Basin, Congo Basin, Et Indonesia) and shows a sloping gradient towards high latitudes.
Inter-longitudinal differences stand out in the example of the USA, where the west indic-
ates low evaporation rates compared to the east; this is also the case in southern Africa,
where the Kalahari desert remains drier (compare Fig. 9, page 17 in Zhang et al., 2010).
Regarding seasonality of Et, in DJF, the NH is characterised by low evaporation rates;
in JJA, these are strongest, the opposite for the SH mid-latitudes (compare Fig. 10,
page 17 from Zhang et al., 2010). The total actual evaporation (E) is also based on this
global pattern of the Et.

Global land Et increased until the turn of the millennium and has significantly de-
creased since then, mainly due to rising land temperature, which leads to stomatal
closure and reduced conductance, especially over northwestern India (Jung et al., 2010;
Pascolini-Campbell et al., 2021; Xiao et al., 2020b). McCurley and Jawitz (2019) state
that the main driver for land Et was precipitation. Pascolini-Campbell et al. (2021)
add that as a result of land precipitation the proportion of Et increased in 2003-2019
compared to runoff. Pascolini-Campbell et al. (2021) also found a positive correlation
between the ENSO and Et. Jung et al. (2010) saw a slowdown in the increase in Et since
the strong El Niño in 1998 due to moisture limitation. The Et and canopy conductance
are thus in line with RH decrease in southern Africa, northeastern Brazil, California,
Caspian Sea, Mongolia, Tibet (Xiao et al., 2020b). Boucher et al. (2009) advocate an Et

decrease due to increasing atmospheric CO2 concentrations. These theses are examined
in more detail in Section 1.3.3.4.

The change in the individual evaporation fractions can also change total land evap-
oration. For the period 1981–2021, Zhang et al. (2016b), who used models and satellite
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data (Global Land Evaporation Amsterdam Model [GLEAM]), reported an increase in
total land evaporation, mainly supported by positive trends in Et and Ei through an
increase in temperature. For 2003–2019, (Pascolini-Campbell et al., 2021) confirm these
global trends with GRACE data. There has been an opposite, and weaker, negative
trend in Eb (Zhang et al., 2016b). Most of the CMIP5 models were not able to represent
the observed positive Et trend (Zhang et al., 2016b). Roderick et al. (2007) explored
pan evaporation via model calculations in Australia between 1975–2005 and found an
increased evaporative demand, i.e. decreased evaporation, due to wind stilling and a
reduction in radiation, agreeing with studies over the Tibetan Plateau in 1961–2000 and
1966–2003, respectively, (Shenbin et al., 2006; Zhang et al., 2007) and other regions.
The main reason for this is the decreasing wind speed (McVicar et al., 2012; explained
in Section 1.3.2.2), mostly in the US, China and the Tibetan Plateau, and secondly,
regionally increasing solar irradiance through reduced cloud cover. Padrón et al. (2020)
add through reconstruction analysis for 1984–2014 that the positive Et and negative
precipitation trend is associated with three seasons in the extratropical latitudes. This
can be explained almost exclusively by anthropogenic warming. Contrasting findings
regarding the change in evaporation may be due to the lack of observational data at a
global scale or the definition of the term ’evaporation’ (Jung et al., 2010; Miralles et al.,
2020).
Links between terrestrial evaporation rates and modes of variability exist (Martens et
al., 2018; Pascolini-Campbell et al., 2021). Using the example of this study of selec-
ted regions (see Section 3.3), there is a negative correlation between evaporation over
Scandinavia in DJF and the NAO, and a negative correlation between evaporation over
northeastern Brazil in SON and the AMO.

The aridity index (AI) can be used to measure and classify land dryness, and is, there-
fore, linked to droughts and RH decreases. It is defined as the ratio between precipitation
as atmospheric supply and potential evaporation as atmospheric demand. With increas-
ing CO2 and global warming, the potential evaporation increases more strongly than the
moisture supply via precipitation. Worldwide aridity and drylands, therefore, increase,
except in the high northern latitudes (Berg et al., 2016; Greve et al., 2019; Rodell et
al., 2018; Wang et al., 2021). Aridity is strongly influenced by a soil moisture decrease
(Berg et al., 2016). A surface wind change has less influence on this (Fu & Feng, 2014).
Feng and Fu (2013) point out that the increase in aridity and drylands worldwide can
be accentuated under dynamical and terrestrial drivers. The strongest decreases are in
boreal winter (DJF), the smallest in JJA (Wang et al., 2021). The land RH decrease
can be related to the Aridity Index (Fu & Feng, 2014). Greve et al. (2019) see AI as
a poor proxy for aridity due to the parameterisation of potential evaporation. Regions
with a strong RH trend since 2000 will be characterised by their humidity classes (Fig.
1.12) in Section 3.3.

Clearly, local evaporation can be very important for local RH. There are various com-
ponents of evaporation that make up total evaporation can contribute quite differently
depending on latitude, season and underlying land use.
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1.3.3.2 Soil moisture as a driver for land evaporation

Reasons for the temporal change in evaporation on regional and global levels can be
found in the change in moisture availability, i.e. soil moisture. This study does not
discuss incoming radiation change and cloud cover change, as this would be beyond the
scope of the thesis; wind change was discussed in Section 1.3.2. Land cover change is
strongly linked to soil moisture and even groundwater storage and thus also affects the
evaporation rate, albeit less strongly than limitation of soil moisture (Andrew et al.,
2016; Dai, 2011; Jung et al., 2010). The duration of soil drought ranges from a few
months to years, compared to atmospheric drought which ranges from weeks to months
(Zhou et al., 2019).

Soil is an absorber, retainer and releaser of CO2 and water. Soil moisture is one of
the limiting factors for evaporation (Zhou et al., 2019). A rough distinction can be
made between the first few centimetres in the soil, the surface soil moisture, and the
underlying material, the root zone soil moisture. In the latter case, Et reaches through
plants of different heights, whereas in the former, primarily low plants with shorter roots
that transport soil moisture leads to transpiration, or Eb acts. Groundwater reserves
are only depleted naturally in arid conditions. For irrigation, water can be brought to
the surface by human hands, where it contributes to evaporation via agriculture and
reduces runoff (Boucher et al., 2009; Gedney et al., 2006). The closer the water is to the
surface, the more its amount depends on the seasons. Water stored in higher layers is
usually easier to evaporate, depending on the vegetation type, and is more closely linked
to interannual RH than deeper water (Andrew et al., 2016). Xie et al. (2019) suggest
that NDVI change followed TWS anomalies by a lag of up to one month in more than
40% of the global vegetated areas (Long et al., 2014; Taylor et al., 2012b; Zhou et al.,
2019). Ultimately, in regions where soil moisture is limited, Et decreases (Jung et al.,
2010). Both the physiological response to elevated CO2 concentrations and a shift or
change in the length of the growing season can also affect soil moisture. The sub-topic
of the runoff is further discussed in Section 1.3.3.4.

Surface and root-zone soil moisture show similar patterns to land E and globally there
is no strong seasonality (global climatologies for surface and root-zone soil moisture and
its fractions are not shown). Soil moisture is lowest over deserts and bare soil regions.

Global soil moisture has declined sharply in the last four decades, particularly so in
subtropics and mid-latitudes, highlighting Mongolia, whereas wetting trends were found
in southern Africa and the sub-arctic region (Berg et al., 2016; Dorigo et al., 2012; Zhou
et al., 2019). Dorigo et al. (2012) and Zhou et al. (2019) find that precipitation mainly
drives variations in soil moisture. Xiao et al. (2020b) demonstrate that soil moisture
decrease happens parallel to RH decrease in arid regions due to suppressed evapora-
tion. Thus, long-term soil moisture changes dominate before the physiological response
of vegetation to elevated CO2 concentrations (see Section 1.3.3.4) leading to increasing
aridity (Berg et al., 2016). Rowell and Jones (2006) explain that summer drought over
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Europe can be traced back to soil dryness in spring, leading to less summer precipitation.
ENSO has a strong influence on interannual TWS, particularly in tropical and subtrop-
ical regions, such as the Amazon and the La Plata basin (Ni et al., 2018). In the case
of a globally positive correlation between soil moisture and RH, RH would have to be
explained, among other things, by low evaporation rates. This also includes decreased
Et from vegetation and, thus, warming (Douville et al., 2020). Limited soil moisture,
in turn, can lead to tree mortality and increased evaporative demand (McKinnon et al.,
2021; Zhou et al., 2019). In dry areas, high VPD and low soil moisture lead to the con-
tainment of stomatal conductance, transpiration and carbon uptake (Hong et al., 2019;
Zhou et al., 2019; Section 1.3.3.4). CMIP5 models underestimate the soil moisture-RH
correlations and therefore also terrestrial and atmospheric aridity (Zhou et al., 2019).

1.3.3.3 Land cover change as a driver for changes in evaporation

The different evaporation types can be traced back to the LCLU. If the LCLU changes,
for example, due to anthropogenic activities, the term ”land use” can also be used. Land
use, the ”people’s responses to economic opportunities” (quote by Lambin et al., 2001),
primarily includes developments in agriculture and urbanisation. Land cover can also
change for natural reasons, such as warming, precipitation change and flooding, insect
damage, and so on. McDowell et al. (2008), for example, predict a landscape shifting
towards anisohydric species, due to the preferential mortality of isohydric species with
more rapid stomata closure under increasing temperatures (see Section 1.3.3.3 for plant
type explanation; Grossiord et al., 2020). This may result in a heterogeneous patchwork
of vegetation (Woodward & Lomas, 2001). A change in land cover can lead to changes
in soil moisture, runoff, roughness length and albedo (reflectances and transmittances)
and vice versa (Gulev et al., 2021; Piao et al., 2007); this changes the evaporation by
changing heat distributions and energy balances, which RH can change (Chen et al.,
2020; Song et al., 2018b; Winkler, 2020). Jung et al. (2010) consider land cover change
to be responsible only for regional Et changes, not global ones.

The division into different land cover types can be made at different levels. The Inter-
national Geosphere-Biosphere Program (IGBP) divides land cover into 17 zones: water,
forest (evergreen needle leaf/broadleaf, deciduous needleleaf/broadleaf, mixed forest),
croplands, cropland/natural vegetation mosaic, urban and built-up, snow and ice, bar-
ren or sparsely vegetated, shrubland (closed/open), savannas, woody savannas, grassland
and permanent wetlands (Friedl et al., 2002; Pan et al., 2013). The global pattern of
land cover types roughly follows a latitudinal pattern, which strongly mirrors that of
Et (Section 1.3.3.1) and soil moisture (Section 1.3.3.2) (Friedl et al., 2002). Explor-
ing the integration of fluxes from heterogeneous vegetation on the planetary boundary
layer, Woodward and Lomas (2001) found smaller evaporation rates from homogeneous
vegetation than from heterogeneous canopy based on the flux of humidity and gradient
and wind speed. The heterogeneity was significant for scales of 1 km compared to at a
scale of 5 km. Therefore, the increasing heterogeneity of vegetal areas due to agriculture
activities plays a role in the hydrological cycle on certain area sizes.
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Vegetation Indices (VIs), such as the NDVI (the normalised difference in reflectance of
overlapping red [0.58–0.67 µm] and infrared [0.725–1.10 µm] spectral bands; see Section
2.1.4) are used to measure vegetal greenness. These indices also include the albedo, the
proportion of radiation reflected, which is low for water surfaces and higher for soil and
vegetal surfaces, and highest for snow/ice surfaces and thus season-dependent (Hart-
mann Dennis, 1994). The measurements take place globally via remote sensing and
reflected wavelengths. In this study, NDVI is used to measure greenness and thus veget-
ation health and density (see Section 2.1.4). Piao et al. (2007) find a connection between
land use and increased global river runoff trends. VIs, such as the NDVI, strongly cor-
relate with Et (Glenn et al., 2008).

Since the early 1980s, NDVI has followed a globally positive trend due to climate
change, i.e. temperature increase and precipitation change, and CO2 fertilisation, which
is discussed in Section 1.3.3.4 (Hong et al., 2019; Shukla et al., 2019; Winkler, 2020; Yuan
et al., 2019). Since the late 1990s, the greening trend has flattened due to increased VPD
(Yuan et al., 2019). An increase in temperatures and precipitation prolongs and intens-
ifies the growth season where rainfall is sufficient (Hou et al., 2013). The positive NDVI
trend is particularly pronounced in northwestern India and semiarid woody vegetation
(Chen et al., 2020; Fensholt et al., 2012). Negative NDVI trends are found in Patagonia
and California (Chen et al., 2020; Fensholt & Proud, 2012). Due to agricultural ex-
pansion, bare ground has globally decreased, especially in Asia, raising the NDVI (Song
et al., 2018b).

High greenery coverage is generally characterised by lower temperatures and higher
RH than regions with low vegetation cover, due to the atmospheric moisture built-up
(Fensholt & Proud, 2012; Wong & Peck, 2005). Globally, this suggests that correlations
between NDVI-RH should be positive. It is not so straightforward for T , because al-
though higher NDVI is associated with lower T , since the largest areas of bare ground
are hot deserts, small increases in T as part of global warming, in addition to increas-
ing CO2, can lead to increased vegetation growth. Globally, a negative NDVI-T cor-
relation has been found mainly in southern Africa and northeastern Brazil (Fensholt
& Proud, 2012). Positive precipitation-NDVI correlations were found in northeastern
Brazil, southern Africa, northwestern India and the Caspian Sea (Fensholt and Proud,
2012; Fig. 9.1, p. 185 in Fensholt et al., 2015). The findings could indicate a pos-
itive relationship between NDVI and RH in the regions mentioned (Mortensen, 1986).
NDVI and VPD are negatively correlated since stomatal closure occurs with increased
VPD, and the plant aims to counteract water loss (Yuan et al., 2019). This stomatal
closure would also reduce vegetation growth (Yuan et al., 2019). Helbig et al. (2020)
state that VPD would have increased in the growing season, and thus Et over peatland
is more pronounced than over forest. Thus, increased greening causes a cooling effect
via decreased aerodynamic resistance and increased turbulent (latent) heat fluxes (Chen
et al., 2020). Since 2000, Winkler et al. (2021) found a slowing down of positive NDVI
trends and, furthermore, vegetation browning in especially the tropical forests. Jia et al.
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(2019) summarise the seasonal changes of land cover as follows: from the point of view
of phenology, the growing season extends into the boreal winter due to winter warming
and results in a decrease in snow cover, and thus enhanced Et. In tropical areas, greater
LAI and Et were found due to global warming and enhanced precipitation. In theory,
a longer growing season could mean there is a deciduous leaf canopy which remains in
place for a more extended period. This could draw down water to a greater extent,
and within this scenario, warming and greening would draw down soil moisture, and
result in an inverse relationship between TWS, i.e. water availability for evaporation,
and greenness.
An increase in the NDVI, i.e. greening, can also mean that vegetation recovers from
a drought (de Jong et al., 2011). In particular, large plants and trees help control the
water cycle and protect the region from drought and flooding. Root-zone soil moisture
can serve as a proxy for NDVI (Dorigo et al., 2012), and NDVI can represent Et over
long-term time periods (Zhang et al., 2010).

The IGBP land cover class “forests” is a particularly strong water and CO2 store, due
to its high biomass, and is especially active in Et and Ei (McCurley & Jawitz, 2019).
Since Et has the largest share of E worldwide, afforestation/deforestation could be ex-
pected to impact RH strongly. The forest classification is a tree-covered land area larger
than 0.5 ha (FAO, 2022). The trees must be taller than 5 m and have a canopy cover
of at least 10% (see Fig. 2 in Pan et al., 2013, and Fig. 1 in Lefsky, 2010). This applies
to 4.03 billion hectares and 30% of land cover (Pan et al., 2013). Structure, distribu-
tion and biomass are determined, in addition to the location and interaction with the
environment and soil topography (Pan et al., 2013). Compared to other plant types,
trees are highly responsive to elevated atmospheric CO2 concentrations (Ainsworth and
Long, 2005; Section 1.3.3.4).

Although the tree cover and biomass density of forests have increased since the 1990s,
in particular in the extratropics through temperate reforestation and afforestation, total
forest area has declined by 3%, in particular through tropical deforestation (Keenan
et al., 2015; Pan et al., 2013; Song et al., 2018b). Natural forest areas are decreasing,
while planted forest areas are increasing (Keenan et al., 2015). These changes apply to
all climatic zones, with arid and semi-arid ecosystems poorer in vegetation and topo-
graphically higher regions richer in trees. Van Der Sleen et al. (2015) note accelerated
tree growth, thus increasing undisturbed tropical forest over the past few decades. From
2000–2012, satellite data detected a global forest loss of 2.3 million square metres world-
wide, including a large amount in tropical Brazil (Hansen et al., 2013b). The reasons for
boreal forest loss (Hansen et al., 2013b) were fire and forestry. In contrast, 0.8 million
square kilometres were gained in, for example, Indonesia, Malaysia, Paraguay, Bolivia,
Zambia and Angola among other places.

As part of the land cover changes, deforestation has a direct impact on the roughness,
thus, aerodynamic resistance, Et, the albedo (higher for croplands and pastures than
for forests) and atmospheric CO2. Via radiative, physiological and structural effects,
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deforestation influences q and T , and thus RH. Compared to lower vegetation, large
trees and forests contribute strongly to evaporation, as their deeper roots have more ac-
cess to groundwater (Duveiller et al., 2021). The loss of forests has affected evaporation
particularly strongly, with related effects on cloud formation, precipitation, and incom-
ing radiation to the surface. The removal of forest cover has therefore been associated
with severe droughts, increasingly damaging for the remaining vegetation under global
warming (McDowell et al., 2008). However, where deforestation leads to decreased Et, a
move to agricultural land that is subsequently irrigated can offset this with an increase
in evaporation (Gordon et al., 2005). Large-scale deforestation is considered as a pro-
gressive effect of deforestation of smaller areas. Lawrence and Vandecar (2014) estimate
that complete deforestation would increase the global temperature up to 0.7 K due to
decreased Et. The consequences of this would be reduced rainfall, CO2 unlock and en-
hanced warming, resulting in dryness. Any deforestation leading to an increase in VPD
can lead to further tree mortality (Grossiord et al., 2020; Yuan et al., 2019; Zhou et al.,
2019).

Deforestation can affect local temperatures through changes to moisture levels, albedo,
cloud formation and roughness length (Duveiller et al., 2021) but this differs depending
on latitude and spatio-temporal scales. Generally, temperate deforestation, especially in
winter, is associated with cooling (Bonan, 1999; Lejeune et al., 2018). Over the trop-
ics, deforestation is associated with warming (Alkama & Cescatti, 2016; Bonan, 1999;
Lawrence & Vandecar, 2014; Querin et al., 2016).

A small-size tropical deforestation was found to lead to a local increase of rainfall but
globally reduced rainfall in a GCM based study (Lawrence & Vandecar, 2014). The
research was carried out on teleconnections of deforestation in the tropics, e.g. complete
deforestation of the Amazon leading to a decrease in precipitation over California (see
Fig. 1 in Lawrence and Vandecar, 2014). This suggests that deforestation can affect the
RH of other regions.

The classification into isohydric and anisohydric species refers to the reaction of plants
to drought: while isohydric plants react to atmospheric and soil water-limitation by clos-
ing their stomata, anisohydric plants have a poor stomatal adjustment capacity and keep
transpiring (Hugalde & Vila, 2014). Anisohydric plants are therefore more affected by
drought stress. The Koeppen-Geiger climate classification is also based on the habitats of
the vegetation (updated version: Beck et al., 2018; Fig. 1.13). The botanist Koeppen and
the climatologist Geiger divide into the main groups of tropical/megathermal (A), dry
(desert and semi-arid; B), temperate/mesothermal (C), cold, continental/microthermal
(D) and polar climates (E) (Peel et al., 2007). This classification scheme together with
the world humidity classification (Fig. 1.12), which McCurley Pisarello and Jawitz (2021)
found coherent, will be used in Section 3.3 to characterise regions with a strong RH trend.

In summary, the type of LCLU can clearly affect both local and distant (in some
cases) temperature, moisture, and thus RH. This can be quite dependent on latitude
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and season, with LCLU changes being compounded by other things such as irrigation.

1.3.3.4 Physiological and structural response to elevated CO2

Mainly due to anthropogenic activities, such as fossil fuel combustion and land-use
change, post-industrial, global CO2 concentrations have increased steeply (Hou et al.,
2013). These elevated CO2 concentrations have various effects on the hydrological cycle:
directly through the radiative effect, as the trapped longwave radiation leads to a global
temperature and saturation vapour pressure increase (see Section 1.3.1), and indirectly
through its physiological and structural effects on the vegetation (Betts et al., 1997; Cao
et al., 2010). The indirect influence on clouds is out of the scope of this thesis. The
physiological effect is a key driver for temperature. When CO2 doubles, the temper-
atures increase almost sevenfold by the radiative effect compared to the physiological
effect, while the runoff increase is rather caused by the physiological effect and reduced
Et (Cao et al., 2010). Cao et al. (2010) therefore conclude an RH decrease over land
due to decreased Et. Although increasing temperature can lead to increased greening
through the mechanisms described above, plant physiology itself can have an important
effect. The amplification of aridity and RH decrease can appear via different physiolo-
gical mechanisms (Berg et al., 2016):

(a) Plants reduce their transpiration of water into the atmosphere at high temperatures
to reduce water loss and drought stress. With lower stomatal conductance (or its
reciprocal, stomatal resistance), they save water, which corresponds to a high water
use efficiency (WUE, i.e. ratio of water loss to carbon gain) by partially closing
stomata (e.g., Donohue et al., 2017b; Ruggiero et al., 2017; Sellers et al., 1996. RH
would decrease in this case (Cao et al., 2010).

(b) Partial stomatal closure and later a reduction in stomatal density also occur when
there is an oversupply of CO2, to keep the CO2 concentration inside the leaf as
constant as possible (Keenan et al., 2013). The required amount of CO2 can be
absorbed through fewer openings (experimentally, Gedney et al., 2006; Medlyn et
al., 2001; via model simulations, Boucher et al., 2009). The stomatal closure leads
to less cooling through transpiration and an increase in surface T (Betts et al., 1997;
Boucher et al., 2009; Bunce, 2004; Sellers et al., 1996). Also, VPD would increase in
this case, and RH would decrease (Byrne & O’Gorman, 2016; Douville et al., 2020).
Soil moisture would increase because of less uptake by the plants, so a negative
correlation between soil moisture/runoff and RH would be expected. After ocean
moisture transport, which accounts for the thermodynamic driver component and
to a large extent the dynamical driver component, the physiological effect is crucial
to land humidity (Byrne & O’Gorman, 2016).

(c) Elevated air CO2 concentrations stimulates photosynthesis (Lapola et al., 2009).
Under CO2 fertilisation, the plant grows faster and stronger, corresponding to a
structural change in leaf canopy, i.e. higher LAI and productivity (Norby & Zak,
2011; Winkler et al., 2019). The increased evaporative area leads to increased light
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interception and an increase in Et (Hong et al., 2019; Kauwe et al., 2013). CO2

fertilisation would increase RH.

With decreased stomatal conductance, high WUE and thus decreased Et (case a and
b), RH would decrease; with increased stomatal conductance, low WUE and, therefore,
increased Et, RH would increase (case c). Both effects can occur with a time lag, and
partially or entirely cancel each other out (Betts et al., 1997; Gray et al., 2016; Norby &
Zak, 2011; Osborne, 2016). The LAI increases in the mid and high latitudes without any
physiological effects and just the CO2 radiative effect of global warming (Betts et al.,
1997). Physiologically, however, an elevated CO2 concentration affects the tropics most
strongly, as, for example, model simulations of the coupled biosphere-atmosphere model
SiB2-GCM demonstrate (Sellers et al., 1996).

Various experiments have been conducted to explore plant physiological responses to
elevated CO2. The free-air CO2 enrichment (FACE) experiment exposed vegetation to
elevated CO2 levels (Ainsworth & Long, 2005; Leakey et al., 2012; Norby & Zak, 2011).
They found that responses depended on plant functional type (PFT) and environmental
conditions. These experiments could shed light on the link between physiological effects
and RH.

In addition to measurements, global land-atmosphere coupled models were used to ex-
plore raised CO2 concentrations and to measure its radiative and physiological influence
on vegetation (Byrne & O’Gorman, 2016). Examples include the CMIP5 simulations and
HadGEM2-ES with the CMIP5 model experiments esmFdbk2 and esmFix2 (explained
in Section 2.1.2 and evaluated in Section 5.5). Capturing physiological feedback on CO2

and appropriately representing transpiration and assimilation fluxes still presents sig-
nificant challenges for models, in particular for disturbed vegetation (Donohue et al.,
2017b; Douville et al., 2020; Grossiord et al., 2020; Hong et al., 2019; Keenan et al.,
2015; Keenan & Riley, 2018; Keenan et al., 2013; Winkler et al., 2019). This is due to
various factors, such as climate zones, plant species and soil conditions, and the fact that
experiments cannot report data on the entire lifespan of trees (Medlyn et al., 1999).

1.3.3.4.1 Stomatal closure
At leaf-level, the elevated CO2 concentration gain to water loss ratio comes along with
an enhanced WUE almost universally (Donohue et al., 2017b) and was found for canopy-
level transpiration, in particular, in NH temperate and boreal forests over the past two
decades (Keenan et al., 2013; van der Sleen et al., 2014). This holdback of water and
the resulting high WUE can benefit the plant, particularly under dry conditions, and
reduce drought stress (Leakey, 2009; Leakey et al., 2012; Osborne, 2016). The condition
of suppressed transpiration leads to less moisture in the air and more energy going into
sensible heating, thus, contributing to the radiative forcing and amplifying a local rise in
temperatures (Betts et al., 2007; Cao et al., 2010; Sellers et al., 1996). Based on FACE,
Medlyn et al. (2001) give a statistically significant more than 20% decrease in stomatal
conductance in response to an elevated CO2 concentration, with the strongest reduction
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in young, deciduous and water-stressed trees being more affected than nutrient-stressed
trees. This suggests that age, species, and water and nutrient supply play a role. Gi-
meno et al. (2018) found in their FACE experiments no water savings for water-limited
mature eucalypt woodlands under an elevated CO2 concentration for the period of two
years. The global physiological effects of CO2 on vegetation are small but can play a
decisive role regionally, especially under the radiative effect of CO2 (Field et al., 1995).

Runoff is the difference between land precipitation and evaporation (Gedney et al.,
2006). It is the water above ground that the soil cannot absorb due to saturation or
impermeability. Both observations and model simulations showed that stomatal closure
due to CO2 physiological forcing resulted in increased vegetal WUE and suppressed Et,
and increased runoff over the twentieth century (Betts et al., 1997; Boucher et al., 2009;
Gedney et al., 2006). This includes surface soil moisture, root-zone soil moisture, and
drainage (Douville et al., 2020; Gimeno et al., 2018). This increase in runoff, plus soil
moisture, due to an elevated CO2 concentration, is more pronounced in wet areas than
in dry areas, although according to the CMIP5 carbon feedback experiments, there can
even be a decrease in soil moisture in dry regions (Hong et al., 2019). Any long-term soil
moisture decrease due to stomatal closure would mean that the root-zone soil moisture is
increased, while the surface soil moisture is reduced. Atmospheric evaporative demand
and land aridity would increase, which would result in a non-linear relationship between
increased CO2 concentrations and RH (Berg et al., 2016; Douville et al., 2020). Another
reason for the decrease in runoff is expanded irrigation (Gedney et al., 2006). Conversely,
when adding CO2 fertilisation to their vegetation model, Piao et al. (2007) found a
global reduction in runoff between 1901–1999 with strongest trends in the tropics. They
concluded that CO2 net has less influence on runoff, whereas land-use change in the
tropics and climate variability determine the runoff trend.

1.3.3.4.2 CO2 fertilisation and greening
The decrease in Et caused by the influence of an elevated CO2 concentration on stomata
conductance and CO2 fertilisation, and therefore leaf photosynthesis (Ellsworth et al.,
2017; Medlyn et al., 1999), may lead to changes in vegetation structure, in particular,
an increase in LAI (Betts et al., 2007; Gimeno et al., 2018; Hong et al., 2019; Kauwe
et al., 2013), accelerated tree growth (Ainsworth & Long, 2005; Norby & Zak, 2011; Van
Der Sleen et al., 2015), biomass density (Pan et al., 2013) and productivity (NPP: Hou
et al., 2013; GPP: Kauwe et al., 2013; Winkler et al., 2019; for above-ground production:
Ainsworth and Long, 2005; Haverd et al., 2020). The global greening trend and biomass
gain over the past three decades is associated with CO2 fertilisation (Hong et al., 2019;
Pan et al., 2013). However, greening seems to come more from rising temperatures and
a lengthening of the growing season than from CO2 fertilisation (Winkler, 2020). The
increase in LAI is most pronounced in regions characterised by increased precipitation
(Betts et al., 1997), including globally established forests (Pan et al., 2013). In dry areas,
an elevated CO2 concentration induced LAI increase leads to soil moisture decrease, and
in wet areas, to soil moisture increase (Hong et al., 2019). In addition to the LAI in-
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crease due to an elevated CO2 concentration, it has also been hypothesised that there
are equivalent root depth and roughness length increases (Betts et al., 1997).

Elevated CO2 concentrations and CO2 fertilisation have been associated with an in-
creased WUE in NH temperate and boreal forests over the past two decades, leading to
a decrease in evaporation (Keenan et al., 2013). This WUE increase is underestimated
by models (Keenan et al., 2015). Despite the increase in WUE, the width of growth
rings in tropical forests, Van Der Sleen et al. (2015) do not associate with an elevated
CO2 concentration over the last 150 years, thus rejecting the hypothesis of a positive
correlation between CO2 fertilisation and tree growth over the long-term in these ecosys-
tems. Clearly, there are latitudinal and biome related differences in plant physiological
responses that could be relevant to regional differences in RH trends.

1.3.3.4.3 Comparing physiological and structural responses, and further offsetting
Several potential feedbacks could offset a physiological or structural response to an el-
evated CO2 concentration on large scales (Gray et al., 2016). Betts et al. (2007) suggest
that CO2 fertilisation leads to more growth and larger leaf canopies (an increase in LAI).
The greater evaporative area leads to water loss (Kauwe et al., 2013). It reduces canopy
conductance, which offsets the physiological response, namely stomatal closure, because
canopy transpiration and thus also soil water depletion are kept constant (Field et al.,
1995; Leakey et al., 2012). Using the example of soya beans in dry years, Osborne’s
(2016) comment on (Gray et al., 2016) names another offset mechanism: aerodynamics,
which change with the height of the plants and to the extent to which the plant is ex-
posed to wind (Betts et al., 1997; Norby & Zak, 2011). Air circulations interact strongly
with the leaf surface, while small dense crops are comparatively sheltered. The third
effect is that of heating, which occurs through suppressed evaporation, and could again
lead to drought. Thus, the assumption of a boost in crop yield in dry years, due to an el-
evated CO2 concentration by saving water in crops, can be rejected (Ainsworth & Long,
2005; Osborne, 2016). A 2-year FACE experiment on mature water-limited Eucalyptus
also showed no water savings in the ecosystem (Gimeno et al., 2018). In summary, the
structural response can offset the physiological response, an increase in plant height can
change the airflow, and a local increase in temperatures can occur because of reduced Et.

Due to the offsets arising from these various mechanisms, simulations find a regional
net effect of an elevated CO2 concentration on vegetation, which is less pronounced at
the global scale (Betts et al., 1997; Field et al., 1995). If the affected regions are also
influenced by rising surface temperatures as a result of climate change, this can amplify
the effects on the hydrological cycle. Field et al. (1995) conclude that an elevated CO2

concentration primarily impacts the climate through its radiative impacts.

CMIP5 models generally find stronger physiological effects in doubling CO2 than struc-
tural effects as a response to an elevated CO2 concentration, which results in a decrease
in land evaporation and an increase in soil moisture and runoff (Cao et al., 2010; Hong
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et al., 2019). The balance is only reversed in dry areas so that structural effects (increase
LAI/productivity) are stronger so that soil moisture decreases there (Hong et al., 2019).

1.3.3.4.4 Other factors contributing to a change in stomatal conductance
The vegetal feedback on an elevated CO2 concentration depends on further atmospheric
and terrestrial parameters, such as the plant species, moisture availability, nutrients and
other regional aspects (Andrew et al., 2016; Glenn et al., 2008; Grossiord et al., 2020;
Sellers et al., 1996). In general, plants strive to use their resources efficiently. Therefore,
when plants are limited in their needs, they reduce their leaf area (Glenn et al., 2008),
which would imply reduced Et.

On the spatial scale, one reason for the different effects of physiological and structural
factors may be the dynamical drivers; continents are exposed to different circulations and
thus moisture supply and stability, which affect both the physical/structural response to
an elevated CO2 concentration and are influenced by them. Zonally asymmetric rainfall
anomalies, due to forest responses to an elevated CO2 concentration, may arise from
local differences in moisture recycling and land-ocean interactions (Kooperman et al.,
2018). When discussing the spatial scale, the temporal scale must also be taken into ac-
count: it may be that structural responses to an elevated CO2 concentration lag behind
the physiological response by up to a number of decades, which also makes it difficult
to understand and decouple the interaction between the two (Betts et al., 1997). Model
simulations also do not see a consistent global correlation between an elevated CO2 con-
centration fertilisation and NPP change, with the most remarkable changes in southern
Africa and the tropical Amazon basin (Hong et al., 2019; Hou et al., 2013; Lapola et al.,
2009), regions with increased rainfall (Betts et al., 1997).

Because of these many conditions, it is challenging to predict the response of veget-
ation to an elevated CO2 concentration and impact on Et, q and T , and therefore,
RH, especially on the larger scale of the diversity of climate and terrestrial conditions.
The expectation is that the influence of the above-defined terrestrial drivers on RH will
be localised in scale and quite possibly small compared to other drivers, or even offset
by them. Nevertheless, it is clear that there are several mechanisms by which plant
physiology and LCLU can affect RH.

1.4 Research aims and structure

The main purpose of this study is to explore the potential for contributions of non-
thermodynamic drivers to the decline in RH over land. Furthermore, this study intends
to evaluate the ability of common climate models, such as HadGEM2-ES, to reproduce
this decline. The recently observed decline in RH is not reproduced in historical sim-
ulations from climate models. This has important implications for projected climate
impacts that are related to land surface RH, suggesting that there are considerable un-
certainties. By improving the understanding of the potential drivers of land surface
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RH that are more difficult for climate models to accurately represent, such as modes
of variability, plant physiology and LCLU, this research may help to improve climate
modelling. In addition to climate monitoring, climate modelling and climate impacts
modelling, the results are relevant to a large number of scientific areas including the
terrestrial water cycle, soil and plant sciences and atmospheric dynamics.

The thermodynamic driver as a reason for the decrease in RH has been investigated
extensively (Byrne & O’Gorman, 2013a; Byrne & O’Gorman, 2013b, 2016, 2018; Dunn
et al., 2017; Joshi et al., 2008; Vicente-Serrano et al., 2018; Wallace & Joshi, 2018).
Since they cannot fully describe the decreasing RH trend, this study explores whether
any other drivers, that act on different temporal and spatial scales, might help explain
some of the regional differences. The variable of RH is looked at surprisingly rarely in
climate research. It is not a priority variability of impact, unlike air temperature and
precipitation, which have a direct impact on people and society. The q is more often
used as a physical quantity which relates more to the amount of water vapour and pre-
cipitation. RH is a more complicated variable due to its dependence on T and q, and is
difficult to observe accurately.

Global monitoring products (q, T , RH), e.g. the global gridded land surface humidity
dataset HadISDH and ERA-Interim reanalysis, serve as the data basis for this research.
They are used to explore relationships with dynamical drivers composed of sea level
pressure, 10m winds, sea surface temperature, precipitation and large-scale modes of
variability. Remote sensing datasets are used in addition to exploring relationships with
terrestrial drivers comprising land evaporation, TWS and vegetation cover. The analyses
are carried out on a global as well as on a regional scale, for typical 3-month seasons
(December-January-February [DJF], March-April-May [MAM], June-July-August [JJA]
and September-October-November [SON]) as well as annually. Furthermore, the impact
of CO2 induced stomatal conductance changes on RH is explored using the HadGEM2-
ES general circulation model experiments esmFdbk2 and esmFixClim2. Additionally,
RH trends and the regional relationship between q, T , and RH in HadGEM2-ES simu-
lations is explored.

Those working in concerned disciplines are given an insight/overview into the fields
relevant to them, e.g. hydrologists, soil scientists, atmospheric physicists, plant physiolo-
gists and climate modellers. Comprehensive environmental findings are essential for
planning our future, especially under the strong influence of climate change and global
warming. This study’s findings will guide politicians and will also be used by non-
governmental organisations, industry and other stakeholders around the world to make
educational and cultural decisions.

Climate impact models take the climate models a step further. They focus on the
impact of climate change on socio-economic sectors, e.g. heat stress, food security, such
as crop growth and their susceptibility to diseases, and extreme events like flooding and
droughts. The better RH is understood and the more precise the underlying physics
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in the climate models, the more accurate the climate impact predictions on the socio-
economic sector, e.g. vulnerability of the agricultural system to the hydrological cycle.
With high certainty in these predictions, prudent decisions can be made to prevent cata-
strophes or adapt to them.

Chapter 1 explained the importance of atmospheric humidity for living things such as
humans, plants and fauna, and its position in the global water cycle. Specifically, RH
is defined. The global decline in RH over land is described using current literature. An
introduction to three possible drivers for this change is given. These drivers are each
then discussed in upcoming Chapters, with the help of experiments. At the end of this
Chapter, the research niche, the aim of the thesis, and the project outline are presented.

Chapter 2 describes the data and methods used in this thesis and introduces the re-
gions of interest.

Chapter 3 sets the scene by exploring regions with a strong RH trend, highlighting
their characteristics, in the context of simultaneous changes in q and T . The contribution
of regional RH trends to the global trend and, thus, the relevance of work on the selected
regions, are elaborated on. Relationships between RH and T and q, in form of correla-
tions and regressions, provide important insights for the later analysis of dynamical and
terrestrial drivers. The differences in representing the global and seasonal RH trends
and the relationship between RH, q and T between observations and HadGEM2-ES are
extracted.

Chapter 4 explores whether dynamical drivers could explain any of the long-term
changes in regional RH. The Chapter introduces the coupling of selected modes of vari-
ability with regional RH. The significance and strength of the relationships are ranked
to determine which modes and which regions to include in the analysis. To explain the
link between modes and RH in more detail, relationships with primary variables, i.e.
mean SLP, SST, and wind speed and direction, are included.

Chapter 5 assesses the terrestrial drivers and their role in land surface RH change.
This is divided into different types of E, i.e. Et, Ei, Eb, Ew and Es, which are ex-
amined with the help of several datasets. For regions in which evaporation is dominated
by evapotranspiration and interception loss, land cover change and plant phenology are
examined using the NDVI datasets. GLEAM soil moisture and GRACE TWS datasets
are used to understand the land cover change further and to analyse regional changes
in open-water evaporation and snow sublimation. Links between regional wind speed
and evaporation, and thus the impact on RH, is examined. In addition, the analysis
of soil moisture variability provides information on the subject of plant physiology and
the effect of CO2 on stomatal conductance. The latter is also analysed by comparing
the model runs HadGEM2-ES esmFixClim2 and esmFdbk2 regarding increasing CO2

being seen either by radiation or by the carbon cycle.
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Chapter 6 provides a summary of the main findings, linking together explanations for
the most holistic understanding of the global decrease in RH over land. The success of
the methods used in this thesis and their results are reviewed in retrospect. Proposals
are made for the continuation of the project and for improving climate models that are
not yet able to represent the trend in RH.
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The analysis of drying trends around the globe is carried out on various temporal and
spatial scales using a wide range of datasets: climate monitoring datasets from in situ
observations, reanalysis, remote sensing datasets and climate model data.

2.1 Data

The datasets used in this thesis are shown in Table 2.1. This study is based on the
Met Office Hadley Centre’s Integrated Surface Dataset of Humidity HadISDH. This is
an annually updated in situ observation-based surface humidity (q) and temperature
(T ) monthly mean land surface climate monitoring product developed by Willett et
al. (2014). It is supported by the European Centre for Medium-Range Weather Fore-
casts (ECMWF) atmospheric reanalysis ERA-Interim (Berrisford et al., 2011; Dee et al.,
2011), which showed similar relative humidity (RH) trends to HadISDH in the last two
decades (2000–2017) (Dunn et al., 2017; Vicente-Serrano et al., 2018). As a represent-
ative of the CMIP5 models, the UK Met Office Hadley Centre Earth System Model
HadGEM2-ES (Collins et al., 2008) is used in this work. These three datasets are used
for the trend analysis of RH, q and T (Chapter 3). ERA-Interim also provides data for
the primary physical drivers SST, wind speed and direction and SLP (Section 4.1). In
Section 4.1.1, the Global Precipitation Climatology Centre (GPCC) Full Data Monthly
Product (Schneider et al., 2020) helps to establish the connection between precipitation
and RH.

As part of the terrestrial drivers (Chapter 5), the remote sensing datasets Global Land
Evaporation Amsterdam Model (GLEAM; Martens et al., 2017; Miralles et al., 2010a;
Miralles et al., 2010b), Gravity Recovery and Climate Experiment (GRACE; Save, 2019;
Save et al., 2016) and Global Inventory Modeling and Mapping Studies (GIMMS; Pinzon
and Tucker, 2016; Pinzon and Tucker, 2014) are used to assess the influence of evapora-
tion and soil moisture, terrestrial water storage (TWS) and green vegetation (normalised
difference vegetation index, NDVI) on RH. The HadGEM2-ES model is also used to eval-
uate the radiative (the thermodynamic and dynamical drivers) versus the physiological
(terrestrial driver) response to elevated air CO2 on RH.

The spatial and temporal resolution of the datasets was tailored to the resolution of the
HadISDH dataset (5° by 5°, monthly and minimum start/maximum end in 1973/2017).
The period for climatology is 1981–2010 unless otherwise stated. The datasets were not
spatially matched with the HadISDH dataset.
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Table 2.1: Overview of used datasets (Becker et al., 2013; Berrisford et al., 2011; Collins
et al., 2008; Dunn et al., 2016; Martens et al., 2017; Miralles et al., 2010a; Pinzon &
Tucker, 2016; Pinzon & Tucker, 2014; Save, 2019; Save et al., 2016; Schneider et al.,
2020; Smith et al., 2011; Willett et al., 2014).

The datasets for monthly indices of modes of variability widely embracing the time
period of HadISDH (1973–2017) are outlined in Section 2.1.5, and their impact on RH
is explored in Chapter 4.

2.1.1 Observation based datasets: HadISDH and ERA-Interim

HadISDH observations and ERA-Interim reanalysis were used to work out regional RH
trends. The latter also provided primary physical variables for analysing the impact of
dynamical drivers on RH.

HadISDH

The MetOffice Hadley Centre led project HadISDH.land utilised the National Oceanic
and Atmospheric Administration’s (NOAA) National Centers for Environmental Inform-
ation’s (NCEI) Integrated Surface Database (ISD; Smith et al., 2011) humidity data. It
is a quality-controlled and homogenised, gridded in-situ dataset providing air T and
multiple surface atmospheric humidity variables from 1973 to the present (Willett et al.,
2014; Willett et al., 2021b; Willett et al., 2013). The ISD data are then processed as
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part of the HadISD sub-daily observations dataset (Dunn, 2019; Dunn et al., 2014; Dunn
et al., 2012; Dunn et al., 2016) which filters for the length of record and applies quality
control. The stations are then further filtered as part of the HadISDH processing for
intermittency and length of the record, resulting in <4000 stations (Fig. 1.2). Near-
surface (2 m) air T and dew point temperature (Td) are reported, the latter measured
as either RH directly or wet bulb temperature (Tw) but then converted to Td prior to
transmission. These are converted to q and RH (in addition to other humidity vari-
ables) via nonlinear equations (Table 1 in Willett et al., 2014), and then averaged to
monthly means. Pairwise homogenisation comparing neighbour stations’ measurements
(described in Dunn et al., 2014; Menne and Williams, 2009) is applied to these monthly
means to find and adjust for changes in the observation time series caused by changes to
the instrument, instrument location, instrument housing, observing practice etc. After
homogenisation, the values are gridded by simply averaging over 5° by 5° grid boxes.
The dataset is updated annually (Willett et al., 2021b). This dataset is the heart of
the thesis, and the negative RH trend based on this should be explained. There is also
a related HadISDH.marine dataset for the ocean (Willett et al., 2021b) but this is not
used in this study.

HadISDH.land.v4.0.0.2017f was used as this was available near the beginning of this
thesis. A more recent version could have been used but the accompanying ERA-Interim
dataset ended in August 2019 so would have involved bringing in the newer ERA5
product (Hersbach et al., 2020). Also, the GIMMS3g NDVI dataset ended in December
2015. The data were downloaded from https://www.metoffice.gov.uk/hadobs/hadisdh/.

ERA-Interim

The European Reanalysis (ERA-Interim) developed by the European Centre for Medi-
um-Range Weather Forecasts (ECMWF) is a mathematical forecast model for 1979 until
August 2019 with a spatial resolution of about 80 km (Berrisford et al., 2011; Dee et al.,
2011). Based on station observations, satellites, ships, buoys, aircrafts and radiosondes
of various datasets, the reanalysis forecasts globally complete fields of surface variables
at each time step, blending them with actual observations. In addition to 2 m T , q and
RH, SST, wind vectors and speed, and SLP are used for this study. As for HadISDH,
monthly humidity data are calculated from sub-daily 2m T , dew point T and surface
pressure, using the same equations as for HadISDH (converted data provided by K. Wil-
lett). There is temporal instability of SST in the dataset, as different SST observation
datasets were assimilated at different times over the period of record (June/July 2001
and December 2001/January 2002), i.e. changes of datasets in July 2001 and Janu-
ary 2002 (Kumar et al., 2012). In ERA-Interim, lakes are translated from lake surface
temperatures provided by Moderate Resolution Imaging Spectroradiometer (MODIS;
Dutra et al., 2010; Minallah and Steiner, 2021). Accurate lake surface temperatures
benefit the thesis’ analysis on lake SST (Sections 4.1 and 4.2), such as in the Caspian
Sea region. ERA-Interim data are used in Section 4.1, so the SLP, winds etc. may
be less affected, and influence on regional surface temperature might be possible. Ve-
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getation is represented by its height (low, high) and based on the Global Land Cover
Characteristics (GLCC), a series of evolution of classifications of vegetation, soil and
snow evolution which are derived from one year of Advanced Very High Resolution Ra-
diometer (AVHRR) data (Dee et al., 2011; Loveland et al., 2000). The vegetation height
represents the roughness length and thus the aerodynamic resistance, linked to wind
and evaporation. Applied to this is the Tiled ECMWF Scheme for Surface Exchanges
over Land (TESSEL) scheme, which models four-layer soil and snow, thus, thermal
and water storage (Dee et al., 2011). ERA-Interim does not include any changes to
land cover or land use (LCLU), which could influence albedo and evaporation. Albedo
is not covered in this thesis, whereas the link between land evaporation and RH is
covered by the GLEAM data set. A change in LCLU could also influence a change in
roughness length, which may affect the wind speed. The data can be downloaded from
https://apps.ecmwf.int/datasets/data/interim-full-daily/levtype=sfc/.

2.1.2 Model data: HadGEM2-ES

Following up on Dunn et al. (2016), who found that a collection of historical and
historicalExt runs from nine models in the fifth phase of the Coupled Model Inter-
comparison Project (CMIP5; Taylor et al., 2012a), were not able to represent the global
negative RH decrease since the early 2000s, the MetOffice Hadley Centre Global Envir-
onment Model version 2-Earth System (HadGEM2-ES) is also chosen as a representative
of CMIP5 in this study. HadGEM2-ES is a coupled atmosphere-ocean general circulation
model (AOGCM). It provides a wide range of long-term projections that could be use-
ful across this study (historical experiments and the coupled model long-term idealised
simulations esmFdbk2 and esmFixClim2, see below) and are accessible in the study’s
time frame. Representing biophysical and biogeochemical processes, the HadGEM2-ES
model has a resolution of 1.875° by 1.25° for the atmospheric domain and 1° within the
ocean. It reaches almost 40 km into the atmosphere with sub-hourly time steps over the
atmosphere and land and 1h for the ocean domain (Collins et al., 2011). The Joint UK
Land Environment Simulator (JULES, derived from the Met Office Surface Exchange
Scheme [MOSES II]; Essery et al., 2003) and the Top-down Representation of Inter-
active Foliage and Flora Including Dynamics (TRIFFID; Best et al., 2011; Clark et al.,
2011) Dynamic Global Vegetation Model (DGVM; Cox, 2001) represent the land surface
scheme and vegetation dynamics (Bellouin et al., 2011; Collins et al., 2011; Jones et al.,
2011). It should be noted that MOSES II does not perceive climatic changes of lakes via
their area but focuses on soil moisture (Collins et al., 2011). Keeping the lake surface
area constant could overestimate evaporation processes, thus, atmospheric humidity if
the thermodynamic driver, i.e. stronger land-than-ocean warming, applies to open wa-
ter bodies like lakes. The historical land use is based on the History Database of the
Global Environment (HYDE). TRIFFID DGVM calculates with five plant functional
types (PFTs; depending on the climatic conditions: broadleaf and needleleaf tree, C3
and C4 grass, shrubs) and soil. Urban areas, lakes and ice are based on the International
Geosphere-Biosphere Program (IGBP) land cover map. Anthropogenic disturbance, i.e.
and land-use change or agriculture, is represented by the reduction of woody PFTs (trees
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and shrubs) so that only grass PFTs, i.e. crop and pasture, are allowed (Jones et al.,
2011). Abandoned agricultural areas are replaced with C3 and C4 grasses (Collins et
al., 2011). This agriculture mask is a very simplified scheme because agriculture can be
more than crop and pasture, such as livestock farming in Mongolia. Both biophysical
and biogeochemical effects of LCLU change (anthropogenic and natural), such as sur-
face albedo and roughness and evapotranspiration and runoff, can be simulated in this
way. Indirectly, this affects radiative feedback such as bare soil fraction, wind speed
and soil moisture (Jones et al., 2011). Irrigation is not included in the HadGEM2-ES,
which could cause problems, mainly when depicting the larger hydrological cycle from
groundwater storage to evaporation (Collins et al., 2011). The strongest impact of sur-
face boundary conditions on this project’s results might be humidity variables RH and
q with the HadGEM2 analysis (Sections 3.4 and 5.4).

The historical (1850–2005) and historicalExt (historical extension; 2006–2017) were
merged and used to look at the model representation of recent conditions, e.g. RH
(hurs, as in HadGEM2-ES called), q (huss) and T (tas) trends and their relationships
(Section 3.4). The experiments are forced with historically representative forcing, i.e.
greenhouse gases, aerosols and natural factors (volcanos, solar forcings) to replicate the
recent history of climate (Emori et al., 2016). Different realisations (runs) are initiated
with the same settings, but they differ in their modes of variability because these are
natural flows within the climate system to balance various things. One slight difference
here can lead to a big difference there, known as the butterfly effect. So, at any one
time, one realisation could have a very different state of ENSO or the SAM or the NAO
or AMO etc. (internal variability; Taylor et al., 2012a). This results in a difference
between the models and observations on a year-to-year scale. An attempt is usually
made to calculate this variability out of an ensemble of runs. In this study, the runs
(r2i1p1, r3i1p1 and r4i1p1 with the first number as the number of the ensemble member,
the second number as the number of initialisation state, and the third number of used
physical parametrisations), were examined individually to be able to make more precise
statements about them if necessary. The runs were chosen due to their completeness of
time for the selected experiments and variables.

The experiments ESM Feedback 2 (esmFbk2) and ESM Fixed Climate 2 (esmFix-
Clim2) were selected to explore if there is a change in RH linked to stomatal changes
responding to increases in CO2. The carbon cycle (radiation) in esmFixClim2 (esm-
Fdbk2) sees the same amount of CO2 forcing as the historical period followed by the
representative concentration pathway (RCP) 4.5 rise in CO2 (Betts et al., 2015; Emori
et al., 2016). RCP4.5 is a future warming “business as usual” scenario and means that
by 2100 the radiative forcing is about 4.5 W m−2; this corresponds to a CO2 equival-
ent of 650 ppm (Thomson et al., 2011b). Conversely, the radiation (carbon cycle) in
esmFixClim2 (esmFdbk2) sees no change in CO2, which is set at piControl levels. In
other words, esmFdbk2 prioritises the radiative response, whereas esmFixClim2 focuses
on the carbon cycle response. Vegetation plays a major role in the carbon cycle. In-
creasing CO2 leads to enhanced stomatal conductance efficiency, whereby partially closed
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stomata inhibit evapotranspiration, reducing a source of moisture into the atmosphere.
For both experiments, T , q and RH trends were calculated over the entire model period
of 1850–2099, hopefully magnifying any trend present in order to improve the signal-
to-noise ratio. Given the absence of climate change-related to the radiative response to
increased CO2 in esmFixClim2, and therefore an absence of thermodynamically or dy-
namically driven related changes in RH, a change in RH in esmFixClim2 would indicate
a CO2 related stomatal driven component of RH, and thus the presence of a terrestrial
driver. There is no land-use change in the ESM runs either. Additionally, comparing
the observations with the historical/historicalExt and esmFdbk2/esmFixClim2 may
elucidate interesting differences that may be useful in the field of model validation and
development, and observation dataset developments. The data were downloaded from
https://esgf-data.dkrz.de/search/esgf-dkrz/.

2.1.3 Precipitation from GPCC

Based on in situ rain gauge data from up to 50,000 weather stations worldwide, the
Full Data (FD) Monthly Product V2020 of the Global Precipitation Climatology Centre
(GPCC) by Deutscher Wetterdienst (DWD) used in this study provides quality-con-
trolled precipitation data [mm month−1] over land (Schneider et al., 2020; Schneider
et al., 2008). The original gridded resolution is 2.5° by 2.5°, and the dataset covers the
time period from 1891 to 2019. The gridding of gauge observations occurs via interpol-
ation and spatial averaging of anomalies, including the land fraction with a concluding
superimposing of anomalies on the background climatology (Schneider et al., 2014b).

As a freshwater source, precipitation is a central component of the hydrological cycle.
In the dynamical drivers’ category, it impacts RH primarily through the enrichment of
runoff, soil moisture and terrestrial water storage, providing water for evaporation. Pre-
cipitation could directly influence RH if a season had an anomalously high number of
rainfall events, depending on the type of precipitation event. The dataset shows regional
and seasonal rain changes that can be linked to modes such as the El Niño Southern
Oscillation (ENSO) and the North Atlantic Oscillation (NAO) (Figs. 15-17 in Becker
et al., 2013). The GPCC dataset has been widely used: among others, Spinoni et al.
(2013) estimated the high reliability of GPCC to analyse rainfall deficits and thus ana-
lyse the frequency, duration and severity of droughts worldwide. Simmons et al. (2010)
compared GPCC precipitation rates and the ERA-Interim dataset and found overall
positive correlations with q and RH.

The Full Data (FD) Monthly Product V2020 of the Global Precipitation Climatology
Centre (GPCC) used in this study were downloaded from https://opendata.dwd.de/cl
imate environment/GPCC/html/fulldata-monthly v2020 doi download.html.
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2.1.4 Satellite-based datasets: GLEAM, GRACE and GIMMS

The remote sensing datasets GLEAM, GRACE and GIMMS were used to determine the
influence of terrestrial evaporation via vegetation cover and soil moisture on RH.

Evaporation from GLEAM

With the help of the Global Land Evaporation Amsterdam Model (GLEAM) version
3a, the influence of land evaporation on RH and the dependence on soil moisture can
be explored. The model estimates daily land evaporation rates (potential evaporation
Ep, actual evaporation E) and all its components (transpiration Et, interception loss
Ei, bare-soil evaporation Eb, snow sublimation Es and open-water evaporation Ew) as
well as surface soil moisture and root-zone soil moisture from satellite data derived from
microwave sensors (Miralles et al., 2010a; Peng et al., 2017). Through mathematical
models, four GLEAM modules are calculated:

I. the evaporation module, which calculates Ep via the Priestley-Taylor equation
(Priestley and Taylor, 1972). This equation is an alternative to the Penman-
Monteith equation, which relies exclusively on variables based on observations de-
tected from space, namely net radiation and air temperature.

II. the stress module, where a stress factor is calculated using the vegetation optical
depth (a proxy for vegetation water content) and estimates of root-zone soil mois-
ture characteristics are made (Miralles et al., 2016). Together with the Ep, the
stress factor results in E.

III. the soil module, which uses as inputs: precipitation, interception loss and snowmelt
to output a moisture profile. Hence, via evaporation and drainage, Et and Eb are
estimated where the soil layer depends on the vegetation height (Martens et al.,
2016).

IV. the interception module, which uses Gash’s analytical model to calculate Ei derived
from vegetation and precipitation characteristics, such as wetting up, saturated
conditions and drying out after the end of the storm (Miralles et al., 2010a).

Ew and Es are again based on the Priestley-Taylor equation, including open water and
ice characteristics. Each land grid cell, 0.25° spatial resolution, is subdivided into four
cover fractions: bare soil, short and tall vegetation (based on MODIS Global Vegetation
Continuous Fields MOD44B) and open water (Martens et al., 2016). Their weighted
average evaporation for these land covers determines the final evaporation rate for the
grid box (Martens et al., 2016).

GLEAM has been used in many ways, including by Martens et al. (2018), Miralles
et al. (2013) and Greve et al. (2014) to explore links between global evaporation and
modes of climate variability, such as ENSO. Results from these studies suggest that El
Niño events have led to vegetation stress and both evaporation, soil moisture and NDVI

45



2 Data and methods

decrease, especially in water-limited regions between 30°N and 60°S, e.g. in southern
Africa. In this study, the use of GLEAM data is taken a step further, and all latter com-
ponents and their influence on RH are examined individually. The multi-decadal trend
in global terrestrial evapotranspiration is positive, so are E and Ei due to increased leaf
area index (LAI) with Es decreasing between 1981–2010 (Zhang et al., 2016a).

The GLEAM v3.3a dataset is constantly evolving (Martens et al., 2016; Miralles et al.,
2011); for example, the vegetation was increased from short to tall, and Soil Moisture
and Ocean Salinity (SMOS) soil moisture data was integrated to improve terrestrial
evaporation (Martens et al., 2016). The GLEAM v3.3a data used in this study were
downloaded from https://www.gleam.eu/.

Terrestrial water storage from GRACE

Exclusively consisting of satellite data, and thus, being the only real independent dataset
that observes the for the RH critical zone, the GRACE Center for Space Research at the
University of Texas, Austin (CSR) release RL05 offers the unique possibility to investig-
ate the continuous impact of change of the totality of the terrestrial water on HadISDH
RH change. The GRACE experiment is based on a twin set of spacecraft launched by
the National Aeronautics and Space Administration (NASA) and the German Aerospace
Center (DLR) in March 2002. The twin satellites move around the Earth in a low-earth
orbit (Rodell et al., 2004; Tapley et al., 2019; Wahr et al., 2004). The distance between
the satellites is measured using a GPS and microwave ranging system, and since May
2018, the GRACE Follow-up (FO) uses also laser interferometry. The distance between
the two satellites is about 220 km but changes when one of the two satellites acceler-
ates/decelerates. The difference in speed occurs with a change in the gravitational forces
experienced by the satellites (Wahr et al., 2004). The strength of gravity is determined
by the local mass of the Earth, which also includes the shape of the oceans and terrestrial
water resources. With geoid variability, the gravitational force changes over a location.
For example, when water is redistributed, GRACE can measure this redistribution of
water through the distance between the two satellites via variations in Earth’s gravity
field (Dickey et al., 1998). Since April 2002, GRACE has delivered a global inventory of
monthly terrestrial water storage anomalies, offering some understanding of the status
of data integrated vertically through the water column, i.e. groundwater, soil moisture,
snow, ice, and surface water (Bettadpur, 2007). Further quantification of these fractions
of terrestrial water storage is possible through the use of additional data (Feng et al.,
2013; Syed et al., 2008).

For wider dissemination, GRACE data are regridded by the CSR, JPL (Jet Propul-
sion Laboratory) and GFZ (GeoforschungsZentrum Potsdam) to a spatial resolution:
0.25° by 0.25° (Rodell et al., 2004; Wahr et al., 2004). Atmospheric and climate effects
are removed using European Centre for Medium-Range Weather Forecasts (ECMWF)
model outputs (Rodell et al., 2004; Yu et al., 2019). Known uncertainty in these data
includes (i) system-noise error in the satellite-to-satellite microwave ranging measure-
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ments, (ii) the accelerometer error, and (iii) error in the ultra-stable oscillator and orbit
error (quoted by Wahr et al., 1998), which can be attenuated by filtering and regridding
(Landerer & Swenson, 2012; Long et al., 2014). With the change in terrestrial water
storage measured, the accuracies of the product are higher than 1.0 cm, tested for the
first time by Wahr et al. (2004) over the large drainage basins of the Mississippi, the
Amazon and the Bay of Bengal. The TWS anomalies are based on the mean gravity
field 2004–2009; on this climatology were the HadISDH anomalies calculated when used
in correlations with the GRACE data. As noted, individual water components cannot
be separated without additional datasets, but several attempts have been made to filter
out evapotranspiration (Long et al., 2014; Rodell et al., 2004).

GRACE data have been used many times to increase our understanding of global
and regional surface hydrology and hydrological balance. Dai (2011) used GRACE and
GPCC precipitation data to simulate the Palmer Drought Severity Index (PDSI) and
pointed out that GRACE included human-induced variations, such as irrigation, which
common drought indices lack. Wang et al. (2018) concluded based on GRACE data
that endorheic (closed) basin water stores are declining worldwide. Ni et al. (2018) found
strong correlations between the interannual TWS variability and the ENSO, particularly
around the Amazon and towards Venezuela and Bolivia. Yu et al. (2019) used GRACE
to assess drought in Mongolia between 2002 and 2017. Rodell et al. (2018) expanded the
analysis to global freshwater availability via GRACE for more than thirty regions and
categorised changes in climate change, shorter-term anthropogenic and natural variab-
ility. Terrestrial water storage was found to be linked with NDVI change with a delay
of up to 1 month (Xie et al., 2019). The lag depends on the type of vegetation (Andrew
et al., 2016). These former studies show that GRACE terrestrial water storage anomalies
support studies to explain global and regional hydrological trends. The GRACE data
used in this study were downloaded from http://www2.csr.utexas.edu/grace/RL05.html;
other options for downloading these data exist: e.g. Tapley et al. (2019).

NDVI from GIMMS3g

The GIMMS3g NDVI represents a global assessment of photosynthetically active bio-
mass, i.e. land surface phenology parameters including, to a certain extent, land cover
(de Jong et al., 2011; Julien & Sobrino, 2009). Key to these data is the extended
time series (pre-2000). The index is based on chlorophyll pigments and cell structures
of healthy vegetation absorbing red wavelength and reflecting near infra-red energy.
A change in the NDVI can indicate a change in surface vegetative cover such as de-
forestation, afforestation, reforestation or urbanisation, or physiological effects such as
greening or die-back, which could lead to an RH change via evaporation and thermal
effects (Dorigo et al., 2012).

The NDVI is defined as the normalised difference in reflectance of overlapping red
(0.58–0.67 µm) and infrared (0.725–1.10 µm) spectral bands measured by Advanced Very
High-Resolution Radiometer (AVHRR) instruments on the National Oceanographic sa-
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tellites and Atmospheric Administration (NOAA) and the European Organisation for
the Exploitation of Meteorological Satellites (EUMETSAT) satellites covering the time
period July 1981 until end of 2015 (Pinzon & Tucker, 2014). The higher the reflective
IR and the absorbed red energy, the higher the NDVI, the ‘greener’ the plant. Pre-
processing of these data includes correction for (i) satellite orbital drift, (ii) cloud con-
tamination based on reflectance and brightness temperature and (iii) radiometric and
atmospheric effects caused by stratospheric volcanic aerosols for the periods of 1982–84
(volcanic eruption of El Chichon) and 1991–94 (volcanic eruption of the Mount Pinatubo)
to minimise varying solar zenith angle effects (Fensholt & Proud, 2012; Pinzon & Tucker,
2014; Tucker et al., 2005).

Data used here were bi-weekly values with an 8-km resolution corresponding to the ob-
tained 0.25° latitudinal/longitudinal grid (Pinzon & Tucker, 2014). The NDVI algorithm
derives values in a range between -1 and 1, with negative values typically representing
open water bodies and values around 0 representing bare soil. Positive low values (0–
0.1) indicate barren areas of rocks, sand or snow, moderate values (0.2–0.3) shrub and
grassland and high values (0.6–0.8) temperate and tropical forests (Gandhi et al., 2015).
Given the nature of the NDVI algorithm, values can be sensitive to vegetation types and
phenology (Dorigo et al., 2012). Stated errors amount to a maximum of 0.005 (Pinzon
& Tucker, 2014).

These data have been used widely to investigate climate-vegetation trends and as-
sociated feedback. Annual and seasonal means for global Et derived from the GIMMS
NDVI for 1983–2006 were investigated by Zhang et al. (2010). Fensholt et al. (2004) also
established an acceptable global agreement between GIMMS and Terra MODIS NDVI
(MOD13C2 Collection 5; which offer higher resolution and calibration), which under-
pins the use and relevance of the GIMMS3g time series to detect and understand global
vegetation cover dynamics. However, the authors note that trend analysis in arid areas
should be interpreted with caution. They also found NDVI negative trends in south-
ern Africa and around the Caspian Sea and positive trends in northern India between
2000–2010. The latter was also found for the 1981–2006 period from de Jong et al.
(2011). In this instance, the authors applied NDVI harmonic analysis to GIMMS3g, to
detect longer-lasting greening trends due to an earlier onset of greening due to warming,
especially in the NH (including these chosen regions: Alaska, Scandinavia, Mongolia).
Using these data, they were able to link trends to increased evapotranspiration and
drought stress. Similarly, Fensholt et al. (2012) confirm the increase in greenness for a
similar period (1981–2007), in particular in semi-arid zones. They concluded that areas,
where vegetation depends on precipitation and temperature, were affected in particular.
They noted positive trends in northwestern India and negative trends in Patagonia and
California. Furthermore, they also found highly positive correlations between GIMMS
NDVI and atmospherically corrected Terra MODIS NDVI in more recent parts of the
time series (2000–2007). In semi-arid areas, such as northeast Brazil, water availabil-
ity in wet months can determine NDVI response (e.g. Azevedo et al., 2018). Zhang
et al. (2010) successfully used a modified Penman-Monteith approach to link GIMMS
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NDVI with canopy transpiration and soil evaporation. The connection between GIMMS
NDVI and soil moisture was also analysed by Dorigo et al. (2021), examining the result
of far-reaching negative NDVI and soil moisture trends between 1988–2010, particu-
larly in Mongolia. For Tibet, (Zhang et al., 2013) found an earlier greening start of
climate-sensitive temperate vegetation in the early period (1982–1999) due to warm
springs and winters and a delay in the late period (2000–2008) using GIMMS3g NDVI.
However, their research also states that the data on the western Tibetan Plateau is
fraught with data quality issues caused by cloud contamination. Recently, Yuan et al.
(2019) have also used GIMMS3g NDVI in correlation with VPD, finding a negative re-
lationship with the greening trend flattening due to increased VPD in the late 1990s.
Finally, Julien and Sobrino (2009) looked at GIMMS NDVI in the context of dynam-
ical drivers. They found strong influence from El Niño (via Southern Oscillation Index,
SOI), Northern Atlantic Oscillation (NAO) and Pacific Decadal Oscillation (PDO) on
growing-season parameters. GIMMS3g NDVI data used in this study were downloaded
from https://ecocast.arc.nasa.gov/data/pub/gimms/3g.v1/.

2.1.5 Modes of variability datasets

Using the modes of variability and their indices described in Table 2.2, i.e. the Arctic
Oscillation (AO), the Atlantic Multidecadal Oscillation (AMO), the Multivariate ENSO
Index (MEI), the Interdecadal Pacific Oscillation (IPO), the Pacific Decadal Oscillation
(PDO), the Pacific-North America (PNA) index, the Southern Annular Mode (SAM)
and the Indian Ocean Dipole (IOD), an attempt is made in Chapter 4 to explain regional
RH changes. The selection of modes covers a large temporal and spatial bandwidth.

The AO, also called Northern Annular Mode (NAM), is very similar to the North
Atlantic Oscillation (NAO), which consists of SLP anomalies between the Reykjávik,
Iceland and Lisbon, Portugal, the British Overseas Territory Gibraltar and Ponta Del-
gada on the Azores Islands. As the NAO is confined to the North Atlantic, the AO
incorporating the whole NH was chosen (Higgins et al., 2000). Their annual SLP fields
and during the boreal winter are identical (Rogers & McHugh, 2002; Zhou et al., 2001).
For the southern hemisphere (SH), the Marshall SAM index was used as it is based on
station data and allows for the fact that the SAM structure changes between seasons
(Marshall, 2003).

There are various indices to characterise and monitor the ENSO. The classic/oldest
index is the Southern Oscillation Index (SOI), based on pressure differences across the
tropical Pacific, above Darwin, Australia and Tahiti, French Polynesia. Others (Niño
1.2, 3, 3.4, 4, and the Oceanic Niño Index [ONI]) are ocean-based, i.e. on sea surface
temperature (SST) anomalies. The MEI was chosen to also capture atmospheric vari-
ables, such as SLP and winds.

No indices were selected that are directly linked to the monsoon as this is out of scope
with the thesis.
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Table 2.2: Definition of used indices of modes of variability, main references and access to
their data. PC stands for principal component, EOF for empirical orthogonal function,
the MEI.v2 for multivariate ENSO index version 2, GPH for geopotential height and
DMI for dipole mode index (Alexander et al., 2002; Barnston & Livezey, 1987; Dong &
Dai, 2015; Enfield et al., 2001; Henley et al., 2015; Higgins et al., 2000; Hurrell, 2003;
Hurrell et al., 2003; Mantua & Hare, 2002; Mantua et al., 1997; Marshall, 2003; Newman
et al., 2016; Saji & Yamagata, 2003; Thompson & Wallace, 1998, 2000; Thompson et al.,
2000; Wolter & Timlin, 2011; Zhang et al., 1997).
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2.2 Methods

After the datasets mentioned in Section 2.1 have been regridded to HadISDH data resol-
ution (5° by 5°, monthly), absolute values are used to create climatologies, i.e. long-term
average, used over the period 1981–2010 (2005–2009 for GRACE, 1982–2010 for GIMMS)
and anomalies, i.e. deviation from the mean, calculated. These anomalies are used to
calculate trends and regressions and, in detrended form, for correlation analysis. The
datasets were not spatially matched with the HadISDH dataset.

This study defines the time period from 1973 (for some datasets the early 1980s) until
1999 as the “early period” and the time period from 2000–2017 (2015 for GIMMS)
as the “late period”. This definition was made as the negative HadISDH RH trend
started around 2000. The HadISDH data are analysed from 1973 to 2017, so this is
called the “full period” and is defined as “long-term” in this study. It was chosen to
break the year into four standard 3-month seasons (DJF, MAM, JJA, SON) because
most regions with a strong RH trend are located in the mid-latitudes and seasonality
is crucial, e.g. in terms of T , precipitation and vegetation. Creating annual means,
i.e. over all months, or seasons enhances the signal-to-noise ratio which may make the
trend fitting and removal cleaner/less susceptible to outlying data points. The global
RH trend is examined for various regions (Chapter 3). Regional means are calculated
using the cosine of the grid box centre latitude to apply an area-based weighting. As
calculations over the full period or the whole year or large heterogeneous regions could
offset the trends/correlations over the smaller temporal and spatial scale, averages of
grid box trends and the counts of significant grid boxes help keep the data variance.

Decadal trends are calculated via the linear least-squares regression (Ordinary Least
Squares fit of linear trends) with the two-sided p-value/significance test. Confidence in-
tervals covering the 5th to 95th percentiles are calculated and corrected for AR(1) auto-
correlation in the time series if necessary to correct the degrees of freedom, following the
methods of Santer et al. (2008). For all variables in this study except for the indices of
modes of variability, trends and correlations are based on anomalies. Anomalies are less
prone to errors when there are missing and sparse data and less noisy than actual values.
This reduces the risk of biased grid box averages and diagnostics. Anomalies also make
it much easier to spot changes and features in the data by enhancing the signal-to-noise
ratio. For plotting q and T time series on the same axis, thus, their direct comparison,
standardised anomalies, also called normalised anomalies, via the division of anomalies
by the climatological standard deviation, were used.

The correlations describe the relationship between two variables and are used for
year-to-year (interannual, short-term) comparison. The time series were detrended
for correlations. The detrending is done via locally weighted scatterplot smoothing
(LOWESS), i.e. weighting over certain data points and the fit to the data following the
removal of the curve. The detrended time series have been Pearson correlated at the
grid box level after applying the Shapiro-Wilk test at grid box level to all variables
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involved in the correlation analysis to confirm that data were normally distributed, i.e.
the null hypothesis that the data are normally distributed is accepted (p > 0.05). A
normal distribution is present in the data for many natural phenomena, e.g., when con-
sidering RH measurements, and other variables used in this thesis and their anomalies
over a longer period of time, annual or seasonal data. The Pearson analysis assumes that
both sets of data are approximately normally distributed. For non-normally distributed
data, a rank correlation coefficient, such as, e.g. Spearman correlation analysis working
as well with monotonic relationships, or an adjusted significance test, can be used. The
Spearman correlation did show similar results to the Pearson correlation which would
not change the interpretation of data. Extreme data, i.e. peaks and troughs of RH
anomalies or precipitation extremes, can cause the data to deviate from a normal dis-
tribution. These extreme years were examined in the analysis in addition to the linear
trend and correlation analysis. If the correlation coefficient r < 0.5, the correlation is
interpreted as weak in this study, if 0.5 ≤ r < 0.7, then the correlation is interpreted as
moderate, and if r ≥ 0.7 then this is interpreted as a strong correlation.

To decide the priority of correlations between indices of modes of variability and
regional RH to be analysed, a ranking of the strength of their relationship was performed
(Section 4.2.2). Explicitly, this is done using the following steps:

1. For each region-season pair for which there is a significant RH trend, the regional
absolute correlation coefficient between RH and a mode of variability was computed
from the mean of the individual grid box absolute correlation coefficients. This was
done for each mode of variability. Example: For region X where there is a significant
trend in RH in DJF and the annual time series, the regional absolute correlation
coefficients for mode Y are 0.7 and 0.6 respectively.

2. The scaled regional correlation was then computed by multiplying the regional abso-
lute correlation coefficient for each region-season-mode by the percentage of significant
(p < 0.1) grid box correlations in relation to the available data for that region-season-
mode. Example: The proportion of grid boxes for each region-season pair giving
significant region-season-mode correlations are 5 out of 8 and 6 out of 8 for DJF
and annual respectively. This results in 0.7 being multiplied by 0.625 and 0.6 be-
ing multiplied by 0.75, resulting in scaled regional correlations of 0.4375 and 0.45
respectively.

3. For each region-mode, the combined region-mode relationship was quantified by com-
puting the mean over all region-season scaled regional correlations for that mode.
Example: The combined region-mode relationship for region X and mode Y is the
mean of 0.45 and 0.4375, which is 0.44375.

4. The combined region-mode relationships are then ranked and sorted in descending
order regarding the regions then modes, on the one hand (Table 4.7), and the modes
then regions, on the other hand (Table 4.8).
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5. The top three couplings for each region and mode appearing in both lists were further
analysed for the modes’ impact on regional RH.

The regression describes the type of relationship between an independent variable
(e.g., a potential driver) and a dependent variable (e.g. RH). The regression coeffi-
cient allows the interdecadal comparison between the early (1973–1999) and late period
(2000–2017). Like trends, they are calculated via the linear least-squares regression.
Regressions other than linear, e.g. quadratic or exponential, are not considered in this
study.

Correlations and regressions are calculated for each grid box and spatially averaged
afterwards (average correlation). This way, the regional detail is not disregarded
through early averaging, and information depending on the location is maintained, in
particular, in heterogeneous regions. This method described regions much more appro-
priately than the correlated average, also called the ‘ecological fallacy’ (Dunlap et al.,
1983; Monin & Oppenheimer, 2005). The impact of the primary physical variables on
RH (Section 4.1) was analysed using correlations between each grid box of the global
fields of the former and regionally averaged HadISDH RH, q and T .

To avoid bias caused by missing data, thresholds are used when creating averages
and correlations/regressions to ensure there is enough completeness for each year or time
period. For climatologies, there must be at least 15 years of January, February, etc. data
for any grid box, following Willett et al. (2014). For annual values, there must be at
least 60% of the months in a year present, with at least two months per three month
season (DJF, MAM, JJA and SON) over each year to avoid bias. The same criteria are
used for averages, correlations and regressions. For trends, the threshold is 80%; it was
chosen high as trends can be susceptible to outliers.

The significance of trends and regressions was calculated via the two-tailed p-value.
For correlations, significance was based on the Wald-test with a t-distribution. Signific-
ance levels of 95% (p < 0.05) are referred to as very significant, marked with two stars
(**) in the texts and ‘+’ or ‘x’ on maps, and 90% as significant, marked with only one
star (*). The 95% significance level gives more confidence (i.e. that the results are 5%
less likely to be due to chance) than the 90%. 90% can be useful to be able to more
clearly see patterns in the results, which was applied to examine the impact of GLEAM
E and soil moisture, GRACE TWS and GIMMS NDVI on RH via trend and correlation
analysis. The latter are variables grouped as the so-called “terrestrial driver”. Due to
the complexity of their interaction with RH described in Section 1.3.3, care should be
taken to ensure that possible links are not overlooked. In addition, these terrestrial
drivers depend heavily on the vegetation cover, for example, and can therefore be found
on a sub-gridbox scale. Due to the spatial heterogeneity of vegetation cover, it is likely
that correlation coefficients on the gridbox level are lower. A lower threshold of signi-
ficance (90%) for terrestrial drivers was therefore chosen so that possible links are not
overlooked. Regions that fulfil only the lower significance level (p < 0.1) might be much
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more challenging to explain.

For regions with strong correlations between modes of variability and observed regional
RH (Section 4.3), an estimated RH time series was calculated based on the linear
relationship with the mode. The linear relationship can be expressed as f(x) = m ·x+ b
with slope m as the regression coefficient. Replacing b with the observed RH intercept
and inserting the mode index values for x into that linear equation, the estimated RH
values were obtained for each grid box as f(x). Correlation coefficients and comparison
of the trend between the observed and the estimated RH data indicate the extent to
which the mode of variability represents the interannual variability and the trend in
observed RH, respectively.
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The global annual relative humidity (RH) trend since 2000 is made up of a great di-
versity of trends taking place on smaller spatial and temporal scales. On the spatial
scale, the global trend consists of regional trends, which in turn consist of grid boxes.
On the time scale, the annual trend consists of seasonal trends. Owing to the short time
period, these seasonal trends are often determined by extreme anomalies in a few years.

In this Chapter, large scale and regional RH trends and the relationship between RH
and its fundamental drivers of specific humidity (q) and air temperature (T ) are con-
sidered on different spatial and temporal scales. While the main focus of this thesis
is exploring the dynamical and terrestrial drivers of RH, the thermodynamic drivers,
i.e. the land-ocean warming contrast (Section 1.3.1), clearly play the largest role. It is
beyond the scope of this thesis to quantify this explicitly but by exploring the degree to
which large scale relationships between RH and q and T hold or deviate this work can
identify regions where trends in RH might be more affected by dynamical and terrestrial
drivers.

Section 3.1 gives an overview of large-scale features of the RH trends. In this context,
standardised anomalies of q and T and their link to RH are explored. Their anomalies
are standardised so that they can be plotted together. Section 3.2 explores latitudinal
and seasonal patterns of the interannual (year-to-year) and interdecadal relationship
between q, T and RH. Section 3.3 introduces the focus regions for this study. These
are regions with a strong trend in RH which contribute towards the global decline in
RH. Here, their time series and sub-regional spatial patterns are presented. For these
regions, correlations and regressions between q, T , and RH are also explored.

Section 3.4 brings the HadGEM2-ES model into play, considering RH in simulations
that contributed to the Coupled Model Intercomparison Project Phase 5 (CMIP5; Taylor
et al., 2012a). The regional and seasonal RH trends from HadISDH are compared with
the equivalent trends of three historical forcing model runs. This comparison can reveal
information about the ability of HadGEM2-ES to simulate past variations in RH.

The four sections set the scene for an approach to explain the contribution of regional,
seasonal trends to the global, annual trend. The details of the regional trends are
presented to be easily accessed in later Chapters.
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3.1 Overview of large-scale features of RH: global average and
latitudinal bands

The HadISDH anomalies, updated to 2017, show, as in Willett et al. (2014), a negative
global RH trend of -0.11 %rh decade−1 (p = 0.0, very significant) in the full period
(1973–2017) based on the climatology of 1981–2010 (Table 3.1). The global annual RH
anomaly time series (Fig. 3.1) show that this trend can be divided into two tempor-
ally limited trends: a significantly positive (until 2000; 0.17 %rh decade−1, p = 0.0)
and a three times stronger, significantly negative trend (since 2000; -0.42 %rh decade−1,
p = 0.0; Fig. 3.1 and Table 3.1). The most positive RH anomaly during the period
of the dataset, 1973–2017, is in 2000 (Fig. 3.1). RH has fallen at its sharpest rate in
the following two years since 1988. Due to the peak and the subsequent negative slope,
followed by the most negative RH anomalies in 2009 and even more negative in 2012,
also towards the end of the data period in 2017, the break in the trends was set at 2000.
Dunn et al. (2017) had chosen a different break, i.e. before 2000. The extra few years of
data in this project allowed for a later start to the ‘late’ period, as an RH peak in 2000
and several RH troughs towards the end of the period determine the trend. The decline
seems relatively clear. Alternatively to a fit ‘by eye’ it could have been statistically
tested for a breakpoint. There are a number of different breakpoint detection techniques
(Peterson et al., 1998), which could have changed the breakpoint location; however, it
is unlikely to have changed it by more than a year or two either side which would have
probably not significantly alter the thesis conclusions: a break in trends could have been
defined by determining the strongest negative significant negative slope within the 45
years by deriving the linear regression. The trend break was performed on the global
annual RH data but can be adjusted on a seasonal and regional level. Instead of a linear
regression fit, other types of regression fits (e.g. quadratic or exponential) could be tried.
Regression fits benefit from many data points. The HadISDH data used in the thesis
is only over 45 years (1973–2017) or the late period (2000–2017). Therefore, it makes
sense to also examine short periods and extreme events of single years that shape the
trend in detail.

Since RH is a byproduct of q and T , and a change in one or both can cause an RH
change, the time series and trends of q and T are considered in the following. Throughout
the entire period and in both the early and the late periods, q and T increase, but the
increase in q in the late period (2000–2017) is not significant (p > 0.1). In the early
period, q and T very significantly, moderately correlate (r = 0.58, p = 0.0). In the late
period their correlation is weak, although still significant (r = 0.48, p = 0.0). Regressing
q(T ) gives a rate of 1.03 g kg−1 K−1 (p = 0.0) and 1.45 g kg−1 K−1 (p = 0.0) for the
early and the late periods, respectively. This clearly demonstrates that while the early
period saw similar levels of warming and moistening, the later period warming exceeded
the moistening rate (Fig. 3.1), which is consistent with a reduction in RH in the late
period. This shows conclusively that something appeared to change between the early
and late periods, and that RH decrease is linked to insufficiently increasing q alongside
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rising T , rather than decreasing q.

Table 3.1: Global and latitudinal annual RH trends [%rh decade−1] over land for the
full (1973–2017), early (1973 for HadISDH and 1979 for ERA-Interim, until 1999) and
late periods (2000–2017) for HadISDH observations and ERA-Interim reanalysis full-
land coverage, i.e. not spatially matched to the HadISDH coverage. The corresponding
p-value is shown in parentheses. Bold and starred entries state significant trends (very
significant for p < 0.05 / **, significant for p < 0.1 / *).

Table 3.1 updates Willett et al. (2014) until the year 2017. At the global level, the
observational data (HadISDH) and the reanalysis data (ERA-Interim) show significant
trends. In the late period, the trends of the two datasets are of the same order of mag-
nitude. HadISDH gets reinforcement in its credibility through ERA-Interim on a global
scale in the late period (Vicente-Serrano et al., 2018; Willett et al., 2014). The early
period generally has less agreement between HadISDH and ERA-Interim, indicating lar-
ger uncertainty over the early period. Note that the shorter record of ERA-Interim,
which begins in 1979 rather than 1973, may be part of the reason why trends are more
different in the early period. Also, the limited coverage of HadISDH in the southern
hemisphere (SH) and high latitudes will likely also lead to differences. Over the late
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3 Overview of large-scale features of RH: global average and latitudinal bands

period northern hemisphere (NH) mid-latitudes, the agreement between HadISDH and
ERA-Interim trend on a global level (which is dominated by the NH land) and in the
low latitudes is given.

In the late period, HadISDH trends are significant in all regions except the southern
hemisphere (SH) high latitudes, but at northern hemispheric (NH) high latitudes, the
trend is positive, whereas, in all other latitude bands, the trends are negative. In the
early period, especially in the NH high and mid-latitudes, the HadISDH trends are pos-
itive and weakened in their strength compared to those of the late period. Latitudinal
trends in the early period in ERA-Interim are only significant for the globe and SH mid
and high latitudes and deviate from the observed data in the individual latitudinal areas
as well as in the global as a whole. Overall, this shows that the latitudinal trends in RH
were mixed in the early period both between regions and the two datasets, but over the
late period the decreasing RH trend appears to be robust over the majority of regions
with the exception of the high NH latitudes.

Fig 3.2 shows seasonal global trends in HadISDH. The consistently negative RH
trends in the late period on a global level are very significant in all seasons except
March-April-May (MAM). The trend is strongest in June-July-August (JJA) (-0.53
%rh decade−1, p < 0.05), followed by December-January-February (DJF) (-0.43 %rh
decade−1, p < 0.05) and September-October-November) (SON) (-0.38 %rh decade−1,
p < 0.05). As in the annual RH time series, seasonal RH peaks in 2000 stand out,
especially in MAM and SON. The annual RH troughs in 2007–2009 and 2012–2013 are
reflected in all seasons. In addition, an RH trough in 2015 can be found in JJA. The
seasons shape the course of the annual RH anomalies.

Considering seasonal trends, in MAM, JJA and SON, global mean T is significantly
increasing, as is q in SON (Fig. 3.2, starred trends next to arrows), over the late period.
As for the global annual mean (Fig. 3.1), while standardised anomalies of the q often
exceeded T in the early period, it is the other way around in the late period: In the
early period in SON, the rate of increase in q is stronger than for T ; the blue time series
(q) goes above the orange time series (T ). In contrast, in the late period, the rate of
increase in q is less than for T . This leads to an increase in the RH in the early period
and a decrease in the late period.

The strong negative global RH trend in JJA in the late period is present in both
hemispheres (Table 3.2), although not in the high latitudes or SH mid-latitudes. In the
NH, JJA (boreal summer) shows a similar magnitude RH trend (-0.49 %rh decade−1,
p < 0.05), to the SH (-0.65 %rh decade−1, p < 0.1; austral winter).The largest trend is
found in the SH SON (austral spring; -1.03 %rh decade−1, p < 0.05), more than twice as
strong as the global trend in SON (-0.38 %rh decade−1, p < 0.05). This consideration
is important because the position of the Inter-Tropical Convergence Zone (ITCZ; more
northerly in the boreal summer than in winter) influences hemispheres and latitudinal
temperatures, atmospheric dynamics and vegetation.
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Table 3.2: As for Table 3.1, for global and latitudinal seasonal HadISDH RH trends in
the late period (2000–2017) [%rh decade−1].

Considering latitudinal zones, the NH mid-latitudes and the low latitudes stand out.
In the NH mid-latitudes, the negative trend is strongest (and significant at p < 0.1) in
JJA (boreal summer), MAM (boreal spring) and SON (boreal autumn) - these are the
growing seasons in which it is generally green and warm in these latitudes. The low
latitudes, where the four standard seasons are less pronounced, show very significant
(p < 0.05) negative trends of roughly the same order of magnitude in DJF, JJA and
SON. The NH high latitudes show significant positive trends in SON. In DJF, positive
trends are of higher magnitude but not significant, perhaps due to the stronger variab-
ility in this season.

The SH mid and high latitudes show no significant trends in any season, not even in
SON (Table 3.2). This contrasts with the very significant and negative trend in the en-
tire SH, and also the late period HadISDH SH mid-latitude annual trend shown in Table
3.1. Less land and poorer data coverage of that land contributes to greater variability,
resulting in greater uncertainty in the SH.

Overall, this analysis demonstrates that the RH decrease appears to be dominated
by the NH mid-latitude growing season, and low latitudes generally, but that negative
trends are found in all latitudes and seasons apart from the NH high latitudes.
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3 Exploring large scale relationships between RH, specific humidity and temperature

The geographical distribution of the regions contributing to the latitudinal trends in
the late period outlined as framed in maps (e.g. Figs. 3.3 and 3.9), above can be seen,
for example, the large regions of negative trends in the NH mid-latitudes in all seasons,
with the largest region of strongest trends in JJA (e.g. California, eastern USA, Caspian
Sea, Mongolia; see Section 3.3). The spatial pattern of seasonal RH trends is invest-
igated to explore these geographical differences further. Seasonal HadISDH RH trends
for the early, late and full periods are shown in Fig. 3.3; annual HadISDH RH trends
are shown in Fig. 3.9. It can be clearly seen that there are larger regions of stronger
trends in the late period in all seasons (centre column) than in the early period (left
column). These trends are primarily negative (brown/ocher colour), whereas there are
larger regions of relatively positive trends (green/turquoise) in the early period. When
looking over the full period (right column), it is evident that trends are weaker than in
either of the periods but mainly negative. This underlines the off-setting that happens
when adding the two contrasting periods together. The late period must be viewed
separately from the early period. The system of off-setting can also be viewed at the
annual average level, at which the trends appear to be significantly weaker than in the
individual seasons (compare Figs. 3.9, 1.5 and 3.3). The phenomenon of off-setting is
visible on both temporal and spatial geographical scales.

The RH trends on the global, hemispheric and latitudinal levels have been explored.
The strongest RH trends are in the mid and low latitudes (negative) and the high
latitudes (positive) continuing the trends found by Willett et al. (2014). Only the NH
high latitudes show a significant positive trend in the late period. There are regional
differences within the latitudinal averages, showing the importance of exploring RH
change on both regional and large-scale average scales.

3.2 Exploring large scale relationships between RH, specific
humidity and air temperature

Fundamentally, RH is a by-product of q and the T : the Clausius-Clapeyron relation
states that for RH to remain constant, there must be an approximately 7% increase in
water vapour per 1 K increase in T . Any deviation from this results in a change in RH
(Chadwick et al., 2016; see Fig. S7).

It, therefore, makes sense to explore the relationship between q and T . This is done
through correlations between q and T (Fig. 3.4). These are based on detrended time
series of q and T anomalies to determine how q and T are related on a year-to-year (inter-
annual) scale. If they do not change evenly in accordance with the Clausius-Clapeyron
theory, RH may change, e.g. if q cannot react to increasing T due to water scarcity.

In theory, there might be weak T -q correlations when q does not change very much,
but T (and RH) does, or T does not change very much, but q (and RH) does, or q
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and T changes are completely decoupled for reasons such as observational errors, or
due to local external influences, e.g. irrigation, land cover/land use (LCLU) change or
urbanisation. If T -q correlations are weak or even negative, then a region may be water
limited. Where T -q positively correlate, there must be enough water for q to increase
in response to increasing T . So, these regions are either not water-limited or not very
water-limited. Where T -q negatively correlate, this implies that water is very limited.
There is not enough water to evaporate in response to increasing T , and a negative
correlation implies a drying response – like plants reducing their evapotranspiration or
water sources drying out.

The T -q correlations are widespread significant positive (green), especially in NH high
latitudes and along the coasts (Fig. 3.4), i.e. with a T increase, q also increases. Re-
gionally, the positive T -q correlation stands out in southern Alaska, eastern Canada,
Greenland, western and central Europe and Scandinavia, matching with good water
availability. In regions such as deserts and arid regions, where water is limited, water is
not available for evaporation with a T increase (McVicar et al., 2012). The weak or even
negative T -q correlation pattern (light green or pink) corresponds strongly to regions
experiencing an RH decrease (Figs. 3.4 and 3.3). Regions such as the Chihuahuan and
Mojave desert, in parts of Northeastern Brazil (including Caatinga), eastern Patagonia
(Pampas), Sahara and Arabian deserts, southern Africa (Kalahari desert) and Serengeti,
India, Tibet (Gobi desert), Mongolian steppe and Central Australia are known desert
regions and water-limited, i.e. there is not enough water available to react to T increase
with q increase (McVicar et al., 2012; Miralles et al., 2016). In general, water-limited
regions seem to be weakly to negatively T -q correlated.

The T -q correlations are limited in their statement on regional RH trends. Although
the weak or negative T -q correlation pattern resembles regions identified as water-limited
through the ratio precipitation/potential evaporation (Fig. 1 in McVicar et al., 2012), it
does not clearly correspond to all regions with a drying trend identified in Fig. 3.9 (the
eastern USA, southern Greenland, the Mediterranean, the Red Sea). The regions with
increased RH in the late period, such as Scandinavia and northwestern India, are also not
clearly identifiable and show a positive T -q correlation. Regions like some deep tropics
and high latitude regions are described by McVicar et al. (2012) as energy-limited, i.e.
the availability of energy rather than water influences evapotranspiration. Some areas of
negative T -q correlations look a bit anomalous but quite possibly (for example, southeast
of southern Africa in SON), there is a bias of observations being in more urban areas
that are drier than their rural surroundings because they are more concrete rather than
vegetation. These would need to be quite large urban areas to influence grid box scale
RH, or the weather stations were biased towards urban areas in that particular box.
In some regions with negative RH trends, the T -q correlation could be strong but not
enough to keep RH constant to decrease RH. Comparing T -q correlations on grid box
level between the early and the late period, an expansion of weaker and more negative
T -q correlations is noticeable in the late period (e.g. north of the Caspian Sea, eastern
Brazil, southern Africa, Mongolia and Tibet). This reduction in strong T -q correlations
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3 Exploring large scale relationships between RH, specific humidity and temperature

indicates an increased deviation of the Clausius-Clapeyron equation to the early period
as seen in the time series in Figs. 3.1 and 3.2.

A strong T -q coupling can last for only several years or decades (as also Donat et al.,
2019). It can be interrupted or become stronger or weaker over several years (deserti-
fication). The T -q correlation varies seasonally due to temperature changes and water
availability (Fig. 3.5). In DJF, perhaps given the precipitation-rich boreal winter in large
parts of the NH, the correlation is strongly positive in the high and upper mid-latitudes
of the NH, indicating that these regions are not water limited. In particular, during the
austral summer, southern Africa and North and Central Australia show strongly negat-
ive correlations, indicating water-limitation. During MAM, the pattern shifts with the
ITCZ north, and the T -q correlations on the NH subtropics become weaker and negative.
These are weakest or more negative, and extend furthest north, during boreal summer
(JJA); this fits with the found RH decrease which is strongest in JJA. Also in JJA, neg-
ative correlations increase over the deserts in the NH mid and low latitudes, especially in
the Chihuahuan Desert, the Sahara (although note limited grid boxes here), and Indian
Desert. The atmosphere near the coast, such as over northeastern USA, Great Britain
and northern Europe/Scandinavia, are nourished with sufficient water and storm tracks
and persist in a strong T -q correlation even in summer. The T -q correlations in SON are
similar to those in MAM but with less expansive negative T -q correlations over southern
Asia. Due to monsoonal storm tracks and precipitation over Asia, patterns might not
follow the four standard seasons.

The start for looking for robust features in interannual co-variability that might be
relevant for long-term changes in RH has been undertaken by looking at T -q correlations.
In the following, the q-RH and T -RH correlations across the globe are examined with
the anticipation that they will help categorise or identify different types of regions.

In regions with a strong coupling between the RH with q or T , the latter two could
be introduced into the analysis as a proxy. The q and T show less complex behaviour
than RH. The consideration of q-RH and T -RH correlation is essential for further drivers
changing q and T , as q and T determine RH simultaneously and without lag on the RH
on a temporal and spatial level. Influences on q and T could also be seen as drivers of RH.

It must be remembered that this interannual co-variability (correlation) is distinct
from the long-term trend, as the correlations were calculated on detrended data. For
example, a region could show strong positive correlations between q and RH on the year-
to-year (interannual) scale, yet the long-term trend in q is positive while the long-term
trend in RH is negative. Partly, these correlations are over the annual scale so do not
capture long-term trends. Partly, these correlations are not strong (r < 0.7), so while
there may be a positive correlation driven by some strong years, other years do not
behave in quite the same way.

As previously mentioned, the Clausius-Clapeyron relation states that RH would re-
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main constant under optimal conditions while q would increase/decrease by approx-
imately 7% per degree Kelvin (or Celsius) increase/decrease in T . So, a weak q-RH
relationship would be expected either where the T -q co-variability is very strong and
very close to Clausius-Clapeyron relation, and so RH would not change, i.e. neither
water nor energy is a limiting factor, or where T -q co-variability is very weak (see above:
q does not change very much, but T [and therefore RH] does, or q and T changes are
decoupled). A negative q-RH relationship would be unusual and very unlikely to be
strong. It would imply that T changes occur with much smaller q changes such that
RH changes are driven mainly by T and therefore opposite to q changes. That could be
the case, for example, in NH high latitudes during the boreal summer and water-limited
regions. A positive q-RH relationship would be expected everywhere else, where T -q is
neither very weak nor very strong).

The T -RH correlations would be weak either where changes in RH are small compared
to changes in T (e.g. very strong T -q correlation, i.e. Clausius-Clapeyron relation),
changes in T are small compared to changes in RH (e.g. strong q-RH) or changes are
completely decoupled. Positive T -RH correlations would occur where q changes in the
same direction as T (strong q-RH positive and T -q positive). The T -RH correlations
would be negative where q changes very little (weak q-RH, weak T -q) or in the opposite
direction to T (strong positive q-RH, strong negative T -q).

Significant negative q-RH correlations hardly occur, which is physically justifiable
(Fig. 3.6). T and RH correlate positively, mainly in the high latitudes, with the largest
regions of significant correlations in the boreal winter, and negatively, mainly in the mid
to low latitudes, becoming near-global in the NH summer season of JJA (Fig. 3.7).
The SON pattern is similar to that in MAM, with negative T -RH correlations being
weakened in the mid-latitudes. There are a few, possibly related reasons for the positive
T -RH correlations: the higher northern latitudes in DJF may be covered in ice/snow
and generally cold and dry, so sublimation (snow/ice evaporating into water vapour) can
occur when there is enough energy (T and wind), increasing the water vapour, but it
will not occur under cold/dark/still conditions resulting in lower humidity. The winter
storm track/circulation will also play a role. Over northern Europe when it is mild in
the winter it is often wet - the westerlies bring mild, moist air from over the ocean. The
positive T -RH does become less strong to the east of Eurasia. When there are easterly
winds Northern Europe is cold and dry. Another reason could be that the planetary
boundary layer tends to be much shallower over winter with a tendency for inversions
where the air is very stable and typically cold and dry. Another element could be that
as there were warmer winters, there has been less ice and snow cover in some regions so
the region has tended to stay moister because there are more sources of water vapour
from lakes, rivers and vegetation compared to previous years. Also, there may be some
links to the winter boundary layer.

To highlight some regions, the difference between the eastern and western USA is
strong. A positive q-RH correlation characterises both; the T -RH correlation is negative
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over the west and weaker or even positive over the east in all seasons except JJA. East-
ern and western Patagonia behave inversely in MAM and JJA. Some regions appear to
be very stable across the seasonal cycle in terms of correlations. For example, southern
Africa has strongly negative T -RH correlations, less so in JJA. The Saudi Arabian Pen-
insula and the southern half of Australia consistently show positive q-RH with negative
T -RH correlations. Over northwestern India, q-RH correlations are notably stable over
all seasons, whereas strongly negative T -RH correlations occur only in MAM and JJA.

The arid regions, which stand out due to a weak T -q correlation and partly represent
changing RH (Figs. 3.4 and 3.5), do not appear in the q-RH and T -RH pattern (Figs.
3.6 and 3.7). In the few regions with strongly negative T -q correlations, the q-RH cor-
relations are strong and positive and the T -RH correlations are strong and negative, e.g.
southern Africa in DJF (decreasing RH trend) and northwestern India in JJA (increas-
ing RH trend).

The different signs of T -RH correlations find an explanation. Over land, at least away
from large water bodies and the deep tropics, there is unlikely to be sufficient water
available for evaporation to keep rises in q at pace with rising temperatures. Therefore,
theoretically, T and RH should be negatively correlated with each other. At low tem-
peratures, the kinetic energy is reduced, molecules move more slowly. Therefore, the
maximum possible vapour pressure, which binds the water and air molecules, is lower,
and the air density is greater. A positive T -RH correlation can occur at low temperat-
ures, below the freezing limit, especially if the subsoil has frozen water in the form of
ice or snow; therefore, humidity is very low.
This positive T -RH correlation could also have something to do with a threshold: in the
high latitudes, especially in winter, the ground is covered with snow and ice. So there
is a lot of frozen water available. Below freezing temperature, frozen water changes dir-
ectly into the gas phase (snow sublimation) and is not available for direct evaporation.
Snow sublimation skips the melting and the liquid phase and thus needs more energy
than evaporation. Increased temperatures increase the chance of snow sublimation or
evaporation, consequently increasing RH. The water stays locked in ice and snow at
decreasing temperature, therefore, decreased RH.

If T in the high latitudes have increased and are closer to the melting point, then
it takes a smaller T rise to meltwater and create available water in these regions and
seasons. Under global warming, with a decrease in snow or ice cover at the end of the
winter and T above freezing temperature for a longer time, the negative T -RH correl-
ation could be restored in these regions: With the presence of more liquid water and
vegetation exposure, in addition to evaporation, there is the heating of the air, thus,
decreased RH. The correlation could be changed if little snow leads to little melting and
a decreased runoff in spring after a time lag.

Figs. 3.8 and S8 compare the absolute strengths of the annual q-RH and the T -RH
correlation for each grid box and show the stronger one. The q-RH correlations domin-
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ate the largest area over land at an annual average level. They are exclusively positive
(green), i.e. q-RH correlations are strongest and positive. Although negative q-RH cor-
relations are present (pink shaded regions), they are very weak (Fig. 3.6). The strength
of the q-RH correlation (dark green) increases towards the low latitudes.
In the lower mid-latitudes and in particular, in the low latitudes around the equator and
subtropics, the stronger positive q-RH correlations are replaced by stronger negative T -
RH correlations (orange-brown) appears sporadically, tending to a stronger correlation
towards the lower latitudes. In the tropics, the air is often saturated. Hence, q cannot
increase anymore, RH cannot be increased anymore, only decreased (by T ). Hence in
the tropics, the temperature is the leading parameter for RH. Towards the upper mid-
latitudes, negative T -RH correlations are weak and only stronger than q-RH correlations
in small regions. In the NH high latitudes, positive, weak to moderate T -RH correla-
tions (purple) dominate at the annual level. Most of the correlations shown are very
significant (p < 0.05).

The q-RH and T -RH correlations coexist, with one of the two in most regions being
significantly stronger than the other (Figs. 3.8 and S8). Fig. 3.8 only provides inform-
ation about the stronger correlation in the grid box and its significance. The weaker
correlation, and thus any coexistence, are neglected after the comparison. In general,
positive q-RH correlations predominate in combination with negative T -RH correlations.
It is noticeable that in DJF in the NH high latitudes (Fig. S8), positive T -RH correl-
ations are strong but only show a slight difference in their strength to positive q-RH
correlations, i.e. both correlations are of equal strength, indicating that RH is driven
by both q and T equally on the short-term scale. In the mid-latitudes, positive q-RH
correlations in combination with negative T -RH correlations predominate, indicating
that a short-term decrease in q reduces RH with T having a negative impact on RH. In
SON, however, positive T -RH correlations predominate in the high latitudes. In MAM
and JJA, locally, T negatively drives RH in the NH mid-latitudes more strongly than q.
In JJA, both q-RH correlations and T -RH are weak in the high latitudes. Whether a
correlation predominates and which one depends on the presence of water and energy, in
which range the temperatures are, e.g. below freezing point, and what state the water
is in, e.g. liquid versus frozen water.

In terms of pattern and strength, the correlations in the early and late periods differ
only slightly (Fig. 3.8). The q-RH correlation in the mid and low latitudes, e.g. southern
Africa and the Red Sea have become slightly stronger (dark green), and in some places,
their strength exceeds the T -RH correlation, e.g. in Northeastern Brazil and the Medi-
terranean. The latter can also be attributed to a slight decrease in the T -RH correlation.
Over eastern Canada, a positive T -RH correlation exceeds the q-RH correlation in the
late period. However, on a global scale, these changes affect only some grid boxes, and,
in general, it can be concluded that the global pattern has not changed. That means
that these relationships might be expected to hold over even longer time periods. So
whatever has been driving the long-term changes in RH, either q or T , has not changed
the interannual relationship between these variables. At the global level, this correlation
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pattern can be built on, for example, to analyse the interdecadal relationship between
q, T and RH, as is done in the next section. The higher data density in the late period,
that can change regional averages, particularly smaller regions or regions heterogeneous
in terms of correlations, should be noted.

Correlations with detrended time series gave information about the interannual rela-
tionship between two variables, to ensure that any further relationships explored with
non-detrended data are not purely due to trends in both time series. A connection
between q, RH and T could be found in many regions, i.e. a significant, strong cor-
relation. Regression analysis applied to non-detrended data can evaluate the potential
influence of the predictor on the long-term trend in the predictand. The regression coef-
ficient quantifies the magnitude of the relationship, while correlation coefficients describe
the strength of the relationship. Regression coefficients are particularly meaningful if
they are based on strong correlations. Comparison of regression coefficients for the early
and late periods determine whether the magnitude of the relationships, i.e. the de-
pendence of RH(q), RH(T ), or q(T ), have changed. The change in magnitude, i.e, the
regression coefficient indicates a strengthening or weakening of the relationship. It is
possible that the strength of the correlation remain unchanged. Based on strong correl-
ations, regressions can possibly explain RH trends. – While dimensionless correlation
coefficients could be compared, regression coefficients between different variables, e.g.
RH(q), RH(T ) and q(T ) cannot be compared because they have different units.

The regression strength in Section 3.3.3 for regions is compared for very significant
(p < 0.05), moderate to strong (r ≥ 0.5) correlations over the early and late periods.

In summary, assessing co-variability by looking at annual and seasonal correlations
showed that a weak or negative T -q correlation can be far-reaching regionally related
with an RH change in water-limited regions (California, eastern Brazil, southern Africa,
around the Caspian Sea region, Mongolia, Tibet). Limitations in either water or energy
can lead to changes in RH. At the seasonal level, latitudinal patterns were found in the
q-RH and T -RH correlations, differing in strength, sign and coexistence. In most places,
the correlation q-RH is positive and stronger than the T -RH correlation, indicating that
a change of RH depends in most regions more on q than on T . In cold climates, T -RH are
positively correlated. Still, this negative regression RH(T ) is generally less pronounced
than the positive RH(T ) in warmer areas (not shown).

Given that the correlation strength between q-RH and T -RH remains similar across
both periods, it is concluded that there has been no significant change in the way that
q and T co-vary interannually. Regions, where differing relationships exist and coexist
that might help to explain the character of changes in RH over time were identified.
The longer-term relationship, i.e. the magnitude between RH and q and T , revealed
that positive RH(q) and negative RH(T ) predominate (for regions, see Section 3.3.3; not
shown globally). The interdecadal analysis is deepened at the regional level to examine
the regression at different time periods.
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3.3 Introducing regions with a strong trend in RH

According to this global overview, Section 3.3.3 presents correlations and regressions
between the RH, q and T for regions with a strong RH change in the late period.

3.3 Introducing regions with a strong trend in RH: their time
series and sub-regional spatial patterns

Individual regions determine the global trend, while trends in particular seasons and
extreme anomalies in years in these regions guide their annual trend. The global full
period RH trend is negative (-0.11 %rh decade−1, p = 0.0; Table 3.1). Hence the con-
tributing, negative regional trends are of particular interest. Negative trends can be
partly offset by positive regional trends on different temporal and spatial levels, which
are interesting in themselves. Since the global annual decreasing trend appeared to start
in 2000, regional trends are considered in this late period.

To identify the regions, the global map of annual RH trends for the late period (2000–
2017; Fig. 3.3, middle column) was analysed for regions of relatively consistent and
strong trends and then region boxes drawn around them. To ease analysis, the region
shape is restricted to cuboids, which inevitably means that grid boxes of different trends
may be included in some regions, but this was minimised.

Regions coloured intensely ochre/brown (strong negative trend) and green (strong
positive trend) in the late period were identified in Fig. 3.3 (center). For the regions
identified, the regional RH trend was calculated for HadISDH and ERA-Interim (Table
3.3). As this study focuses on large-scale features, the big question is why the atmosphere
is becoming drier, and to understand why there are opposing behaviours, i.e. wetting
trends, ergo both negative and positive RH trends over the late period are included.

Sixteen regions with a strong trend were identified (Table 3.3). All regional trends are
significant (p < 0.1) in the corresponding periods in both HadISDH and ERA-Interim,
except for western Alaska. The RH trend over Alaska might be tainted with uncer-
tainty because the ERA-Interim trend is negative, however, not significantly, while the
HadISDH trend is positive. Apart from this exception, ERA-Interim captures not only
a similar annual global trend to HadISDH (Table 3.1) but also the regional trends in the
late period are generally comparable in terms of trend direction and magnitude to those
in HadISDH, differing in the direction in only five regions/periods. ERA-Interim shows
stronger trends than for HadISDH in approximately one-third of the regions.

The regions are located in different latitudes. Thirteen regions are in the NH, three
in the SH, and most of them are located in the mid-latitudes. Exceptions are eastern
Brazil, the Red Sea, northwestern India (all at low latitudes) and southwestern Green-
land, Alaska and Scandinavia (high latitudes). Most regions are adjacent to large bodies
of water, i.e. oceans, seas, straits or large lakes; exceptions are Mongolia and, to a
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Table 3.3: As for Table 3.1, for regional annual HadISDH and ERA-Interim RH trends
in the early (1970s to 1999) and late periods (2000–2017) [%rh decade−1]. The third
number in a cell is the ratio between the number of very significant (p < 0.05) and all
grid boxes with available data in the region. The regions are arranged in descending
order according to their annual HadISDH RH trend in the late period. Framed rows
indicate regions with significant opposing HadISDH and ERA-Interim trends between
the early and the late period.

68



smaller extent, the region called “Tibet“ (note that this region is not just Tibet but also
extends south, see Section 3.3.1.2) and northwestern India. Large water bodies could
strongly impact the atmospheric moisture, thus, RH in a region.

The size of the region could have an impact on the RH trend composition (Fig. 3.3).
It varies from 22 grid boxes (such as Scandinavia, eastern Brazil, southern Africa) to
seven grid boxes such as California, the Red Sea region and the East China Sea. The
larger the region, the greater the likelihood of heterogeneity of the land characteristics
(water availability, coasts, topography). Ergo in large regions, a broader range of influ-
ences might contribute to the regional RH trend. All regional and seasonal trends listed
in Table 3.4 have >50% of grid boxes with a significant trend in the same direction as
region average, except Patagonia in JJA (3/7 grid boxes significant).

Some regions show significant RH trends not only over the late period, but also have a
trend of the same sign over the early period, e.g. southern Africa, southwestern Green-
land, and the Mediterranean have significant negative trends in HadISDH over both
periods (Table 3.3). Northwestern India has significant positive trends in HadISDH over
both periods. The trend direction in Tibet, Mongolia, the eastern USA and the Red Sea
region changed significantly between periods.

In order of their strength of annual RH trend in the late period, the regions with the
drying trend are presented in Section 3.3.1, then those with a wetting trend (Section
3.3.2). RH, q and T trends, time series, correlations and, if the latter are very significant
(p < 0.05) and strong (r > 0.7) appropriate, regressions are discussed, as well as geo-
graphical information on the region that could be of interest for further analysis, such as
the topography and water bodies, average climate and land cover (via Koeppen-Geiger,
Beck et al., 2018, Fig. 1.13), aerodynamic and oceanic circulations (Fig. 1.8) and gradi-
ents in temperature (Fig. S2), moisture (Fig. S1) and precipitation (Fig. S3), and
seasonality. If applicable, modes of variability impacting the region (further explained
in Chapter 4) and drying/wetting events and changes over time are mentioned.

3.3.1 Regions with a strong drying trend

The regions with a strong drying trend (regions’ outlines in Fig. 3.9), Table 3.3) are
described below.

3.3.1.1 Eastern Brazil

The hereafter named the region ”eastern Brazil” (start latitude: 25° S, start longitude:
55° W, end latitude: 5° N, end latitude 30° W) comprises Brazil’s regions Nordeste
completely and Sudeste except for its southernmost tip. Only the northernmost part of
Paraná is included in the Sul region; the eastern half of the Centro-Oeste and Norte re-
gions are also part of the ”eastern Brazil” region. French Guiana and the eastern band of
Suriname from the northwesternmost corner of the region. Thus, the states of Amazon,
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Roraima Rondônia and Acre are not part of the region observed in this study. Inland
there are also the Brazilian Highlands, the wet savannah. Rivers and wetlands become
more familiar towards the region’s west with the onset of the tropical Amazon (Various,
1996). Most of the weather stations used in HadISDH are located along the coast and
inland in the southern half of the region (Fig. 1.2). There is a lack of measurements in
the northern centre.

The majority and inner part of the region show humid, tropical savanna and the
Amazon tropical rainforest climate (Koeppen-Geiger classes Aw, Am, Af; Figs. 1.12
and 1.13). Towards the northeast coast humidity decreases, and this is followed by semi-
arid areas (BSh). In the southern part, the climate changes into temperate conditions
(Koeppen-Geiger C-group). The main region is the destination of very warm and mari-
time equatorial air mass trajectories from the SH Atlantic. From the NH Atlantic, the
north is affected by mild and moist maritime tropical northwesterly winds. The north-
easterly/southeasterly ratio is driven by the seasonal movement of the ITCZ so that the
proportion of northeasterly winds increases over the austral summer (DJF) (Fig. S4).
Hence, in DJF, the precipitation rate is strongest, particularly inland (Fig. S3). Thus,
the region’s south has lower q values, especially in JJA, while the temperature and the
normalised difference vegetation index (NDVI) are seasonally almost unchanged and ho-
mogeneous over the region (Figs. S1 and S2; NDVI climatologies are not shown).

Large droughts in the 21st century have been associated with natural variability
(Rodell et al., 2018). El Niño events tend to bring reduced rainfall in this region, and La
Niña increased rainfall, not so in 2011–2012 when La Niña was characterised by a cooling
concentrated in the central Pacific beginning a five-year-long drought (Marengo et al.,
2017; Rodrigues & McPhaden, 2014). At the beginning of this drought, there were also
floods in Amazonia (also in 1989, 1999, 2009), which were attributed to ENSO (La Niña)
(Azevedo et al., 2018; Marengo & Bernasconi, 2015). 2012 and 2014 were characterised
by low rainfall (Rodell et al., 2018). The drought, finished by the 2015–2016 El Niño,
reduced rainfall and increased temperatures, causing the Sobradinho Reservoir’s surface
in northern Bahia to shrink significantly (Azevedo et al., 2018). In connection with this,
the RH has been reduced by 28%rh, while the NDVI decreased between 2012–2016.

In DJF and SON, the late period RH trend is significantly negative across the region;
in MAM and JJA, it refers to the northern part (Fig. 3.3). In the late period, the q
decreases in all seasons, mainly in the northeastern cap towards the south but not in
northwestern grid boxes (Fig. S5). T changes on a grid-box level are insignificant and
weak (Fig. S6), and for the regional mean, the T trend is not significant in the late
period (Fig. 3.10).

The annual downward RH trend in the early period over eastern Brazil (-0.17 %rh
decade−1, p = 0.22, 4/13 grid boxes significant; Table 3.3) intensifies in the late period
and spreads over a larger, significant area (-2.6 %rh decade−1, p = 0.0, 10/12 grid boxes
significant) (Fig. 3.9). The trend in the late period is particularly pronounced in SON
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(-3.43 %rh decade−1, p = 0.0, 8/12 grid boxes significant) and DJF (-3.02 %rh decade−1,
p = 0.0, 8/12 grid boxes significant), extending over the entire region (Figs. 3.9 and
3.10). In JJA (-2.62 %rh decade−1, p = 0.0, 9/12 grid boxes significant) and MAM (-1.4
%rh decade−1, p = 0.01, 5/12 grid boxes significant) the negative trend mainly extends
over the north of the region. The years 2010 (JJA; low q), 2012 (SON; low q), 2013
(MAM; low q), 2014–15 (DJF; low q), 2016 (JJA; low q, high T ) and 2017 (SON; high
T ) indicate particularly strong negative RH anomalies. In addition, there were strong
turning points in 2012–13 (DJF) and 2009–2010 (JJA), i.e. from a high anomaly to a
low anomaly or vice versa (Fig. 3.10).

Over the late period, RH is more strongly positively correlated to q than over the
early period (for the late period, in DJF: r = 0.61, p = 0.0, JJA: r = 0.76, p = 0.0,
SON: r = 0.8, p = 0.0). The q-RH correlation is not significant in MAM. The T -RH
correlation is only significant for MAM (in the late period: r = −0.6, p = 0.01; in the
earlier period: r = −0.47, p = 0.01). The T -q are strongly positively correlated for
all seasons (r > 0.75, p = 0.0) except SON (r = 0.52, p = 0.01) in the early period
and only for MAM in the late period MAM (r = 0.65, p = 0.0). There is a posit-
ive trend in both q and T in the early period, whereas in the late period T levels off,
whereas q declines fitting with the stronger correlations between q and RH in this period.

Due to the lack of significant T -trends (Fig. S6) and strong T -RH correlations (except
in MAM; Figs. 3.7 and 3.8), RH is expected to be driven by q and the onshore easterlies.
While T -q strongly correlated during the early period, this was not the case during the
late period (except in MAM; Fig. 3.4), indicating that a deviation from the Clausius-
Clapeyron theory leads to the RH decrease in the late period.

Only in JJA and SON, q-RH correlations are moderate to strong (r ≥ 0.5) in the
early and the late period so that the regression coefficient can be compared. The RH(q)
regression increased from 1.78 %rh g−1 kg to 5.23 %rh g−1 kg in JJA, and from 1.73
%rh g−1 kg to 4.77 %rh g−1 kg in SON (all p < 0.05), i.e. RH’s dependence on q is
increased in the late period, indicating greater water limitation. The dependence of q
on T slightly decreased in MAM when T -q correlations are moderate to strong in both
periods: from 0.71 g kg−1 K−1 in the early period to 0.6 g kg−1 K−1 in the late period.

For eastern Brazil, all four standard seasons are further analysed in the following
chapters due to their high significance and strength.

3.3.1.2 Tibet

The region hereafter called “Tibet” (start latitude: 20° N, start longitude: 85° E, end
latitude: 35° N, end latitude 105° E) covers the eastern half of the Tibetan Plateau, all of
Bangladesh and Bhutan, the east half of Nepal and the northern two-thirds of Myanmar.
The Chinese provinces of Qinghai, Sichuan, Yunnan and the Indian provinces between
Myanmar and Bangladesh are also included. In Tibet and China, the Himalayas, the
highest weather stations in the world, are located in the northeast of the region and in the
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west and south at a reducing height. There are hardly any measuring stations included
in HadISDH in Myanmar, Nepal, Indian and Bangladesh (Fig. 1.2). Towards the coast,
the climate is humid, tropical savanna-like (Koeppen-Geiger classes Af, Aw), which be-
comes semi-arid hot towards the north (BSh; Figs. 1.12 and 1.13). Inland China has a
humid and subtropical climate with dry winters (Cwa, Cwb). The northern wind band
brings cold, subarctic to polar tundra around the Tibetan Plateau (BSk, Dwb, Dwc,
ET). The westerly winds are especially strong in the northwestern part of the region,
and the temperatures are particularly low (Fig. S2). There is little green there due to
climate-sensitive alpine meadow and steppe (Zhang et al., 2013). The monsoon brings
moisture to the southwest of the region in JJA and raises the q values (Figs. S1, S3 and
S4). Drought in Tibet has been found to be favoured by a high-pressure anomaly over
Scandinavia and the North Atlantic storm track having a more south-west to northeast
orientation, and by a positive ENSO (Bothe et al., 2009). The authors found wetness to
be linked to a low-pressure anomaly over central Europe and La Niña.

With an RH minimum of 28%, the northeastern part of the Tibetan Plateau in DJF
and March is one of the driest places on earth (Niu et al., 2020). The RH rose until
2003, after which it showed a 20 times steeper negative trend, among other things, due
to warming (Niu et al., 2020; Wang et al., 2008a). The heating over the plateau reduces
the temperature gradient between Tibet and the Indian Ocean (Zhang et al., 2021).
Associated with heating is an advanced vegetation growing season (Zhang et al., 2013).
Increased NDVI values are linked to higher atmospheric CO2 levels, thus fertilisation
(Zhao et al., 2018). Due to warming, snow cover has been decreasing in the recent dec-
ades, which in turn increases heating, followed by reduced soil moisture in late spring
(Zhang et al., 2021). Droughts around the northeastern part of the region were detec-
ted in 2006 and 2009–2010 and 2011 (Zhao et al., 2018). Accompanied by a decline in
precipitation due to a monsoon decrease and irrigation, Tibetan endorheic basin water
storage has declined only slightly since 2002 (Rodell et al., 2018; Wang et al., 2018).

The slightly positive annual trend in the early period in Tibet (0.51 %rh decade−1;
p = 0.04; 7/12 significant versus total grid boxes) changes into a negative trend of four
times the strength in the late period (-1.97 %rh decade−1; p = 0.0; 11/12 grid boxes
significant; Fig. 3.9). The negative trend is particularly pronounced in DJF in the north
of the region (-2.47 %rh decade−1; 5/12 grid boxes significant, p > 0.1; Fig. 3.3). Since
this trend is not significant on the regional average, it will not be examined further in
this study. JJA and SON also show strongly negative and significant (p < 0.05) trends
(respectively, -1.73 %rh decade−1, 6/12 grid boxes significant; -2.04 %rh decade−1, 3/12
grid boxes significant). In JJA, the regions north, northwest and southeast around the
Tibetan Plateau are affected (Fig. 3.3). In SON, the west of the region, i.e. Tibet
and the westernmost part of China, Xinjiang, are affected. The negative trends are
accompanied by RH peaks in 2009–2010 and 2013–2014, strong in DJF and MAM (Fig.
3.11). Both troughs are reflected in high T and low q anomalies. In SON, the trend is
strongly influenced by three RH troughs: 2009, 2012 and 2015. Negative q anomalies
accompany the first two, and the third occurs with a positive T anomaly. In JJA, the
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years of negative RH anomalies 2006, 2009, 2013 and 2015 stand out. Strong positive
T anomalies characterise the first three troughs; the latter two, however, are mainly
characterised by negative q anomalies.

The q-RH correlate significantly, moderately positively in JJA and SON over the early,
late, and full period except in JJA in the late period when the q-RH correlation is insig-
nificant (Fig. 3.6). The T -RH correlations are for both seasons and periods insignificant
(p > 0.05). Whereas most grid boxes in the region show negative T -RH correlations, the
significant positive T -RH correlation in one grid box in the west of the Tibetan Plateau
in SON (Fig. 3.7) could be due to the fact that the measurement data were recorded in
this cold climate. There are significant and strong T -q correlations over all periods indic-
ating no regional water limitation. However, the insignificant q-RH correlation in JJA
in the late period implies that there are only single years where RH follows q, whereas
it does not in other years (Fig. 3.11).

The T -q correlations in JJA and SON are moderate and significant (r > 0.5) in the
early and the late period so that the regression coefficient can be compared. The q(T )
in JJA and SON have decreased from 0.68 g kg−1 K−1 in the early period to 0.26 g kg−1

K−1 in the late period in JJA and from 0.57 g kg−1 K−1 to 0.44 g kg−1 K−1 in SON
(all p < 0.05, except for the late period in JJA). The q’s dependence on T is decreased
in the late period, indicating a deviation from the Clausius-Clapeyron theory due to
water-limitation.

For Tibet, the seasons JJA and SON are further analysed in the following sections
due to their high significance and strength in RH trends.

3.3.1.3 The Caspian Sea region

The ”Caspian Sea” (start latitude: 40° N, start longitude: 45° E, end latitude: 60° N, end
latitude 60° E) region includes the states that surround the northern half of the Caspian
Sea; the main part corresponds to southwestern Russia and western Kazakhstan. There
are also west Uzbekistan, northwestern Turkmenistan, the northern half of Azerbaijan,
the eastern third of Georgia. Considering geographical features, in the northwest of the
Caspian Sea is the Caspian Depression, a wet and swampy area below sea level. In the
northeast are the Ural Mountains, running north-south. Greater Caucasus Mountains
north of Georgia and Azerbaijan extend west towards the Black Sea. The Aral Sea is in
the southeast of the region, which has been heavily silted up since the 1960s (Micklin,
2007, 2010). The elevation and the density of weather stations used in HadISDH in-
crease towards the north in the northern half of the region. The southern half contains
weather stations that are located on the Caspian Sea. Around the lake and Kazakhstan,
the climate is arid and cold in boreal winter (Koeppen-Geiger class BWk) and becomes
more humid and colder towards the north (BSk, Aw; Figs. 1.12 and 1.13 ). Cold and
dry continental polar air masses from the northeast penetrate the region forming local
coastal ice in the north of the Caspian Sea during the boreal winter (Fig. 1.8). The
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south is poor in precipitation; precipitation reaches the north mainly in JJA when the
wind comes slightly from the north due to the low-pressure system over India (Figs. S3
and S4). The vegetation shows an equal gradient with precipitation (not shown). In the
Caucasus, meadows, deciduous and mixed forests shape the landscape. Wheat is mainly
grown north of the Caucasus (Various, 1996). In DJF and SON, a high-pressure system
over Russia attracts south and southwest winds (Fig. S4).

The world’s largest inland water body, the Caspian Sea, is nourished by the Volga
River in the northwest, the Ural River in the northeast, and the Kura River in the
southwest (Fig. 1 in Chen et al., 2017; Arpe and Leroy, 2007). An increase in the
Caspian Sea level was observed up to 1995, particularly close to the Volga river delta
in the northwest (Cazenave et al., 1997); shortly after, the sea level dropped, so did the
surface area (Arpe et al., 2012; Wang et al., 2018). This has been related to increased
evaporation, especially during the drought over European Russia in 2010, impacting the
Volga basin (Arpe et al., 2012; Chen et al., 2017). Rodell et al. (2018) compare the
Caspian Sea drying with the circumstances of the Aral Sea shrinking and associate a
decrease in precipitation since 2002 and groundwater depletion with the regional de-
crease in terrestrial water storage (TWS). Fig. 2 in Koriche et al. (2021b) summarises
the decrease in the Caspian Sea level and the effects of a smaller compared to a large
Caspian Sea.

A small and insignificant annual RH increase in HadISDH in the early period (0.26
%rh decade−1; p = 0.45, 0/12 grid boxes significant) is followed in the late period by a
strongly negative trend in the Caspian Sea region (-1.94 %rh decade−1, p = 0.0; 11/12
grid boxes significant) (Table 3.3; Fig. 3.9). This is influenced, in particular, by JJA
over the southern three-quarters of the region (-4.57 %rh decade−1, p = 0.0; 9/12 grid
boxes significant) and thus represents the strongest regional and seasonal RH trend
worldwide within the late period (Fig. 3.12). There were two negative troughs in JJA,
in 2010 and 2014. The former is accompanied by a high-T anomaly value. The latter
is not accompanied by a T anomaly, but by a strongly negative q anomaly. There was
a recent Russian heatwave in 2020 following the positive T trend. In MAM, there is a
strong negative, albeit not significant, trend, especially in the north of the region (-1.64
%rh decade−1, p = 0.23; 3/12 grid boxes significant). The downward trend in MAM is
mainly driven by a RH trough in 2013–2014. During these years, the T anomalies were
positive, while the q showed weak negative anomalies. In the early period, there are
weak, insignificant positive trends in all seasons.

In JJA, q-RH are significantly positively correlated, in the late period (r = 0.6,
p = 0.01) stronger than in the early period (r = 0.4, p = 0.04). The T -RH are linked
strongly in both the early and the late period (respectively, r = −0.66, p = 0.0 and
r = −0.7, p = 0.0), the strongest though in the region’s center (Fig. 3.7). In JJA, T -q
correlate weakly significant in the early period and even weaker but insignificant in the
late period, indicating that the region has become more water-limited in the latest dec-
ades. The temperature and q correlate well in the winter months but less so in summer.
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In JJA, RH is generally guided by the T increase and in the late period, accompanied
by a strong influence of the q decrease (Figs. S6 and S5).

As in JJA, q-RH and T -RH correlations are moderate to strong (r ≥ 0.5) in both
the early and the late period their regression coefficient can be compared. The RH(q)
regression increased from 2.79 %rh g−1 kg to 6.39 %rh g−1 kg, and the negative RH(T )
regression increased in their absolute strength from -1.74 %rh K−1 to -3.16 %rh K−1 (all
p < 0.05), i.e. RH’s dependence on both q and T is increased in the late period.

Since the Caspian Sea, as an open water body, occupies a large part of the region, the
Caspian Sea, the thermodynamic driver of faster warming over land compared to the
sea, could play a major role. It is expected that prevailing winds from the Caspian Sea
to land will play a role in evaporation.

For the Caspian Sea, RH trends in the JJA season will be further analysed in the
following chapters due to their high significance and strength.

3.3.1.4 California

The ”California” region (start latitude: 30° N, start longitude: 130° W, end latitude:
50° N, end latitude 115° W) contains the state of the same name, Washington, Oregon,
Nevada and western Idaho and Nevada and the north of Mexico’s Baja California. The
weather stations used in HadISDH are located in northern America, closest to the coast
(Fig. 1.2). The elevation of the stations increases towards the inland and mountain
ranges. Near the west coast are the Cascade and the Sierra Nevada mountain ranges
that could block onshore winds. Behind it, inland, follows the Great Basin and the Mo-
jave Desert. Onshore cold, moist, maritime polar northwesterlies hit the region’s north,
partly penetrating the continent and flowing southwards along the coast (Fig. 1.8). The
southern subregion is hit by dry maritropical subsiding. Thus the northwest of the re-
gion is humid and develops into hyper-arid to the southeast (Fig. 1.12). The coastal
area in the southern part of the region is temperate Mediterranean climate (group C and
is crossed inland by continental/microthermal climates (group D), towards the south of
dry climates (deserts and semi-arid; group B) (Fig. 1.13). In the north, it gets icy during
the boreal winter; very hot in the south in the boreal summer with low RH values (Figs.
1.1 and S2). In the rainy season in DJF, the southern part is largely spared from rain
(Fig. S3).

The region has experienced devastating forest fires, like in 2020, and drought, es-
pecially in recent years, for example, in 2007–2009 and in 2012–2015 (AghaKouchak
et al., 2015; Diffenbaugh et al., 2015; Griffin & Anchukaitis, 2014), and the so-called
‘heat dome’ affecting the north of the region in summer 2021. Due to increased T and
a long-term rainfall deficit with 2015 as one of the driest years, snowpack and TWS
have significantly decreased (Asner et al., 2016; Easterling et al., 2017; Rodell et al.,
2018; Wang et al., 2018). As an essential element, water management, including irrig-
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ation for the strong production of vegetables and fruits, further exacerbates droughts
(AghaKouchak et al., 2015; Rodell et al., 2018). Wet years are associated with El Niño
in the southern part of the region (Easterling et al., 2017).

The negative RH trend is strongest in DJF in the late period, however, not significant
(p < 0.05), as are RH trends in the other seasons (Fig. 3.13). Only the RH trend for
annual data is significant with a significant positive T trend (Fig. S6).

The annual HadISDH trend in California changes from positive to negative between
the early period (0.47 %rh decade−1, p = 0.13, 3/8 grid boxes significant) and the late
period (-1.85 %rh decade−1, p = 0.0; 8/8 grid boxes significant) and increases almost
fourfold in magnitude (Table 3.3). Even though the annual trend in the late period is
significant, none of the seasonal trends is significant (Fig. 3.13). In the late period, the
strongest trend occurs in DJF (-2.21 %rh decade−1, p = 0.14; 1/8 grid boxes significant),
concentrated on the west coast and in the centre of the region (Fig. 3.3). The years
2007, 2012 and 2014 show extreme negative RH anomalies (Fig. 3.13).

Strongly negative, but not significant trends are also found in MAM, JJA, and SON
(respectively: -1.83 %rh decade−1, p = 0.23, 1/8 grid boxes significant; -1.78 %rh
decade−1, p = 0.17, 2/8 grid boxes significant; -1.4 %rh decade−1, p = 0.15, 2/8 grid
boxes significant). The trends in MAM and SON are concentrated in the south of the
region and in JJA in the northern part (Fig. 3.3). The RH troughs in 2008 in MAM and
JJA are accompanied by a strongly negative q anomaly, indicating that RH is moisture
driven (Fig. 3.13). The RH troughs in 2014 in MAM and JJA, on the other hand, are
characterised by a relatively high-T anomaly. The striking positive T anomalies after
2014 can be observed in all four seasons, which is coupled to a positive q anomaly in
DJF, MAM and SON, leading to only a moderate change in RH. In JJA alone, this
positive T anomaly after 2014 is not accompanied by a positive q anomaly, so RH does
show a reduction in this season.

In DJF, where RH drops the most in the late period, q and RH are strongly correlated
over both periods (early period: r = 0.75, p = 0.0; late period: 0.72, p = 0.0), indicating
that RH is driven by the soil moisture and precipitation availability on the interannual
level (McKinnon et al., 2021). In contrast, T and RH correlate insignificantly. The q and
T , on the other hand, correlate very strongly with each other in both periods (r > 0.84,
p = 0.0). Similar relationships occur on an annual average. On an annual level, there are
significant positive q-RH and T -q correlations in the early, the late and the full period,
and significantly negative but weak T -RH correlations only in the early, indicating that
California’s RH is strongly connected to q rather than to T . However, it is T showing
increasingly positive anomalies in the late period, particularly since 2014 (Fig. 3.13).

Given the coastal nature of this region, exposed to prevailing westerlies in its north,
with extensive fetch over the Pacific Ocean, changes in RH might be expected to be
largely driven by the thermodynamic factors of faster warming over land compared to
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the ocean. However, it is also plausible that other factors linked to dynamical drivers
and terrestrial drivers are contributing.

The annual q-RH and T -q correlations are moderate to strong (r ≥ 0.5) in the early
and the late period so that the regression coefficient can be compared. The RH(q)
regression coefficient increased slightly from 3.94 %rh g−1 kg to 4.23 %rh g−1 kg, and
the q(T ) increased from 0.25 g kg−1 K−1 to 0.29 g kg−1 K−1 (all p < 0.05), i.e. RH’s
dependence on q is slightly increased in the late period, so is q’s dependence on T .

3.3.1.5 Mongolia

The region ”Mongolia” (start latitude: 40° N, start longitude: 90° E, end latitude: 55°
N, end latitude 115° E) covers almost the entire country of Mongolia, including the Gobi
and Ordos desert, without the western tip including the Altai Tavan Bogd National Park
and the eastern outer end of the country (Fig.1.2). To the north, the region includes
parts of southern Russia, including Lake Baikal and the Yablonovy Mountains, and to
the south, the northern Chinese province of Inner Mongolia. In the centre of the region
the weather stations included in HadISDH are located at very high altitudes (up to over
4000 m) with decreasing topography from west to east, in the north and south mostly
over 1500 m (Fig. 1.2; Yu et al., 2019; Yu et al., 2016). Most of the region is classified as
hyper-arid to arid and cold (BWk, BSk; Figs. 1.12 and 1.13; Fernandez-Gimenez et al.,
2015). On the north side, there are subarctic or boreal with severe winters (Dwd) and
on the south side semi-arid bands. The air masses from the Mongolia region are a source
for continental tropical air masses flowing south (Fig. 1.8). Regarding the climatological
means, the steppe landscape is shaped by high (lower) air pressure fields in DJF (JJA)
and westerly winds, which in summer become weaker and point towards the south-east
direction (Fig. S4). Mongolia’s climate is characterised by long, cold winters, predom-
inantly in the north with permafrost, and short summers, predominantly in the south
(Fig. S2; Yu et al., 2019). In JJA, 70% of annual precipitation falls and is concentrated
in the region’s north (Fig. S3). Thus q is highest in JJA and lowest in DJF with RH
lower than 45%. (Figs. 1.1 and S1; Niu et al., 2020). Due to the altitude, the vegetation
is sparse and mostly grassland; the region is also characterised by low soil water capacity
and high evaporation rate (Yu et al., 2019). Due to abnormally positive temperatures,
the region was hit by a severe drought in 2007–2009, led by a soil moisture drying trend
since the late 1980s (Dorigo et al., 2012; Yu et al., 2019).

The Mongolia Plateau is characterised by a lake landscape, especially in the northw-
est. Since the late 1990s, it has experienced strong LCLU change: lakes in the region
are shrinking due to precipitation reduction (Tao et al., 2015). Due to overgrazing and
coal mining in Inner Mongolia, grassland degradation has occurred with a predicted in-
creasing trend (Gao et al., 2015; Tao et al., 2015).

The slightly positive RH trend in the early period (0.56 %rh decade−1, p = 0.01, 8/15
grid boxes significant) is replaced by a strongly negative RH trend in the late period
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(1.74 %rh decade−1, p = 0.0, 11/15 grid boxes significant; Fig. 3.9). The trend is par-
ticularly strong in DJF and MAM (Fig. 3.3). In DJF, (-2.6 %rh decade−1, p = 0.03,
6/15 grid boxes significant) the RH decreases particularly in the centre of the region and
in the southeast (Fig. 3.3). The years 2009 (low RH, high T ) and 2014–2015 (low RH,
high q, high T ) stand out (Fig. 3.14). In the MAM (-2.22 %rh decade−1, p = 0.03, 5/15
grid boxes significant), the east’s drying trend is significant and shows troughs in 2009
and 2015 (high T ). In JJA (-1.02 %rh decade−1, p = 0.24, 2/15 grid boxes significant),
strong positive T anomalies over the late period and a negative anomaly in q in 2009
guide a negative RH trend; that seasonal trend is only strong and significant in the very
north of the region. Under limited precipitation, the T trend is predicted to rise in the
upcoming couple of decades (Hessl et al., 2018).

In Mongolia, the regionally averaged q-RH correlation is strong in MAM over both
periods (early: r = 0.57, p = 0.0, late: r = 0.66, p = 0.0), and in DJF only over the
early period (r = 0.7, p = 0.0). In none of the seasons, the T -RH correlation is either
significant or strong. Strong T -q correlations are found in DJF (early: r = 0.8, p = 0.0,
late: r = 0.83, p = 0.0), and in MAM only in the early period (r = 0.78, p = 0.0),
not in the late period. The strong T -q correlations shown in DJF are aligned to the
Clausius-Clapeyron theory and would suggest that RH hardly changes (only taking into
account the detrended data), but in the 2009 and 2014–2015 when RH is anomaly low,
T anomalies are stronger than q anomalies (Fig. 3.14). While in DJF, RH seems to be
neither q nor T driven at this stage, RH is strongly q driven in MAM. Since neither q
nor T shows significant trends in the late period (Figs. S5 and S6), the RH trend could
be influenced by various drying events lasting.

The q-RH correlations in MAM and the T -q correlations in DJF are strong and mod-
erate, respectively, and significant, in the early and the late period so that the regression
coefficient can be compared. The RH(q) regression in MAM more than doubled from
4.15 %rh g−1 kg to 8.54 %rh g−1 kg, and the q(T ) in DJF slightly decreased from 0.07
g kg−1 K−1 to 0.05 g kg−1 K−1 (all p < 0.05). RH’s dependence on q is increased in
MAM in the late period.

For Mongolia, the seasons DJF and MAM are further analysed hereinafter due to their
high significance and strength in RH trends.

3.3.1.6 Southern Africa

The region from now on referred to as ”southern Africa” (15°-35° E, 15°-35° S) includes
the entire countries of South Africa, Lesotho, Eswatini, Botswana and Zimbabwe, large
parts of Namibia, the south of Zambia and Malawi, western Malawi and the southeast of
Angola. In the southeast, between Lesotho and Eswatini, the landscape is characterised
by the Drakensberg mountain range. The Namib Desert, shaped by the cold Benguela
Current, extends along the west coast. In the centre is the Kalahari steppe. The Or-
ange River crosses the region from east to west. It provides drinking water and water
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for agriculture in South Africa and Lesotho, especially for wine and wheat. This river
feeds the Gariep reservoir at the southeastern foot of the Drakensberg mountains. A
tributary of the Orange River nourishes the Katse Dam in Lesotho. The weather sta-
tions used in HadISDH are distributed quite homogeneously across the region (Fig. 1.2).

The Koeppen-Geiger division in southern Africa is complex (Fig. 1.13; Mahlalela et
al., 2020), which could make the analysis challenging: The humidity gradient runs from
west to east with hyper-arid, hot climate Namib desert (BWh) in the west of Namibia
different arid B-categories and temperate C-categories and temperate climates in the
centre, to thin strips of humid and tropical climate on the east coast (Figs. 1.12 and
1.13). The region’s west is mostly influenced by southerly and southwesterly flow (from
the eastern flank of flow around the subtropical anticyclone), with the SH westerlies
influencing the far southwest of the region in southern winter (Fig. S4; Hannaford et al.,
2015). There is robust system connectivity in the northwest of Namibia with oceanic
processes: the cold Benguela ocean current can directly influence rainfall or moisture
within the interior. In dryland areas, they are strongly influenced by fogs or dewfall and
able to block rainfall or humidity changes into the interior.

In the austral winter (JJA), much of the region becomes driest (with the exception of
the far southwest), and the temperatures and RH decrease (Figs. 1.1 and S2). The pre-
cipitation rate is highest in DJF in the northern part of the region, but for the Eastern
Cape, 35% of the annual rainfall falls in SON (Fig. S3, Mahlalela et al., 2020). Low rain-
fall is associated with El Niño (Reason, 2017; Setimela et al., 2018). The precipitation
trend due to natural variability was found negative in the late period over northeastern
southern Africa (Rodell et al., 2018).

According to GRACE, in the Kalahari steppe, TWS increased from 2002 to 2016, and
in the Great Rift Valley and further southern Africa since 2014 (Wang et al., 2018).
The ENSO phenomenon can be used to forecast precipitation over the region. El Niño is
often given as the reason for drought, especially in Botswana in the austral summer (Oc-
tober until March) in 2015–2016 (Archer, 2019; Blamey et al., 2018; Gore et al., 2020;
Setimela et al., 2018; Siderius et al., 2018; Swemmer, 2020). Classic El Niño events
affect rainfall over southern Africa stronger than El Niño Modoki events (Ratnam et al.,
2014). Also, other modes of variability impact the regional precipitation: during the
2015–2016 winter, Indian Ocean SSTs were measured anomalously high, which is asso-
ciated with the Indian Ocean Dipole (IOD; Archer et al., 2017). The Southern Annular
Mode (SAM) affects the austral winter (JJA) rainfall in the eastern cape region but has
less of an impact than ENSO (Jury & Levey, 1993; Reason, 2017). Since 2000 in net,
Botswana has experienced reforestation, grass loss and wetland expansion, and Namibia
deforestation and grass expansion (Al-Hamdan et al., 2017).

The negative trend in southern Africa was also present in the early period (-0.92 %rh
decade−1, p = 0.03, 1/12 grid boxes significant). It almost doubled in the late period
(-1.64 %rh decade−1, p = 0.08, 8/8 grid boxes significant) (Table 3.3). In the austral
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spring (SON), the trend extends over the entire region with a focus on the centre of the
region, i.e. northern South Africa and eastern Namibia (-2.83 %rh decade−1, p = 0.01,
6/13 grid boxes significant) with troughs in 2005 and 2015 accompanied with low q and
high T anomalies (Fig. 3.3; Zhongming et al., 2016), a significant negative q and a
positive T trend (Figs. 3.15, S5 and S6). In winter (JJA: -2.15 %rh decade−1, p = 0.02,
2/14 grid boxes significant), the strongest RH (and q) trends are concentrated over the
northeast corner between Botswana, Zimbabwe and northeastern South Africa over the
late period (Fig. 3.3) with troughs in 2007 and 2012 (low q); T shows no significant
trend (Fig. 3.15). In autumn (MAM; -1.47 %rh decade−1, p = 0.44, 0/13 grid boxes
significant), the trend focuses on the south of the region but is insignificant. In JJA in
the south and in SON over the east, a significant drying trend was already present in
the early period (Fig. 3.15).

The regional mean q-RH correlations over the late period are significantly positive
in both seasons and even stronger in the late period (JJA: r = 0.76, p = 0.0; SON:
r = 0.92, p = 0.0), indicating that RH may be driven by prevailing onshore winds. The
T -RH correlations are very weak and moderate in SON in the late period, indicating that
mainly q drives RH over southern Africa. The T -q correlations are low and insignificant
except for JJA in the early period.

Only in SON are q-RH correlations significant and strong (r ≥ 0.7) in the early and
the late period so that the regression coefficient can be compared. The RH(q) regression
increased from 5.6 %rh g−1 kg to 6.35 %rh g−1 kg (both p < 0.05), i.e. RH’s dependence
on q is increased in the late period.

For southern Africa, the seasons JJA and SON are further analysed in the following
sections due to their high significance and strength.

3.3.1.7 Southwestern Greenland

Southwestern Greenland (start latitude: 60° N, start longitude: 60° W, end latitude:
75° N, end latitude 40° W) is described below. Weather stations used in HadISDH are
located exclusively on the coast (Fig. 1.2). The climate is polar and tundra-like (ET
in the Koeppen-Geiger classification; Fig 1.13). Generally, the Icelandic Low influences
the climate of Southern Greenland determines its climate (Berdahl et al., 2018): in the
summer months, winds over the region are weakened (Fig. S4). These phenomena are
strongly linked to the Arctic Oscillation (AO), which determines the position of the
jet stream (Hanna & Cappelen, 2003; Mosley-Thompson et al., 2005). Temperatures on
southern Greenland’s coasts are generally higher than in the interior and north (Various,
1996). RH values are highest in JJA (Fig. 1.1). The RH declines in the entire region,
i.e. around the coast, in the late period in DJF, are not accompanied by any significant
q or T trends (Figs. 3.3, S5 and S6).

It is noteworthy that this region spends much of its time with snow/ice cover, whereas
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other regions do not. In the context of global warming and climate change, Greenland’s
ice mass has been under a sharp decline in the last few decades in the south and on the
coasts (Chu, 2014; Druckenmiller et al., 2021; Rodell et al., 2018; Ryan et al., 2019). The
mass loss due to melting is accompanied by increased evaporation and runoff, leading
to decreased ice sheet albedo, which again amplifies warming (Ryan et al., 2019). The
melting in 2012 is associated with a heatwave due to the negative North Atlantic Os-
cillation (NAO) shifting warm southerly winds towards Greenland (Hanna et al., 2014).
In the country’s interior, especially in the higher elevations, a slight increase in mass
has been observed (Cazenave, 2006; Hanna & Cappelen, 2003). Since the late 1990s,
precipitation has decreased over western Greenland (Lewis et al., 2019). whereas it has
increased at coastal stations in the northeast and south (1961–2012; Mernild et al., 2015).

The strength of the annual negative RH trend over southwestern Greenland has
doubled in the late period compared to the early period (respectively, -1.46 %rh decade−1,
p = 0.02; 5/6 significant grid boxes; -0.69 %rh decade−1, p = 0.01; 2/4 significant grid
boxes; Table 3.3). Across the entire region, there are particularly strong trends in the
late period in DJF (-3.78 %rh decade−1, p = 0.01; 5/6 significant grid boxes) and MAM
(-2.83 %rh decade−1, p = 0.05; 0/6 significant grid boxes), but not very significant in
the latter (Fig. 3.16). In MAM, the strongly negative RH anomaly, for example, MAM
2011, DJF and JJA 2015, are accompanied by both a negative q anomaly and a negative
T anomaly (Fig. 3.16). Heatwaves like the one in 2012 over Greenland lead to intense
melting (Bonne et al., 2015; Nghiem et al., 2012). These correlations might be expected
from a cold, energy limited region. The positive RH trend, though insignificant, in JJA
is worth mentioning, which is shaped by low RH anomalies (high T anomalies) around
2000, while the other seasons start the late period with high RH, and high RH anom-
alies between 2010–2013, while the other seasons show low RH in these years (Fig. 3.16).

In DJF, there is a strong correlation of q-RH in both periods (early: r = 0.7, p = 0.0;
late: r = 0.71, p = 0.0). In MAM, this correlation is slightly stronger (early: r = 0.83,
p = 0.0, late: r = 0.84, p = 0.0). The situation is similar between T -RH, with correla-
tions being notably weaker (DJF: early: r = 0.56, p = 0.0, late: r = 0.59, p = 0.0; MAM:
early: r = 0.68, p = 0.0, late: r = 0.61, p = 0.0). Correlations between q and T are very
strong: In DJF (r = 0.97, p = 0.0) over both periods, and in MAM over r = 0.92 and
r = 0.91 (both p = 0.0) in the early and late periods, respectively. So it is the winter and
spring months that really drive the strong correlations rather than summer and autumn.

Despite strong T -RH correlations, there has not been a significant positive trend in
T during the late period (although it should be noted that there has been a positive T
trend in JJA from the mid-1990s to around 2010). By a T increase, runoff from melting
ice into the sea could occur, so SST may not have warmed as much as in other areas
because lots of cold water draining into them. Greenland’s weather stations are located
around the coast and might strongly react to q or T changes happening around the coast,
such as a change in ice loss. Furthermore, ocean currents or circulation (dry and cold
air from the US versus warm, moist-holding air from Europe) could drive a change in
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moisture and T , thus, RH.

In DJF, q-RH and T -q correlations are strong (r ≥ 0.7) in the early and the late period
so that their regression coefficients can be compared. The RH(q) regression increased
from 5.69 %rh g−1 kg to 7.5 %rh g−1 kg, and the q(T ) increased slightly from 0.1 g kg−1

K−1 to 0.12 g kg−1 K−1 (all p < 0.05), i.e. RH’s dependence on q, and q’s dependence
on T are increased in the late period. The dependence of RH on T has slightly increased
from 0.49 %rh K−1 in the early period to 0.62 %rh K−1 in the late period.

Since only the RH trends in DJF are significant over a large area, the other seasons
are not considered further.

3.3.1.8 The eastern USA

The region “eastern USA” (start latitude: 35° N, start longitude: 100° W, end latitude:
45° N, end latitude 70° W) covers about the eastern half of the USA and is bounded to
the west by the eastern foothills of the Great Plains east of the Rocky Mountains and the
states of Nebraska, South Dakota, Oklahoma and Kansas, to the south by Oklahoma,
Arkansas, Tennessee and Northern Carolina and to the north by the northern US states
right below the Canadian border. Just off the east coast, the Appalachian Mountains
stretch from Alabama in a northeast direction to New Brunswick, Canada. Several lakes
(Lake Michigan, Lake Huron, Lake Ontario, Erie and Niagara) lie on the United States
and Canada border. The Mississippi, Ohio and Arkansas rivers run from north to south
through the same name states in the west of the region. The density of weather stations
is high and homogeneous (Fig. 1.2). The stations are inland between 500–1000 m of
altitude and higher on the region’s western edge. According to Koeppen and Geiger
(Fig. 1.13), the region has humid-temperate climate (Cfa, east side climate with warm,
temperate summers and cool winters, precipitation especially in summer; Fig. S3) in the
south and humid-continental climate (Dfa, damp winter cold climate with hot summers,
moist soils) in the north. The region is influenced by mild and moist maritime Atlantic
tropical air masses and cold polar air masses from the north (Fig. 1.12). In winter
(DJF), a climatological mean high-pressure system over the centre of the United States
tends to cause northwesterly winds in the western part of the region (Fig. S4). A second,
smaller climatological mean high-pressure on the east coast within the high-pressure belt
results in weaker westerly winds coming from inland towards the Atlantic. Precipitation
occurs throughout the year, with a maximum in spring and summer (Fig. S3). Large
regions of the eastern USA are irrigated (Siebert et al., 2006). In December–March, it is
not uncommon for cold and polar air to break in from northern Canada. In July, due to
the Atlantic subtropical high, weak winds blow into the region from the south and only
bring summer rain to the north (Various, 1996). High temperatures are to be expected,
especially in the interior of the region and in the south. While the Great Plains are still
steppe, the natural vegetation of the rest of the region is deciduous forest, especially
over the Appalachian Mountains.
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Negative RH trends are common in all seasons in the late period and are seasonally
not associated with significant q or T trends (Figs. 3.17, S5 and S6).

The positive trend in the eastern USA over the early period (0.65 %rh decade−1,
p = 0.05, 5/12 significant grid boxes) switches to a strongly negative trend in the late
period (-1.3 %rh decade−1, p = 0.01, 10/12 significant grid boxes; Fig. 3.9). Over the
seasons, in MAM (-1.91 %rh decade−1, p = 0.19), JJA (-1.26 %rh decade−1, p = 0.41)
and SON (-1.09 %rh decade−1, p = 0.26) this trend is strong, but not significant (for
all p > 0.1, 0/12 significant grid boxes; Figs. 3.3 and 3.17). The trend is strongest in
North Carolina and Tennessee in the mentioned seasons, and additionally in MAM fur-
ther north across Ohio, West Virginia, Virginia, Pennsylvania and New York (Fig. 3.3).
The trend in DJF is neither significant nor as strong (-0.79 %rh decade−1, p = 0.38,
0/12). In MAM, the negative RH anomalies in 2006–2007 (q high, T high, as expected)
and 2014 (q low, T low), in JJA and 2006–2007 and 2012 (both high T ) and SON 2010
(high T ) stand out (Fig. 3.17). The droughts in 2007 (Boyer et al., 2013; Luo & Wood,
2007) are also visible on the annual scale. The 2012 drought started in the southern
United States and was caused by the La Niña conditions (Rippey, 2015). A very strong
polar jet stream pulled winter winds north so that the eastern USA was affected by little
snowfall and rain, resulting in reduced melting and soil moisture (Mallya et al., 2013;
PaiMazumder & Done, 2016; Rippey, 2015). In addition, there was a hot summer in
2012 (Rippey, 2015).

Both q-RH and T -RH correlations on the annual level in the late period are weak
(r = 0.44, p = 0.0; r = 0.16, p = 0.03, respectively). Correlations between T -q are
strong over the early and the late period for all seasons and the annual average (annual
in the early period: r = 0.74, p = 0.0, in the late period: r = 0.8, p = 0.0).

As none of the seasonal RH trends is significant, the analysis for eastern USA is con-
tinued at the annual level.

The annual T -q correlations are strong (r ≥ 0.7) in the early and the late period
so that the regression coefficient can be compared. The q(T ) regression coefficient has
barely changed from 0.28 g kg−1 K−1 in the early period to 0.29 g kg−1 K−1 in the
late period (all p < 0.05). Hence q’s dependence on T remains of equal magnitude,
suggesting that the region changed neither in water nor in energy limitation.

3.3.1.9 The Red Sea region

The “Red Sea” (start latitude: 20° N, start longitude: 25° E, end latitude: 35° N, end lat-
itude 40° E) called in this study region includes Egypt, Israel and Jordan. In the north,
the Greek island of Cyprus, Lebanon, the southwestern of Syria and the north-eastern
of Saudi Arabia is included. The density of weather stations included in HadISDH is
highest on the Mediterranean coast, low in the interior and in the southeast along the
Red Sea (Fig. 1.2). Topographically, the “Red Sea” region is determined to the east
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by the Hejaz and Tihamah mountain ranges at the Saudi-Arabian west coast. Most of
the region has a warm and hyper dry continental tropical climate, particularly in Egypt
and Saudi Arabia (Koeppen-Geiger class BWh; Figs. 1.12 and 1.13). The Nile Delta
and the Israeli and Lebanon Mediterranean coast, on the other hand, are more humid
to dry sub-humid with a temperate, Mediterranean climate (Koeppen-Geiger Cs-class).
Northwesterlies flow into the region from the southeastern Mediterranean Sea (Fig. S4).
In the boreal summer, T are high and q lower (Figs. S1 and S2). This results in particu-
larly low RH in JJA (Fig. 1.1). The precipitation rate is low (< 25 mm p.a.); in DJF, it
is highest in the north of the region (Fig. S4). This results in a dry, hot desert climate.
Thorn bushes in Arabia, as well as the desert, cover the land area. The northern part of
the Red Sea has been exposed to increased T over the past decades (Chaidez et al., 2017).

The RH decrease is particularly strong in the east of the region in northern Saudi
Arabia and Israel/Lebanon in the late period (Fig. 3.9). RH anomalies show a slight
seasonal difference on spatial level (Fig. 3.3). Only in JJA and in SON, T increases, but
no significant q change occurs on the grid-box level (Figs. S5 and S6).

In the Red Sea region, the increasing RH trend in the early period (0.56 %rh decade−1,
4/7 significant grid boxes) changes to a strong decreasing trend in the late period (-1.22
%rh decade −1, 6/8 significant grid boxes; Fig. 3.9). The largest area of significant
trends is found in the northern part of the Red Sea in MAM and JJA (respectively,
-1.32 %rh decade −1, 3/8 significant grid boxes; -1.21 %rh decade −1, 4/8 significant
grid boxes; Fig. 3.3). In MAM, the negative RH peak in 2008 (high T ) stands out (Fig.
3.18). The T -q show a strong positive correlation (Figs. 3.4 and 3.5), while T -RH and
even more q-RH do not correlate significantly or weakly (Figs. 3.6 and 3.7).

The T -q correlations in JJA and SON are moderate and significant (r ≥ 0.5) in the
early and the late period so that the regression coefficient can be compared. The q(T )
regression coefficients in JJA and SON have decreased from 0.57 g kg−1 K−1 in the early
period to 0.25 g kg−1 K−1 in the late period in JJA and from 0.43 g kg−1 K−1 to 0.38
g kg−1 K−1 in SON (all p < 0.05). The q’s dependence on T is decreased slightly in the
late period. In MAM, the T -q correlations are strong (r > 0.7) and regression stays the
same over both periods (0.21 g kg−1 K−1).

For the Red Sea, the seasons MAM, JJA and SON are further analysed hereinafter
due to their high significance and strength in RH trends.

3.3.1.10 Patagonia

The southern part of Chile and Argentina in South America is hereafter called “Patago-
nia” (start latitude: 60° S, start longitude: 75° W, end latitude: 40° S, end latitude 60°
W). The capitals Santiago and Buenos Aires as the northern border and the Falkland
Islands in the east of the region are included in this study. The density of the weather
stations used in HadISDH is low and is located on the coasts and in the northern part on
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the border between Chile and Argentina (Fig. 1.2 ). The region is strongly influenced by
the SH westerlies, which are furthest north over the region in austral winter (Fig. S4).
The Chilean part is temperate-humid (Koeppen-Geiger C-class) with a sloping gradient
to the east (BWk) due to the rain shadow effect of the Andes mountain range (Fig.
1.13). The vegetation follows the humid and topographic gradient (Fig. 1.12): in the
west, there is temperate deciduous forest, on the higher central strip, there is mixed
deciduous forest, and in the east, it is semi-desert (Various, 1996). The temperatures
are slightly lower in the west than in the east and the austral winter (Fig. S2).

Extreme drought occurred in western Patagonia in 2016. In connection with this,
ENSO teleconnections and a positive SAM phase, the combination of which leads to a
weakening of the jet stream and westerlies with the latter as storm tracks having the
most direct influence on precipitation (Garreaud, 2018). Rodell et al. (2018) find that
the warming trend since 2002 has resulted in ice-field melt. They also note a negative
precipitation trend over this period (see Fig. 4.2).

In DJF, the southernmost tip of Patagonia shows a significant negative RH trend since
2000 (Figs. 3.3 and 3.9). This stretches a little further north in MAM and SON. In JJA,
the significant dryness is primarily localised in the region’s east. Strongly positive anom-
alies accompany the trend in JJA. Garreaud (2018) notes that precipitation reductions
and T increases over western Patagonia over the past 40 years have been related to the
positive SAM trend, which has been strongest in DJF; although the different timescale
to this study should be noted.

The slightly positive trend in the early period in Patagonia (0.22 %rh decade−1,
p = 0.4; 1/12 significant grid boxes) changes into a negative trend of six times the
strength in the late period (-1.21 %rh decade−1, p = 0.3, 3/7 significant grid boxes;
Table 3.3 and Fig. 3.9). This negative trend is particularly strong in JJA (p < 0.1) on
the east coast (-1.94 %rh decade−1, p < 0.1, 4/7; Fig. 3.3) and in SON in the southern
part and extending to the centre and over the region (-1.98 %rh decade−1, p = 0.17, 2/7
significant grid boxes; Fig. 3.11). In JJA, RH troughs were found in 2007 and 2012–2013
(both low q). RH in SON shows a positive peak in 2000 (low T ), the strength of which
surpasses the proceeding anomalies.

In JJA (the only season with a significant trend p < 0.1), Patagonia shows a moderate
q-RH correlation in the late period (r = 0.65, p = 0.0), and T -q are also moderately
correlated (r = 0.61, p = 0.0). T and RH are barely correlated. There seems to be an
interannual link between q-RH (Fig. 3.6), but only the T trend is significantly positive
over the late period long-term (Fig. 3.7), which could explain the negative RH trend in
JJA.
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3.3.1.11 The western Mediterranean region

The western ”Mediterranean” region (start latitude: 35° N, start longitude: 10° W,
end latitude: 50° N, end latitude 5° E) includes Portugal, Spain and France except for
the far east and southeast. The western part of the north of Algeria is also part of
the region. The density of the weather stations used in HadISDH is highest in France
and averages between 500 and 1000 m above sea level (Fig. 1.2). Generally, there is
a temperate-humid climate over France and Portuguese coast and Spanish northwest-
ern coasts (Koeppen-Geiger C-class); over large parts of Spain, Portugal and Algeria,
it is dry sub-humid to semi-arid (Koeppen-Geiger B-class; Figs. 1.12 and 1.13). Spain
is traversed by the Cantabrian Mountains Chain in the north and towards France the
Andorran Pyrenees. The Iberian Chain, the Sierra Morena Mountain Range and the
Betic Chain on the south coast run through the country west to east. France is mainly
characterised by the Massif Central and by the Alps in the southeast in the south. The
mistral, a cold, dry wind from the north, created by a low-pressure belt, is noticeable in
the south of France. However, this feature might be a bit too small scale regarding the
entire region. In the north of central Spain, the Central Chain is continued in Portugal
by the Serra da Estrela mountain range; in the north of Portugal, there is the Northern
Meseta mountain range. The region is subject to different air mass influences: cold
and moist maritime polar air comes from the north-west, from east dry, maritropical
subsiding, from south warm and dry continental tropical air masses and also from west
cool and dry continental polar (Figs. 1.8). The atmospheric circulation coming from the
Atlantic is controlled by Azores High, particularly pronounced in JJA, and the Icelandic
low, particularly pronounced in DJF (Fig. S4). Especially during the boreal summer
months, hot southerly winds from the Sahara desert’s direction (Sirocco, Leveche) can
increase T , particularly in the region’s south. In the south of the region, in particular,
the precipitation rate depends on the season and is particularly low in summer (Fig. S3).

The frequency of dry years in terms of precipitation, soil moisture availability and
positive T anomalies has increased over lands around the Mediterranean Sea (Hoerling
et al., 2012; Zampieri et al., 2009). The RH shows a negative trend in the late period,
particularly over Portugal, Spain, and western France (Figs. 3.3 and 3.9).

In the western Mediterranean, RH is decreasing throughout the period of record (early:
-0.4 %rh decade−1, p = 0.03, 3/9 significant grid boxes; late: -0.88 %rh decade−1,
p = 0.01, 8/9 significant grid boxes; Table 3.3 and Fig. 3.9). While in the earlier period
RH decreased particularly in MAM and JJA over Spain and Portugal (respectively, -
0.76 %rh decade−1, p = 0.05, 4/9 significant grid boxes; -0.71 %rh decade−1, p = 0.07,
3/9 significant grid boxes), in the late period, the decreasing trend was strongest in
MAM and SON including southwestern France as well (respectively, -1.2 %rh decade −1,
p = 0.02, 1/9 significant grid boxes; -1.22 %rh decade −1, p = 0.01, 1/9 significant grid
boxes). Particularly negative RH anomalies were found in 1995 (low q), 1997 and 2017
in MAM (high T ) and SON (low q; Fig. 3.20). In SON, the negative trough at the end
of the late period influenced the strong negative seasonal trend.
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Strong T -q correlations are found for all seasons; weak q-RH correlations in SON
and moderate T -RH correlations in MAM in the late period: In MAM, the correlations
between q-RH and T -RH are insignificant or very weak (r < 0.5), except for the T -
RH correlation in the late period (r = −0.54, p = 0.02). In contrast, there are strong
significant T -q correlations in this season (early: r = 0.77, p = 0.0, late: r = 0.85,
p = 0.0). In SON, as well, the T -q correlation is all the stronger (early: r = 0.9, p = 0.0,
late: r = 0.95, p = 0.0). The correlations between q-RH and T -RH are insignificant or
very weak.

3.3.2 Regions with a strong wetting trend

Regions with a strong wetting trend in the late period (Fig. 3.9, Table 3.3) are described
below.

3.3.2.1 Scandinavia

The region ”Scandinavia” (start latitude: 60° N, start longitude: 20° E, end latitude: 80°
N, end latitude 55° E) is located in the south of the Barents Seas, including the White
Sea, Finland, northeast of Norway and Sweden and northwest Russia. The density of
the weather stations decreases towards the east (Fig. 1.2). The climate is subarctic
without any dry season (Koeppen-Geiger class Dfc; Fig. 1.13). Southwesterly winds
from continental Europe are particularly pronounced in DJF and SON (Figs. 1.8 and
S4). In JJA and SON, they are replaced by weaker northerly and northeasterly winds.
Precipitation, lowest in the winter and highest in the summer, results in a cool contin-
ental climate with snowy climate and coastal ice in winter (Fig. S3). The predominant
vegetation is boreal coniferous forest; NDVI values are highest in JJA (not shown).

Significant wetting trends can be found in all seasons in the late period except in
MAM: in DJF, RH increases in the Russian part, in JJA, over the northern Norwegian
coast, and in SON, RH increases are widespread over the entire region (Fig. 3.3). While
neither q nor T significantly changed for the regional mean in these seasons (Fig. 3.21),
T increased in DJF and MAM around the coast in the late period (Fig. S6). Due
to anomalous southerly winds for the past couple of decades, increasing salinity, and
reduced sea-ice formation, the Barents Sea is warming (Kohnemann et al., 2017; Lind
et al., 2018; Skagseth et al., 2020). Glacier melt was found in the Scandinavian area
(Rodell et al., 2018).

Annually, no significant RH trend across Scandinavia can be seen in the early period
(0.179 %rh decade−1, 0/18 significant grid boxes; Fig. 3.9; Table 3.3). It is only in the
late period that the annual average is significantly increasing by 1.451 %rh decade−1

(16/19 significant grid boxes). The positive trend is strongly pronounced in DJF and
SON over the entire region and in JJA in the west (respectively, 1.701 %rh decade−1,
2/19 significant versus insignificant grid boxes; 1.633 %rh decade−1, 7/19 significant
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versus insignificant grid boxes; 1.337 %rh decade−1, 5/19 significant versus insignificant
grid boxes; Figs. 3.3 and 3.21). In DJF, the RH anomalies in 2008 and 2012–2016
are both accompanied by highly positive q anomalies surpassing the T anomalies which
strongly correlates with RH and q (Fig. 3.21). With similar correlations, in SON, there
are in particular positive RH anomalies in 2012 and 2017. In JJA, there are no years
with particularly strong RH anomalies. It should also be said that in MAM and JJA,
strong q and T anomalies can be seen in 2016 and, in for T , also in 2013; however, these
strong q and T anomalies did not result in any strong RH excesses.

The T -q strongly positively correlate in all seasons (r > 0.82, p = 0.0). The q-RH and
T -RH also correlate moderately to strongly and significantly positively in MAM, most
strongly in DJF and SON. It is noticeable that in JJA, q-RH do not significantly cor-
relate and T -RH correlate significantly but weakly to moderately negatively. In boreal
winter, interannual RH is strongly q and T driven, but hardly in JJA.

As the T -q correlations in JJA and SON are strong (r ≥ 0.7) in the early and the late
period, their regression coefficient can be compared. The q(T ) regression coefficient in
JJA has slightly decreased from 0.4 g kg−1 K−1 in the early period to 0.34 g kg−1 K−1

in the late period and in SON they slightly increased from 0.24 g kg−1 K−1 to 0.26 g
kg−1 K−1 (all p < 0.05). The q’s dependence on T has barely changed in either of the
seasons. In SON, the q-RH and T -RH correlations are moderate (r ≥ 0.5) and RH(q)
regressions have increased from 2.86 %rh g−1 kg in the early period and 3.48 %rh g−1

kg in the late period. The RH(T ) regressions barely change between periods, from 0.82
%rh K−1 to 0.83 %rh K−1.

For Scandinavia, the seasons JJA and SON are further analysed in the following due
to their high significance and strength in RH trends.

3.3.2.2 Western Alaska

The land west of Anchorage without the Aleutian Islands to the eastern tip of Russia
is called hereafter ”western Alaska” (start latitude: 60° N, start longitude: 180° W, end
latitude: 75° N, end latitude 155° W). Weather stations are sparsely distributed on the
coast and in the inner band (Fig. 1.2). The climate is polar, tundra-like (Koeppen-
Geiger class ET), and inland subarctic boreal (Koeppen-Geiger Ds classes) in the north
(Fig. 1.13). In the southern half, there is a subarctic climate (Fig. 1.12). The region lies
in the Arctic front zone. It is affected by cold and moist tropical maritime air masses
in the summer, which cause the majority of the annual precipitation (Figs. 1.8 and S3).
Polar northerly air flows cause lower T in the north in most of the seasons, except for
the summer when winds are weaker and northwards (Fig. S4). RH values are lowest in
MAM and highest in SON (Fig. 1.1). RH increased particularly on the west coast of
Alaska (Fig. 3.9). Neither q nor T shows any significant trend on the annual level (Figs.
S5 and S6).
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The years 2002 and 2015 in the analysis period were the hottest years in Alaska for
a long time (NOAA National Centers for Environmental Information, 2016), although
they have since been superseded (Di Liberto, 2021). The impact of climate change could
be noted by glaciers retreating since the early 21st century (Rodell et al., 2018).

In the early period, the positive RH trend over western Alaska is not significant (0.34
%rh decade−1, 0/8 significant grid boxes), but is in the later period (1.51 %rh decade
−1, 5/8 significant grid boxes; Fig. 3.9). The RH increase occurred in the early period
in DJF and MAM and in the late period over all seasons (MAM: 1.42 %rh decade −1,
2/8 significant grid boxes; JJA: 0.94 %rh decade −1, 3/8 significant grid boxes; SON:
1.64 %rh decade −1, 2/8 significant grid boxes). While the regional average trend is
significant, trends are not significant in any grid box in DJF (1.23 %rh decade −1, 0/8
significant grid boxes; Fig. 3.9). It is striking how strongly the q and T correlate (Fig.
3.22). Usually, the RH correlates strongly with them. This is not the case in JJA over
the full period and in MAM in 2008–2013.

In all seasons in both periods, except JJA, q-RH, even stronger T -RH significantly
and strongly positively correlate (r ≥ 0.5, p = 0.0); so do T -q without any seasonal
exceptions (r > 0.79, p = 0.0).

3.3.2.3 Northwestern India

The region called ”northwestern India” (start latitude: 20° N, start longitude: 65° E,
end latitude: 35° N, end latitude 80° E) incorporates as well the larger centre of Pakistan
and southeast of Afghanistan. There are no measurements in the latter country, and
the weather station density is higher in India than in the Pakistan part, some of them
on the north Arabian Sea (Fig. 1.2). In the northwest, the climate is very arid and
hot (Koeppen-Geiger BWh-class; Figs. 1.12 and 1.13 ). With a gradient to the southw-
est, south of Pakistan in Rajasthan and the Thar desert, it becomes a semi-arid steppe
(BSh); to the east, it becomes humid and partly tropical (Koeppen-Geiger C-class and
A-class; Fig. 1.13). The Himalayan mountain range begins in the northeast (Fig. 1.2).
Warm and dry continental winds reach the region from the northwest, except in JJA,
when the monsoon wind from the southwest brings rain into the low-pressure system
over the region (Figs. S3 and S4; Rathore and S., 2004). During JJA, it is mainly the
southeast of the region affected by the monsoon; in the other seasons, it stays dry there,
and little rain tends to reach the northwest. Due to a low-pressure system and depres-
sion over the region, Rajasthan encountered heavy rainfalls in August 2016 (Srivastava
& Pradhan, 2018). Increased winter precipitation over northwest India is associated
with El Niño (Dimri, 2013). The total annual precipitation over Rajasthan was found
to increase over the last decades (Rodell et al., 2018; Vivek & Manoj Kumar, 2020).
On the other hand, groundwater extraction for crop irrigation and Himalayan glacier
mass loss has been found via TWS analysis since 2002 (Rodell et al., 2018). As for the
precipitation rate, vegetation is also concentrated in the southeast (not shown). RH has
increased in the southern half of the region, particularly in DJF and SON, in both the
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early and late periods (Fig. 3.3). Only in the late SON period did q show a signific-
ant increase in the southeast, while T remains almost unchanged (Figs. 3.23, S2 and S3).

Northwestern India is one of the few regions where RH has been increasing across
the entire annual averages (early: 1.17 %rh decade−1, 7/7 significant grid boxes; late:
1.4 %rh decade−1, 4/8 significant grid boxe; Yadav et al., 2017). The late period is
discussed below. The strong positive trend in the DJF and SON is mainly evident in
the Rajasthan region (respectively 2.31 %rh decade−1, 2/8 significant grid boxes; 2.05
%rh decade−1, 2/9 significant grid boxes; Figs. 3.3 and 3.23). The positive trends in
DJF and SON are characterised by relatively regular RH anomalies in ascending order
(Fig. 3.23). In the DJF, the positive RH peak 2014–2015 stands out, accompanied by a
positive q anomaly and a negative T anomaly. The years 2010 and 2013 show strongly
positive RH anomalies in SON, also accompanied by a positive q anomaly and a less
positive T anomaly. However, the seasonal RH trends are not significant. On the annual
level, RH peaked most strongly in 2013 with anomalously high q and low T (not shown).
The q increased significantly in the late period. The q-RH correlate significantly strongly
positively (r > 0.8, p = 0.0), whereas T -RH and T -q correlate negatively weakly on the
annual level (r < | − 0.41|, p = 0.0). So, RH is q-driven over all seasons, while it is also
T -driven in only MAM and JJA (Figs. 3.6 and 3.7).

Annual q-RH correlations are significant and strong (r ≥ 0.7) in the early and the late
periods (Fig. 3.6) so that the regression coefficient RH(q) can be compared: the RH(q)
regression slightly decreased from 4.37 %rh g−1 kg to 4.08 %rh g−1 kg (both p < 0.05),
i.e. RH’s dependence on q has decreased slightly in the late period.

3.3.2.4 Eastern Canada

The states Quebec, New Brunswick, Prince Edward Islands, north of Nova Scotia and
Maine, west of St Pierre and Miquelon, and Newfoundland and Labrador make up the
”eastern Canada” region (start latitude: 45° N, start longitude: 80° W, end latitude:
60° N, end latitude 55° W). The Saint Lawrence River flows into the Atlantic Ocean in
the lower third of the region (Various, 1996). The density of weather stations is high
in the south and decreases with increasing latitude (Fig. 1.2). According to Koeppen-
Geiger, the southernmost part of the region is characterised by a humid continental,
damp winter-cold climate with warm and humid summers (Dfb), the centre of less hu-
mid, short, warm summer continental climate (Dfc) with long, cold winters and the
north of subarctic, boreal coniferous forest climate and tundra (ET), where pack ice
forms in winter (Figs. 1.12 and 1.13). The latter two sub-regions are influenced by
the Arctic air masses and the north by the Arctic Ocean’s currents, e.g. shaped by
the Labrador Current (Fig. 1.8). In SON and DJF, flow is often from the northwest
around the climatological low pressure (cyclone) over southern Greenland (Fig. S4). In
JJA, north-westerly winds weaken and south-westerly winds along the south and the
east coast bring summer rain (Fig. S3). The south is largely used as cultivated land;
deciduous and mixed forests grow at higher latitudes and boreal coniferous forests grow
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in the north of the region (Various, 1996).

Eastern Canada shows a strong, positive trend only in the late period (early: -0.04
%rh decade−1, p = 0.95; 4/10 significant grid boxes; late: 1.32 %rh decade−1, p = 0.0,
8/10 significant grid boxes; Table 3.3; Fig. 3.9). This positive RH trend is especially
strong in DJF (3.03 %rh decade−1, p = 0.03, 7/10 significant grid boxes; Fig. 3.24). The
seasonal trend is driven by the peaks in 2010–2013 and 2016, when q and T anomalies
strongly correspond to RH. The increase in JJA in the late period (1.32 %rh decade−1,
p = 0.1, 3/10 significant grid boxes) comes with positive q anomalies, exceeding positive
T anomalies (Fig. 3.24).

Annual and boreal winter correlations between T -q-RH are significant, positive and
strong (r > 0.68, p = 0.0; Figs. 3.4 and 3.5). They are even stronger in the late period
than in the early period (not shown). In DJF, the q-RH correlation is very strong, es-
pecially in the late period compared to the early period (early: r = 0.68, p = 0.0, late:
r = 0.96, p = 0.0), and also for the T -RH (early: r = 0.78, p = 0.0; late: r = 0.97,
p = 0.0) and the T -q correlation (early: r = 0.77, p = 0.0, late: r = 0.97, p = 0.0).

In DJF, q-RH correlations are moderate (r ≥ 0.5), and T -RH and T -q correlations
are evenly strong (r ≥ 0.7) in the early and the late period so that their regression
coefficients can be compared. The RH(q) barely increased, from 11.97 %rh g−1 kg to 12
%rh g−1 kg, neither did the q(T ) from 0.1 g kg−1 K−1 to 0.13 g kg−1 K−1 (all p < 0.05),
i.e. RH’s dependence on q, and q’s dependence on T have not changed between the
two periods. The dependence of RH on T has slightly increased from 1.42 %rh K−1 in
the early period to 1.5 %rh K−1 in the late period. The correlations and regressions
show similarities in terms of correlation with southwestern Greenland (Section 3.3.1.7),
also located in the high latitudes. However, the RH trend in southwestern Greenland
is negative while it is positive in eastern Canada. While the q(T ) regression coefficient
is at similar magnitudes in both regions, RH(q) and RH(T ) are stronger over eastern
Canada, i.e. the RH short-term change depends more on the change in both q and T in
eastern Canada (see Section 3.3.3).

Since only the RH trends in DJF are significant over a large area, only the winter
season is considered further.

3.3.2.5 The East China Sea region

The “East China Sea” region (start latitude: 20° N, start longitude: 120° E, end latit-
ude: 35° N, end latitude 135° E) has a small land-to-ocean ratio (Fig. 1.2). In addition
to the East China Sea, the Yellow Sea and Taiwan, the southwestern part of Japan and
the southern tip of South Korea are included. It also includes the Chinese provinces of
Jiangsu, Zhejiang and northeast Fujian. The density of weather stations is high, both
on the islands, coastal areas and inland. Temperate, humid climate covers most of the
region (Koeppen-Geiger classifications Cfa, Cwa; Figs. 1.12 and 1.13 ). Northerly winds
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bring dry air masses to the region in all seasons except JJA (Figs. 1.8 and S4). In JJA,
the monsoon season, winds are reversed and bring precipitation from the south (Fig.
S3). Positive RH changes are significant mainly in SON in the grid boxes in southwest-
ern Japan (Fig. 3.3). Insignificant q trends accompany the RH trend (Figs. 3.25 and S5).

There is a positive annual RH trend in the late period in the region of the East China
Sea (0.91 %rh decade−1, 5/8 significant grid boxes) in comparison to the earlier period
(-0.53 %rh decade−1, 3/8 significant grid boxes; Fig. 3.9). In SON, all over the area,
and in JJA, in the northern part, this trend is particularly strong (respectively, 1.827
%rh decade−1, 2/8 significant grid boxes; 1.05 %rh decade−1, 2/8 significant grid boxes;
Fig. 3.3). The positive trend in SON (and MAM) is determined by a highly positive
RH anomaly in 2016, accompanied by a highly positive T anomaly and an even more
highly positive q anomaly, i.e. strongly positive RH-q-T correlations (Fig. 3.25). In
JJA, the increasing trend is based on a positive RH anomaly 2014–2015, accompanied
by a negative T anomaly. In 2016 all seasons have positive RH, q and T anomalies. In
SON 2015, SSTs over the South China Sea were higher than usual due to an El Niño
with anomalous patterns from the normal one, known as El Niño Modoki II (Liu et al.,
2017; Xiao et al., 2020a). In 1997–1998, El Niño did amplify the IOD. A positive IOD
leads typically to cooling in the southeastern tropical Indian Ocean (Utari et al., 2020).
The El Niño Modoki II in 2015–2016 almost offset the IOD resulting in a weakening of
the Asian monsoon and higher SST in the west-central tropical Indian Ocean instead of
cooling (Liu et al., 2017; Utari et al., 2020; Zhang et al., 2018). The summer of 2016
was also characterised by increased solar heating (Moon et al., 2019).
Because the RH trend is strongly dominated by the peak in 2016 and due to the strong
RH-q-T correlation, it seems as if the RH increase in the late period occurred in con-
nection with warming and even more strongly increased q. The atmospheric moisture
increase could have happened due to increased evaporation and advection from land to
ocean or precipitation change.

Due to the low proportion of land area, no further analysis of the region is carried out
due to the low resolution of the datasets.

3.3.3 Finding similarities between regions with a strong RH trend

The global annual average long-term trend results from diverse regional, seasonal and
short period trends (Sections 3.3.1 and 3.3.2). This work explores the regions, seasons
and periods that contribute most to the global trend or are of most interest in terms
of strong trends. To make this analysis more manageable, a filtering system has been
devised in order to identify priority regions and seasons for further analysis. If the trends
in Table 3.3, Sections 3.3.1 and 3.3.2 correspond to the following eligibility criteria (EC),
they will be included in the further analysis:

1. The regional/annual RH trend over the late period must be significant in both datasets
HadISDH and ERA-Interim (p < 0.1; highlighted by one star / *).
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2. The absolute RH trend must be greater than 1 %rh decade−1.

Regional RH trends are expected to be heterogeneous, thus, complex. The two ECs
have been chosen to reduce complexity by increasing the signal-to-noise ratio and looking
at strong rather than all trends. The strong trends are analysed to detect evidence of
thermodynamic, dynamical and terrestrial drivers on RH, a probably complex variable.

After applying EC1, western Alaska, which does not show a significant RH trend in
the late period in ERA-Interim, is no longer applicable. The Mediterranean and the
East China Sea do not meet the EC2 as their annual RH trend in the late period is
below 1 %rh decade−1. The remaining regions are listed in Table 3.4.

For regions that show significant (p < 0.1 / *) seasonal RH trends, the very significant
(p < 0.05 / **) seasonal RH trends are prioritised. Since California, the eastern USA
and northwestern India only show significant trends on annual and not on seasonal levels,
they will be only considered annually in the further course. The strongest seasonal RH
trends are the Caspian Sea (JJA: -4.57 %rh decade−1), southwestern Greenland (DJF:
-3.78 %rh decade−1) and eastern Brazil (SON: -3.43 %rh decade−1, DJF: -3.02 %rh
decade−1). The weakest RH trends in Table 3.4 are around the Red Sea in JJA (-1.21
%rh decade−1) and SON (-1.08 %rh decade−1).

In some regions, RH trends were already evident in the early period: southern Africa
(JJA, SON) shows a negative (positive) RH (T ) trend in both periods (a significant
negative q trend only in the late period) with interruption of high RH (high q) anomaly
around 2000 (Fig. 3.15). The interruption flattens the RH trend over the full period.
Since T significantly increased over both periods, the RH trend could be due to the
thermodynamic driver, i.e. faster land than ocean warming. Also, northern India shows
positive RH and q trends in both periods and low RH and q anomalies between the
early and late periods (Figs. 3.3, 3.9, 3.23, S5). In Mongolia (DJF, MAM) and the
region around the Red Sea (SON), the negative RH trend in the late period (no q or T
trends) preceded a positive trend in the early period (significantly increased q and T in
Mongolia, 3.14, and only a significant q trend around the Red Sea, 3.18; Figs. S5 and S6).

Although a correlation does not imply causation, mathematically, RH is the result of
q and T . Hence strong q-RH or T -RH relationships imply that RH is q or T driven,
respectively. A region can have strong T -RH correlations (positive or negative) and
strong q-RH correlations (positive) and strongly T -q correlations (positive or negative)
so be driven strongly by both. Regional negative T -RH correlations could indicate that
a region is water-limited, and weak T -RH correlations could imply plenty of water or a
limitation in energy. For q-RH, no negative q-RH relationship is expected. Strong pos-
itive q-RH correlations could suggest water limitation if the region is driven mostly by
negative q anomalies or plentiful water if positive q anomalies drive it. Energy limitation
is a lot more abstract.
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Table 3.4: Regions with a strong trend in HadISDH RH, annually greater than 1 %rh
decade−1, in the late period, and their seasons (Fig. 3.3). Moderate (r ≥ 0.5, not
starred) to strong (r ≥ 0.7 / **) and very significant (p < 0.05) q-RH, T -RH and T -q
correlations are also shown for each region and season. The q-RH and T -q correlations
are positive, the T -RH correlations negative, unless stated with a “(+)”. Significant
expected q, T trends based on the correlation are shown (p < 0.1 / *; p < 0.05 /
**); for example, in a region with a negative RH trend and a positive q-RH correlation
and a negative T -RH correlation, a negative q trend and a positive T trend would be
”expected”. The regions and seasons are sorted according to their priority based on
their significance of the RH trend and analysed according to this in the further course
of this work.
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This section aims to find similarities between the regions in Table 3.4 in correlations,
trends, and regressions.

From Section 3.1 it is known that if the regional q-RH or T -RH correlation is at least
moderate and significant (p < 0.05), it can be said that RH is driven on an interannual
basis by q or T , respectively. There are more regions with a strong q-RH correlation
(r > 0.7) in the late period, i.e. eastern Brazil (JJA, SON), southern Africa (JJA,
SON), southwestern Greenland (DJF, MAM), northwestern India (annual) and eastern
Canada (DJF), than regions with a strong T -RH correlation, i.e. eastern Brazil (MAM),
the Caspian Sea region (JJA), the Red Sea (MAM), Scandinavia (JJA), and eastern
Canada (DJF). Some regions show both a moderate q-RH and T -RH correlation, i.e.
Tibet (MAM), the Caspian Sea (JJA), southern Africa (SON), southwestern Greenland
(DJF, MAM) and Scandinavia (SON). In eastern Canada (DJF), both the q-RH and
T -RH correlations are even strong (r ≥ 0.7). Not strongly driven by either q or T
(for q-RH, T -RH, r < 0.5) are Tibet (DJF), Mongolia (DJF), eastern USA (annual),
Red Sea (MAM, SON); these show strong T -q correlations, indicating an agreement
with the Clausius-Clapeyron theory and in general no water limitation. Significant T -q
correlations occur in most of the regions, except for eastern Brazil (MAM), Mongolia
(MAM), southern Africa (SON) and northwestern India (annual). Strong T -q correla-
tions (r ≥ 0.7) are given in Mongolia (DJF), southwestern Greenland (DJF, MAM), the
eastern USA (annual), Patagonia (JJA), the Red Sea region (JJA, SON), Scandinavia
(JJA, SON) and eastern Canada (DJF).

Considering both correlations and trends, q drives RH both interannually and long
term in the late period in eastern Brazil (DJF, JJA, SON), Caspian Sea (JJA), southern
Africa (SON) and northwestern India. In these regions if there is a significant q trend,
there is also a correlation, i.e. RH is long-term and short-term driven by q. The other
way around, a short-term q-RH relationship does not implicate a q trend, and short-term
and long-term T -RH relationships are less strongly coupled. Only in Tibet (MAM), Red
Sea (JJA), the Caspian Sea (JJA) and southern Africa (SON), RH is both short-term
and long-term driven by T . The latter two regions show among strong T -RH correlations
and T trends also strong q-RH correlations and q trends in the late period.

Even if there is no significant q or T trend (see Figs. S5 and S6), RH can signific-
antly change, which is the case for most of the regions in the late period, i.e. east-
ern Brazil (MAM), Tibet (DJF), California (annual), Mongolia (DJF, MAM), southern
Africa (JJA), southwestern Greenland (DJF, MAM), the eastern USA (annual), the Red
Sea (MAM, SON), Scandinavia (JJA, SON) and eastern Canada (DJF). However, most
of them show a significant q-RH or T -RH correlation indicating which variable drives
RH, except Tibet (DJF), Mongolia (DJF) and the Red Sea (SON). The latter three
regions show neither significant q and/or T trends nor significant q-RH and/or T -RH
correlations in the late period. It could be challenging to analyse these regions because
it is unknown how the variables interact and in which direction they are moving. It
could be that the spatial inhomogeneity of the RH trend of the correlations within the
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region leads to non-significant values in these regions on average.

It is noticeable that T -RH correlations are positive in southwestern Greenland (DJF,
MAM), Scandinavia (SON) and eastern Canada (DJF; Table 3.4). The three regions are
located in the high latitudes of the NH. They are often exposed to frigid temperatures
in the months of boreal autumn to boreal spring, under which water changes its phys-
ical state to ice, causing a positive T -RH relationship (explained in Section 3.2). These
regions also show a very significant, strongly positive T -q correlation in the late period,
i.e. changing q changes T , and vice versa. The regions have in common that neither q
nor T shows a significant trend in the late period. Southwestern Greenland sets itself
apart from the commonality of the latitudinal pattern in its trend. While in the NH
high-latitudes RH generally increased over the late period, it gets drier on Greenland’s
coast (Figs. 3.3 and 3.9). The particular case of southwestern Greenland could have to
do with the coastal location of the weather stations, locally specific dynamics and sparse
vegetation cover.

The hypothesis established in Section 3.2 that a non-significant, weak T -q correlation
could indicate a change in RH can be confirmed for many regions in the late period,
such as eastern Brazil (DJF, JJA, SON), Tibet and Mongolia in MAM, southern Africa
(JJA, SON), northwestern India (annual). However, as already identified in Section 3.2
for the latitudinal pattern, a negative RH trend is not necessarily associated with a weak
T -q correlation. Negative T -q correlations do not occur on regional averages but only
sporadically in grid boxes.

It is interesting to look at the longer-term relationship at a regional scale, i.e. the mag-
nitude between RH and q and T , and to compare their regression coefficients between
the early and the late periods. Regression coefficients can be interpreted most clearly if
the regressions over both time periods are based on strong correlations. Therefore, only
regressions for very significant (p < 0.05) and moderate to strong (r ≥ 0.5) correlations
were calculated in Table 3.5. A regression coefficient that remains the same over time
indicates that the independent variable determines the dependent variable to a similar
extent over the two time periods.

For moderate to strong significant correlations there are more significant regional
RH(q) than RH(T ) regressions, but above all, q(T ) regressions, i.e. T -q and q-RH rela-
tionships seem to be particularly strong in regions with changing RH. In the late period,
the regression coefficient RH(q) is stronger than in the early period for regions with a
negative RH trend in the late period (Table 3.5). It almost tripled in eastern Brazil
in JJA and SON in the late period compared to the early period. In the Caspian Sea
(JJA) and Mongolia (MAM), RH(q) has doubled. A substantial increase in the negative
regression coefficient RH(T ) was only seen over the Caspian Sea region (JJA). The q(T )
regression coefficients changed barely. The regression coefficients for regions with a pos-
itive RH trend in the late period also show only small changes. RH is, therefore, more
strongly dependent on q in the late period than in the early period. The influence of T on
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Table 3.5: Regression coefficients RH(q), RH(T ) and q(T ) of HadISDH anomalies based
on the climatology 1981–2010 for regions and seasons, with very significant (p < 0.05),
moderate to strong (r ≥ 0.5) correlations in both the early and the late period in
regions with a strong RH trend in the late period (Table 3.4). Double-starred trends or
regressions are very significant (p < 0.05). NA, if a correlation is not very significant or
not moderate to strong over the early and the late period.
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3 Introducing regions with a strong trend in RH

both q and RH does not change much, except for the Caspian Sea (JJA). This can indic-
ate that in none of the other regions with a strongly negative RH trend hardly any other
region was there more water available for evaporation with the same or increasing energy.

In some regions, strong q/T -RH correlations are accompanied by a q/T trend and a
significant RH(q) or RH(T ) regression. In southern Africa in SON and on the annual
level in northwestern India: with an almost constant RH(q) regression, q, thus RH de-
creased significantly in the late period in southern Africa (SON). In northwestern India
(annual), q and RH increased. In the Caspian Sea region (JJA), with a significant q and
T trend, the RH dependence of q and T is increased in the late period. The situation
is similar in eastern Brazil (JJA, SON), with a significantly negative q trend and an
increased RH(q) dependency. These combinations lead to the strongest seasonal RH
trends (Table 3.3).

The regions generally reflect the annual and seasonal troughs of the global RH trends
(time series in Figs. 3.1, 3.2 and 3.10–3.20); for example, the annual RH trough in 2008–
2009 is present in Mongolia (DJF, MAM), the Red Sea region (MAM, JJA), Tibet (JJA,
SON). Abnormally low RH values in eastern Brazil (DJF, MAM, SON), Mongolia (DJF,
MAM), Canada (DJF), Red Sea (MAM, SON) and in the Tibet region (DJF) contributed
enormously to the global RH trough in 2012 (annual, all four standard seasons), wherein
in eastern Brazil the RH trough coincides with low q anomalies, and in Mongolia, Tibet
and Red Sea (MAM) with high T anomalies and in eastern Canada (DJF) and the Red
Sea (SON) by both. Although high T anomalies are present in Mongolia in years with
strong RH anomalies, there is no significant, moderate T -RH correlation. The same is
counted for the Red Sea region (MAM), and for the anomalously low q in 2012–2013 in
eastern Brazil (MAM) without any significant q-RH correlation. In contrast, in Brazil
(DJF), the strong RH trough in 2012–2014 is supported by low q anomalies, whereas
a significant q-RH correlation is given in the late period. These are some examples
that, (i) the regions reflect well global dry years, (ii) regions of all latitudes and seasons
contribute to global drying trend and drought extremes (except eastern Canada with a
positive RH trend), and (iii) strong regional RH anomalies are often accompanied by q
and T anomalies. The RH, q, T peaks and troughs can lead to trends but do not always
do so.

Similarities between the regional and seasonal trends based on RH, q and T , and
correlations could only be found to a minimal extent, which agrees with the global and
latitudinal analysis in Section 3.2. In many regions, the RH(q) and RH(T ) regressions
have increased in strength, paired with a q or T trend; this combination matches the
RH trend.

Also, no clear similarities could be found regarding the strength of the RH trend, cli-
matic zone, biomes or geographical location (coastal or continental). Except for south-
western Greenland, the NH high latitudes show strong similarities in trends and correl-
ations. Tibet, Mongolia, and northwestern India (annual) would be expected to have
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monsoon influence, at least in JJA.

It is expected that regional RH trends in regions with q or T in combination as
proxies for RH are easier to explain. This includes regions that have both significant
and, if possible, strong q, T short-term (correlations) and long-term (trends, significant
regressions based on correlations) relationships in the late period:

1. Regions with a significant q-RH correlation and a significant q trend: eastern
Brazil (DJF, JJA, SON), the Caspian Sea region (JJA), southern Africa (SON)
and northwestern India (annually);

2. Regions with a significant T -RH correlation and a significant T trend: Tibet
(MAM), the Caspian Sea (JJA), southern Africa (SON) and the Red Sea region
(JJA);

3. Regions with both significant q-RH and significant T -RH correlations: Tibet (MAM),
the Caspian Sea region (JJA), southern Africa (SON), southwestern Greenland
(DJF, MAM), Scandinavia (SON), eastern Canada (DJF); regions with both a
significant negative q trend and a significant positive T trend: the Caspian Sea
region (JJA) and southern Africa (SON);

4. Regions with significant RH(q) or RH(T ) regression and a significant q or T trend,
respectively: eastern Brazil (JJA, SON), southern Africa (SON), northwestern
India (annual), the Caspian Sea region (JJA);

Mongolia (DJF) shows neither q-RH nor T -RH correlations nor q or T trends in the
late period (Fig. 3.14), and this would lead to the assumption that the negative RH
trend in this region is more difficult to explain. However, in 2009 and 2014–2015, re-
gional RH shows troughs accompanied by abnormally high T . In addition to regions
with many clear indicators regarding changes in RH (e.g. q-RH correlation and changes
in q) that do not contradict each other (see points 1 and 2 above), relevant extreme
events or periods of drought or heat waves, that best possibly contribute to a significant
trend in RH, q and T , might also help with the explanation. Regression and correlation
analysis explores linear relationships between variables, so exploration of troughs/peaks
may reflect non-linear relationships.

In summary, the RH is strongly positively linked to q in many regions, both short-
term (correlations) and long-term (regressions), with q trends in the late period, only
occurring in some regions (Table 3.4), indicating that RH in many regions is strongly
moisture-driven. A significant link between T -RH is less frequently seen; this is mostly
negative; however, it can also be positive in the high latitudes in cold seasons.

The T -q correlation seems to be an essential, over time, stable criterion. RH(q) re-
gression could be an indicator for decreasing RH. An increase in the regression means
that RH reacts more strongly to q in the late period compared to the early period. Ergo,
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3 Differences in representing RH between observations and model HadGEM2-ES

with smaller changes in q, T has a stronger influence on RH and thus generate a trend.
The reason for this could be a change in water or energy availability.

Analyses of time series and single events also seem to be informative. Peaks and
troughs can be instructive, especially at the dynamical level, e.g. the strong El Niño
events in 2014–2015. These extreme events are explored in terms of links to El Niño in
Chapter 4.

When analysing the regional RH trends, all indications (trends, correlations, single
years/peaks/troughs, comparison of early/late period etc.) must be considered individu-
ally and then brought into context.

Overall, the regions were chosen adequately (Tables 3.3 to 3.5). They represent all
seasons and cover RH behaviour through q and T trends and anomalies in single years,
as well as correlations and regressions between the early and the late period.

The differences in the features of the regional and seasonal RH trends suggest that the
causes of each RH trend may be unique. This uniqueness asks dynamical and terrestrial
drivers in particular for answers. These drivers occur on different spatial and temporal
scales than the thermodynamic driver. The latter can, however, form the basis for the
trend and influence the other drivers. The uniqueness of RH trends and their character-
isation represent a challenge for climate models.

Uncertainties can arise due to the increased data in the late period. Adding data in
the form of grid boxes without knowing their exact location and environmental condi-
tions might influence the inhomogeneity of the region’s characteristics and impact the
regional average to trends, correlations, and regressions.

Twenty-one annual and seasonal, very significant (p < 0.05) RH trends in twelve
different regions (Table 3.5) will be analysed in the following course of this project. The
strongest and most significant trends are prioritised (eastern Brazil, Tibet, Caspian Sea,
California, Mongolia, southern Africa). Regions with only a few significant grid boxes
and weaker trends enjoy secondary priority (e.g. southwestern Greenland, eastern USA,
the Red Sea region; Table 3.4).

3.4 Differences in representing RH and its trends between
observations and model HadGEM2-ES

The negative RH trend since 2000, detected by the observational data HadISDH and the
reanalysis product ERA-Interim, could not be captured by the CMIP5 models (Dunn
et al., 2017; Vicente-Serrano et al., 2018). HadGEM2-ES is part of the CMIP5 collec-
tion and for the purpose of this work shall represent CMIP5 models. In this Chapter,
“historical” simulations are used, i.e. a simulation that has been forced with historical
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anthropogenic and natural forcings (see Section 2.1.2). The HadGEM2-ES seasonal time
series for the variables RH, q and T for the complete model runs of r2i1p1, r3i1p1 and
r4i1p1, the same forcing, but different ensemble members, are considered in the follow-
ing and compared with HadISDH in the time period from 1973–2017.

Compared with the HadISDH RH anomalies, it is noticeable that the HadGEM2-ES
simulations have smaller amplitudes (Fig. 3.26). As expected from the results of Dunn
et al. (2017) and Vicente-Serrano et al. (2018), the observed decline in RH since 2000 is
not captured by the simulations. Prominent peaks in the late period are 2008 and 2010
(r2i1p1) and the trough in 2008 (r4i1p1). Opposite signs, i.e. peaks and troughs, in
different runs indicate that model runs differ for each year, indicating that these peaks
and troughs are not a result of external forcings.

Table 3.6: Global RH trends [%rh decade−1] (p-values) for annual and seasonal data
in HadISDH and HadGEM2-ES historical + historicalExt in the late period based
on a climatology of 1981–2010. Significant (p < 0.1) trends are shown with one-star;
very significant (p < 0.05) trends are marked with a double-star. Significant trends in
HadGEM2-ES with the same sign as in HadISDH are in bold.

The global RH trends of the three HadGEM2-ES model runs in the late period are
not significant (p > 0.1) on a global level with two exceptions: the annual trend (-0.06
%rh decade−1, p = 0.1) and the trend in JJA (-0.14 %rh decade−1, p = 0.03) in model
run r4i1p1 (Table 3.6). The latter is the strongest of all seasonal trends and consistent
with JJA also being the strongest in HadISDH, but it is still less than a quarter of the
respective HadISDH trends’ strength.

The model runs are not expected to capture the year to year variability, given that
the modes of variability in the model will not necessarily align with those observed. So
interannual time series between the HadISDH and HadGEM2-ES runs will not be com-
pared. Instead, long-term trends are considered.

In HadISDH, as discussed in Section 3.1, a significant (p < 0.1) increase in global T
can be seen in all seasons in both periods, except for the DJF late period. In the late
period, q only increases significantly in SON, in the early period in all seasons. The signs
of the increases in q and T globally are the same in HadISDH and the HadGEM2-ES
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3 Differences in representing RH between observations and model HadGEM2-ES

model runs (Figs. 3.27–3.29). However, they are not significant in run r2i1p1 (Fig.
3.27). In contrast, the increases in run r3i1p1 are significant in all seasons in the late
period but not in the early periods (Fig. 3.28). Over both periods, there are significant
increases in q and T in MAM and SON, and in the late JJA period in run r4i1p1 (Fig.
3.28). In JJA, only the q increase in the early period is significant. In the early period
in DJF, the T increase is significant, and none of the increases in the late period.

All model runs show strong positive q and T anomalies from about 2010–2017 (Figs.
3.27–3.29). Standardised T anomalies are slightly more positive than q anomalies, sim-
ilar to HadISDH. Runs r3i1p1 and r4i1p1 show mostly positive anomalies earlier than
2010, whereas in r2i1p1, these are slightly negative in 2009. The HadGEM2-ES trends
of the q and T anomalies in the early period are flatter than those in HadISDH (Figs. 3.1
and 3.27–3.29). The T -q correlation seems strong in all model runs (Fig. 3.30). In the
second half of the late period, the q, T anomalies development is similar to HadISDH,
and the T -q co-variability over the full period seems tighter in the models than in the ob-
servational data which could be quantified by calculating the T -q correlation coefficients
in future studies. In particular, the less steep rise in q compared to T in the observations
is not present in the model simulations. The historical model-runs capture the HadISDH
q and T quite well. As it does not represent the observational RH trends, the relation-
ship between RH, q and T might be not adequately calculated in the HadGEM2-ES.

The HadGEM2-ES model is spatially complete, whereas HadISDH has gaps. As
HadISDH is an estimate of the globe and the regions, the full coverage of the model
is used in this study. Note that Dunn et al. (2017) matched the model coverage with the
corresponding HadISDH coverage. The coverage of HadISDH RH, q and T data, un-
evenly distributed across the globe, has an impact on the average trend across the globe
or a region. The reanalysis product ERA-Interim, which has spatially and temporally
complete data, spatially and temporally matches the HadISDH RH trends in the late
period (Dunn et al., 2017; Vicente-Serrano et al., 2018), which indicates that the dif-
ference of spatial completeness between the observations and the model is less of an issue.

It is known that regional trends can differ considerably from the global average. So,
to build on the work of Dunn et al. (2017) the regions identified in Section 3.3 that show
a strong RH trend in the late period are analysed.

The HadGEM2-ES Model runs are all initiated with the same settings; they follow the
same forcings, but they differ in their natural variability. The runs’ internal variability
can have an influence, especially at the regional level. Some runs can better represent the
trends in some regions than in others. One could conclude that RH trends in northeast-
ern Brazil and southern Africa are better captured by runs r3i1p1 and r4i1p1, in Tibet
by runs r2i1p1 and r3i1p1, the Mediterranean and California by run r2i1p1 (Table 3.7).
The runs show other significant trends, especially on an annual level, which, contrary to
the listed ones, differ from HadISDH trend in their sign. The deviation is particularly
evident in the regions with a positive HadISDH RH trend, eastern Canada and Scand-
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Table 3.7: As for Table 3.6, for regional RH trends.
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3 Differences in representing RH between observations and model HadGEM2-ES

inavia, as well as Patagonia. HadGEM2-ES appears to show negative trends generally
for most seasons and regions in the late period, just a lot smaller than HadISDH. So
decreasing RH is a feature of the model but not to the same order of magnitude and
HadGEM2-ES seems to be more spatially consistent in the negative RH trends as it does
not show many regions/seasons of positive trends and only two that are significant.

The strong coupling between observational RH and the thermodynamic drivers q and
T was explored in the previous chapters. It shall be investigated whether this coupling
is also shown in the HadGEM2-ES model runs.

The q-RH correlations of all three HadGEM2-ES model runs are the same in the global
pattern at the annual and seasonal level (Fig. 3.31). In DJF, it is noticeable that q-RH
correlate negatively in the high latitudes and upper mid-latitudes. For HadISDH, weakly
negative q-RH correlations are limited to JJA and the high northern latitudes, whereas
in the rest of the year, q-RH correlations are positive. The negative q-RH correlations in
HadGEM2-ES have receded in the remaining seasons and are concentrated in the very
high latitudes. In the high latitudes, the T -RH correlations in DJF are negative in all
model runs. This stands in contrast to the positive T -RH correlations in cold climates
in HadISDH. The model’s negative T -RH correlations in DJF differ only slightly in their
pattern from JJA. However, the correlation strength varies on a global level: while runs
r2i1p1 and r3i1p1 show negative T -RH correlations across the board in the high and
mid-latitudes of both hemispheres, run r4i1p1 occurs with less significant and weaker
correlations; except in the extra-tropics where correlations are significant and strong
(Fig. 3.32). Similarities between HadISDH and HadGEM2-ES can be found in the T -q
correlations, which are weak or negative in water-limited areas (Fig. 3.30). These arid
regions stand out more in the model due to their strong negative correlations. They only
show a difference to HadISDH in a few regions, such as the eastern USA.

The differences in the q-RH and T -RH correlations in DJF, particularly in the high
and upper mid-latitudes between HadISDH and HadGEM2-ES, exemplify the disagree-
ment between the two datasets. Although the high latitudes in HadISDH are noticeable
with increasing RH in some cases, the conflict can uncover reasons why HadGEM2-ES
does not capture the observed RH decrease: the model cannot be expected to represent
changes driven by dynamical drivers in the same way as the observations because such
things manifest differently in each model run, as has explained earlier. Also, changes
influenced by terrestrial drivers also are unlikely to be comparable because the LCLU
and their change in the model are not precisely in line with the reality.

The strongest seasonal trends in HadISDH are in the Caspian Sea region (JJA), south-
western Greenland (DJF), eastern Brazil (SON, DJF) and southern Africa (SON). None
of them could be represented in HadGEM2-ES (Table 3.7). They should be examined for
their short-term co-variabilities (correlations) between q-RH and T -RH. For the Caspian
Sea region (JJA), HadISDH showed weak q-RH correlations in the early period, mod-
erate in the late period, moderate T -RH correlations in the early period and strong
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in the late period (Section 3.3.1.3). The q-RH and T -RH correlations are represented
with minor deviations from HadGEM2-ES, e.g. q-RH correlations are weak in r2i1p1
and r3i1p1 and T -RH correlations moderate in the late period (not shown). Small de-
viations in correlations and co-variability can strongly influence RH; In addition, there
are trends in q and T , or regressions, which the model may not correctly represent. In
southwestern Greenland (DJF), observational q-RH and T -RH correlate strongly and
moderately positively, respectively, in both periods (Section 3.3.1.7). In all HadGEM2-
ES historical runs, the correlations are negative and strong. The reaction of RH to a
change in q or T is inverse and enhanced. In eastern Brazil (SON), the q-RH correlations
are positive and moderate and strong in the early and late periods, respectively, in both
HadISDH and in the three model runs (Section 3.3.1.1). The T -RH correlation is weak
in HadISDH in both periods but is indicated by the model as moderate or strong. In the
model, the relationship between T and RH is much stronger than in the observations.
The situation is similar for eastern Brazil (DJF), where the T -RH correlation is stronger
in the model, but the q-RH correlation is weaker. In both seasons, the model does not
realistically capture the relationship between q and T and RH. The negative RH trend in
southern Africa (SON) is accompanied by a strongly positive q-RH correlation, both in
HadISDH and HadGEM2-ES (Section 3.3.1.6). The negative weak and moderate T -RH
correlations in the early and late periods, respectively, are adequately represented by
r2i1p1 and r4i1p1. In r3i1p1, the T -RH correlations in both periods are strongly neg-
ative. This outlier in run r3i1p1 could bring the result of the RH trend in the ensemble
far away from the observations.

There is strong disagreement between the observation data and the model simulations
regarding RH’s relationship with q and T . Due to the lack of significant, moderate to
strong correlations in HadGEM2-ES, which correspond to the observation data, regres-
sions based thereon and their development in the two periods are not analysed further.
For the almost realistically represented q-RH and T -RH correlations, e.g. around the
Caspian Sea, it could be interesting to use regressions to establish whether, even though
the regional RH trends are different between HadGEM2-ES and HadISDH, are the in-
crease in the strength of the relationship between RH, q and T , discovered in HadISDH,
similar in HadGEM2-ES, but this is beyond the scope of this thesis.

At the global level, various discrepancies between observational and model data were
found, such as a misrepresentation of q-RH and T -RH correlations in cold climates
between HadISDH and HadGEM2-ES in sign and strength. Regional examples confirm
these misrepresentations. From this, it can be deduced why the model does not ad-
equately represent RH interannual variability and RH trends. A small change in the
natural variability in the HadGEM2-ES runs, a temporal or spatial shift or a change in
amplitude can have a major impact on the overall picture, i.e. a butterfly effect. This
phenomenon manifests itself in the variables q and T , directly linked to RH. Therefore,
the next step in understanding the model calculations would be to explore the reason
why these correlations are wrong which would be down to how relevant processes are
represented in the model. Applying results and interpretations from observation data
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3 Chapter summary and concluding remarks

(Sections 3.2, 3.3 and following sections) to the model, RH drivers could be more appro-
priately introduced. An improved calculation of RH could bring the RH trends in the
model closer to those of the observation data.

3.5 Chapter summary and concluding remarks

The large-scale features of RH trends and large-scale relationships between RH, q and T
have been assessed at a regional level. The Chapter identifies those regions and seasons
where RH trends are significant and strong, and thus contribute to the global annual
trend. The q and T anomalies essentially together describe the RH anomalies. There-
fore, latitudinal, regional and seasonal patterns of the inter-annual relationship between
q, T and RH were determined using correlation coefficients based on detrended data and
using time series. It was thus possible to determine for each region with a strong RH
trend in the late period, at which time of year the RH depends on q or T and whether
this changed from the early to the late period (regression coefficients). This Chapter’s
overview of the regions, their trends, correlations and climate events serve as a ”ref-
erence work” for the coming chapters and will help better understand the influence of
dynamical and terrestrial drivers. In addition, the differences in representing regional
RH trends between observations (Sections 3.2 and 3.3) and model HadGEM2-ES on
global and regional and on the annual and the seasonal level were determined.

The global annual RH decline in the late period trend can be broken down spatially
and temporally. Sixteen regions with strong, positive or negative annual and seasonal
RH trends were identified to represent global, annual RH trends. The RH trends were
strongest in eastern Brazil, Tibet, the Caspian Sea, California, Mongolia and southern
Africa. Here, positive and negative trends are examined to understand RH further.

The global annual RH trend over the late period is significant and negative and reflec-
ted in the four standard seasons. The global trend starts with a peak at the beginning of
the late period (2000; especially in MAM and SON) with RH troughs in the second half
of the period (2007–2009, 2012–2013). In the boreal summer (JJA), the declining RH is
maximal and is influenced by an RH trough in 2015. These extreme years are also well
represented in regional time series. The RH peak in 2000 is apparent in eastern Brazil
(JJA, SON), Tibet (JJA), southern Africa (JJA) and southern Greenland (DJF). RH
throughs in 2007–2009 are present in eastern Brazil (JJA), Tibet (JJA, SON), California
(annual), Mongolia (DJF, MAM), eastern USA (annual) and the Red Sea (MAM). The
RH trough in 2012–2013 is apparent in eastern Brazil (DJF, MAM, SON), Tibet (SON),
California (annual), Mongolia (MAM), southern Africa (JJA), eastern USA (annual) and
the Red Sea (MAM). There is another RH trough in JJA in 2015 in eastern Brazil (JJA)
and Tibet (JJA). Strong interannual RH variability and extremes in single years may
indicate the impact of dynamical drivers that bring about abnormally hot or dry years in
certain regions. In other regions, RH seems to decline more continuously without strong
extreme years; this is mostly associated with a significant T increase in the late period
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(Tibet [JJA, SON], southern Africa [SON], Red Sea [MAM, JJA]). This continuously
increasing T might be consistent with the concept of the thermodynamically driven de-
crease in RH whereby increasing temperatures over land out-pace those of q increase,
which is largely influenced by the slower warming ocean. The thermodynamic driver is
assumed to play the largest role in RH changes and is expected to be responsible for a
background level of RH change upon which additional dynamical and terrestrial drivers
also contribute.

The RH anomalies, particularly extremes on which most seasonal and regional neg-
ative (positive) RH trends are based, as described above, are driven by abnormally low
(high) q and/or anomaly high (low) T , indicating extreme droughts and/or heat as to
cause for the RH decline, e.g. Tibet in JJA with RH troughs in 2006 and 2009 (both
high T ), in 2013 (high T , low q) and 2015 (low q). In other years, q and T extremes
are less pronounced. It is striking on the global level that T -q correlate more posit-
ively in the early period (Clausius-Clapeyron equation), indicating that there is plenty
of water available for evaporation. In contrast, in the late period, they partly decoupled
(strongest in JJA), with T increasing faster than q, indicating water limitation such that
there is insufficient water available to keep RH constant with rising T . On the global
scale, this phenomenon is summarised as a thermodynamic driver. It can be applied
globally because the ocean is not warming up fast enough so that it cannot provide suffi-
cient humidity over land. If the explanation of the thermodynamic driver was sufficient,
large-scale regional consistency in trend magnitude and temporal behaviour would be
expected.

Correlations in this study can only partially describe the phenomenon, as they are
based on detrended data and therefore do not perceive any long-term changes in q and
T . The weak to negative T -q correlations infer water-limitation and can be found in
many, but not all, regions with a strong negative RH trend. These regions are southern
Africa, Tibet, and Mongolia. Additionally, in California, weak to negative T -q correl-
ations are especially pronounced in the dry summer months. However, the weak T -q
correlations do not describe all regions. In the Caspian Sea, southwestern Greenland,
the majority of the NH, and most regions with a strongly positive RH trend, T -q cor-
relations are strong and positive, indicating sufficient water availability. Therefore, the
T -q correlation, or a low Bowen ratio (ratio between the change in sensitive heat and
latent heat), is not necessarily an indication of strong RH trends.

RH correlations with q and T also do not consistently relate to regions with strong RH
trends. Globally, they follow a latitudinal and seasonal pattern. The q-RH correlations
are strongly positive, although weaker in JJA in the NH, indicating the lack of water
availability in regions that also exhibit a negative RH trend. The T -RH correlations
are mixed with positive T -RH correlations in cold regions and seasons (NH in DJF),
corresponding to a high Bowen ratio (Peterson et al., 2011) due to snow sublimation or
snow melting with energy input. In other latitudes and seasons, the T -RH correlations
are negative. The overall global q-RH and T -RH correlation patterns have not changed
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between the early and the late period. In contrast, this study found evidence on the
grid box scale of the lower T -q correlation in the late period (north of the Caspian Sea,
eastern Brazil, southern Africa, Mongolia and Tibet) that was seen in the global average
time series. There are very small regional and subregional changes. Region to region,
there are differences in significance, strength and sign of the q-RH and T -RH correla-
tions. Overall, the q-RH correlations are stronger in eastern Brazil (JJA, SON), Tibet
(SON), California (annual), Mongolia (MAM), Southern Africa (JJA, SON), southwest-
ern Greenland (DJF, MAM), Patagonia (JJA), and northwestern India (annual). The
T -RH correlations are stronger in eastern Brazil (MAM), the Caspian Sea (JJA), the
Red Sea (MAM) and Scandinavia (JJA), indicating that q is driving the interannual RH
variability because there are more regions with a strong q-RH correlation.

In some regions (the Caspian Sea region [JJA] and southern Africa [SON]), there are
significant q and T trends alongside significant trends in RH and also significant q-RH
and T -RH correlations. In others (Mongolia [DJF], eastern USA [annual] and the Red
Sea [MAM, SON]), neither q, T trends nor significant q-RH, or T -RH correlations are
present. In the high latitudes, there are neither significant q nor T trends. Thus, neither
q-RH and T -RH correlations, nor significant trends in q and T are a reliable indication
of regions with a strong RH trend. As suggested above, these region to region differ-
ences in trends and correlations suggest the influence of additional drivers (dynamical
and terrestrial), which likely impact on smaller spatial scales than the thermodynamic
driver.

Whereas the correlations provide information about the strength of any linear rela-
tionships between the core variables, regression permits a more quantitative assessment
of how much a change in q and or T may contribute to the change in RH. The regression
coefficients essentially combine correlations and trends. Most notable are the changes
between the early and the late period in the RH(q) regressions that point to a stronger
RH dependency on q in the late period, particularly in eastern Brazil (JJA, SON) and
the Caspian Sea (JJA), but also in regions with a positive RH trend such as Scandinavia
[SON]. Interestingly, the increase in RH dependence on T in the late period is evident
only in the Caspian Sea (JJA), a region with a large but shrinking water body. The
regional RH change can be supported with a significant q or T trend as in the latter
region. However, as in the Caspian Sea region with an extraordinary profile, this com-
bination does not apply in any other region. No strong regional changes between the
early and the late period in the regression coefficients q(T ) were found. The comparison
of regression coefficients RH(q), RH(T ) and q(T ) between the early and the late period
cannot be a reliable indicator for a strong RH trend, again showing that there is little
consistency in the driving forces of RH change region to region.

The regional trends, correlation and regression coefficients were calculated on regional
averages. The heterogeneity (station location and density, trends and correlations of dif-
ferent directions, strengths and significance) is removed from the system by calculating
averages. For example, in southwestern Greenland, the weather stations are only on the
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coast, and in Tibet (SON), the significant and strongest RH trends are limited to the
northwest. The topography, i.e. heterogeneity in the altitude, aspect and land use, in
the Tibet region plays a major role. Regarding regional and seasonal heterogeneity, the
following should be noted: (i) the regions’ shape is restricted to cuboids, which inevit-
ably means that grid boxes of different trends may be included in some regions, but this
was to minimise as far as possible; (ii) when calculating annual calculations, the seasonal
heterogeneity is lost, and (iii) the four standard seasons might not apply for all regions,
e.g. wet/dry seasons and monsoon regions. Thus, trends might not be significant/strong
for the restriction of four standard seasons. Consequently, it can be helpful to carry out
the analyses on dynamical and terrestrial drivers on a subregional and, if possible, on a
seasonal level to retain the variance in the data.

The findings from the observations help with the assumption of why HadGEM2-ES
does not capture the late period’s global and regional RH trends. While some runs can
better represent the trends in some regions than in others, in general, it can be said
that the model trends do not match the majority of either the strengths, direction, or
significance of global, regional and seasonal RH trends. There are also no strong RH
peaks and troughs (less intense amplitude), possibly indicating the lack of dynamical
drivers (e.g. strong El Niño years) represented in the model. The RH anomalies are
not increased around 2000 (beginning of the late period) and not abnormally low to-
wards the end, as is the case with the observations. The global JJA trend in r4i1p1
alone is strongest, indicating increased NH land warming in boreal summer and the
thermodynamic driver. As with observations, T -q correlate strongly positively, but the
model shows less discrepancy (deviation from the Clausius-Clapeyron equation) in the
late period, i.e. q rises almost as strong as T , or T rises almost as slowly as q.

The model’s T -q correlation patterns broadly match the observations, but correlations
between q-RH and T -RH do not. In contrast to the observations with generally positive
q-RH correlations and weakly negative q-RH correlations limited to JJA and the high
northern latitudes, HadGEM2-ES shows negative q-RH correlations in DJF in the high
latitudes and upper mid-latitudes. In the model, the T -RH correlations in the DJF in
the high latitudes are negative, which, in contrast, were found to be positive north of
the snow line in the observations. RH-correlations in run r4i1p1 were generally weaker
than in the other runs, which might offset correlations.

On a global scale, there are three key differences between HadISDH and HadGEM2-ES
that might help to explain the differences in RH trends. These are: (i) the lack of high
amplitude RH anomalies for any one year, which this thesis assumes are linked to the
dynamical drivers, (ii) the lack of decoupling of T -q in the late period in HadGEM2-ES
which could be linked to the thermodynamic driver, and (iii) the different q-RH and
T -RH correlations in cold climates and seasons. These differences apply to all runs.
This is not due to the spatial completeness of HadGEM2-ES, as ERA-Interim proves
(Dunn et al., 2017). At the regional level, for example, the strong RH decline over the
Caspian Sea region (JJA) is not captured, nor is the lack of strong q-RH correlation,
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which might be due to the region’s characteristics of a large water body. This may not
be well represented in the model.

If dynamical drivers cause the extreme years that influence the RH, the model will
likely differ since the dynamical drivers are not represented at simultaneous time points
in the models. If volcanic eruptions caused the extreme years, the model should have
captured this.

The large diversity of trend magnitude, accompanying q and T trends, and correla-
tions between q, T and RH in drying regions in the observations, and the impossibility of
lumping all regions together, also suggests that it is challenging for models to replicate
the observed RH trend.

In summary, the (not all, surely) regional characteristics of the RH trend (short
term: extreme years and interannual variability [correlations] and long-term: trends
and decadal variability [regressions]) are similar to those of the global average charac-
teristics. The observed RH changes are due to regional and seasonal or limited time
period water or energy limits. A combination of q and T anomalies characterise them.
Several q-T -RH behaviour features have been identified as indicators of RH trends. Still,
none of these is universally applicable to all regions. These include: (i) weak T -q cor-
relations that indicate vulnerable regions since water-limited evaporation regions are
absent, which keep RH stable; (ii) increasing regression coefficients RH(q) and RH(T ),
i.e. a stronger response from RH to small changes in q and T , and analysis of extreme
years driving the event (dynamical drivers); and (iii) significantly increased T in the late
period. Regions cannot be grouped regarding the strength of the RH trend, climatic
zone, biomes or geographical location (coastal or continental). Every region is unique
due to their different locations and characteristics. Year-to-year variability in RH is
large, which is to be expected given that it is influenced by changes to both q and T .
Annual RH anomalies must also be examined individually, with drought or heat due to
regional water or energy change towards the limit being the guiding principles. Seasonal
considerations of RH trends are also important. The relatively short duration of the
early and late periods means that peaks and troughs in the time series can be very in-
fluential in both exacerbating or offsetting the trend. All indications must be considered
individually and then brought into context in the analysis.

This complexity of RH on the spatial and temporal level must be reflected in the model
to capture the RH trend. Climate models are incredibly powerful and useful tools in
understanding historical and future climate change. However, the significant difference
found between modelled and observed RH suggests that model projected impacts related
to land RH have an additional component of uncertainty and that this is true for all
regions and seasons with a strong RH trend examined in this thesis. In the model, the
parameters q and T are not related to RH in the same way as in observations at a range
of spatial and temporal scales, and dynamical drivers cannot contribute to extreme years
in the same way. This is a shortcoming of the models. The model would be expected
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to reasonably reconstruct the land-sea warming contrast and hence the thermodynamic
driver to a large extent, as has been demonstrated by Byrne and O’Gorman (2016) and
Chadwick et al. (2016). The large differences seen between the observations and model
here suggests that terrestrial and dynamical drivers could be playing a role in RH change.

In the following Chapters, dynamical (Chapter 4) and terrestrial (Chapter 5) drivers
are examined for the reasons for a change in q and T , thus, RH. The regional descrip-
tions have mentioned links between the thermodynamic driver and dynamical drivers.
Analyses of the regional time series (Section 3.3) and RH’s thermodynamic correlations
support understanding the impact of dynamical and terrestrial drivers on RH.
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4 Dynamical drivers

The previous Chapter analysed the influence on relative humidity (RH) of a number
of related variables, i.e. air temperature (T ) over land and, related to this, specific
humidity (q). Where the land is warming faster than the ocean, q does not increase
fast enough over the ocean to bring enough moisture over land to satisfy the Clausius-
Clapeyron relation (increasing q at 7% per 1 K of T ), and hence RH decreases. The
strength of the correlations and regressions between RH, q and T varies regionally and
seasonally. The thermodynamically driven changes in T and q resulting from land-sea
warming differences conceptually explain the observed decrease in RH (Simmons et al.,
2010). This does not fully explain the seasonal and regional changes in RH, however.
Since RH cannot change without some change in q and/or T , it is necessary to identify
drivers of the changes in q and T that lead to changes in RH. Such dynamical drivers
will be explored next in order to help explain additional changes in T and q (and thus
RH) that might help explain the regional and seasonal patterns in RH trends.

This Chapter explores the links between dynamical drivers and global and regional
RH, q and T . It focuses on regions with a strong RH trend and investigates whether
dynamical drivers, such as atmospheric and oceanic patterns, which possibly took place
earlier and spatially distant from the region, could help to explain any of these RH
trends. To assist the interpretation of potential reasons for links between drivers and
RH, the physical variables of sea surface temperatures (SST), vector winds and wind
speed at 10 m (u10, v10, si10) and sea level pressure (SLP) are examined.

Regional relationships between precipitation and RH are investigated first (Section
4.1.1). Regional changes in precipitation can represent the consequences of changes in
dynamical drivers and can thus inform the evaluation of how those drivers affect RH.
Correlations between regional RH and the global fields of SST, wind direction and speed
and SLP (from the ERA-Interim reanalysis) are used to explore the large-scale climate
drivers of regional RH (Sections 4.1.2 to 4.1.7).

Global correlation maps between regionally averaged GPCC precipitation or HadISDH
RH, q and T and primary physical drivers (SST, wind direction and speed and SLP)
as representative variables of the dynamical drivers are shown in Figs. 4.3 to 4.27 and
S10 to S19. Significant correlations are highlighted in frames. They might be located
directly in the regions under consideration, in the immediate vicinity, or further away
from the region (teleconnections). Multiple variables at different locations can be tele-
connected with respect to the region under study. The large-scale correlation patterns
that extend beyond the area of the region can be indicative of climate variability (e.g.
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SST-RH and SST-precipitation correlation patterns over eastern Brazil in December-
January-February [DJF] in Fig. 4.3). To include all correlations relevant to this thesis
in the analysis and to allow further analyses that go beyond this thesis but are based on
the correlation maps shown, global maps are always shown.

Large-scale dynamical patterns act on different temporal levels from several weeks up
to many years and decades and spatially connect processes between different locations,
i.e. teleconnections. Corresponding patterns are expressed as indices, typically calcu-
lated from the above physical variables and are called modes of variability. Several modes
of variability can affect a region (e.g., Ding et al., 2017, in the conjunction of the Pacific
Decadal Oscillation [PDO], the Pacific North Atlantic Oscillation, the El Niño Southern
Oscillation [ENSO] and the Arctic Oscillation [AO]). To this end, several modes can
interfere and appear amplified or weakened, although, this superposition principle is not
explored in detail in this project.

This analysis aims to explore whether any mode(s) can influence both the variability
in regional RH and its long-term change (Sections 4.2 and 4.3). Regression analysis
examines whether the modes can be used to retrospectively predict regional RH, i.e. to
what extent a mode can capture the observed regional RH trend.

4.1 Exploring the impact of primary physical variables on
regional RH

The primary physical variables, on the one hand, help to establish a basic understand-
ing of how RH is influenced by respective changes both on-site and at a distance to the
region and, on the other hand, help to interpret RH’s relationships with the dynamical
drivers, i.e. modes of variability. The primary physical variables, precipitation, SST,
vector winds and wind speed and sea level pressure, are potential candidates to impact
regional RH, both locally and at a distance, depending on atmospheric circulation.

In Sections 1.3.2 and 3.3, global and regional overviews are given of each primary
physical parameter’s climatological annual and seasonal pattern (Fig. S4). This Chapter
explores the relationships between the primary physical variables and respective regional
mean RH, q and T for those regions with significant RH trends.

While SST anomalies (cold/warm) and wind speed (weaker/stronger) are relatively
straightforward to access, the task becomes more complex when several components are
necessary for a complete description of the variable, such as for the vector winds, where
the direction (angle) and the speed (vector) are combined, or if the interpretation de-
pends on spatial comparisons, as in the case of the SLP, where the definition of a high
or low-pressure area depends somewhat on the adjacent barometric pressure area. In
the following subsections, trends of the primary physical variables are shown alongside
correlations with RH from the region of interest. To aid with exploring the vector wind
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changes, which are complex to interpret, vectorised trends are also shown (Fig. 4.1).
Here, if the trend arrow points in the same direction as the arrow of the climatology
(right column in Fig. S4), the mean wind is anomalously strong in the same direction;
if the trend arrow points in the opposite direction as the arrow of the climatology, the
mean wind is weaker in the climatology direction or in the case of a large arrow, has
changed direction.

In the northern hemisphere (NH), by definition, a negative trend in SLP leads to a
cyclonic, i.e. counterclockwise, trend in winds, while a positive trend in SLP leads to
an anticyclonic, i.e. clockwise, trend in winds. In the southern hemisphere (SH), this is
the other way around, i.e. negative (positive) SLP trends with clockwise (anticlockwise)
trends in winds.

On an annual level, and in DJF and March-April-May (MAM), negative (positive)
pressure trends in the (early, i.e. 1979–1999) late period, i.e. 2000–2017 in the high
(mid) latitudes of the SH lead to increased pressure gradients between those latitudes
(Fig. 4.1). This gradient results in an increased prevailing westerly flow. With neg-
ative SLP trends over the southwestern Indian Ocean, there is increased southwesterly
and decreased northeasterly flow around the southeast of southern Africa. Positive SLP
trends occur over the Arabian Peninsula and northwestern India, leading to a trend of
northeasterly offshore winds, indicating a weakening of monsoonal winds, which is also
present in June-July-August (JJA), which form the main rainy season, and decreased
northwesterly flow into the Red Sea region. The decrease in RH over the Red Sea region
could potentially be explained by the reduction in humid Mediterranean airflow, which
is also present in MAM, and partly in JJA. Tables 4.1 to 4.4 summarises significant
(p < 0.05), thus, coloured SLP trends and corresponding wind trends in the late period
and their impacts. Both the Tables and Fig. 4.1 will be used to interpret the regions in
the context of winds and SLP.

The relationship between changes in SLP and wind and RH over the late period are de-
scribed below for regions with a strong RH trend if a direct spatial relationship between
changes in SLP and winds and regional RH could be established at the seasonal level
from correlation maps in the individual sections on the regions, i.e. for southwestern
Greenland, eastern Brazil, Tibet, southern Africa and Scandinavia. Changes in wind and
SLP that show no direct link could support explanations further down in this Chapter
via spatial and temporal shift.

Introduced by a negative SLP trend in DJF, cyclonic (counterclockwise) trends in
the Norwegian Sea include stronger northeasterly winds into southwestern Greenland,
which could potentially decrease RH through very cold, very dry Arctic air (Fig. 4.1;
Table 4.1; Barry and Carleton, 2013). The trend was inverse in the early period, i.e. in-
creased south-westerlies. The cyclonic trend also leads to a trend of southerly winds over
Scandinavia, increasing the regional T . Warmer air masses could be associated with a
shorter winter season and earlier melting, thus moisture available for evaporation, thus,
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Table 4.1: Trends in SLP and winds of multiple adjacent grid boxes found at Fig. 4.1 for
DJF in the late period (2000–2017) and their impact on regions over land. Regions with
a strong RH trend in the late period are bold if relevant to the SLP and wind trends.
Results from this Table will be discussed in the relevant region sections.

increasing RH. In the early period, the trend was slightly different (southwestern winds).
However, Scandinavia’s RH did not significantly change in DJF. The RH increase could
be lagged a warmer winter and more liquid water available during the year.

The anti-cyclonic (counterclockwise) trend east of Rio de Janeiro in DJF due to a
positive SLP trend is more pronounced in the late period than in the early period (Fig.
4.1; Table 4.1). It leads to increased southeasterly onshore winds and, thus, a reduction
in the tropical northeasterly trade winds. These tropical northeasterlies are maritime
equatorial and thus warm and very moist (Fig. 1.8). The shift of winds implies a reduc-
tion of humid air into the region. Also, JJA, MAM and September-October-November
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Table 4.2: As for Table 4.1, for MAM.

(SON), u10 (v10) show a negative (positive) trend of southeasterly winds over north-
eastern Brazil, reducing humid tropical airflow into the region, thus, RH over land (Fig.
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Table 4.3: As for Table 4.1, for JJA.

4.1; Tables 4.2–4.5). These findings will benefit Section 4.1.2 on dynamical drivers over
eastern Brazil. There are only weak trends in the early period, albeit in other directions.

Increased southwesterly flow out of northwestern Tibet due to a negative trend in SLP
between eastern Mongolia and eastern Tibet could lead to a sub-regional RH decrease
due to enhanced dry desert winds in SON. These findings will benefit from Section 4.1.4
on dynamical drivers over Tibet.

Although the negative SLP trend southeast of Madagascar in JJA is insignificant
(p < 0.05), it is associated with a trend of southwesterly winds towards southern Africa
(Fig. 4.1; Table 4.3). These would cause increased moisture advection in east South
Africa. Indeed, this subregion shows an insignificant but positive RH trend in the late
period (Fig. 3.3), while on regional average, RH is decreased in the late period (Fig.
3.15).
The negative SLP trend in the southern Indian Ocean in SON and the associated clock-
wise winds lead to decreased maritime tropical northeasterly flow to the eastern coast
of southern Africa (Fig. 4.1; Table 4.4; Blamey et al., 2018). In the early period, the
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Table 4.4: As for Table 4.1, for SON.

trend in coastal winds was southwesterly, so the opposite. Less moisture advection from
the tropics could decrease RH in the late period (Fig. 1.8). These findings will benefit
Section 4.1.7 on dynamical drivers over southern Africa.

Indications that changes in SLP and winds could potentially be related to RH trends
could be found in the regions of southwestern Greenland (DJF), Scandinavia (DJF),
eastern Brazil (DJF, JJA, SON), Tibet (SON) and southern Africa (JJA, in particular,
SON). Due to wind changes, more/less warmer/cooler, drier/humid air masses may have
reached the regions. Since eastern Brazil, Tibet, and southern Africa show stronger re-
gional RH trends than the other regions, for them, correlations between SLP, wind and
RH are reviewed later (Sections 4.1.2–4.1.7).
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Changes in the primary physical variables around the regions with significant RH
trends, and their relationship with RH over the region, might be linked with modes of
variability in addition to driving changes in RH independent from the influence of modes
of variability. Linkages will be made, where possible, in Sections 4.2 and 4.3. To explore
the degree to which the primary physical variables differently influence T and q, the
variables directly related to RH, regional RH correlations with q and T from Section 3.3
are recalled. As a reminder, there is the thermodynamic driver of sea surface warming
relative to land air warming, which directly drives changes in T and q. The dynamical
drivers indirectly drive regional T and q by moving parcels of air/heat around the globe
differently, leading to changes in RH. Lastly, the terrestrial drivers lead to changes in q
from evaporation over land – or lack of it – and may moderate T by changing how much
energy goes into latent heating versus sensible heating (land cover).

In the following sections, after exploring the relationship between precipitation and
regional RH, the regions with the strongest annual drying trend in the late period (east-
ern Brazil, Tibet, the Caspian Sea region, California, Mongolia and southern Africa) are
analysed in descending order of the magnitude their significant RH trend. Because at-
mospheric circulations are often seasonal and transitional, significant seasonal RH trends
are addressed; otherwise, only the annual trends are analysed (California, the eastern
USA, northwestern India), which are driven by seasonal, however, insignificant trends
in most of the regions. Where correlations are not significant, they are not mentioned.
Correlation and trend maps of the primary physical drivers and RH for southwestern
Greenland, eastern USA, the Red Sea, Scandinavia, northwestern India and eastern
Canada can be found in the supplement (Figs. S11–S19).

4.1.1 Precipitation

Local precipitation over land changes the amount of water on the near-surface and in
soil and groundwater due to large amounts of rainfall or lack of it. These amounts of
water are then available for evaporation and contribute to atmospheric humidity. Since
precipitation falls from higher air layers, precipitation, which is cold compared to the
ground, leads on shorter time scales to a decrease in temperature, especially in summer
and outside the high latitudes. At the hourly or daily level, precipitation will enhance
the RH when it falls. Over time that might contribute on a monthly level. But the more
substantial effect will be the addition/subtraction of the water source to the land. For
the liquid phase of precipitation (rainfall), a positive correlation with RH at unchanged
or reduced temperature is generally assumed. A weaker correlation is expected for cold
climates and snow sublimation for the solid form, such as snow and ice, which remains
on the surface and does not seep away – more on the different types of evaporation in
Chapter 5. The precipitation-RH correlations and precipitation trends in this analysis
refer exclusively to land.

Globally, precipitation and RH correlate positively (Fig. 4.2). The correlation is
strongest over the mid-latitudes and strongest in the summer hemisphere and weakest
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in the winter hemisphere. The correlation is weaker around the equator in the tropics.
The precipitation-T correlate negatively, except in the NH upper mid-latitudes and the
high latitudes in DJF where low T are accompanied by snow (not shown), leading to
weaker precipitation-RH correlation.

Very significant (p < 0.05) regionally-averaged precipitation trends in the late period
were found for eastern Brazil in DJF (-11.2 mm decade−1; r = 0.79, p = 0.0 in the late
period; particularly pronounced in the region’s south), southern Africa in SON (-6.45
mm decade−1; r = 0.85, p = 0.0; particularly pronounced in the region’s east coast
and southeast) and northwestern India (annual level: 7.55 mm decade−1; r = 0.65,
p = 0.0; particularly pronounced over eastern Afghanistan and central Pakistan), and
a significant (p < 0.1) precipitation trend for Scandinavia in JJA (5.09 mm decade−1;
r = 0.77, p = 0.0; grid boxes with blue ‘x’ and red ‘o’ in Fig. 4.2). Together with a very
significant (p < 0.05) and moderate to strong precipitation-RH correlation in the early
and the late period in these regions, the decrease (increase) in precipitation may well
have contributed to decreased (increased) RH in the late period. In the early period,
precipitation trends for these regions are not significant.

For eastern Brazil (DJF) and southern Africa (SON), the regions with significant,
negative RH and precipitation trends and significantly strong precipitation-RH correla-
tions, the following interpretations result from the correlation analysis between regional
precipitation and the primary physical variables SST, u10, v10 and si10.

Colder surface water over the southern tropical Atlantic and stronger easterlies over
the land, in particular, the northern part, and lower SLP in the eastern Pacific (tropical
and SH mid-latitudes, link to El Niño) and southwestern Atlantic lead to a reduction in
precipitation in eastern Brazil (Fig. 4.3, left). The SST variations cause a latitudinal
shift in the Intertropical Convergence Zone (ITCZ) northwards, thus, the tropical rain
belt is shifted as well northwards, which occurs particularly during El Niños (Dai, 2021;
Nobre & Srukla, 1996; Schneider et al., 2014a; Utida et al., 2019). The ITCZ gets drawn
to where positive SST anomalies are. For example, in MAM, where SST-RH correla-
tions are insignificant but fit with the pattern (Fig. 4.6 in Section 4.1.2), a negative
Atlantic SST-RH correlation to the region’s north, i.e. increased SST, and a positive
SST-RH correlation to south, i.e. decreased SST, pull the ITCZ towards the north and
away from Brazil resulting in reduced rainfall in Brazil. For inverted correlations, the
ITCZ would remain for longer and increase precipitation over the region. Similar for
SON regarding the colder south tropical Atlantic sea surface, but stronger easterlies
over the ocean rather than over land (Fig. S9). Kayano and Andreoli (2006) emphas-
ise the importance of considering South Atlantic SST variability among the ENSO and
tropical Pacific climate variability, which can be time-lagged by several months when
predicting rainfall over northeastern Brazil. Even though precipitation in MAM and
JJA are less strongly correlated with RH with no significant (p < 0.05) precipitation
trend, in MAM, increased tropical Pacific Ocean SST (El Niño), stronger southeasterlies
over land for MAM and stronger easterlies for JJA also over both land and the ocean
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lead to a reduction in precipitation (not shown). In SON, JJA and MAM, the negative
SLP-precipitation correlation over the region’s southeast Atlantic is crucial, i.e. less rain
with higher SLP over southwest tropical Atlantic (Fig. S7). In Section 4.1.2, the link
between precipitation and seasonal RH is further explored.

There are strong positive correlations between the regional precipitation mean and
RH in SON over southern Africa strongest in the region’s centre. The negative u10-
precipitation correlations to the southeast of the region (Fig. 4.3, right) indicate in-
creased precipitation occurs with weaker westerly/stronger easterly flow. Fig. 4.1 and
Table 4.4 show that in the late period there has been decreased easterlies over the south-
east of the region and increased southwesterly winds, which could account for some of
the decline in precipitation in the east and southeast of southern Africa in SON, and
hence contribute to the regional RH decrease. This change in winds is aligned with
a cyclonic wind trend in the southeast of southern Africa due to abnormally low SLP
leading to a decrease in austral spring rainfall in the late period (Fig. 4.1; Fig. 8 in
Mahlalela et al., 2020). Mahlalela et al. (2020) describe the SLP and wind anomalies
as part of an SH mid-latitude ”wavenumber 3 or 4 patterns” (quote by Mahlalela et al.,
2020). They found no apparent links between the austral spring precipitation and the
ENSO, the South Indian Ocean subtropical dipole, the Benguela Niño, or the Southern
Annular Mode (SAM). Blamey et al. (2018) describe the weakening of the South Indian
high pressure and the Angola Low, as well as the strengthening of the mid-level Bot-
swana High as particularly strong in October-March 2015–2016, which partly fits the
SLP trends in the late period in Fig. 4.1 and low regional RH values and high T during
those months due to water absence (Fig. 3.15). Mahlalela et al. (2020) pointed out
that the named oscillations take place in other seasons than those where the RH trend
happened.

Significant precipitation trends on a sub-seasonal scale can be associated with RH des-
pite the weak precipitation-RH correlation, for example, through groundwater storage
and delayed evaporation to the atmosphere. This could be the case in Tibet, where in
Myanmar and northern Laos (MAM), both RH and precipitation show a very significant
(p < 0.05) negative trend in the late period (Fig. 4.2, grid boxes with a red ’o’). In
JJA in the southern Tibetan Plateau and northern China (Mongolia), the precipitation
decreased very significantly. JJA is the regional rainy season. Especially negative pre-
cipitation trends in the rainy season can substantially impact the hydrological cycle and
RH, as this rain is often needed to replenish the water reserves in the groundwater. If
the water reserves are not replenished, drought will result. In this case, the Lake Baikal
basin has experienced severe land cover change during 2007–2017 with a decreased water
body, NDVI and ice and snow (Dorjsuren et al., 2018). In north Pakistan and south
Afghanistan (MAM) and Rajasthan (JJA), a significant positive precipitation trend was
measured, which could lead to the annual RH trend in northwestern India (Figs. 4.2
and S9, grid boxes with a blue ‘x’). Krakauer et al. (2019) found a positive GPCC pre-
cipitation trend over the Indus river since 2000. In addition, Zhu et al. (2021) confirmed
a decrease in GRACE terrestrial water storage (TWS) linked to ineffective water man-
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agement. Under the hypothesis that these trends can affect evaporation and thus RH
with a time lag, these findings might further help to understand the impact of dynamical
drivers on RH. Spatial lags, such as the drying up of rivers due to lack of rain, which
leads to a region where the RH has changed, are not considered.

In regions where the correlations between the primary physical variable and RH are
similar to the precipitation correlations (Sections 4.1.1 and 4.1.2 to 4.1.7, respectively),
the RH change in eastern Brazil (DJF), southern Africa (SON), northwestern India (an-
nual; negative u10/si10-RH/q correlations over the region; Fig. S9) and Scandinavia
(JJA; Fig. S10) cases could be partly explained by the change in rain. Despite insig-
nificant seasonal precipitation trends in the late period, the seasonal precipitation-RH
correlations in the late period have been strong in eastern Brazil (SON) and the Caspian
Sea region (JJA) and could be associated with the primary physical drivers; for these
regions/seasons, the correlation maps for the primary physical variables and precipita-
tion can be found in the Figs. S9 and S10, respectively. In Sections 4.1.2 to 4.1.7, the
relationships between RH and the primary physical variables for the regions with the
strongest negative annual RH trend in the late period are explored.

4.1.2 Eastern Brazil

Eastern Brazil shows very significant (p < 0.05) negative RH trends in all four standard
seasons in the late period, strongest in SON (-3.43 %rh decade−1), then DJF (-3.02
%rh decade−1), JJA (-2.62 %rh decade−1) and weakest in MAM (-1.4 %rh decade−1)
(Section 3.3.1.1). The trends are very pronounced along the coast, and in MAM and
JJA, the trend is mainly concentrated in the north of the region. This makes eastern
Brazil a key region of interest in terms of changes in RH.

The latitudinal range of the eastern Brazil region is 5° N to 25° S, hence in terms
of the primary physical variables, the influence of the seasonal movement of the ITCZ
and the trade winds can be seen (Fig. 4.1): the southeast trade winds are present over
the whole of most of the country in JJA and SON (Fig. S4), as the ITCZ reaches its
northernmost position, hence the subtropical high extends over the south of the region.
In DJF and MAM, the northeast trade winds influence the very north of the region as
the ITCZ is located at the northernmost limit of the region, with the southeast trades
still dominant of the rest of the region, with the subtropical high in the southernmost
part of the region. Most of the annual precipitation is recorded in DJF and in MAM in
the north (Fig. S3).

Surrounding SSTs are generally very warm, with warmer waters in the south of east-
ern Brazil’s coast during DJF and to the north in JJA (Fig. S4). The South Equatorial
Ocean Current flows from the Atlantic to the eastern Brazil coast and flows southwards
as the warm Brazil Current (Bonhoure et al., 2004).

Significant negative precipitation trends were found over southeastern Brazil in DJF
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and the region’s north in JJA, respectively, and positive precipitation trends in MAM in
the southeast (Section 4.1.1). In DJF and MAM, the ITCZ is located right in the region’s
north, with southeast trades over most of the region and northeast trades over the north
(Figs. S3 and S4). Due to decreased SST and SLP in the southern tropical Atlantic in
the late period, the ITCZ, the tropical rain belt, is shifted northwards (Fig. 4.3). There
are increased southeasterlies with a positive SLP trend southeast of the region (Fig. 4.1)
during the late period, particularly in DJF. DJF is the rainy season for most of the region
(Fig. S3); thus, the reduction in precipitation might cause a lack of moisture availabil-
ity. This idea confirms the similarity between physical primary drivers correlation with
the precipitation and RH in DJF (Figs. 4.3 and 4.4) with less pronounced similarity in
MAM and SON, and in JJA none (not shown), so that precipitation as a driver of RH
in MAM and SON plays a lesser or hardly a role in JJA. However, in JJA, a trend of
increased southeasterlies/decreased northeasterlies (Fig. 4.1); thus, less moist flow into
the region is linked to the reduction of rainfall in the northern part of the region (Fig.
4.2). In DJF, precipitation-RH correlate significantly mainly in the region’s west; an
impact of precipitation on regional RH without time lags is not expected for large parts
of the region.

During SON, the season with the largest negative trends in RH during the late period,
the correlation between q-RH is strongly positive (r = 0.8, p = 0.0), particularly in
northwestern Brazil, and not significant for T -RH (Section 3.3.1.1). Simultaneous neg-
ative trends in q are significant, while trends in T are not significant. Together, this
suggests that in SON, changes in q play a stronger role than changes in T in terms of
driving RH decreases. Precipitation and RH correlate significantly and strongly posit-
ively (r = 0.79, p = 0.0). The negative precipitation trend in the late period is not
significant (not shown). However, the correlation pattern between the primary physical
variables and precipitation (Fig. S9) are similar to the correlations between the former
and q, which again are similar to those with RH, indicating that dynamical drivers are
linked to a decrease in q due to reduced precipitation which results in the negative RH
decrease in the late period.

SST-RH/q correlations are significant and positive around the coastline and east-
wards across the Atlantic, whereas SST-T correlations are positive around the southern
coastline but negative and lacking widespread significance around the northern coastline
(Figs. 4.4 and 4.5). The SST-RH correlations differ substantially in the early period
in that they are generally weakly negative but lacking significance. This suggests that
decreased SSTs (negative SST trend in the late period) adjacent to the coast and ex-
tending eastwards are linked to a q-driven decrease in RH with increased southeast trade
winds(negative u10 and v10 trend and positive si10 trend; Fig. 4.1) the late period. The
increase in southeasterlies indicates stronger southeast trades indicating that the rain
bringing ITCZ is north of the region (for longer), reducing q and RH over northeastern
Brazil. Over the southern (western) subregion, southward (southwestward) wind trends
indicate decreased moisture inflow from the Atlantic ocean (the distribution of drier air
inland) (Figs. 4.1 and 4.4). In the early period, wind trends over the region’s south were
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inverted, i.e. increased southwesterly inflow to the south due to a high-pressure trend
over the southwest Atlantic (Fig. 4.1).

Correlations between the vector wind components (u10, v10) and RH (Fig. 4.10) are
related to the above trends in SON: there are weak-to-moderate positive correlations
over the region with weak-to-moderate negative correlations to the west and northeast.
Much of the region outside of where the significant correlations occur has experienced
significant negative trends in u10, i.e. an easterly trend. Although the pattern is broadly
similar for the early period, the positive correlations are not significant and there are no
significant trends. The north-south pattern is similar for u10-q and u10-T correlations.
This suggests that particularly over the late period weakened westerly/stronger easterly
winds are associated with lower q, T and RH over much of the region. For v10-RH,
there is a west-east pattern with significant positive correlations inland compared to
significant negative correlations at the coast and to the east. This suggests that stronger
southerly/weaker northerly winds are associated with higher RH inland but lower RH at
the coast, and vice versa. For v10-q and v10-T , the correlations are mostly significantly
negative over the entire area. The similarity to the early period in the direction of cor-
relation and the absence of late-period trends in v10 suggests that this is less important
than the u10 component for changes in RH. For the wind speed (si10), the si10-q and
si10-T correlations are stronger than for si10-RH, where they are generally negative yet
positive in the northwest of the region. For si10-RH, the correlations are moderately
negative and significant, weakening and losing significance over the ocean to the east and
becoming positive to the north. This, together with the widespread significant positive
trends in si10, suggests that increasing wind speed of south easterlies over the region’s
northern half and a northerly trend in the region’s south are associated with decreasing
RH across the region in the late period.

It is difficult to conclude exactly how changes in wind direction and speed have driven
changes in q and, thus, RH because of the differences in correlation across the region
and its surrounding area and the complexity of vector winds. However, it is clear that
there are differences in winds on their impact on RH between the early and late periods
and that these do relate to changes in moisture (q) and T .
SLP during SON mostly correlates negatively with RH in the southeast of the region
towards the Atlantic. Decreased RH is related to increased pressure offshore of the east-
ern coast. The local pattern is similar to that of the early period but lacks significant
correlations. The wider Pacific ocean shows quite a different early/late period pattern
with almost Pacific-wide negative correlations with increased SLP over the central trop-
ical Pacific in the early period but not in the late. Hence, in the late period, SLP over
the Pacific Ocean is less relevant compared to the regional mid-latitudinal Atlantic SLP
without significant trends.

During DJF, the rainy season in particular over the region’s west (Fig. S3) and the
season with the second-largest negative trends in RH during the late period, correlations
between q-RH and T -RH are similar to those in SON: the correlation between q-RH is
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moderately positive and significant (r = 0.61, p = 0.01) and not significant for T -RH in
the late period (Chapter 3.10). Simultaneous negative trends in q are very significant,
while trends in T are not significant. Together, this suggests that in DJF, as in SON,
changes in q play a stronger role than changes in T in terms of driving RH decreases.
In the austral summer, precipitation and RH correlate significantly and strongly posit-
ively (r = 0.75, p = 0.0; Section 4.1.1). Precipitation shows a significant negative trend
in the late period (-11.2 mm decade−1, p = 0.0), i.e. a reduction in precipitation is
coincident with reduced q and RH (Fig. 4.2).

For the vector wind components (u10, v10) in DJF, there are significant and positive
u10-RH correlations over the eastern coast and the west of the region (Fig. 4.4). The
regional pattern is similar for u10-q correlations, while u10-T correlate significant and
positive in the southeast of the region over the Atlantic ocean and significantly and neg-
atively in the northwest of the region (Fig. 4.5). The u10-RH patterns are similar to
those in the early period but more strongly positive in the late period. The difference
between both periods is more widespread significant late-period negative u10 trends
across the region and to the east. This suggests that winds with a stronger easterly
component are associated with lower RH over much of the region in the late period.
The v10-RH correlations are significantly negative, in particular, over the ocean around
the northeastern coast and the west of the region (Fig. 4.4). In the southwest of the
region, v10-RH correlations are significantly positive with significantly negative trends
in v10. This suggests that stronger southerly/weaker northerly winds in the centre of
the region and weaker southerly/stronger northerly winds southwest of the region are
associated with lower RH over much of the region. Thus suggesting as in SON (Fig.
4.10) that weaker northeast/stronger southeast trade winds result in lower RH in the
region, indicating that the ITCZ is to the north of the region. The SST-RH correlations
also support this idea, with a region of positive SST-RH correlations in the SH tropical
Atlantic along the coast of northeastern Brazil and extending eastwards (i.e. decreased
RH with decreased SSTs) fitting with previous work (e.g. Uvo et al., 1998) of increased
rainfall with warmer SSTs in this region. There has been a negative SST trend during
the late period in the grid boxes closest to the coast.
For v10-q, the correlations are mostly negative and significant, i.e. q decreases with
winds with a stronger southerly component, fitting with the RH results above. The
v10-T correlations are almost not significant. This pattern is similar though weaker in
the early period. As mentioned above, there are positive late-period trends in v10 over
the centre of the region. For the wind speed, the correlations appear to be similar to the
v10 pattern with significant negative correlations over the eastern coast for si10-RH and
si10-q and towards the ocean to the east. This suggests that increasing wind speed is
associated with decreasing q and RH across the region. There are widespread significant
positive trends in si10 across the region and surrounding ocean and land in the late
period but not the early period, as for SON.

Among the above mentioned correlations, a negative u10 trend and positive v10 and
si10 trends suggest strengthened southeasterlies with decreasing q and, thus, RH over
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the late period, apart from in the south. As for SON, the question arises as to how
changes in wind direction and speed between the early and the late period have driven
changes in RH via changes in moisture and temperature in DJF. One hypothesis for the
RH decrease in both DJF and SON could be that the colder sea surface leads to less
evaporation over the ocean and less moisture supply for land. The drier air is then spread
inland by stronger winds. Nobre and Srukla (1996) note that precipitation variability
due to dynamical drivers is temporally lagged in the region’s south.

SLP during DJF correlates significantly and strongly positively with regional RH over
the southwestern Atlantic, touching the SH high-latitudes. This means that generally,
decreased RH occurs alongside reduced SLP in this region. The local pattern is similar
to that of the early period. Still, there are significant negative late-period trends in SLP
only in the late period. Further north, there are positive SLP trends in the region’s
southeast but no SLP-RH correlation. These positive SLP trends across the climato-
logically higher pressure region increase the extra-tropics to tropics pressure gradient,
which is likely to strengthen the southeast trades and is consistent with trends shown in
u10, v10 and si10. The results, the strengthening of the southeasterly winds is similar to
the result in SON, just the mechanisms of a change in SLP (positive over the southeast
of the region and negative over the southwest Atlantic in DJF, negative over the north
of South America and Patagonia in SON) are different between the two seasons. In DJF
in the late period, RH over the northwestern subregion of easter Brazil was found to be
significantly, strongly negatively correlated with the MEI (ENSO) and IPO (Section 4.3).

During JJA, the dry season, correlations between q-RH and T -RH are similar to those
in DJF and SON: strongly positive q-RH correlations (r = 0.76, p = 0.0) and a not sig-
nificant correlation for T -RH in the late period with negative and very significant trends
in q and not significant trends in T . As for DJF and SON, together, this suggests that
in JJA changes in q are playing a stronger role than changes in T in terms of driving
RH decreases.

In contrast to the DJF and SON seasons, in JJA, SST-RH correlate negatively in a
northward shifted Atlantic Multi-decadal Oscillation (AMO)-like pattern over the south-
equatorial Atlantic and the North Atlantic (negative AMO), and, differently to the other
seasons, SST-RH correlations are positive (negative) over the central-eastern (western)
Pacific (and off the northeast coast of the region), which resembles the ENSO, i.e. de-
creased RH during La Niña. Note that El Niño, not La Nina, is typically associated with
lower rainfall in NE Brazil. There are widespread positive SST trends in the central-
eastern Pacific, perhaps indicative of more frequent El Niño conditions, as has been noted
in recent decades (Bayr et al., 2014) (Section 4.2.1). This could indicate that the modes
could influence annual variability rather than drive the RH trends. These SST correla-
tions are stronger in the late period. The MEI correlates positively with RH over the late
period, although the correlation is significant only in a minority of the grid boxes (Sec-
tion 4.3). Due to the similarity in SST-RH correlation patterns with two modes, in JJA,
it could potentially be that the stronger influence of the oceans could be having an effect.

127



4 Dynamical drivers

In the region’s northwest and to the west over the north of South America, u10-RH
correlate significantly and moderately negatively in the late period. In that area, as well
as towards the east, across the SH tropical Atlantic, there are negative u10 trends. The
negative u10 trend only occurs in the late period, while the u10-RH correlation directions
are similar but weaker in the early compared to the late period. The v10-RH correla-
tions correlate significantly and moderately negatively over the region in both periods
and especially on the east coast with isolated positive v10 trends over the region. Taken
together with the negative u10 trends this could indicate a strengthening of the southeast
trades, although not as widespread as in other seasons. There are no significant si10-RH
correlations in the region. In connection with the negative u10 and positive si10 trends,
increased southeasterlies in the northern part of the region would decrease RH (compare
Fig. 4.1). For the most part, the wind direction trends and their correlations with RH
do not go in the same directions, suggesting the difference in short-term (correlation
based on detrended time series) and long-term impacts (trends) of winds on RH in east-
ern Brazil in JJA. This difference makes the explanation of RH by wind changes complex.

There are negative SLP-RH correlations over large parts of the Pacific, Chile and
Argentine with significantly negative SLP trends over the continent and negative v10
trends southeast of Argentina in JJA in the late period (Fig. 4.8). However, these trends
might be too far away from the region to impact regional RH. The correlations with the
five physical primary variables revealed that the negative RH (and q and precipitation)
trend focussing the northern half of eastern Brazil in JJA might be caused by increased
southeasterlies over that subregion. Due to El Niño-shaped SST trends in the eastern
tropical Pacific, El Niño could have contributed to the RH decrease. Stronger correlation
patterns could be obtained by considering the northern, central and southern subregions
separately.

During MAM, the rainy season for the northeast of the region (Fig. S3), the correla-
tion between RH and its constituent variables is significant and moderately negative for
T -RH (r = −0.6, p = 0.0) and not significant for q-RH in the late period, which stands
in contrast to the other seasons (Section 3.3.1.1). MAM is the only season in which T -q
correlate positively in the late period indicating that q changes with T . Neither trends
in q nor in T are significant. This differentiates MAM from the other seasons. The q-RH
correlation in DJF, JJA and SON but not MAM might imply that q drive RH more in
those seasons, whereas changes in T drive RH more in MAM.

SST-RH correlation patterns behave similarly in the early and late periods (Fig. 4.6).
There are positive but insignificant SST-RH correlations around eastern Brazil in both
the early and the late periods during MAM, with insignificant negative correlations to
the north and the south (compare Fig. 4b from Nobre and Srukla, 1996). There are
positive SST trends along the coast of the region in the early period and none in the
late period.
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In MAM, the negative u10/v10 and positive si10 trends in the northwest of the region
in the late period suggest low RH with an increase in the northeasterly wind speed over
the region’s north where u10-RH and si10-RH correlate significantly positively (Fig. 4.6).
Over the tropical NH Atlantic, v10-RH correlate significantly negatively. The positive
v10 trends 10° north of the Atlantic equator in the north of the region suggest a reduction
in the northeast trades to the region’s north (Figs. 4.1 and 4.6). Less orographic and,
instead, shallower onshore winds that spend less time over the ocean before reaching
the land might be less saturated and might result in drier conditions over the region.
However, due to a low data resolution, no evidence for this can be given. There are
also regions of negative v10 trends 10° south of the Atlantic equator that indicate that
southeasterly winds are weaker, contributing to drier conditions over the northern part
of the region. Where northeasterlies over the ocean weaken, v10-T correlate strongly
positively, i.e. increased T over land with decreased meridional winds over the tropical
Atlantic. In the southeast of the region, v10-T (v10-RH) correlate negatively, indicating
increased (decreased) regional T (RH) with reduced southerlies/increased northerlies.
However, these detrended correlations could explain short-term changes in T and RH,
but there are no significant T trends in the late period. Easterly winds over land are
increased in the north; they might spread the less saturated air from the coast over a
wider area. However, due to a low data resolution, no evidence for this can be given.

Moderately negative SLP-RH correlations in the southern tropical Atlantic, positive
correlations over central Europe and the Azores, extending to the southwestern North
Atlantic, and negative correlations over Iceland resemble an AO-like SLP pattern (Fig.
4.6) and suggest low (high) regional RH (T ) with a weaker Icelandic Low, weaker Azores
High and higher pressure than normal in the southern tropical Atlantic during a negative
AO, with a more northerly ITCZ (Liu et al., 2020). The latter indicates a weakening in
the pressure gradient between the SH tropics and extratropics and would weaken east-
erlies, matching the wind correlations and trends in the late period. In the early period,
the SLP-RH correlation patterns behave similarly but are less pronounced. The SLP-T
correlations are opposite to the SLP-RH correlations in all cases in the late period, i.e.
positive SLP-T correlations over the southern Atlantic and Iceland and negative correl-
ations over central Europe.

For MAM, the correlation and trend analysis of primary physical variables show that
the eastern Brazil region, particularly the north, is exposed to prevailing easterlies with
less extensive southeasterly and, particularly, northeasterly fetches over the SH tropical
and extratropical Atlantic.

Summarising the previous correlation and trend analyses, depending on the seasons,
different primary dynamical variables influence RH: in DJF, JJA and SON, q dominates
the change in RH, in MAM, it is T . The type of influence is not always clear, as correla-
tion and trend contradict each other in many cases. As significant correlations between
wind speed and direction indicate, northeasterlies (in the north during DJF and MAM)
and southeasterlies impact RH through their links to the ITCZ position. Since both
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northeast and southeast trade winds influence the region, it could benefit the analysis
to divide the region into subregions and differentiate between the coastal sections and
the interior land instead of working with regional eastern Brazil mean for RH, q and T .

With a few exceptions (SLP in DJF, SST in SON), regional and remote correlation
patterns between the primary physical drivers and RH are similar in their direction in the
early and the late period. The difference relates primarily to the correlations’ strength
and the trend in the primary physical variables. Trends in the late period which differ
from the early period are, in particular, increased SST over the southern tropical At-
lantic (increased in the early period) and faster winds with a more pronounced easterly
(southeasterly) component winds towards the north region’s coast in SON (DJF), de-
creased SLP over the southwestern Atlantic in DJF and winds with an increased easterly
component over the northern part over land (and the SH tropical ocean) in MAM (JJA).

In DJF (Figs. 4.4 and 4.5) and JJA (Figs. 4.8 and 4.9), less so in SON (Figs. 4.10
and 4.11), RH-correlations with the primary physical variables resemble q-correlations.
This matches the seasonal q-RH correlations. Therefore, it seems that in DJF, JJA and
SON, q (short-term via correlations and long term via the negative trend in q) would
drive RH via dynamical drivers. In MAM, mainly, u10/si10-RH correlations are similar,
indicating that T drives RH in MAM via the speed of winds with easterly components,
which is the case in the northwestern part of the region (increased easterlies; Figs. 4.6
and 4.7). This significant trend in easterlies cannot be linked to a regional T trend as
the latter is insignificant in MAM in the late period.

Correlations between RH and primary physical drivers are similar to precipitation
correlations in all seasons, indicating a strong link between precipitation and RH during
the rainy seasons with the most substantial rainfall in DJF (Figs. 4.3 and 4.4).

For the 2012 and 2015 droughts, as RH troughs particularly in DJF, MAM and SON
(Fig. 3.10), Marengo et al. (2017) found increased evaporation from reservoirs and lakes
as a result of an ITCZ position shift (Chapter 5). Nobre et al. (2016) say that the reser-
voirs in the region’s south had reached a low of only 5% of their storage by January 2015.
Costa et al. (2018) confirm the impact of Atlantic and Pacific SST and rainfall on basins
in eastern Northeast Brazil. Nobre et al. (2016) explain the droughts during 2014–2015
through a long-lasting mid-troposphere blocking high over southeastern Brazil during
DJF, i.e. high pressure blocks weather systems coming in, which is generally linked to
subsidence which inhibits cloud formation and precipitation which act towards drought.
The correlation analysis in this study works with seasons, so their temporal resolution
is not high enough to discover sub-seasonal periods of time. Gateau-Rey et al. (2018)
confirm the influence of El Niño on the drought in 2015–2016. During El Niño events,
north (south) tropical Atlantic SSTs tend to be higher (lower) than average and, thus,
negatively (positively) impact precipitation over eastern Brazil (Uvo et al., 1998).

For February, Uvo et al. (1998), and for MAM, Nobre and Srukla (1996) found positive
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correlations between the south equatorial Atlantic SST and precipitation over the region
due to the migration of the ITCZ towards higher (lower) SST in the north (south), fitting
with the SST-RH correlations in Fig. 4.4 during the late period. Utida et al. (2019) also
found increased precipitation rates with higher SST over the SH tropical Atlantic and
weaker southeast trades matching the positive u10-RH correlation, in DJF and SON over
northeastern Brazil. This fits the positive SST-RH correlations and the negative SST
trend in the south equatorial Atlantic in DJF in the late period. Kouadio et al. (2012)
confirm the positive south equatorial Atlantic SST-precipitation correlation for heavy
rainfall episodes in eastern Northeast Brazil through accelerated easterly trade winds
and excess moisture transported due to increased convection over the Atlantic. Their
findings for April-May (last two-thirds of MAM) match the moderate but insignificant
SST-RH correlation pattern found in Fig. 4.6: negative SST-precipitation correlation in
the north tropical Atlantic, positive SST-precipitation correlation in the south tropical
Atlantic, in agreement with Nobre and Srukla (1996). Amorim et al. (2014) extend the
correlations from April to June. However, there are no SST trends in MAM in the late
period that could explain the RH increase. Uvo et al. (1998) and Coelho et al. (2002)
further describe the relationship between regional precipitation and SST in the tropical
Pacific and found (in March, Uvo et al., 1998) a negative SST-precipitation correlation
matching findings in this study of negative SST-precipitation in the central equatorial
Pacific and a positive SST trend in the eastern tropical Pacific (El Niño) in the late
period (not shown for this season). Uvo et al. (1998) explain that the tropical Pacific
and south tropical Atlantic SST in April and May only influence precipitation over a
small region, northeastern Brazil if they do not occur in phase.

In MAM in the late period, there is a positive trend in tropical east Pacific SSTs but
SSTs in this region show only weak correlations with RH. SST-RH correlation patterns
reminiscent of ENSO were found in all seasons with stronger correlations in the late
period, particularly in JJA with significantly positive SST trends over the eastern Pa-
cific in all seasons. Costa et al. (2018) give the northern tropical Atlantic conditions a
more decisive long-term influence on precipitation in eastern Northeast Brazil and em-
phasise that only extreme ENSO events influence rainy seasons. With a warmer tropical
North Atlantic Ocean, the ITCZ moves northward, and the original ITCZ further north
receives less precipitation (Marengo et al., 2017; Pereira et al., 2018). They also bring
the PDO, and Pereira et al. (2018), the North Atlantic Oscillation (NAO)/AO come into
play, which has more complex influences. Liu et al. (2018) explain that higher pressure
in the Azores/southern North Atlantic (positive NAO/AO) pushes the ITCZ further
south. This fits with the correlations, as this would mean ITCZ more over the region
and increased RH. AO-like SST-RH correlation patterns are visible in MAM. Independ-
ent of the season, the AO, the AMO and the ENSO were found to have the strongest
impact on RH in eastern Brazil (see Section 4.2.2) during the late period.

The north/south equatorial Atlantic SST-dipole influence on interannual variability
and decadal RH variability in eastern Brazil was found, linked to some extent to ENSO-
SST variability in the eastern tropical Pacific, particularly in DJF and SON. The negative
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Atlantic SST trends adjacent to the northeastern coast in DJF and SON seem to be a
late-period feature in dynamical drivers linked to shifts in the ITCZ position. The de-
creased RH in eastern Brazil might not be due to a trend in modes of variability (ENSO,
and the AMO and AO to a lesser extent) but to several strong events. Suppose the
rainy season in DJF and MAM have less rain. In that case, this lack of water could have
implications for the dry season in JJA (Nobre & Srukla, 1996) and might even cause
land cover changes introducing land-surface feedback decreasing RH further. When the
groundwater supplies cannot be replenished, there is a lack of water during dry periods.
In consequence, drying seasons could become abnormally dry. However, it is beyond the
scope of this thesis to explore this hypothesis.

While Marengo et al. (2017) found the ENSO explaining only part of the Northeast’s
rainfall variability, Costa et al. (2016) emphasise for the whole region of eastern Brazil
that mainly tropical SST in the Atlantic are linked to regional drought with the ENSO
amplifying or inhibiting droughts. According to Pereira et al. (2018), extreme, dry events
over the region have increased in frequency since the 1990s. Decreased RH over eastern
Brazil might not be a trend as such or a trend in primary physical variables but a result
of several events. The lack of HadISDH data over northeastern Brazil makes working
with regionally averaged RH, q and T less reliable and ignores possible heterogeneity of
the variables within the region. ERA-Interim could be a remedy for this spatial lack of
data.

4.1.3 Tibet

The Tibet region shows very significant (p < 0.05) negative RH trends in JJA (-1.73 %rh
decade−1) and SON (-2.04 %rh decade−1; Section 3.3.1.2). In JJA, the drying trend is
most strongly pronounced in the north and northwest of the region. In SON, the dry-
ing trend is strongest in the northwest at altitudes higher than 4000 m on the Tibetan
Plateau (Figs. 1.2 and 3.3). The region’s northern half lies on the Tibetan Plateau; to
the south, it extends to the Bay of Bengal and the Andaman Sea, covering countries
Bangladesh, Bhutan, Nepal and Myanmar (Fig. 1.2; Section 3.3.1.2).

The regional topography strongly shapes the dynamics in the Tibet region: the Hi-
malayan mountain range crosses in the two central-western grid boxes of the region. It
blocks southerly air currents like the summer monsoon (Fig. S4). The South Asian sum-
mer monsoon is a strong influence on regional humidity in JJA. The contribution of the
East Asia summer monsoon on Tibet was to be found weaker (Yang et al., 2014). West-
erlies are found north of the region while these split in northern, southern and Tibetan
Plateau westerlies in the winter (Yang et al., 2014). Northwards, the Tibetan Plateau
adjoins the mountain range. The Tibetan plateau influences the monsoon cycle through
its effect on the jet stream (see Section 11.2.2 in O’Hare et al., 2014). The elevated plain
makes up the northern half of the region so that the region includes most but not all of
the Plateau (Fig. 1.2). In this northern half, in particular, there are many lakes, such
as Qinghai Lake, visible on the SST map (Fig. S4). Depending on the wind, these lakes
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can be decisive for atmospheric moisture via evaporation, particularly in SON (Li et al.,
2016).

Most of the moisture supply in the region comes from the southwest monsoon (Galvin,
2008) in the seasons under consideration, with the westerlies being a stronger influence
in the north of the region in winter. In JJA, strong southwest monsoon winds from the
Arabian Sea and the Bay of Bengal influence the southern part of the region, linked to
low pressure over India, which the Plateau strengthens to the north by providing a high
altitude heat source (Fig. S4 ; O’Hare et al., 2014; Shenoi, 2002). In SON, onshore
winds are much weakened as the summer monsoon weakens (Huber & Goldner, 2012;
Zhang et al., 2015). Southwest winds over the northwest part of the region are increased
in SON, with lower pressure over China (Fig. S4). As the RH trend is strongest in
the northern part of the region in JJA, the Tibetan Plateau, and in SON in the west,
westerlies are expected to have an impact on the interannual RH variability. In SON
in the late period, a negative SLP trend in the region between eastern Mongolia and
eastern Tibet resulted in a trend of southwesterly flow out of northwestern Tibet (Fig.
4.1) among negative v10-RH correlations (Fig. 4.14) and could have led to a sub-regional
RH decrease due to enhanced dry desert winds in SON (Table 4.4, beginning of Section
4.1).

Considering now the moisture-temperature correlations: only in SON in the late period
but not in JJA, the q-RH correlation is significant and moderately positive (r = 0.54,
p = 0.02; T -RH correlations are insignificant in both seasons (Section 3.3.1.2). This
suggests that moisture changes are driving SON RH changes rather than temperature.
However, T very significant increases in both seasons in the late period, whereas there is
no corresponding significant change in q, which means that T might be driving RH over
the long term (Figs. S1 and S2). Negative, but mainly insignificant (p > 0.1) precipita-
tion trends were found in the west and centre of the region over the southeastern Tibetan
Plateau in JJA (Fig. 4.2) and focussing on the west in SON (not shown). A relationship
between precipitation and RH is not expected without time lags as the precipitation-RH
correlations are insignificant for the grid boxes where precipitation decreased (Fig. 4.2).

Considering now the primary variable correlations: in JJA in the late period, SST-RH
(SST-T ) correlate negatively (positively) over the southern Bay of Bengal towards the
South China Sea and over the northeastern and central tropical Pacific (Fig. 4.12), i.e.
increased SST in those regions is associated with lower regional mean RH (for the south-
east of the region, Yang et al., 2012). Anomalously high SST in the boreal summer would
weaken the temperature gradient between the land and the ocean, thus, decrease the
pressure gradient, weakening the summer monsoon which could result in less moisture
supply to the region. Kumar et al. (2020) found a declining trend in the Indian monsoon
rainfall over most of India over the past three decades (but an enhancement over parts of
Northwest India through a pronunciation in the meridional wind component of low-level
jet). They associated the reduction in summer rainfall with a decrease in the southerly
component of meridional winds over the Bay of Bengal and also with a reduction in
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RH over the Bay. These reductions of both RH and winds might account for some of
the decrease in RH over land. However, there are neither significant SST-q correlations
nor significant SST trends over the Bay of Bengal over the late period (2000–2017; Fig.
4.13), which would have been expected if SST changes would impact the monsoonal
rainfall on the region. Kulkarni (2012) suggests a weakening of Indian summer monsoon
rainfall with the warming over the Indian country, which is the case in the late period
(see Fig. S6). SLP over northwestern India and Tibetan RH/q correlate negatively in
JJA, i.e. decreasing RH/q with increased SLP (Figs. 4.12 and 4.13). The positive SLP
trend in the late period indicates a weakening of the low-pressure, thus, a weakening
in onshore Indian monsoon winds from the Arabian Sea with reduced moisture supply
towards the western Tibetan region (Fig. 4.12).

Considering Myanmar (in the southeast of the region), Sein et al. (2021) found a de-
crease in monsoon season (May–October; part of the JJA and SON season) precipitation
since 2000, i.e. a weakening of the summer monsoon, and a positive precipitation trend
before 2000 (Myanmar Average Precipitation. Trading Economics. Retrieved January
17, 2022, from https://tradingeconomics.com/myanmar/precipitation). The negative
precipitation trend over Myanmar in MAM (Fig. 4.12) matches findings in this study of
sub-regional precipitation decrease in the late period in MAM over Myanmar and north-
ern Laos, and over the southern Tibetan Plateau in JJA. In particular, in JJA, during
the rainy season, this negative trend is expected to have a strong impact on regional
water resources, possibly leading to changes in moisture also after the rainy season, as
precipitation and RH do not correlate without time lags in the region (Section 4.1.1).
Sein et al. (2021) found the decrease in precipitation based on a negative correlation with
the PDO and a positive association with the AMO. In both the early and the late period,
aspects of the AMO and the PDO can be seen in the SST-RH correlation patterns (Fig.
4.12), with more significant positive SST correlations in the North Atlantic and a larger
region of significant negative correlations in the centre in the Pacific (fitting with the
direction of the relationship of Sein et al., 2021) in the late period, potentially indicating
a greater role of the PDO in the late period. However, in the late period, the PDO is
mainly found in a cold phase and the AMO in a warm phase (see Section 4.2.1) which
would lead to increased precipitation (Sein et al., 2021), and according to the SST-RH
correlations would lead to reduced RH. However, as described in the first section of this
Chapter, in Tibet, the RH decrease is found in particular outside of Myanmar in the
north of the region, suggesting that the precipitation-PDO-AMO linkages over Myanmar
are less important for the change in RH.

There are only a few grid boxes in the abovementioned regions with significant JJA
SST trends in the late period (Fig. 4.12). However, instead of a significant trend already
one or more single year events of positive SST anomalies in the abovementioned regions
might be enough to lead to significant SST-RH correlations and indicate a weaker mon-
soon in the region then that could plausibly lead to a drying trend in RH. These negative
SST-RH correlations over the eastern Indian Ocean, which are closest to the region, are
present only in the late period, whereas Pacific correlations are present but weakened

134

https://tradingeconomics.com/myanmar/precipitation


4.1 Exploring the impact of primary physical variables on regional RH

in the early period. The correlation pattern partially resembles the positive SST-ENSO
and SST-IOD pattern in both seasons (although for the latter there are no significant
positive SST correlations in the western Indian Ocean). Positive ENSO (El Niño) and
positive IOD, i.e. higher eastern Indian Ocean SST, go with decreased precipitation and
increased dryness over Tibet, according to Bothe et al. (2009) and Wang et al. (2008a).
Also, Sen Roy and Sen Roy (2011) found a negative precipitation-ENSO relationship
over Myanmar, i.e. less rain during El Niño events. Niu et al. (2020) link the regional
RH decrease in the late period (2003–2015) to a weakening of the eastern Asian mon-
soon due to a strongly pronounced high-pressure pattern over Eurasia centred on eastern
Europe, which may fit with the negative SLP-RH correlation over Europe (Fig. 4.12)
and blocking of winds from the Pacific Ocean by increased northeasterlies. A small re-
gion of negative si10 trends in the southwestern tropical Pacific Ocean might be not big
enough to be linked to the strength of the East Asian monsoon during the late period
(Fig. 4.12); Douville et al. (2021) state there has been a weakening of the East Asian
Monsoon, but since the 1970s. However, this study neither found SLP-RH correlations
nor SLP trends over the Eurasian continent (Figs. 4.12–4.15).

Significant JJA negative (positive) u10-RH and v10-RH correlations over the NH high
(mid) latitudes, in particular over northern Europe (central Europe) in both the early
and the late period and positive (negative) u10-T and v10-T correlations over the NH
Atlantic high (mid) latitudes indicate an impact of Atlantic westerlies on regional RH
that did not change much over the decades (Fig. 4.12). The stronger, negative SLP-RH
correlation over northern, central and eastern Europe follows the findings of Bothe et al.
(2009) suggesting that drought over Tibet is associated with high pressure over northern
Europe. The North Atlantic storm track has a more south-west to northeast orientation
under these circumstances (which some authors find may be associated with a positive
ENSO; Bothe et al., 2009). This results in a Rossby wave train which modulates the
subtropical westerly jet stream (SWJ) and the tropical easterly upper jet stream (TEJ).
With the SWJ playing a more crucial role, a weakening (strengthening) and southward
(northward) shift of the TEJ (SWJ) due to increased west-tropical Pacific SST was found
to raise T over the Tibetan Plateau (Wang et al., 2012). The correlation is stronger and
more widespread in the late period with a positive SST trend in the tropical Pacific (Fig.
4.12).

Negative u10-RH correlations in the tropical Pacific are stronger pronounced in the
late period while positive u10-RH correlations in the Indian Ocean are stronger pro-
nounced in the early period (Fig. 4.12). Also, v10-RH correlations in the Indian Ocean
are not significant in the late period, whereas they are significantly positive in the early
period, i.e. decreased RH with decreased southerly flow. Bothe et al. (2009)’s findings
match the positive v10-RH correlation in the Bay of Bengal about this region being a
moisture source for the Plateau. Gao and Yang (2009)) relate a weakening of the Bay of
Bengal moisture transport to eastern China to the high tropospheric temperatures over
the Tibetan Plateau in winter 2008–2009. They justify the warming with a reduction of
snow over the plateau. The positive v10 trend in the late period over Myanmar would
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indicate enhanced southerlies which would not match reduced moisture flow into the
region. However, the late-period positive v10-RH correlations do not reach up into the
region, compared to the early period, indicating that the correlation is temporally stable
but the spatial extent has decreased in the late period. Comparing the early period,
Yang et al. (2014)) found for since the 1980s wind stilling due to warming differences in
the high- and low-latitudes in Asia, decreased sunshine duration, increased precipitation,
surface soil water content, less surface sensible heating and, thus, a lower Bowen-ratio
and more evaporation when RH showed no (JJA) or a slightly increasing trend (SON).
In the northwestern grid box of the region and the north towards the Mongolian Gobi
desert, si10-RH and si10-q correlate negatively, i.e. increased wind speed with decreasing
RH (Figs. 4.12 and 4.13). While with sufficient water availability, increased winds may
lead to enhanced evaporation and moisture supply, the negative correlation suggests
winds bringing dry air from the Gobi desert into the region (Ma et al., 2009). How-
ever, there is no significant correlation between the RH and the u10 or v10 indicating
directional transport. While the wind speed might drive RH interannual variability, the
positive v10 trends indicate stronger southerlies out of the region matching the insigni-
ficant southwesterly trend in Fig. 4.1.

In summary, in JJA, different atmospheric circulations may have been influencing the
Tibet region. In particular, in the late period, links to the ENSO and the IOD could
be found: during El Niño, such as in 2009–2010, SST in the central Pacific SSTs were
increased, leading to weaker monsoons, i.e. increased SST over the Bay of Bengal (pos-
itive IOD) creating low-pressure and increased SLP over northwestern India resulted in
a reduced land-ocean SLP gradient and a weakening in the Indian monsoon, thus, might
have decreased precipitation, q and RH.

While RH correlations with winds and SLP over the northeastern Atlantic and Europe
are quite stable between the early and late period, the ENSO-like SST correlation pat-
tern were found to be more significant in the late period. The analysis of correlations
between modes of variability and regional mean RH (Sections 4.2 and 4.3) confirmed
significant links between the IPO and the MEI in the late period in SON but not in the
full period (1979–2017). The PDO-RH correlation in both seasons were weak in the late
period. The lack of widespread, significant trends in the primary physical variable in
the late period does not permit further interpretations at this stage.

Considering relationships in SON, the boreal autumn, which follows the monsoon
season (JJA), there are no significant links to westerlies over the Atlantic and Europe
(Fig. 4.14). In SON in the late period, SST-RH correlates negatively south the Arabian
Sea and the southern part of the Bay of Bengal with positive SST trends in some of
these grid boxes. There are also areas of significant positive SST-RH correlations in the
western tropical and mid-latitudinal Pacific, and negative correlations across the central
and eastern tropical Pacific Ocean, suggesting a linkage to the ENSO/PDO/IPO, i.e.
decreased RH with El Niño (Fig. 4.14). Widespread significant SST-RH correlations in
these regions are only found in the late period, but not during the early period. The
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SST-RH correlations are similar to the SST-q pattern in the late period (Fig. 4.15),
which indicates that a change in SST impacts RH via a change in q.

SLP-RH and SLP-q correlation patterns behave similarly to the SST-RH/q correl-
ation patterns. SLP-RH/q correlates positively with over large parts of the tropical
Pacific Ocean, extending into SH mid-latitudes in the late period (Figs. 4.14 and 4.15).
Negative SLP-RH/q patterns are found over the tropical Atlantic Ocean. These strong
correlation patterns are not found in the early period. Figs. 4.14 and 4.15 indicate that
the relationship between SLP and RH is through q, as the late period SLP-q correlation
maps strongly resemble the SLP-RH maps. After these correlation patterns, decreased
SLP over the tropical and east SH Pacific and the southwestern Atlantic and increased
SLP over the tropical Atlantic would result in anomalously low q and RH over Tibet.
The correlation pattern in the Pacific resembles the ENSO-SLP pattern and indicates a
reduction of regional q and RH during El Niño events. This matches the Pacific SST-RH
correlations and the above-mentioned findings by Bothe et al. (2009) and Wang et al.
(2008b).

Negative u10-RH correlations within the region in the early and late period and negat-
ive v10-RH correlations in the northwestern corner of the region only in the late period,
where southwesterly winds are strongest (Fig. 4.1), indicate decreasing RH with in-
creased westerly winds (u10) over the region and increased southwesterlies (u10 and
v10) in the northern region in SON. Both u10 and v10 show positive trends in the late
period, whereas there is a negative u10 trend in the early period, i.e. decreased wester-
lies. These correlations and trends match the findings at the beginning of Section 4.1 of
increased southerly flow out of northwestern Tibet with an inversed, negative u10 trend
in the early period (Fig. 4.1). With the increased v10 trend in the north, a regional
positive T trend (Fig. 3.11) concurs in the late period. In the northwest of the region,
where the negative RH trend is in particular strong, the wind speed (si10) correlates
negatively (positively) with RH (T ) explaining the RH decrease in this subregion by
faster SW winds and, thus, increasing T . The positive v10-RH correlations in the early,
late and whole periods and the positive v10-q correlation in the late period over the
Arabian Sea indicate increased RH with stronger southerly flow northeastwards. The
v10 trend is positive in the early and full period in the Arabian Sea but not significant
in the late period, indicating that there is less moisture advection in the late period.
The lack of increased westerly flow over the Arabian sea could add to the decrease in
regional q and, thus, RH.

A key finding is that the ENSO relationship is not present in the early period but
becomes prominent in the late period. Therefore, it is not a trend but a change in
modes that influence the region (enhanced ENSO influence). In JJA, teleconnections
over Europe related to a shift in the westerlies, which according to the literature (Bothe
et al., 2009) would then influence Rossby waves, modulating flow around the Tibetan
Plateau. Regarding the drought in 2009–2010, Yang et al. (2012) refer in particular to
the combination of negative AO and El Niño Modoki events (shift of the main pole from
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the eastern to the central Pacific) during autumn and winter: cyclonic anomalies over
the Arabian Sea and anticyclonic anomalies over Tibet decrease the moisture transport
into the region and bring in cold, dry air instead. The correlation of these patterns is
present in both periods but more pronounced in the late period. El Niño Modoki events
have increased over the last couple of decades (Gulev et al., 2021). In particular, in JJA,
the ENSO link with SST and SLP as a large-scale driver is linked to regional interannual
RH variability. In particular, in SON, the strengthening of the southwesterlies in the
north of the region, which may bring warmer, dry air into the region, are evidence of
regional-scale processes affecting RH. Sub-regional scale relationships are complex to
explain but add evidence to local-scale changes in RH that could combine to lead to
regional-scale RH changes via local decreases in q and more widespread T enhancements
in the late period. In the late period, increased temperatures in all seasons are suggested
to act as the main driver for RH over Tibet. The RH decrease via the T increase may
be supported by dynamical drivers, many of which operate through teleconnections and
maybe with time lags to the regional precipitation, which has decreased over parts of
the regions in MAM and JJA, and less in SON, and RH and are therefore more complex
to understand. The RH decrease in JJA might strongly impact the RH decrease in
SON, supposing the ground and vegetation prolong the ‘memory’ of dryness in the soil
moisture and reduced water, which would account further for the following years after
an intense drying event.

4.1.4 The Caspian Sea region

The region of the Caspian Sea shows a very significant (p < 0.05) negative RH trend in
JJA (-4.57 %rh decade−1; Section 3.3.1.3) over the late period. The trend is particularly
pronounced over the southern three-quarters of the region.

In this study, the Caspian Sea region is defined as covering (start latitude: 40° N, start
longitude: 45° E, end latitude: 60° N, end latitude 60° E; Section 3.3.1.3), which includes
the northern part of the Caspian Sea and a region further north covering the Caspian
Sea catchment area (compare with Fig. 1 in Chen et al., 2017). The Caspian Sea region
is mainly continental but obviously influenced by moisture flow from the Caspian Sea
to the south and the Black Sea and the Sea of Azov to the west (Fig. 1.2). The sur-
face temperatures of the Caspian Sea and surrounding areas have a large temperature
difference between the seasons and are, as would be expected, higher in JJA (20-25 °C,
Figs. S2 and S4). It should be noted that lake surface temperatures in ERA-Interim are
prescribed from external data sources (Minallah & Steiner, 2021). The Caspian Sea lies
on the western edge of the Eurasian high in DJF and to the north of low pressure over
the Saudi Arabian Peninsula and India in JJA (Fig. S4). Hence in the region’s east and
southeast, the main wind direction is northerly towards this low pressure (the monsoon
trough).

In terms of the relationship of q and T with RH, both q and T correlate moderately to
strongly with RH in JJA. The negative T -RH correlation in the late period (r = −0.7,

138



4.1 Exploring the impact of primary physical variables on regional RH

p = 0.0) is a little stronger than the positive q-RH correlation in this period (r = 0.6,
p = 0.01; Section 3.12). However, q decreases significantly, and T increases significantly
in JJA in the late period. This suggests that both temperature and moisture changes
are important for driving changes in RH both on shorter and longer time scales. There
are no significant T -q correlations in the late period (Fig. 3.5).

In JJA, RH is strongly negatively correlated to surface temperatures within and also
to the west and the south of the region, i.e. reduced RH with increased temperatures
(Figs. 3.12 and S6). This initially seems counterintuitive for the region directly over and
surrounding the Caspian Sea, as warmer SST implies more evaporation and moisture
into the region, however, over the wider region would fit with the Clausius Clapeyron
relationship. There are strong (and significant) warming trends in the southern half of
the region (including over the Caspian Sea) and to the west and south of the region.

In this region, a reduction in the Caspian Sea lake level has been observed since the
mid-1990s (Chen et al., 2017). These authors used a model to explore the precipitation-
evaporation-runoff balance over the Caspian Sea. They noted positive sea level trends in
the early period (1979–1995) and negative trends in the late period (1996–2015). They
and Nandini-Weiss et al. (2020) found that the recent negative sea level trend was due to
increased evaporation, which they link to temperature increases. Increased evaporation
because of increased SST should increase RH unless air T increases more than SST.
Both land and lake surface temperatures strongly positively correlate with RH (Fig.
4.16), and T over land and SST over the Caspian Sea have increased over this period as
mentioned above. Neither air temperatures over land nor lake surface temperatures over
the region are correlated with regional mean q, so that increased evaporation due to a
rise in temperature does not apparently lead to increasing q (Fig. 4.17). However, the
correlation maps are based on the regional averaged q and comprises the entire region, so
both q over and close to the Caspian Sea and over land north of the Caspian Sea. In this
context, Arpe et al. (2020) suggest increasing winds causing enhanced evaporation and,
therefore, a Caspian Sea level decrease in the late period (after 1995). These authors
also suggest that precipitation resulting from the change in winds would take place out
of the region towards the east. There is a negative but insignificant precipitation trend
in the late period (Section 4.1.1 and Fig. S10). Fig. 4.16 does show positive correlations
between u10-RH and u10-q over the southern part of the region, indicating decreased
RH and q with decreased westerly flow, while the negative u10-T correlations (Fig 4.17)
indicate increasing T with decreased westerlies in the northwest of the Caspian Sea, and
increased southwestward winds over Sea in the southwest of the region (positive v10-T
correlations in two grid boxes), agreeing with Arpe et al. (2020)’s suggestion. Arpe et al.
(2020) further point out the hot and dry airflow from the Iranian highlands towards the
Caspian Sea coast, which matched the positive v10 trend in the southwest of the region.
Due to the low resolution, the positive trend in wind speed over the open water body
found by Arpe et al. (2020) in ERA-interim is not clearly visible in Fig. 4.16. Wind
v10-RH correlate negatively in the south of the region, over the Caspian water body, i.e.
decreasing RH with stronger southerly winds which fit with Arpe et al. (2020) (Figs. 4.1
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and 4.16). To the north of the region, on the coastline with the Barents Sea, the u10-T
(u10-RH and u10-q) correlations are positive (negative) and favour warmer temperat-
ures (lower humidity) with stronger westerly winds. The surface temperature-RH and u
and v wind-RH correlations are also visible over the early and the full period and have
slightly increased in intensity in the late period. These results indicate that SSTs and
wind trends may be related to the RH trend. In the northern part of the Caspian Sea
region, SLP-RH and SLP-q correlations are negative and extend eastwards into Asia,
i.e. decreasing RH with increased SLP. Positive SLP-RH and SLP-q correlation clusters
are found over the Black Sea and the Russian Arctic coast, i.e. decreasing RH with
decreasing SLP. The correlations match the positive correlation between the winds and
RH. T shows inverted correlations. However, no SLP trends are evident in JJA in the
regions of significant correlations. Whereas regional RH correlations with regional-scale
SST and winds are similar in the early and late periods, there have been global, quite
significant changes in SLP-RH correlations over the past between the early and the late
periods (Fig. 4.16).

The RH was particularly low during the Russian heatwave in 2010 (Fig. 3.12). Arpe
et al. (2012) and Arpe and Leroy (2007) describe a drop in precipitation over the Volga
river basin and large discharge in the basin, which they suggest results in less water
supply into the Caspian Sea and increased evaporation over the Caspian Sea. Indeed,
there is a negative precipitation trend in the late period with troughs in both 2010
and 1975 (not shown) with extremely negative RH and q anomalies in the early period
(Fig. 3.12), when RH dropped strongest over the past 45 years to 2006 (Section 4.1.1;
Sidorenkov and Shveikina, 2021). Arpe et al. (2012) mention ENSO, particularly La
Niña, associated with this heatwave. Previous studies have found some links between
the ENSO, winds, temperature and precipitation and the Caspian Sea level and with
the NAO, although the mechanisms for these links are unclear, e.g. Arpe et al. (2020),
Lahijani et al. (2010) and Molavi-Arabshahi et al. (2016). As a result of correlations with
interannual variability and not about an individual event and its potential influence on
the trend, neither ENSO- nor strong NAO-like patterns are found in Figs. 4.16 and 4.16,
not indicating a strong influence of these modes of variability. Neither accompanied by
strong ENSO years and, thus, indicating that other oscillations than ENSO impact RH
around the Caspian Sea, were the negative RH anomalies around 1975–1977 and the pos-
itive anomalies in 1994 that resulted in a positive RH trend in the early period (Fig 3.12).

The RH- and q-correlations with the primary physical variables (Figs. 4.16 and 4.17)
behave very similarly to the precipitation correlations (Fig. S10), and precipitation-RH
are strongly positively correlated (Section 4.1.1). This indicates that decreasing pre-
cipitation in JJA over the Caspian Sea in the late period may be – as for RH and q
– related to the positive trend in SSTs of the Caspian and the Black Sea. A second
possible driver could be the weakening in westerlies over eastern Europe, reducing pre-
cipitation. However, the negative precipitation trend in the late period is not significant.

The most apparent reason for decreasing RH was found to be the strong land warming
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in the boreal summer (JJA). Enhanced SST and land T enhance evaporation resulting
in a decrease in the Caspian Sea level, with moisture being advected away, thus reducing
RH over the Caspian Sea area in the late period. The warming happened already in the
early period and expanded during the late period with a stronger negative temperature-
RH correlation. There may be some contribution from decreased inflow from the Volga
river linked to the 2010 drought (Arpe et al., 2012). Also, the relationship between zonal
winds-RH seems relatively stable: the u10-RH correlation patterns were present in both
the early and the late period with stronger patterns in the south of the region and a
local negative u10 trend in the late period. The increase in RH(q) and RH(T ) regression
coefficients (Section 3.3.1.4 and Table 3.5) represents the increased sensitivity of RH to
q and T changes in the late period.

Single strong events such as 1975–1977 (low RH), 1994 (high RH) and 2010 (low RH
linked to the ENSO; Fig. 3.12) also may have an influence on trends over the longer
period. In addition to single-event dynamical drivers, the dominant driving force is the
thermodynamic drivers: the land (mainly the northern part of the region) is warmer, and
moisture supply from influxes and the Caspian Sea itself (southern part of the region) is
insufficient to keep RH constant via evaporation. As the Caspian Sea level decreases, the
land area increases and the water area decreases (a negative trend in GRACE terrestrial
water storage in Section 5.2.2; Rodell et al., 2018). This land cover change might increase
the effect of the thermodynamic drivers, i.e. faster warming over more land than over
the shrinking water body, thus, deviations from the Clausius-Clapeyron theory and
decreased RH.

4.1.5 California

California shows no significant seasonal RH Trends but a very significant (p < 0.05)
negative annual RH trend in the late period (-1.87 %rh decade−1, p = 0.0; Section
3.3.1.4). The trends are especially pronounced along the coast, increasing towards the
south, around the state of California (McKinnon et al., 2021).

The region is located on the eastern edge of the Pacific subtropical high. The mid-
latitude westerlies influence the northern part of the region. The SST off of the coast of
California shows a positive gradient from north to south, with a region of cooler temper-
atures off of the coast, linked to upwelling associated with northerly winds around the
eastern flank of the high, and flow in the southward flowing cold California current (Fig.
S4). The North Pacific current meets the northern coast of the region and results in
the warm Alaska current towards the north and the California current towards the south.

The boreal winter (DJF) is the season with the strongest precipitation, in particular in
the north of the region. In this season, the correlations of primary physical variables and
RH (not shown) closely resemble the annual correlations, so a link between the impact
of dynamical drivers on precipitation and RH might be possible. However, there is no
significant precipitation-RH correlation in DJF and no significant precipitation trend in
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the late period (Fig. 4.2). During the boreal summer, the southwest of the region and
of the entire USA is a lot drier than the eastern part (Fig. S3).

Given the coastal nature of this region, exposed to prevailing westerlies with extensive
fetch over the Pacific Ocean, changes in RH might be expected to be largely driven by
the thermodynamic factors of faster warming over land compared to the ocean. How-
ever, it is also plausible that other factors linked to dynamical and terrestrial drivers are
contributing, hence the inclusion of the Californian region into this Chapter.
The correlations between the primary physical drivers with q and T (Fig. 4.19) look
alike, matching the positive T -q correlations (Section 3.3.1.4). They do less resemble the
RH-correlations (Fig.4.18). Therefore, dynamical drivers might impact q and T equally
to some extent, and the dynamical impact on RH cannot be specified regarding dynam-
ical changes in q and T .

Regarding correlations, q-RH correlates moderately positively in the late period (r =
0.63, p = 0.0) while T -RH do not correlate significantly (r = −0.0, p = 0.98; Chapter
3.3.1.4). This suggests that changes in RH are largely moisture driven; although the
correlation is not classified as strong, it is significant. The annual regional T trend is
significant and positive, the trend in q is not significant in this period (Figs. S5 and S6).

There has been a positive trend in annual SST along the region’s coast in the late
period, which is part of a larger region of positive SST trends extending to the south
and west (Fig. 4.18). SST in a large region off of the west coast of the US correlates
strongly positively with both q and T (Fig. 4.19). Correlations of SST with RH are
weakly negative but lacking significance. This suggests that changes in SST alone in
this region are not sufficient to drive the trends in RH.

In the late period, the strongly positive SST-RH correlation over the north-equatorial
Atlantic is striking. Winds in this region (both u10 and v10) also have strong significant
positive correlations with RH. However, neither SST nor winds show significant, unam-
biguous trends that could explain the regional RH decrease over California.

In the south of the region, u10-RH correlations are positive, i.e. decreased RH with
decreased westerly onshore winds (Fig. 4.18), whereas correlations are negative in the
northernmost part of the region. Both of these regions of correlations are part of larger
meridional bands of correlations spreading eastwards across the US. The v10-RH cor-
relations are weakly positive over the region, associating increased northerly/decreased
southerly flow with lower RH. In the case of winds, correlations with q are largely sim-
ilar, especially the negative u10-q correlations in the north of the region, and to a lesser
extent with T . None of these are associated with any notable late period trends, how-
ever. So, while wind direction impacts RH, it is not clear how this could have driven a
20-year trend over the late period.

Moderate to strong negative correlations with the SLP are widespread across the
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region, and further south and east, covering a large area of the American continents
and continuing over the tropical and mid-North Atlantic. This combines with signific-
ant negative trends over northern South America extending west into the eastern Pacific
around Central America. The SLP-RH correlation becomes moderately positive over Ice-
land with no further SLP trends. The SLP might inversely match the inverse AO (Fig.
4.18), i.e. decreased RH with increased (decreased) SLP over California and the Atlantic
NH mid-latitudes (Atlantic NH high latitudes), thus an increased pressure gradient and
stronger westerlies over the Atlantic during a positive AO phase. The AO-RH correla-
tion in the late period explored in Sections 4.2 and 4.3 is weak, and there is no significant
trend in the AO. The tropical SST-RH correlation pattern in the late period resembles
the Atlantic Multidecadal Oscillation (AMO), i.e. decreased RH with decreased tropical
Atlantic SST during a negative AMO phase (Fig. 4.18). However, SSTs in the northern
Atlantic correlate less strongly with RH, and the AMO is found rather in a positive
phase in the late period so that the latter hypothesis might be denied. These two correl-
ation patterns, SLP-RH and SST-RH over the Atlantic Ocean, do not show any SLP or
SST trends in the late period. In the early period, the patterns are much weaker (Fig.
4.18). Sutton and Hodson (2005) found that positive Atlantic Ocean SST anomalies
during the warm phase AMO were associated with decreased precipitation and west-
ern US droughts during the boreal summer (JJA), i.e. a negative AMO-precipitation
correlation, which is the other way around to the AMO-like SST-RH pattern in Fig.
4.18. However, their results match the trend towards a positive AMO phase in the
late period (Section 4.2.1). Kushnir et al. (2010) explored the influence of SSTs in the
tropical Atlantic on North American precipitation and found that reduced precipitation
over North America is related to reduced high pressure over the North Atlantic, due to
positive SST anomalies in the tropical Atlantic and a weakening of the North Atlantic
subtropical anticyclone. As for the results of Sutton and Hodson (2005) these results are
somewhat surprisingly the other way round to the correlations in Fig. 4.18 for both SST
and SLP, which show positive SST-RH correlations and negative SLP-RH correlations in
the northern tropical Atlantic. Kushnir et al. (2010) emphasise a weaker AMO-coupling
during the summer and stronger coupling between droughts and the ENSO. The cold
phase of ENSO, La Niña, impacts drought via subsidence over western North America by
weakening the Aleutian Low, after Kushnir et al. (2010) and Mo et al. (2009). However,
neither correlations between SLP over the Aleutian low and RH at the US west coast nor
ENSO/PDO-like SST footprint were found in Fig. 4.18 for the late period. In the early
period, an ENSO/PDO-like SST footprint was found for the RH, and in the late period
for q and T . Mo et al. (2009) further highlight the connection between the AMO and
ENSO: only if both modes are opposite in phase, i.e. positive AMO with cold ENSO,
are droughts over the southwestern USA enhanced. The AMO would serve to modulate
the ENSO but alone standing the AMO would not influence regional droughts along the
Pacific coasts. Liu et al. (2018) argue for a combination of AMO-like situations and
ENSO to predict precipitation over western US coasts. Ruprich-Robert et al. (2018) un-
derline the Atlantic warming’s impact on the boreal summer Walker circulation, leading
to increased trade winds over the Pacific, which again favours cold ENSO conditions in
the boreal winter. They confirm the Atlantic multidecadal variability findings with a
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reduction in precipitation over northern Mexico and the southern United States, which
includes part of the region, and warming through models, resulting in a decrease in RH.

McCabe et al. (2004) found enhanced droughts on the western US coast, particularly
in the southwest of the US for positive AMO and negative PDO regimes. The AMO is
found in more positive/warm phases in the past couple of decades, and the La Niña/cold
PDO conditions around 2007–2009 would match the RH troughs over those years in Cali-
fornia (Figs. 3.13 and 4.28). The 2013–2015 RH troughs cannot be associated with cold
ENSO/PDO conditions. A significant, strongly positive AMO-RH correlation could be
found in Section 4.3 in the late period, whereas the AMO-RH correlation in the early
period and the AMO correlations with q and T are weak and insignificant. Benson
et al. (2003) focused only on the positive correlation between the PDO maxima and
drought over the Sierra Nevada, California and Nevada. Furthermore, McKinnon et al.
(2021) suggest the North American monsoon impacting droughts over California. They
concluded that the decrease in q was enhanced when T was high and coupled with
anomalously low evaporation due to low summer soil moisture because of low summer
precipitation. Regional evaporation rates and soil moisture will be explored in Chapter 5.

The analysis of Figs. 4.18 and 4.19 revealed some really interesting correlations: in
the north and the south of the region, meridional and, directly over the region, zonal
winds correlate strongly with RH. Other large regions of wind-RH, SST-RH and SLP-RH
correlations are at a great distance from the region of interest located over the North
Atlantic, and somewhat surprisingly do not match those found in the literature (Kushnir
et al., 2010; Sutton & Hodson, 2005). Further analysis would be needed to determine
whether this may be because the analysis in this thesis is undertaken with annual data,
whereas the analysis of Sutton and Hodson (2005) is for boreal summer, and Kushnir
et al. (2010) do their analysis for October-March and April-September. Much previous
research points to teleconnections between the Atlantic SST and drought events at the
western US coast and shows the interconnectedness of the climate system. However, no
trends were found either over the eastern Pacific or over the Atlantic to suggest that
dynamical drivers such as SST, wind or sea level pressure might be driving the observed
RH long-term trend. It does not seem that dynamical drivers are causing any observed
RH trends.

The detrended correlations used do not exclude that dynamical drivers impact regional
RH over short periods. These impacts can drive the RH trend without a trend being
seen in the primary physical variables or the modes.

It is noticeable that the low RH anomalies between 2007–2009 are driven by low q
anomalies (Fig. 3.13, Christian-Smith et al., 2011). In 2014, the low RH anomalies were
determined by high T . In contrast, RH was abnormally high in 2011 and q and T were
balanced. This is an excellent example of how different mechanisms change RH at other
points in time. The RH trough in 2014, for example, might be associated with warming
in the tropical western Pacific and weak cooling in the east (Seager et al., 2015). These
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ENSO temperature patterns keep the high-pressure system over the west coast stable,
which leads to the suppression of precipitation. However, the correlation analysis does
not deal with these very short periods.

As the California region is located right on the edge of the continent and next to the
Pacific Ocean, westerlies are a source of moisture from the sea into the region, partic-
ularly over the northern part of the region. Thus, these prevailing winds would expect
the region to be exposed to a lot of moisture. Changes in the flow could lead to droughts
or wetting. However, significant trends in the westerlies were not found but the south
has a well-known link with ENSO and tropical Atlantic variability, as discussed above.
Diffenbaugh et al. (2015) found a positive influence of global warming on California
drought in models. Mao et al. (2015) and Griffin and Anchukaitis (2014) found influ-
ences of variability in precipitation to be more involved in the dry years 2013–2014 than
the positive temperature trend. Seager et al. (2015) see global warming as the reason
for decreased winter precipitation over the region and a negative long-term trend in soil
moisture, affecting RH.

In conclusion, winds impact RH over the eastern US coast strongly and could be
driving RH variability over short periods. However, it is not obvious that they are
driving a long term trend. Teleconnections between SST, winds, SLP over the Atlantic
and RH over California suggest different explanations which are mainly shaped to short
periods and extreme phases in modes (ENSO, AMO, PDO) in specific constellations
(e.g. regional droughts during a warm AMO and cold ENSO/PDO). However, as those
primary physical variables do not show a significant trend, they cannot be considered
to change RH over the long term. Due to the significant positive trend in SST and its
positive correlation with regional T in the late period and an absence of a trend in q, the
thermodynamic driver seems most plausible for the negative RH trend. The faster land
than ocean warming effect on RH might be enhanced by dynamical drivers over shorter
periods, leading to increased T and reduced precipitation.

4.1.6 Mongolia

Mongolia shows very significant (p < 0.05) negative RH trends in DJF and MAM (-2.6
%rh decade−1, -2.22 %rh decade−1, respectively; Section 3.3.1.5). The trend in DJF is
especially pronounced in the southeastern half of the region and in MAM in the east.

The Mongolia region is located south of Lake Baikal. Seasonal mean temperatures
are below freezing in both DJF (whole region) and MAM (the northernmost part of the
region) (Fig. S2). In DJF, climatological winds are easterly and stronger in the region’s
southeast; in the northwest, winds are southerly (Fig. S4). In MAM, the climatological
wind direction is northwesterly and is more homogeneously distributed over the region
than in other seasons. In DJF, Mongolia is located within the high-pressure system of
China and southern Russia – the Siberian high. In MAM, the high-pressure system is
located northwest of the region. Since Mongolia is far from the sea, SSTs might not
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directly contribute to a change in q and T , thus RH, but indicate correlations with any
modes of variability with oceanic signature (ENSO, AMO, PDO).

Considering correlations with T and q: only in MAM does q-RH correlate positively
in the late period (r = 0.66, p = 0.0; Section 3.3.1.5) with strongest correlations in the
south and west (Fig. 3.6). T -RH correlations are significantly negative in the west of
the region. In DJF, T -RH correlate strongly positively in the north of the region and
negatively in the southern subregion (Section 3.3.1.5; Figs. 3.7 and 3.14) during the late
period. Therefore, in MAM, dynamical drivers might be expected to cause the mean
regional RH change rather through q than through T . In particular, in DJF, dynamical
drivers might impact RH in the northern part of the region differently than RH in the
south. In both seasons, late-period T -q correlations in the northern third of the region
are strongly positive (Fig. 3.5).
In DJF, the q and T correlations with the primary physical drivers u10, v10, si10 and
the SLP are very similar to each other, matching with the strong regional mean T -q cor-
relation in this season (Figs. 3.5 and 4.21). The similarity of these q and T correlations
indicate that atmospheric circulation is driving changes in moisture and temperature
equally to some degree. Their correlations differ greatly from the much less significant
and widespread but patchy RH correlations with the primary physical drivers (Fig. 4.20)
indicating that the impact on dynamical drivers on q and T would not result in interan-
nual RH changes due to the Clausius-Clapeyron equation. It is known from Chapter 3
that the slightest deviations from this equation can lead to a significant change in RH.
As the correlation maps in this study are based on regional means for q, T and RH,
subregional differences in the correlations’ strength and direction (e.g. strongest pos-
itive q-RH correlations with positive T -RH correlations in the north and weaker q-RH
correlations with negative T -RH correlations in the south in DJF; Figs. 3.6 and 3.7)
were not taken into account in this analysis. Therefore, it is expected that the correla-
tion analysis, which is based on detrended time series in this study, can only determine
whether there is a relationship between winds or SLP and regional RH in DJF but not
whether the dynamical change occurs via the change in q or T .

In the northern part of the region, precipitation (and q) shows a negative trend in JJA
(Figs. 4.2 and 3.6). JJA is the season with the largest amount of precipitation, in the
late period (Fig. S3). However, precipitation-RH in JJA are not correlated without time
lags (which were not looked at). Therefore, whether this JJA precipitation decrease has
influenced RH in DJF and MAM cannot be said at this stage.
In DJF, a positive but insignificant (p > 0.05, thus not indicated in colour in Fig. 4.1)
anticyclonic/clockwise trend leads to increased (decreased) flow out of (into) Mongolia
in the late period, particularly in the southeast where the negative RH trend is strongest
(Table 4.1). Only the positive v10-RH correlation but not the negative u10/si10-RH cor-
relations within the region in the late period can be associated with these wind trends
(Fig. 4.20). In the early period, with a positive RH trend, the trend in winds have been
significantly inverse in the southeastern part of the region, i.e. increased flow into the
region; however, wind-RH correlations are weaker or insignificant in the early period.
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Note that ERA-Interim at least did not appear to show decreasing wind speed trends
over land that the in situ observations did. At the time, this was thought to be because
ERA does not really include a realistic roughness length (affected by the height of build-
ings and trees), and it was this increase in roughness length that was thought to drive a
decrease in wind speed. However, findings in this study might be linked to circulation
or modes of variability (Zeng et al., 2019).

For the 20th century, Ye (2001), and for 2008–2009, Gao and Yang (2009), the winter
with the lowest RH values (Fig. 1.1), precipitation and T in DJF were associated during
droughts associated with ENSO. ENSO-like SST correlation patterns over the eastern
Pacific are only partly significant in DJF and MAM in the late period. In winter 2008–
2009, Gao and Yang (2009) find that La Niña increased the SST/T and SLP contrasts
between the Indo-Pacific Ocean (matching with the positive SST-RH correlations over
the northern Indian Ocean in the late period, i.e. decreased RH with decreased SST
in this region; also found by Singh et al. (2013) and the Asian continent leading to a
strengthening of the East Asian monsoon and northeasterly winds. With positive SLP-
RH correlations over the tropical and SH western Pacific (Fig. 4.20), this may reflect
a southward shift of the subtropical high pressure in the western Pacific, thus the more
southerly ITCZ kept northern China free from warm and moist onshore winds and pre-
cipitation. The decrease in precipitation around the region of the city of Wuhan at the
southwestern Chinese coast in the late period (Fig. 4.2) could be associated with Gao
and Yang (2009)’s findings; to make this statement, however, links to more than one La
Niña event would be needed. Niu et al. (2020) explain that less northeasterly moisture
flow reached Mongolia with a strengthened Siberian high; consequently, they found re-
gional RH decreasing in the late period compared to the decades before 2000. SLP-RH
correlations are weakly negative over Siberia but insignificant (Fig. 4.20). Yatagai and
Yasunari (1994) found the influence of decadal variability of the location of the Siberian
high on winter T , which could be associated with the negative SLP-T/q correlations over
wider Russia in the late period (Fig. 4.21). While SST and SLP correlations over the
Pacific Ocean and the Asian continent, respectively, in the late period partly match the
explanations of winter drought over Mongolia during La Niña, no SST or SLP trends
were found, which indicates the uniqueness of the event. Its extreme impact on RH
created the deepest RH trough driving the negative trend in the late period (Fig. 3.14).
There are weak (but significant) positive correlations between late-period RH in DJF
and the MEI (Table 4.9), fitting with the results of Gao and Yang (2009) discussed
above. The MEI-RH and IPO-RH correlations in MAM are also significant and positive
but they are not found in the same grid boxes as the RH trends (Section 4.3). Spatial
and seasonal monsoon patterns were not analysed in this thesis.

Considering wind-RH correlations outside the region, their patterns are very differ-
ent between the early (insignificant positive RH trend) and the late period (significant
negative RH trend; Fig. 4.20). In DJF in the early period, positive (negative) u10-RH
correlations focused on Europe (the northwestern African continent) instead of negative
u10-RH correlations on the Indonesian region in the late period. However, explanations
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for the link of these winds in distance to the region and regional RH could not be found.
In MAM, u10/si10/SLP-RH (v10-RH) are negatively (positively) correlated with re-
gional RH in the region’s northern two-thirds in the late period (Fig. 4.22). In contrast
to DJF, In MAM, the u10/si10-RH correlations are very similar to the u10/si10-q, i.e.
decreased q and RH with increased westerly flow (Figs. 4.22 and 4.23). These correl-
ations do not match with the insignificant (p > 0.05) southeasterly wind trend in the
region’s southern half in Fig. 4.1, which would indicate a reduction in westerly winds
or easterly winds. In the early period when RH significantly increased, regional, zonal
westerly winds significantly decreased (negative u10/si10 and positive SLP trends), but
they are more weakly correlated with the RH than in the late period. The combination
of a lack of regional significant u10/si10/SLP trends and stronger correlations with RH
in the late period might be linked to an impact of westerly flow to changed decreased
RH in MAM.

In MAM, like in DJF, the wind-RH patterns outside the region differ between the
early and the late period (Fig. 4.22). Over the Arabian Sea, the Bay of Bengal and the
Gulf of Thailand u10-RH/q correlate significantly negatively, while SST-RH (SST-T )
correlate positively (negatively) over these areas in MAM (Fig. 4.23). These correla-
tions indicate that RH decreased with increased T over Tibet linked to increased SST
and westerlies over the Arabian Sea, the Bay of Bengal and the Gulf of Thailand. While
u10-RH and SST-RH correlations were stable between the early and the late period, the
si10-RH correlations were insignificant over the early period. Despite the lack of trends,
the difference in wind circulation patterns in relation to regional RH between the early
and the late period might describe changes in RH over Mongolia.

Local wind-RH correlations are larger and stronger in the late period compared to
the early period and in MAM compared to DJF (Figs. 4.20 and 4.22). While the RH-
correlations with wind direction and speed and SLP further away from the region in DJF
are larger and stronger in the early period, they are larger and stronger in MAM in the
late period. This shows that even though the climatological means for local winds are
similar in both seasons, the influence of local and remote dynamical drivers on Mongo-
lian RH has changed between the early and the late period and that this change depends
on the season.

With correlation patterns between the primary physical drivers and RH being dif-
ferently strongly pronounced between the early and the late period, the rare significant
correlations close to the region, the lack of trends in the late period and, particularly, the
heterogeneity of regional RH trends and correlations with q and T make it challenging
to explain the decreasing RH in Mongolia in context of the dynamical drivers. It might
be local changes in early-period versus late-period winds impacting regional change in
RH. In DJF, a potential contributing factor to the negative RH trend could be local but
insignificant (p > 0.05) wind trends and enhanced outflow/decreased airflow into the
region. MAM followed by the rain and growing season (JJA; Nandintsetseg et al., 2021)
with decreased precipitation in the late period adding to a prolonging of dry conditions
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in the region. ENSO-like SST-RH correlation patterns were found in both seasons (Figs.
4.20 and 4.22), which could contribute to the explanation of the impact of dynamical
drivers on RH, mainly, in DJF, for instance, via the strengthening of the East Asian
moon and a southward shift of the ITCZ, thus, a reduction in precipitation.

Due to the heterogeneity of the region, it may be that the RH time series is heavily
dependent on the grid boxes, so that, for example, the northern (including the Lake
Baikal) and the southern subregion should be considered individually, as the subregional
T -RH correlations suggest for DJF (Fig. 3.7). The low RH anomalies and drought
events (‘dzuds’; Rao et al., 2015) in the second half of the late period, 2009 and 2015,
coincided with high T (and in DJF also with high q) anomalies (Fig. 3.14). The negative
precipitation trend in JJA enhances the drought conditions. Due to the short duration
of these droughts, the influence of drivers on these droughts may not be captured with
the correlation analysis. The drought years should be examined in isolation, possibly
for the impact of the Asian monsoon. In summary, except for the link with a southward
shift in monsoonal winds due to La Niña, no apparent impact of dynamical drivers on
RH could be defined. Non-dynamical drivers may play a more decisive role on humidity
in Mongolia.

4.1.7 Southern Africa

RH in the late period shows significant negative annual trends over Southern Africa and
in JJA in particular over the region’s centre and towards the northeast of the region
(-2.15 %rh decade−1; note the low number of significant grid boxes) and in SON also
over the southwestern part (-2.83 %rh decade−1) (Section 3.3.1.6). The regional RH
trend in JJA has only a small number of significant grid boxes.

The SSTs on the west of Southern Africa are lower than around the south and east
coast given the cold Benguela ocean current from the southeastern of the Atlantic Ocean
and the warm Agulhas and Mozambique currents from the southwestern Indian ocean
(Fig. S4). The southern tip of the region is influenced by the northern edge of the
SH westerlies, which are the furthest north in JJA. In this season, austral winter, the
depressions embedded in the westerlies bring precipitation to the southwest of the region
(the winter rainfall zone; Fig. S3; Hannaford et al., 2015). Easterlies from the Indian
Ocean blow over the north-east of the region, continuing over land and partly becoming
northerly over land, blowing from north to south, then meeting the Westerlies south of
the region (Blamey et al., 2018). The offshore winds southeastwards at the southern tip
of the region are more strongly pronounced in JJA. Southern Africa is located at the
boundary between the subtropical high-pressure cell and the SH westerlies, which are
the furthest north in JJA.

In JJA and SON in the late period, q and RH are strongly positively correlated
(r = 0.76 and r = 0.92, both with p = 0.0, respectively; Section 3.3.1.6). Correlations
between T -RH are negative and less strong in SON (r = −0.52, p = 0.03) while not
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significant in JJA. In the southwest, RH correlates more strongly with q, whereas in the
northeast, the T -RH correlation is stronger than in other parts of the region (Figs. 3.6
and 3.7). This suggests that changes in q are driving RH changes more strongly than
changes in T in JJA and SON on a regional average, and in the northeast, where the
strongest RH is found, T might be dominant for changes. While q very significantly
decreased in the late period in SON, T significantly increased matching the grid boxes
with an RH and q trend.

In particular in SON on the southeast and east coast of southern Africa, and over
Zimbabwe and southern Mozambique in JJA, precipitation shows a negative trend in
the late period (Fig. 4.2). As precipitation-RH do not correlate in these subregions
and seasons, a direct impact of precipitation on RH without time lags is not expected.
However, on a regional mean, the correlations between precipitation and RH is strongly
positive. In Section 4.1.1, it was identified that decreased easterlies and northeasterlies
reduce precipitation on the eastern coast and RH inland. The weakening of these winds
was linked to a weakening of the South Indian high pressure (negative SLP trend in
Figs. 4.1 and 4.24) and the increased SLP west of southern Africa which resembles the
anomalies in SLP patterns found by Mahlalela et al. (2020), focussing on spring (SON;
Figs. 4.1 and 4.26), and Blamey et al. (2018). The late-period trend of SLP and winds
and their impact on regional rainfall were found to be weaker in JJA (Figs. 4.1 and 4.2).
These SLP patterns spatially do not significantly correlate with RH in either season
(Figs. 4.24 and 4.26), so this study cannot manifest a direct link between precipitation
via SLP and RH. This may be due to the fact that this study investigates a larger region
and its mean than those in the eastern cape in the literature. The literature started
from specific events, Blamey et al. (2018) in particular from 2015–2016, while this study
analyses over several decades. The RH trend may be driven by recent events. In the
south alone, SLP-RH correlate positively, more strongly in the late period than in the
early period.
In JJA, SST-RH correlate positively with RH on the southern tip of Southern Africa and
the South Atlantic band, i.e. reduced RH with reduced SST (Fig. 4.24). However, SST
shows no significant trend in the late period, nor correlations with either q or T (Fig.
4.25). The SSTs on the east coast show a positive trend in the late period, spatially
matching the negative RH trend but no correlation with regional RH, as well for SON.
The u10 wind and si10 and RH correlate strongly negatively over the southern tip of
the region, i.e. reduced RH with increased westerlies (Fig. 4.24). There have also been
positive u10 wind trends in the east side of Southern Africa in part of this region of sig-
nificant negative correlations, indicating there could be a link between reduced RH and
enhanced westerly/reduced easterly flow. There are also significant negative correlations
between regional q and both u-wind and si10 in a similar region. South of the region
over the ocean, SLP-RH-q correlate positively, i.e. reduced regional RH due to reduced
q and reduced SLP; SLP shows no significant trend (Figs. 4.24 and 4.25). In summary,
only increased westerlies are directly associated with reduced RH in JJA. The different
dynamical influences on T (southwest, northeast) makes determining the influence of
dynamical drivers on RH challenging.
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While the SST trends (negative on the west coast, positive on the northeast coast) in
SON are similar to those of the JJA-SST trends, SST-RH do not correlate on coastal
southern Africa in either season (Figs. 4.24 and 4.26). In SON, there are similar links as
in JJA between the westerlies south of the region and regional RH and q: the u10-RH
and u10-q also correlate negatively in the southern and southeastern half of the region,
i.e. decreasing onshore flow from the (north)east and a reduction in moisture advec-
tion from the Indian Ocean leading to a regional decrease in RH (Fig. 4.26 and 4.27).
Positive u10 trends over southeast Africa extending east could result in RH reductions
through less moisture advection and thus, less precipitation. In the northeast of the
region, there are positive u10-RH correlations but they are insignificant in most of the
grid boxes. The significant u10-RH correlations and u10 trends are only found in the late
period, not during the early period, indicating that the drying trend in the early period
results from different mechanisms than the one in the late period. Also, only in the
late period, there are negative v10-RH and v10-q correlations in the region’s centre, the
positive v10 trends over land to the southeast suggest decreased northerlies/increased
southerlies over the region’s south are linked to drying within the region. Together with
positive si10 trends, this suggests a change in wind directions from northeasterlies to
southwesterlies which might support a northward distribution of drier air masses than
normal through the decrease in easterlies (Figs.4.1, 4.26 and 4.27). At the southwestern
tip of the region, positive v10-RH and v10-q correlations indicate weaker southerlies at
the west coast with low RH; thus, also in the western part of the region, an RH decrease
through lower q. The u10 and v10 trends appear to be linked to the negative SLP trend
in the southwestern Indian Ocean (Fig. 4.1). The positive SAM-like SLP-RH correla-
tion over the southern tip of southern Africa in JJA and SON indicates higher RH with
higher pressure, so anticlockwise flow and enhanced flow from the east, i.e. enhanced
precipitation/moisture with enhanced pressure and vice versa (Mahlalela et al., 2020).
This SLP-RH correlation matches the u10 wind pattern but is not accompanied by a sig-
nificant SLP trend. The positive SAM trend in the late period is limited to the months
DJF and MAM (Fig. 4.6). Interesting is the positive (negative) SLP south of Patagonia
in JJA (SON) with a negative trend in the late period in SON strengthening westerlies
(Fig 4.1). In both seasons in southern Africa, in the north and northeast (southeast) of
the region, u10/v10-T correlate significantly negatively (positively), indicating stronger
northeasterlies (southwesterlies) over land (from the ocean), bringing warm (moist) air
into the region. However, there are no trends in u10 or v10.

The positive band of u10-RH and u10-q correlations in the SH’s high latitudes in both
seasons could indicate a connection of atmospheric moisture content and RH change over
southern Africa with the Southern Annular Mode (SAM; Figs. 4.24–4.27). The SLP-RH
correlations in the late period do show a SAM-like pattern, with positive correlations
in mid-latitudes and negative correlations at high latitudes. However, the regions of
significant grid boxes are mainly to the south of Southern Africa and in the Antarctic
Peninsula/Weddell sea region, rather than across all longitudes. The region of positive
RH-SLP correlations to the south of Southern Africa agrees with the findings of Mahlalela
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4 Dynamical drivers

et al. (2020), who also find that below-average precipitation in the Eastern Cape region
of South Africa is associated with cyclonic anomalies southeast of South Africa. This
region’s negative pressure anomalies would lead to enhanced westerly/reduced easterly
flow, so it fits with the u10 correlations discussed above. They find this to be related
to shifts in zonal wavenumber 3. At low RH values in 2012 and 2015, SAM is in a
strongly positive phase (Figs. 3.15 and 4.28). A positive phase means that pressure is
lower at high latitudes, and higher and mid-latitudes, resulting in a contraction of the
mid-latitude westerlies towards the pole.

The SSTs in the southern Indian Ocean show a positive trend in both JJA and SON
(Figs. 4.24 and 4.26; Li et al., 2017). Blamey et al. (2018) identified abnormally high
SSTs in this region during the positive ENSO (El Niño) event in 2015–2016, which led
to drier conditions over southeastern Africa. In that year, anomalously positive temper-
atures were documented for southern Africa (Fig. 3.15). However, in contrast to the
early period, no ENSO-like SST pattern is discernible in the SST-RH correlation maps
in SON in the late period. The RH troughs in 2005 and 2007 are characterised neither
by strong El Niños nor strong SAM, indicating different reasons behind low RH values in
the late period. Reason (2017) found that ENSO generally has a stronger impact than
SAM on the region.
Strong phases of the SAM and ENSO are particularly found during the austral sum-
mer (DJF), the rainy season in southern Africa. Due to the time lag between the peak
in modes of variability and seasons with a low RH trend, it is therefore challenging to
track their impact on decreased RH in austral winter and spring (Mahlalela et al., 2020).

The correlation patterns between the primary physical variables and RH in the late
period are different from those in the early period in SON (Fig. 4.26) but they are
similar in JJA (Fig. 4.24). The lack of significant correlations over the full period in
both seasons confirms that correlation patterns impacting RH in southern Africa differ
between the early and the late period, particularly in SON. The RH trend through dy-
namical drivers in the late period, at least in part, can be explained by changes in the
patterns.

In summary, two different circulation patterns impact RH in southern Africa, a region
located at the boundary between tropical and subtropical mid-latitude, which makes
the analysis complex: while easterlies influence RH in most of the region, southerlies
dominate the moisture supply on the west coast. In both seasons, RH and q are strongly
linked to the westerlies in the south of the region. A weakening of high pressure over
the southern Indian Ocean and trends and correlations with wind directions and speed
indicate a weakening of onshore easterly flow from Madagascar or even reversal of this
to offshore winds (JJA with increased wind speed in the southeast). i.e. fewer onshore
easterlies in and more offshore out lead to reduced precipitation. Precipitation is de-
creased in SON and correlated positively with RH. In JJA, decreased precipitation in
MAM might be crucial (Section 4.1.1 and Fig. 4.2). Wind speed in SON has increased
over the southern half of the land area during the late period. There is a northwestward
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4.2 Which modes of variability have the strongest relationship with RH?

trend on the west coast, so the onshore winds also decrease along the region’s west coast.

The regional SST-RH correlations show a more ENSO-like pattern in the early period
in SON, while the SLP-RH correlation maps show a more SAM-like structure in SON in
the late period than in the early period. While the modes of variability are linked to the
findings but do not fully explain the RH trend, the links with dynamical drivers, such
as winds and SLP, do show links that could have contributed to the negative RH trend
via the decrease of q. For SON where regional T is slightly increased, the subregional
easterly onshore flow in the northwestern region determines T but shows no significant
trend, neither SSTs close to the region show a link with RH. Findings regarding links to
the ENSO match with findings by Blamey et al. (2018) and Mahlalela et al. (2020) who
considered a smaller region, the Eastern Cape, on a smaller time scale (El Niño during
2015–2016). Correlation patterns differ between the early and the late period, e.g. the
stronger influence of westerlies on q and RH in the late period, indicating a change in
driving mechanisms over decades rather than a continuous link on RH and its drying
trend, i.e. in addition to the aforementioned spatial heterogeneity, there is also temporal
heterogeneity. Less moisture and rain being brought into the region in the late period
matches the findings in Section 3.3.1.6 of RH’s increased dependence on q in SON in the
late period.

4.2 Which modes of variability have the strongest relationship
with RH?

Various common patterns of primary physical variables occur whereby indices can use-
fully describe their combination. These indices show how climate properties change
in different regions and, on different time scales (seasons, years and decades), and are
so-called modes of variability. The following modes of variability are analysed: Arctic
Oscillation (AO), Atlantic Multidecadal Oscillation (AMO), El Niño Southern Oscilla-
tion (via the Multivariate ENSO Index [MEI]), Interdecadal Pacific Oscillation (IPO),
Pacific Decadal Oscillation (PDO), Pacific North Atlantic Oscillation (PNA), Southern
Annular Mode (SAM) and Indian Ocean Dipole (IOD). Each mode of variability is de-
scribed below, accompanied by an annual global correlation map between RH and the
mode’s index (Section 4.2.1).

Modes of variability are internal energy variations and influence the way that heat and
moisture are moved around the atmosphere and ocean. Wind/atmospheric circulation
changes can directly affect the movement of heat/moisture by advection of unusually
warm/cool/moist/dry air, which affects the surface atmosphere, and can also influence
moisture/precipitation for example through changes to storm tracks. The winds can also
inhibit or enhance ocean circulation, downwelling and upwelling and lead to changes in
sea surface temperature. Warmer or cooler waters being brought to the surface affect
the temperature and moisture levels of the atmosphere above. So, modes of variability
and atmospheric circulation changes can influence the surface atmospheric RH.
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4 Dynamical drivers

Table 4.5: Characterisation of modes of variability that are examined for correlations
with RH (Dong & Dai, 2015; Fogt et al., 2011; Fogt et al., 2012; Garcia-Soto & Pingree,
2012; Gillett et al., 2006; Gulev et al., 2021; L’Hereux, 2021; Mann et al., 2021; Mantua
& Hare, 2002; Saji et al., 1999; Salinger et al., 2001; Stammerjohn et al., 2008; Thompson
& Wallace, 2000; Thompson et al., 2000; Wolter & Timlin, 2011).
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4.2 Which modes of variability have the strongest relationship with RH?

The differences between the modes of variability in terms of their primary physical
driver variables, regional extent (including teleconnections), time scale and frequency
make such analysis highly complex. A ranking process has been undertaken to establish
the strongest couplings for further investigation (Section 4.2.2). Firstly, the ranking
establishes which modes are most important for RH in regions with significant trends in
seasonal RH in the late period. Where there has been a trend or a change in the mode,
these modes could explain some of the regional decreases in RH and have contributed to
the global RH trend. Secondly, the ranking identifies which regions are most impacted
by dynamical drivers.

The ranking is based on late-period annual and seasonal (with a strong late period RH
trend) correlations of grid box RH with the relevant index for each mode. The correla-
tions are ranked following the methodology described in Section 2.2. The highest-ranked
correlations between regional RH and the modes of variability, i.e. the strongest and
most significant interannual relationships, are analysed according to modes in Section
4.3.

4.2.1 Profiles of modes and annual correlations with RH

Potential impacts of modes on RH can be seen when a mode is significantly correlated
to regional q or T , and the mode has a trend in the direction that could potentially con-
tribute to regional T or q changes, the latter mainly through precipitation and changes
to water storage. If q and T changes are equally big, RH would not have to change,
according to Clausius-Clapeyron. From Chapter 3, it is known that small deviations in
the changes can very well lead to changes in RH, e.g. southern Greenland (DJF) and
eastern Canada (DJF) with very strong T -q correlations.

Table 4.6: Annual trends, i.e. change in index per decade, for the AMO index, the SAM
index and the IOD index for the early (1973–1999), the late (2000–2017) and the full
period (1973–2017).

After defining the modes’ indices in Section 2.1.5, the eight modes of variability are
briefly characterised regarding their temporal scale and physical effects in Table 4.5 and
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4 Dynamical drivers

Fig. 4.28; the ENSO was described in Section 1.3.2.3. The regional patterns of signi-
ficant annual mode-RH correlations are described for regions with an RH trend in the
late period based on Fig. 4.29. to get an overview of the area of impact of the mode on
interannual variability in RH. Since many modes have a seasonal characteristic, more
robust correlations are only discussed in Chapter 4.3, if possible at the seasonal level.

The trend analysis (last column of Table 4.5) describes long-term temporal changes in
the mode and can compare the mean phases in which the mode was found at different
time periods. If the phase either remains with the same sign and has intensified or if a
phase change has taken place, the effect of the mode on, among other things, regional
precipitation and T can change, and thus change RH.

Over the full period, only the AMO, the SAM and the IOD show a significant annual
trend (Table 4.6 and Fig. 4.28). Also, the seasonal trends of these modes are signific-
antly (p < 0.1) positive, except for SAM in JJA and SON (not shown). It is assumed
that in regions where the AMO, the SAM or the IOD and RH are significantly linked,
changes in the mode could lead to RH trends in the late period.

The positive phase for the AMO, the SAM and the IOD was more pronounced in the
late period than in the early period. For the low-frequency AMO, a clear phase change
is visible. (Fig. 4.28) However, it is discussed in its nature as an oscillation (Mann et al.,
2021). The MEI, IPO and PDO have a significantly positive trend in the late period
(0.02, p = 0.01; 0.02, p = 0.01; 0.04, p = 0.0, respectively), indicating increased more
positive (El Niño) years towards the end of the late period, due to an eastward shift of
the Walker Circulation (Bayr et al., 2014).

This kind of phase change and extreme years might also impact regional RH trends in
the late period. The other modes show no annual or seasonal trends over the full period.
Their temporal behaviour is taken up in Section 4.3 in direct relation to the region in
which the RH correlates.
Trends are determined by the difference between the beginning of a period and the end.
At the beginning of the late period in 2000, the ENSO/IPO/PDO were negative (La
Niña, cooler eastern tropical Pacific), the AMO and the SAM came just out of a positive
phase peaking in 1998–1999 and 1997–1998 (Fig. 4.28). At the end of the late period
towards 2017, all modes were in a positive phase with the MEI/IPO/PDO/PNA from
2014–2016. In particular, the phase change of the modes in the Pacific Ocean (ENSO,
IPO, PDO) thus recorded a shift from negative (cold, between 2007–2013) to posit-
ive (warm, since 2013). The strongly pronounced phase change in combination with the
other modes, e.g. AMO (cold in the early period, warm in the late period), may strongly
impact regional RH.

The annual RH correlation pattern of the ENSO (MEI), the IPO, and the PDO are
similar in their sign although they do differ regionally in their strength, e.g. over the
Caspian Sea (Fig. 4.29). As the AO and the AMO feedback on each other, the sign of
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their correlation patterns appears to be inverse (Li et al., 2013; Seip et al., 2019). In
contrast, the possible explanation of RH trend by modes is expected to depend on the
different time scales of the modes, e.g. the PDO and AMO show longer time scales.

As expected, modes correlate with RH close to their place of origin, e.g. the posit-
ive AO-RH correlations in Scandinavia indicate that a positive AO increases RH over
this region due to stronger westerlies resulting in above-average precipitation, and de-
creases RH over Central and eastern Europe due to below-average precipitation, while
T increases in both regions (Wang & Schimel, 2003). Also, in eastern Canada (positive
correlation with the AMO, negative correlation with the AO), southwestern Greenland
(positive correlation with the AMO) modes are linked with interannual variability of RH
not far from their place of origin. But teleconnections are also found, e.g. California
(positive correlation with the AMO), the eastern USA (negative correlation with the
PNA; Chen and Van den Dool, 2003; L’Hereux, 2021) and southern Africa (negative
correlation with the MEI and the IPO in the northwest and with the AO in the east). In
some regions, the RH is linked with several modes, e.g., in the Caspian Sea region, where
the AO acts positively as well as the ENSO (MEI) and the IPO (for the latter in the
southern sub-region). A mode can have different effects in a region, e.g. RH in eastern
Brazil correlates positively (negatively) with the MEI and IPO in the south (north).

Less significant correlations in regions with a strong RH trend were found for the
SAM and the IOP and the PDO, among others. This could be because q and T cor-
relate similarly with the modes (e.g. more rainfall and high T anomalies) and, thus,
offset correlations. If there are regional correlations only in the early or late period or
in different seasons, it is possible that these correlations have different signs, these could
also be offset.

The AMO is the only mode of variability that is both correlated with interannual
variability of regional RH and has an annual trend. Its positive trend could explain
the positive (negative) RH trend over eastern Canada (southwestern Greenland and
California). However, NH Atlantic SST anomalies did not significantly correlate with
Californian RH in the late period (Sections 4.1.5 and 4.3). The seasonal correlation of
eastern Canada is discussed in Section 4.3.

4.2.2 Ranking of regional correlation strengths between detrended modes
and RH

The ranking expands the annual global correlation maps between RH and modes over
the full period (Section 4.2.1) by addressing seasonal correlations in the late period.
The highly ranked correlations speak for strong, regionally wide-spread correlations and
a strong link between mode and RH. They are analysed in Section 4.3.

The regions where RH correlates most strongly with modes of variability are Tibet,
southwestern Greenland, and eastern Canada (Table 4.7). The interannual RH variab-
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4 Ranking of regional correlations between modes and RH

Table 4.7: Ranked regions in descending order, with strong annual and seasonal trends
in RH in the late period (Table 3.3) for which RH correlates with modes based on
the calculation methods for the ranking. Table 4.9 indicates the season in which the
correlations are significant. For each region, the top three modes are mentioned. Bold
modes indicate that the associated regional correlation is ranked in their top 3 in Table
4.8.

ility is linked the strongest to the associated modes in these regions.

Based on the means of correlation and significance analysis, the most impactful modes
on RH in regions where RH has changed in the late period are the AO, the ENSO (MEI),
and the IPO (Table 4.8). Tables 4.7 and 4.8 complement each other. As expected, the
MEI and the IPO correlate with RH in similar regions. As for the MEI and IPO, the
PDO also addresses Tibet and Mongolia.

The ranking is based on correlations in the late period (Tables 4.7 and 4.8) and was
calculated as well for the full period (not shown). The full period would almost equally
prioritise the order of the regions (Table 4.7) and fully equally prioritise the order of the
modes (Table 4.8). The similarity between the rankings over the late and full periods
could indicate that the coupling of RH in most regions with the majority of the modes is
stable. It is also possible that the modes affect the shorter time scale peaks and troughs
of RH but not necessarily the trend. Modes are only clearly driving a trend in RH if
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Table 4.8: Ranked modes of variability in descending order that most strongly correlate
with regional RH in regions over the late period. The sign of the correlation (+ve, -ve)
is given for significant (p < 0.1) correlations only. For each mode, the top three regions
are mentioned. Bold regions indicate that the associated regional correlation is ranked
in their top 3 in Table 4.7, i.e. a double/cross check.

there is a trend in the mode or a cluster of the same phase (positive or negative) events
in the late period.

Possibly for these reasons, annual correlation maps between the modes and RH over
the full period (Fig. 4.29) give some information about the highest-ranked correlations
(Tables 4.7 and 4.8). Many seasonal correlations in the late period are not significant on
the annual scale over the full period, e.g. the MEI-RH correlation in Tibet and Mongolia.
Annual correlations in the late period are only found in northwestern India (MEI) and
California (AO, AMO, PNA). Therefore, it is essential to consider seasonal correlations
(e.g. Fogt et al., 2012, on the SAM) whenever possible and distinguish between the early
and late periods.

Caution is advised: the strength of the correlation and the number of grid boxes or
the percentage of the area showing significant correlations do not necessarily have to
correspond to one another. A low percentage and a strong correlation can take a similar
place in the ranking as a high percentage and a relatively low correlation. For example,
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4 Concluding to what extent the modes reflect RH

the ranking calculated strong relationships between the IOD and RH in eastern Canada
and the Red Sea, which are not regionally significant (Table 4.8).

The ranking helps to guide the analysis on exploring the potential links between
regional RH changes and dynamical drivers. Still, it may not manifest RH’s dependence
anymore or directly explain regional interannual RH variability or observed trends. The
evaluation of the usefulness of the ranking will be discussed at the end of the Chapter.

4.3 Concluding to what extent the modes reflect the
interannual RH variability or its trend

The ranking compared correlation coefficients, their significance and their significant area
and provides an overview of the strongest relationships between the modes and regional
RH in the late period. The correlations are broken down concerning their spatial and
temporal behaviour for further analysis. The following eligibility criteria (EC) are used
to determine whether the correlation between mode of variability and regional RH is
sufficiently significant and strong and, thus, will be analysed in detail:

1. At least one-third of the number of total grid boxes in the region must be signific-
antly (p < 0.1) correlated.

2. The correlation coefficient over regional averages must be moderate to strong (r >
0.5). If weak (0.3 < r < 0.5), then the global maps (Figs. 4.30–4.37) will be
consulted to decide whether to include the correlation or subregional parts of it.
Significant grid boxes, firstly, must be connected with each other and, secondly,
most of them must show a significant RH trend.

3. The correlation coefficient between regional RH and the mode of variability must
be significant (p < 0.1 / * or **) over the full period (1973–2017).

The first two ECs relate to the late period in which the regional and global RH trends
seek explanations. The EC3 refers to the full period. By including the full period in
the ECs, an enlarged length of the data and the correlation statement’s accuracy are
increased. This is an attempt to avoid coincidental correlations from short periods of
data. Only the significance (p-value), not the magnitude of the correlation (r), is decisive
in the full period. In addition to these spatially averaged correlations, correlation maps
for annual and seasonal data (Figs. 4.30–4.37) are consulted to point to sub-regions, i.e.
to consider agglomerations of individual grid-boxes with strong correlations which are
offset in the regional correlation coefficients. As a reminder, the correlations listed in
Table 4.9 show a very significant RH trend over the late period (p < 0.05 / **; selec-
ted from Table 3.3), and their correlation coefficient between regional RH and the mode
of variability is significant (p < 0.1 / *) over the late period as a condition for the ranking.

Eight correlations, i.e. between the AO and RH in eastern Canada (DJF) and south-
western Greenland (DJF), between the MEI and RH in Mongolia (MAM), between the
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Table 4.9: Performance of the highest-ranked, significant (p < 0.1) correlations between
the modes of variability and regional and seasonal RH in the late period (bold mode-
regions correlations in Tables 4.7 and 4.8) on three eligibility criteria (EC) indicating an
impact of the mode of variability on RH. Correlations that fulfil all EC are bold.
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4 Concluding to what extent the modes reflect RH

IPO and RH in Tibet (SON), around the Red Sea (SON) and Mongolia (MAM), and
between the AMO and RH in eastern Canada (DJF) and California (annual), fulfil all
of the EC and are very significant (p < 0.05; Table 4.9). Based on this filter, the latter
are classified as sufficiently significant and strong to be analysed in detail.

Correlations between the MEI and RH in Tibet (SON) and between the PNA and
PDO and RH in Scandinavia (SON) only correlate very significantly (p < 0.05) in the
late period, but not in the full period (EC1 and EC2 fulfilled, EC3 failed), i.e. possible
offset through insignificant correlation in the early period.

Figs. 4.30–4.37 were consulted to find strong sub-regional correlations. Significant
correlations corresponding to all ECs were found for correlations between the MEI/IPO
and northwest of eastern Brazil (DJF) with a negative sign. The correlations may ex-
plain the RH trend through modes at the sub-regional level.

The ranked selection of modes of variability with regional and seasonal RH relation-
ships is examined below, grouped according to the modes, in order of their ranking.
An overview of the mean index values in the early and late periods is given for each
mode. Information about the mode’s phase (positive/warm, negative/cold) helps inter-
pretation. The phase change is of interest when exploring the interdecadal relationship.
This assessment attempts to explain the seasonal impact of the modes of variability on
regional RH using correlations on detrended data, such as between the modes and q
and T and the primary physical variables (not shown). If there are similarities between
the RH and mode correlations, the interannual RH variability or even the regional RH
trend can be explained over the full and late periods. The degree of representation is
determined using regression coefficients, which are used to calculate estimated RH time
series and trends.

Starting from a significantly strong correlation and a significant regional RH trend, an
attempt is now made to reconstruct RH using the regression relationship. The resulting
estimated RH has the potential to reflect both the interannual RH variability (correl-
ations) and its trend (regressions). Both predictions are evaluated by correlating the
time series of the RH observations with that of the RH prediction and comparing the
gradient, i.e. the trend, of both.

If neither the RH internal variability nor the trend can be reflected via the mode of
variability, this does not mean that there is no connection between the two. The connec-
tion may be non-linear, for example, or temporal and spatial shifts must be considered
for further analysis.

The second most impacting mode, according to the ranking (Table 4.8), the ENSO
(in this work represented through the MEI), is expected to have a global footprint. Its
temporally lagged impact on regional RH is examined. This way, further teleconnections
can be made visible.
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The AO and RH over southwestern Greenland and eastern Canada

The AO correlates significantly negatively with RH in two regions located in the NH
high and upper mid-latitudes: eastern Canada (r = −0.53; p = 0.02) and southwestern
Greenland (r = −0.51; p = 0.03). Negative AO indices are associated with high RH
anomalies.

In DJF, the mean AO index post-2000 (-0.15), especially influenced by a trough in
2010, is more negative than the mean pre-2000 (-0.05), as there is a period of a positive
index from 1988–1994. However, there is no significant trend in the AO over the full
period so there is no indication of a change in regimes between the early and late period
(Section 4.2.1). During a strongly negative AO phase, the polar vortex is weaker, as are
the westerlies over the southern tip of Greenland and eastern Canada, with increased
precipitation over the latter (Barry & Carleton, 2013; Office, 2018; Thompson &Wallace,
2000; Thompson et al., 2000). The negative AO in 2010 is associated with increased T
over eastern Canada and Greenland, typical of this phase of the AO (Maidens et al.,
2013; Osborn, 2011).

Table 4.10: Correlation coefficients (p-values and ratios between significant and insigni-
ficant grid boxes) between regional RH, q and T over eastern Canada and southwestern
Greenland and the AO in DJF for the early and late period. Bold values are significant
(p < 0.1).

In both regions, the q-RH, T -RH and T -q correlations are significant and moderate to
strong correlate (Sections 3.3.1.7 and 3.3.2.4). Neither regional q nor T has significantly
changed in the late period. The q and T have moderate to strong correlations with the
AO in the late period only in southwestern Greenland. These negative correlations are
apparent in 2010 (high RH, q, T during a negative AO; Osborn, 2011; Wollings et al.,
2016), and inversely for 2015 (low RH, q, T during a positive AO; Fig. 4.28). Green-
land’s negative RH anomaly in 2015 is more pronounced than the positive anomalies in
2010, as in 2010 (2015), standardised T increases (decreases) more (less) than standard-
ised q. These relationships are inversely for eastern Canada with weak AO-q and AO-T
correlations (Table 4.10). The different degrees of impact of positive and negative AO
on regional RH via q and T in 2010 and 2015 as example years can be an indication
of the different regional signs of the RH trend, i.e. the positive RH trend in eastern
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4 Concluding to what extent the modes reflect RH

Canada could be strongly guided by the negative AO phase and the negative RH trend
in southwestern Greenland by the positive AO phase.

The estimated RH using the regression relationships indicates that the AO explains
some parts of the interannual variability of RH, i.e. peaks and troughs, in eastern Canada
and southwestern Greenland (dark blue bold dashed line style, Fig. 4.38). However, the
correlations between the observed and the estimated RH time series are insignificant
over the full and late periods (for both periods, r < 0.35 and p > 0.17). The low correla-
tion means that the AO is not linked to a high proportion of the interannual variability.
However, the AO does not show a significant trend over the full period or a change in
phase between the early and the late period (Table 4.5; Fig. 4.28). Therefore, the AO
can explain only 5.23% of the observed regional RH trend in southwestern Greenland
in the late period (dark blue thin dashed line style, Fig. 4.38). The estimated and
observed linear RH trends in eastern Canada are of opposite signs. The AO alone can
neither explain the interannual variability in RH nor its trend in eastern Canada and
southwestern Greenland, although it appears to maybe influence RH in extreme years.

RH in both regions, southwestern Greenland and eastern Canada in DJF, respond neg-
atively to the AO. While AO might drive their variability (RH peaks, troughs) similarly,
the RH trends in those regions have opposite signs.

The ENSO and RH over eastern Brazil and eastern Canada

As a “dominant and most consequential” mode of variability (p. 201 in Cai et al.,
2018; Schneider and Gies, 2004), both direct temporal influences on regional RH and
temporally lagged influences are examined for the ENSO.

Table 4.11: As for Table 4.10, for the MEI seasonal correlations in DJF over the northwest
of eastern Brazil.

ENSO’s impact without temporal lags

The correlation between the MEI and RH over Mongolia (MAM; r = 0.56, p = 0.01) fits
all eligibility criteria. However, significant correlations are pronounced in the southwest,
whereas significant RH trends are strongest in the northeast of the region (Figs. 3.3 and
4.32). In Section 4.1.6, La Niña could be associated with regional droughts through the
literature but not in this study’s correlation analysis. Also, the correlation between the
MEI and RH in Tibet (SON), which is only significant in the late period, do not coincide
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spatially. Therefore, only the strong MEI-RH correlation in the northwestern of eastern
Brazil (DJF; r = −0.71, p = 0.0, 3/3 significant grid boxes; Fig. 4.32) is considered
later. Low RH values in the northwestern part of eastern Brazil are associated with an
increased MEI.

In DJF, the mean MEI index in the early period is more positive (0.26; driven by
strong El Niños in 1983, 1992 and 1998; Fig. 4.28) than the mean in the late period
(-0.01). The negative MEI-precipitation correlations and in particular, positive MEI-T
correlation over the sub-region indicate that El Niño years lead to anomalous hot and dry
austral summers, thus, low RH values (Table 4.11; Garreaud, 2009; Wang and Schimel,
2003; Watts et al., 2017). Especially during the intense El Niño period in 2014–2015,
which contributes to the significantly positive ENSO trend in the late period, heating
led to anomalous low RH (Fig. 4.39).

The dynamical drivers related to RH in this region were found in Section 4.1.2: the
decrease in RH over the northwestern part of eastern Brazil in the late period could be
significantly linked to a northward shift of the ITCZ rain belt and a decreased tropical
moisture transport (positive [negative] correlation between RH [the MEI] and u10, a
negative [positive] correlation between RH [the MEI] and si10; Fig. 4.4 and correlations
for the MEI not shown; O’Hare et al., 2014; Utida et al., 2019). These winds show a
negative u10 and a positive si10 trend in the late period. The regional SST-RH cor-
relations are significantly positive off the coast of the region, and there is a negative
trend in SSTs in this area in the late period. The MEI-SST correlations in the Atlantic
Ocean around the northwest of eastern Brazil correlations are not significant (not shown).

Neither the q nor T in the northwestern part of eastern Brazil significantly increased
in the late period (Figs. S5 and S6), nor the MEI shows a significant trend over the full
period (Table 4.5). Above all, the latter would suggest that the negative RH trend over
the full period cannot be explained by the ENSO (dark blue thin dashed line in Fig.
4.39). Also, in the late period, there is no significant trend in the MEI (0.36, p = 0.44).
However, the increasing strength of El Niño events in the late period (Bayr et al., 2014)
with low RH values during El Niño in 2015–2016 suggests that the ENSO can explain
both the interannual variability of the regional RH and its trend party (compare Fig.
1.11: dryer and warmer conditions over northern Brazil during El Niño). The subregion
and its temporal RH course closely represent the entire region of eastern Brazil (Fig.
4.39).

In the northwestern subregion of eastern Brazil, the observation RH (light blue) cor-
relate with the estimated RH over the full period (dark blue; r = 0.44, p = 0.02), i.e.
the MEI can represent interannual variability in the subregion. This correlation is re-
inforced over the late period (r = 0.55, p = 0.03). However, MEI’s representation of
the RH interannual variability is not transferable to the full region of eastern Brazil
(r = 0.18, p = 0.51; late period: r = 0.24, p = 0.49; Fig. 4.39). In eastern Brazil and its
subregion, the estimated RH does not decrease as observed and represents only 20.57%
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4 Concluding to what extent the modes reflect RH

of the observed trend. The MEI does not represent the RH trend either over the full
or the late period. Additional drivers such as primary physical drivers and other modes
or terrestrial changes should be found to represent and explain regional RH in eastern
Brazil.

A potential influence is the variability of tropical south Atlantic SST adjacent to
the coast of the northern part of the region stretching eastwards across the central At-
lantic (Table 4.5), which have been found to drive dryness over northeastern Brazil drive
(Kayano & Andreoli, 2006). For the entire eastern Brazil region (DJF), positive SST-
RH correlations and a negative SST trend around the region’s Atlantic coast in the late
period could be found (Fig. 4.4). In the early period, these SSTs increased. It seems
that ENSO explains interannual RH variability but not the trend, and these SST trends
may potentially explain some of this trend.

This subregion shows an example that the change in RH results from insignificantly
small changes of q and T due to changes in winds and SST in different locations. The
change in winds is likely associated with the ENSO and through MEI correlations con-
sidering a link between tropical Pacific and Atlantic SST. The combination of additional
drivers on different scales is visible in this subregion, consisting of only three grid boxes.
It is an excellent example of the need for some analysis at the grid box level. However,
the analysis at grid box level or already at a sub-regional level is beyond the scope of
this work.

ENSO’s impact with temporal lags

It is known that the ENSO has worldwide teleconnections (Alexander et al., 2002;
Gershunov & Barnett, 1998). These teleconnections can occur with a time delay to
the ENSO event. With a time lag of up to -6 months, the strongest (r > 0.5) correl-
ations between MEI and following regional RHs were determined. For RH in eastern
Brazil (JJA; r = 0.56, p = 0.02, 4/12 grid boxes significant) and Tibet (SON; r = −0.62,
p = 0.01, 9/12 grid boxes significant), correlations with the MEI with a lag of -4 month
(February-March-April and May-June-July, respectively) are significant, and for RH in
DJF in southwestern Greenland (r = −0.55, p = 0.02; 3/6 grid boxes significant) and
eastern Canada (r = −0.59, p = 0.01, 5/10 grid boxes significant) with a lag of -6 months
(i.e. MEI in JJA).

RH over eastern Brazil (JJA) correlates in the JJA with MEI from February-March-
April and fulfils all ECs (Table 4.12). However, only half of the grid boxes with a
significant correlation occur in grid boxes with a significant RH trend in the late period
(Figs. 3.3 and 4.33). Due to the spatial mismatch in eastern Brazil and the low area of
agreement, the correlation is not investigated further. RH over Tibet (SON) correlate
only in the late period and not over the full period with the MEI in May-June-July.
Song et al. (2018a) found a weak negative maximum lag correlation between the ENSO
and precipitation, which could be linked to decreased RH. Eastern Canada (DJF) is the
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Table 4.12: As for Table 4.9, for the MEI with monthly lags.

only region in which RH correlates with a lagged ENSO (MEI in JJA) and fulfils all
ECs (Table 4.12). In the early period, MEI-RH correlations in eastern Canada are not
significant (Table 4.13).

Table 4.13: As for Table 4.10, for the MEI with a lag of -6 months, i.e. in JJA the
previous year, and seasonal correlations in DJF over eastern Canada.

In JJA, the mean MEI hardly changes between the late and the early period (0.36,
0.37, respectively) and is mostly positive (Table 4.5). During the positive ENSO phase
(El Niño), there are anomalously low q and T , thus, RH is expected and vice versa, due
to negative correlations with the MEI (Table 4.13). In particular, the negative correl-
ation is expressed in 2010 during the La Niña and high RH. As for the AO, negative
MEI values seem to have a more decisive influence on RH than positive values (Fig. 4.40).

In eastern Canada, the correlation between the observed (light blue) and the estim-
ated RH (dark blue) is insignificant over the full period (r = 0.2, p = 0.29) and late
period (r = 0.32, p = 0.23), i.e. the MEI alone is able to represent neither the regional
RH interannual variability nor the RH trend as the latter has different signs for the
observations and the estimates (Fig. 4.40).

Without lags, the AO in DJF is associated with the eastern Canadian interannual RH
variability, but not with the RH trend (Section 4.3). The AO and the ENSO behaviour
show similar phases in 2010–2016 at different seasons and correlation with regional RH
(compare Figs. 4.38 and 4.40). It is likely that both modes act on RH. This study
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does not provide an analysis of the decoupling of the impact of AO and ENSO or the
interaction of modes.
In this context, it should be noted that there is also an AO-RH correlation for southwest-
ern Greenland in DJF (Section 4.3) but no MEI-RH correlation at the same time but
with a lag of -6 months. There is a number of potential reasons for differences in trends,
and one of the differences between RH-drivers in eastern Canada versus southwestern
Greenland could be the ENSO. It is challenging to pursue the coupling with RH in a
time delay since it is unclear which lags the individual physical primary variables enter.

The IPO and RH over eastern Brazil

Correlations between the IPO and RH in three regions fulfil all ECs (Table 4.9). The grid
boxes with significant correlations do not widespread match the significant RH trend in
the late period in either Tibet or the Red Sea region or Mongolia (all DJF) (compare
Figs. 3.3 and 4.33). Like for the MEI, significant strongly negative correlations in the
northwest of eastern Brazil (DJF) were found (r = −0.7, p = 0.0, 3/3 significant grid
boxes; Fig. 4.33). Positive IPO events indicate low RH. In DJF, the mean IPO index in
the early period is less negative (0.11) than the mean in the late period (-0.23).

Table 4.14: As for Table 4.10, for the IPO seasonal correlations in DJF over the northwest
of eastern Brazil.

The RH, q and T (Fig. 4.41; Table 4.14) and u10/si10 (not shown) correlations and
the time series of the IPO and the MEI in DJF (Fig. 4.39) are very similar, e.g. positive
in 2016. Both oscillations, on average, have changed their sign from positive to negative
in the late period. The influence of IPO on regional RH is similar to that of ENSO.
Also, the PDO correlates negatively with RH in the northwestern part of eastern Brazil
in the late period (Fig. 4.34). The ENSO, the IPO and the PDO operate on different
time scales (Section 4.2.1), which are of minor importance in the calculated correlations
with detrended time series.

The IPO describes the RH interannual variability to a similar extent as by the MEI
(over the full period: r = 0.42, p = 0.03; over the late period: r = 0.55, p = 0.03), and
the negative RH trend in the late period is at 27% represented by the IPO.
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The AMO and RH over California and eastern Canada

Eastern Canada (DJF; r = 0.66, p = 0.0, 6/10 significant grid boxes) and California
(annual; r = 0.66, p = 0.0, 6/10 significant grid boxes) have the strongest large-scale
correlations between the selected modes and regional RH. With a positive AMO, in-
creased RH is expected in both regions.

The AMO shows a significant, positive trend over the full period, while in the late
period, the annual and seasonal means in DJF are positive (0.17 and 0.09, respectively)
and in the early period, negative (-0.13 and -0.17, respectively). In Section 4.1.5, weak
links between a warm AMO (and cold ENSO/PDO) and droughts over California were
found, where the AMO served as a modulator on Pacific modes (Liu et al., 2018; Mo
et al., 2009; Ruprich-Robert et al., 2018). The late-period-Atlantic cooling in the upper
mid-latitudes, southwest and southeast from Greenland, so-called “cold blob” for the
years 2013–2015, is linked to ice sheet melting and is particularly strong in winter and
spring in the late period (Frajka-Williams et al., 2017; Mooney, 2015). These regional
SST anomalies are different from the actual warm AMO phase.

Table 4.15: As for Table 4.10, for the AMO seasonal (DJF) and annual correlations,
respectively, over eastern Canada and California.

During a positive AMO, the NH Atlantic heats up. East Canadian SSTs are above
average in the late period and correlate positively with the regional RH and show a
positive trend (e.g. Fig. 4.4). The strong regional q-RH and T -RH correlations (Section
3.3.2.4) reflect the strong correlations with the AMO (Table 4.15), i.e. T and q are above
average in the late period during a positive AMO. There are also negative AMO-u10 and
positive AMO-v10 correlations over the full and particularly in the late period indicating
weaker northwesterlies towards eastern Canada matching the u10/v10 trends in Fig. 4.1.
Consequently, during a positive AMO, RH increases primarily due to increased SST/T
(Green et al., 2017) and q, presumably via evaporation, in the late period, supported
by weaker northwesterlies which avoid inflow of cold air masses. The AMO correlations
mentioned are more pronounced in the late period and less pronounced during the early
period which coincides with a cooler AMO phase.
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4 Concluding to what extent the modes reflect RH

With below-average SLP in the northern part of California during a positive AMO and
positive u10/v10/ si10-AMO correlations (not shown) over the full period but no signi-
ficant trend in either of the primary physical variables in the late period, the correlations
between the primary physical variables and RH (positive SST/u10-RH correlation over
the NH tropical Atlantic, positive u10-RH correlations along the western Mexican coast
towards the Pacific, negative u10-RH correlations in the Atlantic mid-latitudes, positive
SLP-RH correlations over Iceland and negative SLP-RH correlations over the Atlantic
mid-latitudes; Section 4.1.5) match the AMO correlations, except for the wind speed.
This shows the link between the AMO and the RH, particularly in the late period, as
also in Section 4.1.5 through correlations between the primary physical drivers and RH.
The link concerns the interannual variability. However, it does not explain the RH trend.

Green et al. (2017) found the AMO’s ocean warming and cooling linked to a shift of
the ITCZ. Thus, a shift in precipitation could have contributed to a regional change in
RH in lower latitudes but unlikely in the higher mid-latitudes.

In eastern Canada (DJF), the observed RH (light blue) weakly, but significantly at
p < 0.05, correlates with the estimated RH (dark blue; r = 0.43, p = 0.02), i.e. to
a certain extent, the AMO can represent interannual variability in the region over the
full period (Fig. 4.42) but less over the late period (r = 0.38, p = 0.19). Due to
the positive AMO trend over the full period, the eastern Canadian RH trend is repres-
ented to 88.46% of the observational trend. The late trend is represented at 22.41% only.

Despite the findings of AMO-like correlation pattern between the primary physical
drivers and RH (Section 4.1.5) and RH troughs in 2007–2009 and 2014 occurring during
AMO troughs (Fig. 4.42), the interannual variability of RH in California over a more
extended period cannot be represented by the AMO (full period: r = 0.11, p = 0.55,
late period: r = 0.24, p = 0.35). The trends of observation RH and estimated RH are of
different signs, i.e. the AMO cannot explain the RH trend in California. However, the
positive AMO trend over the full period (Table 4.6) and the findings by Liu et al. (2018),
Mo et al. (2009) and Ruprich-Robert et al. (2018) match: a positive phase in the AMO
leads to drought over the western USA. Furthermore, they found the AMO modulating
the ENSO and interacting with the PDO, impacting regional precipitation and T (Mo
et al., 2009). The co-impact of two modes is complex and challenging to be represen-
ted by decadal correlations, as explained in Section 4.1.5. Based on the RH troughs in
2008 (La Niña) and 2014 (El Niño), different mechanisms impacting RH change can be
determined, e.g. the q decrease in 2008 and the T increase in 2014. These RH troughs
might be differently strongly linked with AMO. Links with the AMO and RH could thus
be established, but these require further analysis. A possible explanation of these links
could benefit from analysing single-year or seasonal data to enhance the signal-to-noise
ratio.

The AMO, thus, can partly explain the interannual RH variability and its trend in
eastern Canada, but it is linked to only certain years in California. Note, that RH over
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eastern Canada in DJF correlates with the AO, and with a lag of -6 months with the
MEI. However, it is under discussion whether the AMO actually exists or whether it is
an artefact of anthropogenic forcing and volcanic eruptions (Mann et al., 2021; Mann
et al., 2020). In addition, the positive AMO index conflicts with north Atlantic cooling
(Frajka-Williams et al., 2017). Therefore, it is questionable to what extent the defined
oscillation can represent regional RH.

The PNA and the PDO and RH over Scandinavia

The correlations between the PNA and PDO and RH over Scandinavia (SON) meet EC1
and EC2 but are not significant over the full period (Table 4.9). Neither regional q nor
T correlates significantly with the modes (Table 4.16).

While in SON, the mean PNA in the late period is more positive (0.22) than in the
early period (-0.03), the signs of the PDO are inverse (mean in the early period: 0.15,
in late period: -0.31). These seasonal means do not correspond to the sign of the PDO
annual mean. Both modes show no significant trend over the full period.

Table 4.16: As for Table 4.10, for PNA and PDO seasonal correlations in SON over
Scandinavia.

The positive SST trend over the Barents Sea in the late period, which is positively
linked with the regional RH, can be recognised by negative PDO-SST correlations (not
shown). Positive v10-RH (Fig. S17) and negative v10-PDO correlation patterns (not
shown) are also similar, while v10 shows no significant trend in the late period. There
are negative (positive) SLP-RH (PDO-SLP) correlations over the Norwegian Sea with no
SLP trends in the late period (Fig. S17; PDO-SLP correlations not shown). Wang and
Schimel (2003) found increased precipitation during a cold/negative PDO over Scand-
inavia. The PNA correlations with the primary physical variables (not shown) show no
agreement with those from RH .

Neither the RH interannual variability nor the RH trend over multiple decades over
Scandinavia can be related to the PNA or PDO, and the correlation between the ob-
served and the estimated RH is not significant (r < 0.34, p > 0.27). The RH peaks in
2011 alone correspond strongly with the negative PNA and PDO index (Fig. 4.43). The
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RH trends can only be estimated by the PNA and PDO up to 3%.

The connection mechanisms cannot be clarified at this stage. There are known tele-
connections between the tropical Pacific Ocean and higher latitudes, although this might
be more established for the ENSO than the PDO.

4.4 Chapter summary and concluding remarks

Not being able to fully explain observed trends by the thermodynamic driver justifies
looking at dynamical drivers acting on different spatial and temporal scales. The analysis
of dynamical drivers was undertaken to explore which regions showing significant RH
trends were impacted by dynamical drivers. Dynamical drivers included primary phys-
ical variables (SST, wind direction and speed, SLP) and modes of variability. Based on
correlation and trend analysis this Chapter examined which sign their impact had on
RH (positive, negative correlation), and how strong their impact was. Furthermore, this
Chapter tried to answer whether the modes could be used to predict any of the recent
RH trends by calculating the estimated RH time series using the regression coefficient.
In Chapter 3, RH was found to be more strongly linked to moisture (q) than temperature
(T ); therefore, regional precipitation-RH correlations and precipitation trends were also
identified. The strongly positive precipitation-RH correlations and SLP trends associ-
ated with wind changes on different spatial scales supported further analysis via primary
physical variables, such as the SST, the wind directions u10 and v10, the wind speed
and SLP for regions with the strongest RH trend.

Significant wind trends due to SLP trends in the late period were found in many
regions (Section 4.1). These wind trends, especially with differences in the early and
late period, served as important indicators for regional RH changes in the late period
for both the six regions with the strongest annual RH trends (eastern Brazil, Tibet, the
Caspian Sea, California, Mongolia and southern Africa), which have been examined in
detail via correlation maps in Sections 4.1.2–4.1.7, and those with smaller RH trends.
For example, in southwestern Greenland (DJF), late-period wind trends were opposite
in the early period, such as a change in wind trends from increased south-westerlies in
the early period to stronger northeasterly winds in the late period. Note, while the RH
trend in the late period over southwestern Greenland was significantly negative, there
was no significant trend in the early period. In eastern Brazil (DJF), a positive SLP
trend in the southwestern Atlantic was associated with counterclockwise wind trends
in the east of Rio de Janeiro, i.e. a positive southeasterly trend resulting in reduced
tropical northeasterlies. Also in MAM, JJA, SON, a change in direction and strength
of onshore winds to the Brazilian east coast was detected. In Tibet (SON), an increase
in dry southwesterly winds in the northwest could be associated with a regional RH de-
crease. In southern Africa (SON), the negative late-period RH trend could be related to
a negative SLP trend in the southern Indian Ocean, thus, decreased maritime northeast-
erly flow in the late period whereas, in the early period, a southwesterly trend towards
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the northeast of southern Africa was found. Further examples of wind changes in and
around regions with a strong RH change were explained in Table 4.4 on the basis of Fig.
4.1. Wind trends that lead to a decrease in RH concern rather the wind direction than
the wind speed. However, they do not show a discernible pattern given the regional
heterogeneity in terms of prevailing winds and surrounding water bodies.

Precipitation, a result of the movement of air and moisture, and q and RH, was as
would be expected, mostly positively correlated. This relationship was strongest over
the mid-latitudes and in the summer hemisphere, and weakest in the winter hemisphere
and around the equator in the tropics. Global precipitation-T correlations followed
the T -RH correlation pattern (Sections 3.2 and 4.1.1), with mostly negative correla-
tions and positive correlations in cold climates which might be linked to snow, lead-
ing to weaker precipitation-RH correlation. In eastern Brazil (DJF), southern Africa
(SON), northwestern India (annual) and Scandinavia (JJA) there is a significant neg-
ative (and for northwestern India and Scandinavia positive) precipitation trend with
positive precipitation-RH correlations in the late period, indicating that precipitation
could be driving RH directly. For all four regions, correlations between the primary phys-
ical drivers and precipitation were analysed. Their patterns are similar to those between
the primary physical drivers and RH, indicating that SST, wind speed and direction
impact precipitation, q, and thus RH in those regions. In Tibet (MAM, JJA), Mongo-
lia (JJA) and in Rajasthan (northwestern India, JJA) precipitation could be linked to
RH with a temporal lag (significant precipitation trend but weak correlation with RH).
Correlations between precipitation and RH with temporal lags were beyond the scope
of this thesis. In eastern Brazil (SON) and the Caspian Sea (JJA), the interannual RH
variability is driven by precipitation via dynamical drivers but there is no significant
precipitation trend.

Among decadal precipitation trends, strong peaks/troughs in precipitation and sea-
sons/years of flooding or drought are likely to determine RH in many regions. Further
work could compare time series of regional and seasonal RH and precipitation to detect
overlapping of strong peaks/troughs of both variables in each region.

Significant relationships were found between the primary physical variables and RH in
the regions with the strongest negative RH trend in the late period. The q-driven RH in
eastern Brazil in DJF and SON experienced a reduction of moist, tropical northeasterlies
due to a northward shift of the ITCZ and precipitation to warmer NH tropical Atlantic
SST (Section 4.1.2). The late period SH tropical Atlantic cooling at northeastern Brazil’s
coast could be associated with El Niño and negative MEI/IPO-RH correlations, partic-
ularly in the northern subregion in DJF (Section 4.3). The reduction of precipitation
and RH centred in the northern part of this region in JJA and MAM, were associated
with lower SLP in the northwest of the region towards the Amazon, and reduced north-
easterlies over the ocean, thus, reduced moisture flow but increased over-land easterlies
spreading drier air than normal westwards. In addition, in JJA, a reduction in southerly
on-shore winds towards the southern part of the region and thus, reduced moisture flow
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onto land, could help explain the negative RH trend over the entire region of eastern
Brazil. The wind trends are based on seasonal SLP trends: during all four seasons,
there is a significant negative late period SLP trend northwest of the region. In DJF
and MAM, there is a significant positive SLP trend over the region’s southeast. Only in
DJF, there is a significant negative SLP trend over the Atlantic in the southeast of the
region strongly related to the seasonal RH decline.

In Tibet (JJA), the RH decrease could be linked to the ENSO and the IOD, in particu-
lar in the late period (Section 4.1.3). Increased SST in the central Pacific and SLP trends
reducing the land-ocean SLP gradient led to weaker East Asia and Indian monsoons,
thus, reduced moisture inflow, i.e. precipitation, with a more significant ENSO-like
pattern in the late period. In SON, local northeastwards wind trends in the region’s
northwest match spatially the subregional RH trend; however, they are not significant.
A negative SLP trend in the region’s east and northeast is associated with regional in-
creased T . In both seasons, the regional positive T trend could indicate that this region
appears to be more driven by a change in T than a change in q.

In the north of Mongolia, the precipitation-poor rainy season JJA set favourable con-
ditions for droughts. In DJF, there are strong correlations between the primary physical
variables and q and T , but weaker for RH. La Niña-related, insignificant (p > 0.05)
local wind trends indicated increased flow out/decreased flow into the region due to
a southwards shift of the ITCZ and the East Asian monsoon towards warmer SST/T
(Section 4.1.6). In MAM, insignificant decreased local northwesterlies/increased south-
easterlies in the late period were in contrast to the early period, which could describe the
interannual RH variability but not its trend. In Mongolia, increasing land cover/land
use (LCLU) changes (coal mining, grazing, desertification) might have impacted RH (see
Chapter 5). Both RH in Tibet and Mongolia could be linked to monsoon systems, which
were not further analysed in this study.

Over the Caspian Sea region (JJA) experienced reduced precipitation associated with
ENSO-linked increased winds (Section 4.1.4). These had the effect of delocating the
precipitation, decreasing the chargement of the Caspian Sea by the Volga river and res-
ulting in a shrinking lake surface. This shrinking is also associated with increased lake
surface and surrounding land surface T and evaporation. The drying is associated with
the inflow of hot, dry air from the Iranian highlands in the south. The difference in
warming between the lake surface T and surrounding land surface is effectively a local-
ised element of the global thermodynamical driver of RH decline relating to faster land
warming versus slower ocean warming. Here, the process appears to be enhanced by
aspects of dynamical drivers related to airflow and precipitation (Section 4.1.1). An in-
teresting result is that land cover changes have been observed (Arpe et al., 2012; Rodell
et al., 2018; Wang et al., 2018) in response to the reduced precipitation. As discussed
in Chapter 5, a decrease in vegetation is a terrestrial driver component that can further
contribute to RH decline.
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With a reduction in precipitation in the southern Africa rainy season (DJF), RH in
JJA was found to decrease due to an increased easterly wind component in the east
leading to an offshore effect (Section 4.1.7). In SON, the low rainfall rates are associated
with high Indian Ocean SST, El Niño, the SAM, decreased easterlies over the southeast
of the region and increased easterly offshore winds due to abnormal low pressure.

A key line of investigation was the identification of any differences in trends and
correlations between the early and late periods that could be contributing to the late
period change in RH. Either a change in circulation pattern between the early and the
late periods, or late period trend in primary physical variables correlating with RH,
might be linked to regional RH trends. Some evidence of this was found but not for
all regions with a strong RH trend. For example, in Mongolia (MAM) and southern
Africa (SON), there are large differences in circulation patterns linked to regional RH
(direction of correlations) between the early and the late period, indicating that different
mechanisms drive RH (in the case of Mongolia, an increase RH in the early period and
a decrease in the late period). This is not the case, for example, in eastern Brazil (DJF)
and the Caspian Sea region (JJA), where only the correlation strength is higher in the
late period compared to the early period, rather than of a different direction. Therefore,
some regions, e.g. Mongolia, would benefit from analysing the early period, i.e. a strong
but insignificant wetting RH trend, which is explained through dynamical drivers at a
place different from the late period.

The seasonal correlation and trend analysis explained the impact of dynamical drivers
on RH for almost all of the explored regions (eastern Brazil, Tibet (JJA), the Caspian
Sea, southern Africa). For Mongolia (DJF, MAM) and California (annual), no evidence
of dynamical drivers on RH could be found due to a lack of significant correlations and,
particularly, trends in primary physical variables. For California (annual dominated by
DJF, with DJF correlations as the strongest seasonal correlations; not shown), a stronger
link of wind directions over the Atlantic and increased SST on the Pacific American west
coast were found instead of a trend in onshore westerlies. The SSTs correlate strongly
positively with q and T but not with RH, which might indicate the long-term impact of
thermodynamic drivers; also, an AO-like SLP correlation pattern was visible in the late
period. While in Mongolia (DJF), the correlations between the primary physical drivers
and q and T were much stronger than for RH, a local increase in high-pressure systems
over the region, thus, an anticyclonic wind trend could explain the RH decrease in the
late period; however, the trend was not significant. For Mongolia (MAM), the analysis
of links between primary physical variables and RH was not straightforward either due
to a lack of trends and disagreement in direction with the correlations. The drought in
these regions was due to precipitation deficits in other seasons. This lead to decreasing
terrestrial water storage and vegetation changes (a change in LCLU) over the region
that could further contribute to decreasing RH (see Chapter 5). In Tibet (SON), local
wind trends were insignificant.

Links to the modes of variability could be found, mainly through SST and SLP cor-
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relation patterns with RH, because these two primary physical variables generally serve
to calculate indices of modes. The strongest links were determined via a ranking.

Due to the large number of potential regions to study in more detail, a ranking method
was developed to identify the regions with the strongest links between modes of variab-
ility and regional RH. This ranking identified that interannual RH variability in Tibet,
southwestern Greenland, eastern Canada, Scandinavia and eastern Brazil would be most
impacted by modes of variability. Modes of variability most impacting regions with a
strong RH trend were the AO, modes covering the big oceans, i.e. in the Pacific, the
ENSO and the IPO, and in the Atlantic, the AMO, and the SAM. RH-correlations with
the latter turned out not to meet all the eligibility criteria (EC; Section 4.3) and, thus,
the impact of the SAM on RH were not further analysed. The choice of the ECs was
based on the significance and strength of correlations on the late and the full period.
This choice ruled out further analysis of some correlations, for example, for regions in
which a mode of variability impacted regional RH only over a certain period such as
RH over Tibet and the MEI. This could be because one phase of the mode has been
stronger or might be better captured than the other (e.g. El Niño with drier and warmer
conditions over northern Brazil and no precipitation impact of La Niña [Fig. 1.11]), or
might interfere differently with another mode in that period. The EC assured that only
widespread significant correlations would be taken into account. However, a successful
deviation from the EC was looking at clustered grid boxes of strong correlations on Figs.
4.30–4.37, so that RH in the northwestern subregion of eastern Brazil (DJF) could be
successfully linked to the ENSO/IPO. In the example of eastern Brazil (DJF), correla-
tions with q and T showed a strong ENSO-like SST pattern. As ENSO has been driving
both q and T to a similar extent, the mode’s impact on RH was less strong. Therefore,
it is essential to look first at RH correlations and then try to explain the impact of vari-
ables and modes via the latter’s impact on q and T . Modes of variability might explain
why winds possibly do only occur in one period and not in the other.

Modes of variability were found to strongly drive q and T in some regions, e.g. in
ENSO-like SST-q/T correlation patterns in eastern Brazil (DJF; Fig. 4.5), but accord-
ing to the Clausius-Clapeyron equation, the ENSO would not necessarily impact regional
RH if q and T changed to an equal extent under neither water nor energy-limited condi-
tions. In other regions (e.g. the northwestern subregion of eastern Brazil in DJF with the
ENSO), modes of variability were found to be linked with the interannual RH variability
but not causing their trends. That might be because the mode did not show a significant
trend. Only the AMO, the SAM and the IOD significantly increased in the full period.
The MEI, IPO, PDO significantly increased in the late period indicating increased more
positive years towards the end of the late period, with a strong La Niña-event at the
beginning of the late period around 2000 finishing the late period with a strong El Niño
event in 2015–2016. The study was not set up for non-linear relationships, and the trends
and regressions, and also the detrending, are based on linear regressions, which might
cause difficulties for modes due to their oscillating behaviour (e.g. the AMO; Fig. 4.28).
Therefore, the average sign of mode in a period was calculated as the early/late period
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might have been a period where a mode has been more positive/negative/neutral than
in the late/early period. This makes sense for modes of long periodicity, such as the
PDO or the AMO. Looking at the decadal mean combined with an identified correlation
between that mode and RH was then useful.

Only the AMO was found to be a strong predictor for RH trends: the AMO correl-
ated positively with RH in California and eastern Canada (DJF) only in the late period
(Section 4.3). For eastern Canada (DJF), the AMO was able to represent both the in-
terannual RH variability and to 88% the positive RH trend in the late period associated
with increased SST and increased onshore easterlies/decreased westerlies. Low-frequency
modes as the AMO might stay in one phase for a longer time, thus, might have a per-
severative impact on RH. Independently of the discussion as to whether the AMO is a
real mode and not only an artefact of global warming (Mann et al., 2021; Mann et al.,
2020), this study found the importance of Atlantic Ocean SST on RH (also see the ITCZ
shift impacting Brazil’s RH).

The AO (in winter similar to the NAO/NAM, Rogers and McHugh, 2002; negative
RH correlation in eastern Canada [DJF] and southwestern Greenland [DJF]; Section
4.3) and the MEI/IPO without temporal lags (strongly negative RH correlation in the
northwestern subregion of eastern Brazil [DJF]; Chapter 4.3) impacted regional RH to
a similar extent in the early and the late period and might be a contributing factor.
They could represent some parts of the regional RH variability but only the MEI could
represent the regional RH trend to 21% through SST variability in the tropical Atlantic
Ocean. Neither the lagged MEI (negative -6 months MEI-RH correlation in eastern
Canada [DJF] only in the late period; Section 4.3) nor the PNA nor the PDO (negative
RH correlation with Scandinavia [SON] only in the late period) were able to represent
interannual RH variability or the RH trend in the late period. It is important to note
that modes of variability have been defined for other reasons – often for characterising
periods of unusual temperature or precipitation, and not specifically for looking at RH
over a certain region. This could make the analysis of the role of the modes less con-
clusive and supports the exploration of the primary variables in the first instance.

The correlation analysis allowed a comparison of the contribution of various modes
over the same or different periods of time. Suppose a mode-RH correlation coefficient is
very (moderately) strong, such as the MEI/IPO on the northwestern subregion of east-
ern Brazil (DJF); in that case, other modes or drivers might be expected to contribute
less (more). The stronger the correlations, the more sense it makes to calculate regres-
sion coefficients. The contribution from various modes in various phases could plausibly
drive the RH peaks and troughs collectively, probably alongside other drivers, too. The
trend direction could be driven by a few events only. Note, no two events are the same.
Further work could explore these events via composite-analysis. As seen in the correl-
ation analysis for the primary physical drivers, in some regions, more than one driver
or mode of variability influences a given region. For example, RH over eastern Canada
(DJF) with a strong RH peak in 2010 correlates negatively with the AO (r = −0.51;
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negative phase in 2010), the ENSO (r = −0.59; La Niña in 2010) and strongest with the
AMO (r = 0.66; warm/positive phase in 2010). SLP/SST-RH correlation maps helped
quantify the impact of the links and how they combine, leading to a change in RH and
disentangling if some modes are more responsible for a change in q while another would
be more responsible for a change in T .
Although ENSO had a strong influence on the regional interannual RH variability and
its trend, it was particularly phase-dependent in combination with other modes; climate
impacts of ENSO differ between events and ENSO signals are not quite stable in tele-
connected areas. Therefore, the impact of the ENSO on RH overall is quantitatively
very little. Analytically, this study is unable to decouple the impact of modes on re-
gional RH. The interplay between modes was important, for example, over eastern Brazil
cold ENSO conditions combined with warm AMO conditions. Other studies have found
global warming to enhance El Niño conditions (Bayr et al., 2014), have a negative feed-
back on Indian monsoons (Douville et al., 2021), as well as to enhance Modoki-Events
(Yang et al., 2012). This study was not able to decouple the effects of modes on regional
RH specifically. Another example is California: during El Niño events, the jet stream
lies a bit further south. Simultaneous negative phases of the AO, when the warm pole
in the tropical Pacific is in a slightly different place, lead to a jet stream shift that will
be slightly different between ENSO events impacting the region differently. A separate
analysis in the early and the late period or for specific RH peaks and troughs could be
done as using the full range of 45 years might lead to loss of information whenever the
mode is in a neutral state.

As with the example of the impact of AMO on RH in eastern Canada (positive cor-
relation only in the late period), the temporal length of a significant correlation (only
over two decades, i.e. the late period, instead of over the full period) does not provide
any information about whether the oscillation drives the interannual RH variability or
trend. The third ECs could have been dropped. Only the ENSO/IPO showed strong
correlations with RH in the northwestern subregion of eastern Brazil over the early, the
late and the full period.

Low HadISDH data coverage over eastern Brazil was particularly challenging, and
regional heterogeneity in RH trends and RH-correlations with q and T (e.g. Mongolia
[DJF, MAM], southern Africa [JJA]) did not help the correlation analysis as it was based
on regional averages. Trends or correlations with different signs or of different strength
within a region mean that the impact of primary physical drivers and modes on RH
might be offset. For example, the SAM impacts only the very southern tip of southern
Africa. As moisture and temperature inflow to southern Africa comes from two large
different circulation patterns (easterlies towards the east coast and southerlies towards
the south coast touching the west coast), trends in winds and their impact on subregional
RH were challenging to detect. As for the spatial heterogeneity, it would also benefit
the analysis to use increased temporal resolution. Firstly, for example, in California,
the correlation analysis is based on annual values, which might offset seasonal drivers,
particularly modes which act seasonally. The four standard seasons might not match
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the resolution of circulation patterns, modes or monsoon seasons. Secondly, the early
and the late period include several decades in which the signal of single years or shorter
periods of strong events (e.g. droughts) and modes (e.g. El Niño in 2015–2016) might
be averaged out. In some cases, however, these events were very strong and impactful
so that the analysis still represented them in trends or correlations. Clearly, interannual
variability in the dynamical drivers is large and this is important for interannual vari-
ability in RH.

Wind speed in terms of evaporation and RH over the region was not taken into ac-
count, as in this case, wind speed can be considered a component of the terrestrial drivers.
Positive si10 trends such as over eastern Brazil (DJF, JJA, SON), the northern part of
eastern Brazil (MAM), southeastern Tibet (JJA), southern Tibet (SON), southeastern
Africa (JJA), central southern Africa (SON), i.e. enhanced wind speed over land, could
lead to increased evaporation if enough moisture is available or distributing dry air if
not enough moisture is available. Negative si10 trends, i.e. decreased wind speed over
land, was found in southeast Mongolia (MAM). This relationship could be explained in
Chapter 5. Note that ERA-Interim wind speed trends differ from observation-based re-
cords: the latter have shown widespread decreases in wind speed over land until around
2010 and then a recovery (Azorin-Molina et al., 2021).

A summary of principal drivers in each region can be found in Section 6.2.1.

For regions with topographic heterogeneity, for example, Tibet, it may have been use-
ful to use ERA-Interim 500 hPa for a clearer synoptic-scale flow.

In conclusion, the Chapter found strong evidence that some dynamical drivers contrib-
ute to RH changes in regions with strong RH trends. Modes (e.g. the AMO on winter
RH in eastern Canada) and, particularly, their combination (e.g. cold ENSO and warm
AMO on RH in the northwestern subregion of eastern Brazil), can explain large parts
of the global RH trend as Pacific and Atlantic modes have global impacts, e.g. on the
monsoon (e.g. southwards shift of monsoonal rain away from Mongolia during La Niña).
Monsoon indices were not analysed. Seasons and temporal lags need to be taken into
account. Dynamics that are explained by the modes are more extensive and possibly
have a stronger/more distinguished pattern. More local dynamics do not have to be
coupled with big modes, but can also have to do with regional or sub-regional things,
e.g. terrestrial drivers, deforestation, shrinking lakes near weather stations etc. which
would need to include land cover classification. The effects of climate change, in terms
of increasing the frequency and intensity of modes of variability (e.g. simulated weaker
spatial amplitudes and increased temporal frequency for the IPO and PDO; Xu and Hu,
2018), thus, their superposition with other modes, the impact on general atmospheric
and oceanic circulations (e.g. weakening of the jet stream) and prolonged seasons (e.g.
earlier greening) need to be considered. This study did not quantify dynamical drivers
but detected their potential. Although dynamical drivers show a global impact on RH,
not in all regions and seasons with strong RH trends, they were enough to explain re-
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gional RH changes. This study found evidence that the effects of dynamical drives could
link to terrestrial drivers likely in regions like California or Mongolia. Only seasons with
a drying trend were analysed but not other seasons, which might have an impact then on
the following seasons, e.g. less rain in the rainy season could result in no change during
the season but in less groundwater storage or less vegetation resulting in poorer water
availability later on in the year, in the season with a drying trend. Thus, dynamical
drivers might impact the land cover, i.e. terrestrial drivers which then again impact
RH (e.g. Mongolia; see Chapter 5). The next step would be quantifying the impact of
different modes acting on a region and changing RH and the impact compared to the
other drivers.

Most notably, this study expected to find a more spatially and temporally widespread
signal of a relationship between the modes of variability on RH, especially for the larger-
scale modes such as ENSO. However, no such evidence could be detected. Instead, this
study found that each region is unique in its exposure to the various modes and primary
physical variables, and combination thereof. This study found that RH could be linked
to various combinations of dynamical drivers on a regional and seasonal scale and that
those combinations and relationships were also unique to each region. It is clear that
dynamical drivers do play an important role in changing RH but that this is small in
spatial and temporal scale, contributing to the large spatial and temporal variability of
RH compared to other variables.
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In many regions (e.g., eastern Brazil, the Caspian Sea region, California, and southern
Africa), changes in relative humidity (RH) were found to be related to dynamical drivers,
especially changes in sea surface temperature (SST), wind directions, and sea level pres-
sure (SLP) (Chapter 4). A clear connection between modes of variability and RH resulted
mainly from SST and SLP patterns. Only in the case of eastern Canada could a mode –
namely, the Atlantic Multidecadal Oscillation (AMO) – explain the regional RH trend.
The impact of the El Niño Southern Oscillation (ENSO) and the Interdecadal Pacific
Oscillation (IPO) on tropical Atlantic SST and northeasterly tradewinds were found to
be influencing RH over eastern Brazil. There was no evidence of dynamical drivers on
RH trends over Tibet, California, and Mongolia. Particularly for the latter three regions
but also as a contributing factor in other regions with a strong RH trend, the search con-
tinues for an explanation of the changes in RH based on changes in land evaporation in
the latter three regions in particular, but as well in other regions as a contributing factor.

For the purpose of this thesis, terrestrial drivers are defined as two processes. First,
there are the physiological effects of reduced stomatal conductance from increased CO2,
or reduced water availability, which could lead to decreases in RH via decreased evapo-
transpiration (Et). Second, there are structural changes in the land cover or land use
(LCLU) that lead to changes in evaporation (E) more generally and its related fractions.
The terrestrial drivers are highly complex, with several interactions and feedback across
the various processes. Additionally, the processes themselves can be affected by RH.

Evaporation is the vertical process that connects the land with atmospheric humidity
and enriches it with water. Specific humidity (q) has a particularly prominent role in RH,
as was shown in Chapter 3 (Fig. 3.8). A change in land evaporation causes a change in
latent (q) and sensible heat (air temperature, T ), which can influence near-surface RH.
An Et change over land is driven largely by changes in the amount, type, and stomatal
behaviour of vegetation, in combination with soil moisture availability. There are also
understandable leads and lags. According to Grossiord et al. (2020) and Gedney et al.
(2006), if decreasing RH is driven by non-local processes (thermodynamic or dynamical
drivers), the resulting increase in vapour pressure deficit (VPD) could drive a linear or
non-linear increase in Et, even if stomata are closing simultaneously due to heat, water,
or stress from elevated CO2 concentrations. Under limited water availability, soil water
would be expected to be depleted and runoff to decrease. This scenario may be manifest
as negative Et-RH correlations. However, Xiao et al. (2020b) linked decreasing RH to
small decreases in Et because it induced further stomata closure in response to water
stress. If local terrestrial drivers, such as deforestation, habitat modification (including
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invasive species), or CO2 fertilisation, are contributing to a declining RH, specific types of
LCLU are expected to change Et, drive it or strengthen a decrease in it. In this case, soil
water and runoff would be expected to increase: see, for example, the detection by Ged-
ney et al. (2006) of a direct CO2 effect in continental river runoff records. This scenario
is generally associated with positive Et-RH correlations. Clearly, the correlation of Et

with RH can be complex and dependent on the type and location of the terrestrial driver.

This Chapter uses correlation maps with integrated changes in the evaporation rates
to help identify regions in which there are clear relationships with RH over the late
period (2000–2017). For the analysis of correlations and trends, a larger significance
(p < 0.1) was chosen, as data for variables considered terrestrial drivers are of larger
variability. E was separated into its various fractions, and the evidence for potential ter-
restrial drivers is explored to identify whether they may be contributing to the change
in RH or responding to it (Section 5.1). Correlation patterns are examined on the global
and regional level, the relationship with q and T clarified, and strong trend features that
support or contradict the theory are identified. An overview of the regional distribution
of evaporation and its fractions supports the estimation. Following this, the causes of
the evaporation change are explored (Section 5.2). Evaporation rates change with gradi-
ents of temperature and moisture, wind patterns, and surface material. As the impact
of thermodynamic and dynamical drivers has already been explored, changes in water
availability (surface soil moisture and root-zone soil moisture [Section 5.2.1] and total
terrestrial water storage [TWS; Section 5.2.2]) and land cover (NDVI [Section 5.3]) re-
main for analysis. NDVI changes might indicate, for example, greening or deforestation,
or simply a change in LCLU.

Furthermore, the impact of CO2 on vegetation and, thus, its role in evaporation and
RH is analysed. In the investigation of this coupling, the HadGEM2-ES model is used
to help assess the effects of a rise in CO2 – via radiative forcing, on one hand, and on
the other as a physiological influence on the vegetation, via the stomatal conductance
and a CO2-fertilisation of growth (Section 5.4).

Section 5.5 concludes with a discussion of how the totality of terrestrial drivers can
explain the regional and global RH change.

5.1 The interannual relationship between evaporation and RH

Assuming that terrestrial evaporation contributes heavily to RH over land, this section
clarifies the strength and sign of the E-RH correlation depending on location and sea-
son. To identify how evaporation affects RH, global correlation maps of detrended E
– including its various E fractions and RH, q and T , over the full period (1980–2017)
– were created (Figs. 5.1 to 5.6). In a physical, or well-coupled system, open water
evaporation (Ew) would be expected to correlate negatively with RH, if T increase re-
latively stronger than the evaporation rate (q). Taking Ew as the simplest fraction of
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evaporation, this investigation asks how land evaporation differently affects RH when
there is a biological layer on top of the system. A global overview of the correlations for
the four standard seasons is given. Afterwards, the significant (p < 0.1) and moderate
to strong (r ≥ 0.5) correlations are analysed, with regard to evaporation trends at the
regional and subregional levels. If there is a strong E-RH correlation and a trend in E,
E is considered a reason for the change in RH. The various E fractions are separately
quantified for each region to determine whether there is a dominant fraction affecting
regional RH.

At the annual level, E-RH correlate strongly positively, especially in the mid-latitudes,
i.e. decreased E with decreased RH, while higher latitudes, eastern USA and eastern
and southeastern Asia are weakly or negatively correlated (Fig. 5.1). Both positive and
weak/negative E-RH correlations are particularly strong in June-July-August (JJA).
The main message from these plots is the opposition to T : for the most part, where
T correlates strongly positively, RH correlates weakly or strongly negatively, and vice
versa. E-q correlations are mostly positive everywhere. In December-January-February
(DJF), E correlates negatively with RH, q and T in the NH high latitudes.

The E-RH correlations largely mirror the Et-RH correlations, as Et is expected to be
the largest E component over land. Negative Et-RH correlations are weaker in DJF and
more pronounced in JJA, due to the high vegetation density. The Et-q correlations are
stronger than E-q correlations (Fig. 5.2).

For interception loss (Ei), which this study expects to play a smaller role than Et in
RH, the Ei-RH correlation is positive and most strongly pronounced in JJA. As with
Et, this characteristic can be assigned to the strong plant growth in the boreal summer
on the NH. Ei-q and Ei-T correlate similarly to their respective E and Et correlations,
but much less strongly (Fig. 5.3).

By definition, bare-soil evaporation (Eb) is only relevant where there is exposed unve-
getated ground, so it is more regionally patchy than the other E fractions. Relationships
typically have less pronounced latitudinal patterns (Fig. 5.4). Eb-RH and Eb-q correlate
positively for the most part, especially in the mid-latitudes. As for the other E frac-
tions, the Eb-T correlations tend to be more negative than for q and RH, but also more
spatially variable.

For Ew, with a few exceptions, Ew-RH correlate strongly negatively, especially in JJA,
in the NH, and in DJF, in the SH, i.e. increased Ew with decreased RH (Fig. 5.5). The
correlation contrasts with the positive Ew-T correlation, i.e. increased Ew with increased
RH, while weaker and mostly positive Ew-q correlations play a subordinate role.

For snow sublimation evaporation (Es), there are obvious spatial limitations related
to seasonal and latitudinal snow cover. Correlations between Es-RH are only strongly
negative in DJF in the high latitudes (Fig. 5.6), where widespread snow cover is globally
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at its highest. The correlation is supported by the even stronger, negative Es-q and Es-T
correlations.

Table 5.1: Overview of global correlation pattern between the detrended GLEAM E, Et,
Ei, Eb, Ew and Es and HadISDH RH, q and T anomalies.

Evaporation and different evaporation fractions correlate differently with RH, as a
result of the combination of evaporation correlations with q and T (Table 5.1). While
E, Et, Ei, and Eb mainly positively correlate with RH, Ew and Es mainly correlate neg-
atively. E and Et have similar patterns to one another in their RH, q and T correlations.

The relationship between E and RH appears to be weaker in the high latitudes, where
E-T and Et-T correlations are positive and usually strong, especially in JJA. RH cor-
relations are stronger in the mid-to-low latitudes where E-T and Et-T correlations are
weak and/or negative. For Ei and Eb, the latitudinal differences are less clear.

Plausibly, a regional or sub-regional strong evaporation-RH correlation plus an evap-
oration trend in the late period could drive, or at least contribute to changes in RH. This
is the case in the regions of eastern Brazil (DJF), southern Africa (September-October-
November [SON]), Scandinavia (JJA) and northwestern India (annual) (Fig. 5.7). The
first three regions and seasons experienced negative RH and evaporation trends in the
late period, whereas the latter two experienced positive late-period trends. Since the
strength of the correlations in a region is often not homogeneously distributed, the ana-
lysis is partly focused on the subregional level.

Of the regions and seasons in which significant negative late-period trends in RH have
been found (Table 3.3), eastern Brazil (SON), Tibet (JJA) and Mongolia (DJF, March-
April-May [MAM]) exhibit notable evaporation correlations that are either not strong
enough (r < 0.5), do not correspond to the direction of the subregional RH trend, or
do not combine with a significant evaporation trend. These are not discussed any further.

184



5.1 The interannual relationship between evaporation and RH

In the southwestern part of eastern Brazil, in DJF, E-RH, Et-RH, and Ew-RH cor-
relate significantly strongly negatively over both the early (1980–1999) and late periods
and during the full period (Figs. 5.7, 5.8 and 5.11). In the full period, the E-q, Et-q, and
Ew-q correlations are significant and weakly negative; the E-T , Et-T , and Ew-T correl-
ations are significant and weakly positive (Figs. 5.1, 5.1 and 5.5). In the late period,
E, Et and Ew all show a positive trend while Eb significantly decreases. In addition
to the decreasing RH trend during the late period, T does not show a significant trend
and q decreases significantly. While the E-RH correlation and the E trend are only
significant in one grid box, both the Et-RH and Ew-RH correlations and their trends
are widespread over the southern region.

Following Grossiord et al. (2020) and Gedney et al. (2006), negative correlations with
RH and positive trends in E, Et and Ew may indicate the presence of non-local pro-
cesses driving changes in RH that lead to changes in evaporation. This would suggest
that terrestrial drivers are not significantly influencing this region and season. The neg-
ative Eb trend could indicate a transformation from bare soil to open bodies of water
or increased greening in the subregion, which may be detected through a change in the
NDVI (Section 5.3). The land cover in the grid box is a mosaic of cropland and natural
vegetation in the late period (Pan et al., 2018). Using data products BU MODIS C6 and
SPOT/PROBA-V, Cortés et al. (2021) found no LAI trend since 2000, thus this does
not appear to be the cause of decreasing Eb. Due to the small size of the sub-region, no
further references to any theses can be made at this point, and the individual evapora-
tion fraction as a proportion of total E is not calculated.

In the region of the Caspian Sea in JJA, Ew-RH correlate significantly strongly negat-
ively over the early, late and full periods (Fig. 5.11). The Ew-T correlations are opposite
and strongly positive, while the Ew-q correlations are weak. Over the late period, the
Ew trend is positive. The negative Ew-RH correlation and positive Ew trend extend
widely to the west across Europe. E-RH, Et-RH and Eb-RH are significantly strongly
positively correlated, but E, Et, and Eb do not significantly (p > 0.1) change in the late
period (Figs. 5.7, 5.8 and 5.10). In the early period, the Ew-RH correlation is somewhat
weaker, and Ew shows no significant trend.

Alongside decreasing RH, q significantly decreased while T significantly increased. As
in eastern Brazil, the negative Ew-RH correlations and positive Ew trends suggest non-
local and non-terrestrial drivers affecting q, T and RH – and, in turn, influencing Ew.
Increasing T could lead to increasing Ew, but this may not be sufficient to maintain
RH, which would then consequently decrease. In the early period, T did not change
significantly (Figs. 3.7 and 3.12). The significantly strongly negative precipitation trend
in the late period (Section 4.1.1) also suggests that the observed decrease in the Caspian
Sea endorheic basin since 2005 is due to increased Ew, resulting in surface and soil water
loss (Wang et al., 2018). The water body cannot be replenished by rain. Ew was calcu-
lated to make up 12% of the total E in the entire region and is, therefore, an essential
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evaporation fraction after Et.

In the region of southern Africa in JJA, the negative RH trend is concentrated in the
northeast. There (in two grid boxes), Ew-RH correlates significantly strongly negatively
over both the late and full period (Fig. 5.11). Ew-T correlations are significant but
weakly positive, while Ew-q correlations are not significant (Fig. 5.5). Over the late
period, the Ew trend is significantly (p < 0.1) positive (Fig. 5.11). Neither a significant
Ew-RH correlation nor a significant Ew trend was found in the early period.
The E-RH and Eb-RH correlations are also regionally widespread positive correlations,
but neither E nor Eb changes significantly (Figs. 5.7 and 5.10). The Et-RH and Ei-RH
correlations are significantly positive in the southeast but do not overlap with strong
significant RH trends (Figs. 5.8 and 5.9). This highlights the complexity of the RH
trends and drivers and shows how different processes may be important for different loc-
ations, even over small distances. As for the Caspian Sea region, it follows that Ew may
have increased due to rising T , but insufficiently to maintain RH; thus, RH decreased.
This again is indicative of non-local and non-terrestrial drivers. The main rainy season
is the austral summer, when there is very little rain in JJA (Fig. S3). However, the
precipitation trend in the JJA is significantly strongly negative in those two grid boxes
(Chapter 4.2), which could have amplified the dry conditions. In the other seasons, the
negative trend is not significant. Due to the small size of the sub-region, the individual
evaporation fraction as a proportion of total E is not calculated.

In southern Africa in SON, significant, strong and positive E-RH and Et-RH correl-
ations are widespread over all periods, while Ei-RH and Eb-RH correlate significantly
moderately positively (Figs. 5.7–5.10). Evaporation correlations with q are significantly
moderately positive and weakly negative with T (Figs. 5.1–5.4). E, Et, Ei, and Eb sig-
nificantly (p < 0.1) decreased over the centre region in the late period with the strongest
change in Eb, which is located in the grid box with the significant negative E trend.
Late period T increased significantly while q decreased significantly (Fig. 3.15). E may
decrease mainly due to Et or Eb, which causes the decrease in RH rather through q
showing stronger E-correlations than T in the late period. The Et-RH and the Ei-RH
correlations are weaker in the early period, and the evaporation trends are less significant
across the board (Figs. 5.8 and 5.9). The Eb-RH correlation is similarly pronounced in
the early and late periods (Fig. 5.10). The Eb decreasing trend in the early period is
less significant across the whole area.

There is potential evidence of terrestrial drivers influencing RH in this region. Follow-
ing Gedney et al. (2006) and Grossiord et al. (2020), positive correlations with RH and
negative trends in E and Et indicate local factors such as deforestation or increasing CO2.
However, the negative trends in Ei and Eb may be more indicative of non-terrestrial
drivers. The decline is supported by a significant reduction in seasonal precipitation
(Section 4.1.1; McCurley and Jawitz, 2019). This could lead to the conclusion that soil
moisture is also reduced. The reduction in water availability would reduce vegetation
(low NDVI), which, together with the decrease in precipitation, would decrease Ei. At
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the regional level in SON, the Et represents the largest share of total evaporation with
67%; Eb is 15%, Ei only 2%.

Table 5.2: Overview of regional correlations between evaporation and HadISDH RH
with significant evaporation [mm day−1 decade−1], soil moisture [m3 m−3 decade−1] and
precipitation trends in the late period (2000–2017). The correlation data for q and T
refer to the full period (1980–2017).

In the region of Scandinavia in JJA, where RH increased significantly over the late
period, Et-RH and Ew-RH correlate significantly strongly negatively over the early, late
and full periods (Figs. 5.8 and 5.8). Strong Et-T and Ew-T correlations are generally
opposed to the RH correlations in terms of direction (Figs. 5.2 and 5.5), and q correlates
weakly. Over the late period, Et and Ew trends are significantly (p < 0.1) negative and
spatially match the Et-RH and Ew-RH correlations. There are Et-RH and Ew-RH cor-
relations in the early period, but the negative Et and Ew trends are significantly stronger
in the late period. Ei-RH correlates significantly and strongly positively in all periods
over a widespread area with a positive Ei trend only in the late period, not in the early
period (Fig. 5.9). The positive Ei trend could be attributed to the significant positive
precipitation trend in the late period (Section 4.1.1). The Ei-q correlations and Ei-T
correlations are weak. There is no significant E trend in Scandinavia in JJA, indicating
that the negative Et and Ew trends might be offset from Ei trends, and total evapora-
tion as a terrestrial driver might play a minor role in the RH change. In JJA, Et makes
up the largest proportion of total evaporation (77%), followed by Ei (16%) and Ew (4%).

In the region of northwestern India on an annual level, where RH is increasing, E-RH
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and all other evaporation types – except Ew and Es – correlate significantly strongly
positively over both the early and late periods and the full period (Figs. 5.7–5.10).
Correlations are widespread and similar for q and reversed for T : namely, increased E,
Et, Ei and Eb with high q and low T and thus increased RH (Figs. 5.1–5.4). In par-
ticular, in the northwestern part of the region, E, Et and Eb show a strong significant
positive trend in the late period. In the early period, the E, Ei and Et trends are less
significant across the board (Figs. 5.7–5.9). In addition, Eb shows a negative trend in
the early period (Fig. 5.10). The region’s clear wetting and Et trend could be related
to an excess of water due to the significant increase in precipitation, potentially with
links to the ENSO (Section 4.1.1; McCurley and Jawitz, 2019; Pascolini-Campbell et al.,
2021; Vivek and Manoj Kumar, 2020), although Chapter 2 in Gulev et al. (2021) note an
increase in NH monsoon precipitation from the 1980s to the present. Extended greening
or irrigation have also been suggested as possible reasons for increased E (Gulev et al.,
2021; Jia et al., 2019; Pant & Hingane, 1988; Rodell et al., 2018). This and the pos-
itive RH correlations suggest that terrestrial drivers could be somewhat important for
northwestern India. While Et accounts for 62% of the total evaporation in the region,
Eb accounts for 26% and Ei <1%.

It is clear from the above analysis that significant relationships between E and RH
that might lead to long-term changes are most apparent over small spatial scales. This
suggests that terrestrial drivers are far more localised in their impact than dynamical
or thermodynamical drivers. The only regions showing large-area, late-period, signific-
ant relationships with a negative RH trend are the south of the Caspian Sea (JJA),
where RH correlates negatively with Ew, which is regionally increasing, and in southern
Africa (SON), where RH correlates positively with E, Et, Ei and Eb which are regionally
decreasing (Table 5.2). Regions that have experienced a positive RH trend alongside ex-
tensive E relationships are Scandinavia (JJA), where RH correlates negatively with Et,
Ew which are regionally decreasing and positively with Ei, which is regionally increasing,
and northwestern India (annually), where RH correlates positively with E, Et and Eb

which are regionally increasing.

Generally, E and Et behave very similarly, and correlations with RH tend to be the
reverse of those with T (Figs. 5.1 and 5.2). The correlations between RH and Ei and Eb

are positive in all cases (Figs. 5.3 and 5.4), whereas correlations with Ew are negative
(Fig. 5.5). An impact of Es on regional RH change of interest in this study could not
be detected (Fig. 5.12).

As on the global level, Et makes up the largest portion of E in all four regions. In
southern Africa and northwestern India, Et shows the strongest changes, whereas Ei

changes relatively the most in Scandinavia and Ew in the Caspian Sea region.

On a regional average level, none of the evaporation and soil moisture trends (see Sec-
tion 5.2) are significant (p < 0.1). This is because both the evaporation fraction in the
region and, thus, also the evaporation trends are heterogeneously distributed. The im-
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5.2 Exploring causes of the change in the evaporation processes through water availability

pact of evaporation and soil moisture should not be explored in terms of regional average
but rather analysed at a higher resolution. The resolution of the HadISDH data might
be too low to capture very local terrestrial drives, which have an impact on woodland
or irrigated-farm level.

In summary, evaporation processes are strongly related to RH. However, this rela-
tionship with RH change in the selected regions is often only short-term (detrended
correlations) and not long-term (with evaporation trends). Most of the long-term rela-
tionships detected are small in spatial scale and certainly sub-regional. It is also clear
that the relationship between E and RH is complex. There is some small, localised evid-
ence of terrestrial drivers in that E (or elements thereof) do appear to be affecting RH,
but more generally, there is evidence of RH affecting E. In reality, it is quite possible
that both mechanisms are in action, thus making detection of a clear signal difficult.
The reasons for the change in E will be explored in the following two sections.

5.2 Exploring causes of the change in the evaporation
processes through water availability

This section addresses local water availability as one of the reasons why a change in
evaporation could occur. Water availability is dealt with at different depths: the surface
soil moisture, which evaporates most directly the root-zone soil moisture, which contrib-
utes particularly to Et and groundwater as storage and a source for irrigation. TWS as
a variable has an advantage over various drought indices in that it can recognise drought
early, when the water has been anthropogenically withdrawn (Dai, 2011).

Regarding terrestrial drivers, the question remains as to the role of land cover, par-
ticularly vegetation in the evaporation process. Soil moisture would be expected to
decrease if terrestrial drivers controlled the decrease in RH by reducing Et (negative soil
moisture-RH correlation; Gedney et al., 2006; Grossiord et al., 2020). The hypothesis
may need to distinguish between the physiological effects of reduced evaporation due to
increased CO2 and changes in evaporation due to land use (deforestation, afforestation,
irrigation, lack of irrigation, and urbanisation). When RH is decreased by alternative
drivers, the VPD increases and soil moisture and run-off are expected to decrease (posit-
ive soil moisture-RH correlation) as plants take up more water to compensate for greater
water loss through Et. An example of this could be a change in atmospheric circulation
such that less moisture is advected over the region from elsewhere. As mentioned above
though this can be complicated by the fact that plants may respond to lower RH (and
higher VPD) by partially closing their stomata to reduce water loss (Xiao et al., 2020b).
There may not be a noticeable decrease in soil moisture in this case. Clearly, it will be
difficult to draw conclusions given the complexity of relationships.

Correlation maps between water availability (surface and root-zone soil moisture,
TWS) and RH and water availability trends are examined. The spatial distance that
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water has to move from the ground to the atmosphere takes time to cover. While
soil moisture changes move on a time scale of months and years, atmospheric changes
last only a few weeks (Zhou et al., 2019). It is tested for links between TWS (includ-
ing groundwater) and the maximal strength of RH by including temporal lags between
changes in TWS and RH.

5.2.1 The relationship between surface soil moisture and root-zone soil
moisture content and RH

As with evaporation, soil moisture can both affect RH and be affected by it, with evapor-
ation and vegetation being the mechanisms. As a driver of reduced RH, low soil moisture
could lead to vegetation mortality and negatively affect Et, Ei, thus increasing T (Zhou
et al., 2019). Conversely, high soil moisture could mean more water availability, for ex-
ample, from irrigation or presumably an increase in precipitation, and lead to an increase
in both evaporation and RH increase. This would result in a positive soil moisture-RH
correlation.

Driven by low RH, soil moisture could increase if plants react to protect themselves
against drought stress and contain their stomatal conductance through stomatal clos-
ure (Zhou et al., 2019), potentially further exacerbating the low RH. This negative soil
moisture-RH correlation could also result from an increase in CO2, which causes sto-
mata to partially close, in turn reducing Et. It is hypothesised that this lowered Et also
reduces RH. Consequently, soil moisture storage and runoff would increase if this were
the dominant effect. In other words, if this mechanism is important, one would expect
an inverse correlation between TWS and RH would be expected, i.e. the CO2 effect
would cause water to stay on the land, instead of evaporating into the atmosphere. An
added layer of complexity is that there may be feedback whereby increased moisture
availability in addition to elevated CO2 causes a CO2-mediated greening. i.e. increased
LAI compensates for the CO2-related reduction in water uptake from the soils. Stomatal
closure would also occur alongside limited water availability to the roots, suggesting that
soil moisture is already low. It is challenging to test this hypothesis as it would require
decoupling the feedback.

A wide variety of scenarios are possible, depending on the different influences. To
begin, it is necessary to identify the global pattern of soil moisture-RH.

Soil moisture and RH are positively correlated over most land (Figs. 5.13 and 5.14).
The relationship is weaker during hemispheric winter, which makes sense given the more
limited vegetation growth and potential for snow and ice-covered ground at that point.
Surface soil moisture-RH correlations are stronger than root-zone soil moisture-RH,
which is also confirmed by Zhou et al. (2019). Where there is only a weak correla-
tion, Zhou et al. (2019)) suggest that RH could be determined by other factors, such as
oceanic moisture circulation. There number of grid boxes with a significant (p < 0.1)
soil moisture trend is low, suggesting that soil moisture is not a significant driver of RH
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trends. As discussed, soil moisture and its variability are highly complex, and its inputs
and outputs strongly interlinked.

The Caspian Sea region (JJA), southern Africa (SON) and Scandinavia (JJA) show
strong soil moisture-RH correlations but hardly any significant soil moisture trends (Figs.
5.13 and 5.14). The interannual RH variability over these regions might be affected by
a change in soil moisture, but the long-term RH trend cannot be explained by any soil
moisture trend. Northwestern India, where RH has increased, has experienced both
strong positive correlations and a significant increase in both surface and root-zone soil
moisture on the annual level in the late period. This fits with the positive precipitation
trend and the increase in evaporation rates in the late period over this region. In the
early period, soil moisture-RH correlations are less pronounced over northwestern In-
dia, and soil moisture shows a slightly negative but significant trend. According to the
hypothesis, the positive correlation between soil moisture and RH would suggest thermo-
dynamic/dynamical drivers RH control. However, irrigation may be important for this
region but it is unlikely to be associated with such widespread relationships and trends.
Here, there is high water availability for evaporation which keeps RH high. With such
plentiful water, enhanced CO2 levels could result in greater vegetation growth which
would compensate for the reduced Et from partial stomatal closure and could even res-
ult in increases in Et. Neither irrigation nor CO2 related greening is explicitly assessed
here. Irrigation could occur in places where TWS has decreased and soil moisture or
NDVI have simultaneously increased. CO2 related greening in the HadGEM2-ES model
experiments is explored in Section 5.4.

Other significant soil moisture trends stand out for their intensity and breadth in
regions with RH change. These are southeastern Mongolia, where soil moisture is in-
creasing, as reported by Yu et al. (2019), and northeastern Brazil, where soil moisture
decreases (particularly surface soil moisture) over all seasons in the late period. The
trends in northeastern Brazil are less pronounced in the early period. In Mongolia, the
soil moisture trend is negative in the early period. Mongolia is sparsely vegetated with
low soil moisture capacity and exposed to overgrazing and also shows a high evaporation
rate (Gao et al., 2015; Yu et al., 2019). Neither northeastern Brazil nor Mongolia – areas
with significant soil moisture trends – match with areas of significant soil moisture-RH
correlations. For this reason, these two regions will not be discussed further at this point.
Dai (2011) found significant correlations between soil moisture and drought indices in
Mongolia.

Few negative soil moisture-RH correlations were found that would indicate physiolo-
gical control over RH. Furthermore, there are no widespread significant trends in soil
moisture over the late or full period. The presence of widespread strong positive correl-
ations shows that soil moisture is essential for understanding changes in RH. However,
it is not possible to use soil moisture to detect the presence of terrestrial drivers.
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5.2.2 The ability of GRACE terrestrial water storage to represent RH

In the previous section, a GLEAM data set was used, based on observation data and
model simulations. Since model simulations involve greater uncertainty than observa-
tions, it is desirable to use observation data, such as the GRACE data set. The aim
is to find out whether and to what extent GRACE, as an observational data set, can
explain the change in RH by providing information about where groundwater is located.
The TWS, inclusive of groundwater, is not expected to contribute to RH without a lag,
due to the time until stored water becomes available for evaporation. It takes a while
for the water to become atmospherically ‘coupled’. Due to the depth that the GRACE
water column covers, water is available for evaporation for years after observations are
made. Seasonal lags are expected such that a TWS change does not affect RH until
months later. This could be the case, for example, if the rainfall season shows strong
anomalies and the water is not used until the next growing season. For this purpose,
global correlation maps between detrended TWS and RH include lags of three and six
months. The change in correlation strength between TWS and RH for these temporal
lags is considered.

The lags included are strongly region-dependent and can be changed by anthropolo-
gical interventions such as irrigation (Siebert et al., 2006), thus correlations with lags
(short-term) may be weak and generate no widespread regional patterns. Connecting
RH trends with TWS trends (long-term) becomes complicated on a large spatial scale.
In general, despite this, a positive correlation is expected.

A global decrease in groundwater has been observed (Fig. 5.15; Rodell et al., 2018).
Irrigation is one of the reasons for this, especially in agricultural areas in drylands (e.g.
around California and northwestern India in Gulev et al., 2021). Irrigation might be
linked with an increase in RH due to greater water availability at the surface (positive
soil moisture-RH correlation and positive soil moisture trend) and a decrease in TWS.

The TWS-RH correlations are largely weak to moderately positive but do not follow a
latitudinal pattern. They are strongest in JJA in the NH; elsewhere, they rarely follow
a seasonal pattern. This could be because groundwater storage does not change rapidly.
An increase in the strength of the correlation following the inclusion of the temporal lag
can be achieved in the seasonal case of SON, with TWS anomalies in SON connecting
with RH change in DJF, especially in NH. A lag of -6 months is visible, i.e. TWS changes
and six months later, RH changes, increasing the correlation only subregionally. TWS
trends show little seasonal variability.

The positive TWS-RH correlations occur alongside globally extensive negative TWS-
T correlations (most strongly negative in JJA and positive in NH high latitudes in DJF;
not shown) and weaker, positive TWS-q correlations (not shown). For regions in which
RH decreased, TWS also fell. This does not indicate the depth to which TWS is reduced.
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In the regions in which the RH trend occurs alongside an evaporation trend (the
Caspian Sea region in JJA, southern Africa in SON, Scandinavia in JJA, northwestern
India on an annual level), a significant and strong positive correlation can be detected
in the late period – though only in the boreal summer months in the Caspian Sea and
Scandinavia (Fig. 5.1). The TWS-RH correlations are particularly strong without and
with a lag of -3 months but weaken with a lag of -6 months, while TWS decreased
(increased) around the Caspian Sea (in Scandinavia) independently of the lag, i.e. the
season (Fig. 5.15). The TWS trend over Scandinavia is only significant in subregions.
The RH decrease over the Caspian Sea region among positive Ew trends can be associ-
ated with decreasing TWS. That makes sense because Ew evaporates as a direct process,
without a biological layer on the surface, due to T increase and continuously. Rodell
et al. (2018) attribute the groundwater depletion in the Caspian Sea area and discharge
from the Volga river to both human impact and meteorological variability.

Although TWS and RH do not correlate in the following regions, the regional RH
trends might be linked to RH: the regional negative TWS trend together with the pos-
itive soil moisture trend matches the positive E and Et trends in northwestern India,
indicating irrigation, particularly among a positive NDVI trend (Section 5.2.1). The
negative soil moisture trend in Section 5.2.1 in eastern Brazil and Mongolia (without
correlation with RH) can be linked to a change in TWS (Fig. 5.15; supported by Yu
et al., 2019). The negative TWS trend in Mongolia is explained by the decrease in
lakes, grassland degradation and groundwater depletion for irrigation (Tao et al., 2015);
a negative NDVI trend would be expected (see Section 5.3). In eastern Brazil, reduced
precipitation might have caused a regional decrease in TWS. The reasons for a decreased
TWS is expected to be different in each of the above regions. Therefore, TWS could be
the reason for a decrease in RH, but equally, the atmospheric drying could have caused a
negative TWS trend. The analyses in this study indicate that the direction of causality
between the TWS and GRACE is not clear, for example, in eastern Brazil.

GRACE can be used regionally as an interstage product, connecting soil moisture with
atmospheric humidity. It must be noted that groundwater does not have a huge direct
impact on RH, but there is connectivity in the system, which may be heavily lagged.
Links between modes of variability such as the ENSO (Ni et al., 2018; Wang et al., 2018)
and the PDO (Guo et al., 2021) were not examined in this study as they are beyond the
scope of the thesis.

If drought can be detected with GRACE, then some associated vegetation response
should be seen. NDVI is broadly sensitive to leaf biomass/physiology changes, and thus
(as a function of time) to inferred net/gross primary production (NPP/GPP) and water
availability, i.e. TWS. Xie et al. (2019) and Andrew et al. (2016) found that NDVI,
depending on the type of vegetation, lags up to one month after the TWS change, which
is more rapid than precipitation, with an expected positive correlation. An inverse rela-
tionship between TWS and NDVI could also occur with a longer growing season, with
deciduous leaf canopy in place for a longer time, i.e. positive NDVI trends outside the
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general growing season. In this scenario, warming and greening could draw down TWS
to a greater extent, leading to increased RH during the greening season and decreased
RH afterwards. TWS-NDVI correlations have not been calculated, as they are beyond
the scope of the thesis.

5.3 Investigating to what extent the land cover influences RH

Land cover both determines and is affected by the type of evaporation and the soil mois-
ture content. It also determines the albedo and helps shape the wind dynamics through
the roughness length. Clearly, there are many mechanisms through which land cover
change can have an impact on RH, and vice versa. Due to the complexity of the land
cover changes as well as its feedback, it is challenging to deduce the effects on RH.

Land cover can be classified in different ways (Section 1.3.3.3). The vegetal layer
determines Et, which is the largest contributor to total land evaporation. During the
growing season, plants make RH both a function of and a result of Et. Hence, the ve-
getation cover of the land can be assumed to be the main terrestrial contributor to RH
changes. That is why the vegetation index NDVI is used to infer the land cover and
its changes (Eckert et al., 2015). The NDVI determines how photosynthetically active
the land surface is. In general, a positive correlation between NDVI and RH would be
expected. It might be useful to control for different biomes. If NDVI is decreased by
reducing the vegetal portion, e.g. large deforestation, Et would be reduced, and RH de-
crease. Tropical deforestation would remove a major terrestrial moisture source, causing
local heating, which could further exacerbate a decrease in RH (Lawrence & Vandecar,
2014). With atmospheric drought (RH decrease), NDVI decreases. Some species are
fairly drought-tolerant; therefore, this response varies according to the biome. The in-
creased NDVI, through increased T or CO2 fertilisation, is a response to greening or
longer growing seasons and should lead to RH increases owing to more Et. Irrigation
would increase the seasonal water consumption and might lead to an exhaustion of water
afterwards, resulting in a decrease in RH. In this case, it would be left lagged. In this
study, the relationship between NDVI-RH is assumed to be without lags.

First, the short-term relationship between RH and changes in greenness (afforesta-
tion/deforestation, greening, a change in vegetation type) is assessed through detrended
time-series correlation maps. This could explain regional the Et-RH correlation and
Et trends (Section 5.1). In the second step, regardless of the correlation, it is checked
whether strong NDVI trends (greening or deforestation) have coincided with RH trends
in the late period, inferring a potential relationship and therefore the presence of ter-
restrial drivers.

On a global scale, the NDVI-RH pattern is relatively patchy in both strength and dir-
ection (Fig. 5.17). Positive NDVI-RH correlations are particularly pronounced in MAM
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in the SH mid-latitudes (e.g. southern Africa), and in JJA in the NH mid-latitudes. The
strongest negative NDVI-RH correlations are found across the NH mid-latitudes in DJF
and in the NH high-latitudes in JJA.

The NDVI-RH relationship is complex and likely depends on many factors in addi-
tion to the amount of greenness. The vegetation related change in evaporation and its
fractions can drive changes in RH. This depends on: water availability, including soil
moisture; stomatal conductance efficiency, which depends on CO2 levels and also RH
levels; and many other factors, including the dynamical drivers discussed in Chapter
4, and the thermodynamical driver discussed in Chapter 3. Exploring this intercon-
nectedness further, the above variables of terrestrial drivers would correlate with NDVI,
suggesting that strong links between NDVI and Et could imply deforestation. For NDVI-
E and NDVI-Et, there are overall positive correlation coefficients outside of the desert
regions where there is enough water; correlations are strongest in MAM and JJA in the
NH (not shown). Their correlation patterns do not resemble those of the NDVI-RH. The
NDVI-Ei correlations also show less complex patterns than NDVI-RH, namely mostly
positive but weak (not shown). In contrast to the relatively simple links between NDVI,
E and Et, NDVI-surface soil moisture correlations (not shown) show a similar level of
complexity in their patterns at the global level matching the NDVI-RH correlation pat-
terns (Fig. 5.17). This implies that NDVI and RH are connected mainly via surface soil
moisture.

It stands to reason that according to our physical understanding, NDVI and RH are
connected mainly via the combination of surface and root-zone soil moisture, which
supports the hypotheses based on Gedney et al. (2006) and Grossiord et al. (2020).
Depending on the vegetation type, the plant draws water from different depths and pro-
cesses with different WUE and greenness outcomes. The seasonal difference between soil
moisture and NDVI correlations come about through energy availability: while radiation
and temperature are unlimited in summer, they may be reduced in winter. Soil moisture
can be present in abundance in winter, for example. Although RH is related to NDVI
and soil moisture, local and seasonal differences arise and create complex correlation
patterns between NDVI-RH.

The NDVI-RH pattern essentially results from NDVI-q and NDVI-T correlations (Fig.
5.16), which are generally stronger than the NDVI-RH correlations (Fig. 5.17). Posit-
ive NDVI-q correlations are weak over the year, except in MAM in the mid and high
latitudes. Similarly, positive NDVI-T correlations are strong in NH mid-latitudes and
high latitudes in MAM and the high latitudes in JJA. Strong negative correlations occur
in the summer months for each hemisphere over much of the mid-latitudes. Elsewhere,
they are weakly to moderately negative (Fig. 5.16; Fensholt et al., 2012). The spring-
time sees strong NDVI-q and NDVI-T correlations in the seasons of much growing and
Et, but as the summer warmth grows, perhaps this leads to plant die back/stress and
more sensible heating. In SON, very few correlation patterns can be seen, as in q and T .
Generally, NDVI-q and NDVI-T correlations do not move equally strongly in one direc-
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tion depending on season and latitudinal, resulting in complex NDVI-RH correlations.
The stronger NDVI-RH correlations tend to be over regions where NDVI-q and NDVI-T
differ, such as southern Africa (MAM; Fensholt et al., 2012).

When breaking down the soil moisture and NDVI correlations with q and T , it is
noticeable that NDVI-q (Fig. 5.16) and surface soil moisture-q (not shown) are similar
in their annual averages. For seasonal means, q is much stronger and mostly positively
correlated to surface soil moisture than NDVI (DJF, SON, JJA) and shows a much
weaker correlation in MAM in the NH. The T is much stronger and mostly negatively
correlated to surface soil moisture (SON, JJA) and shows an inverse pattern in MAM
in the NH. Only in DJF, surface soil moisture and NDVI seem to correlate with T in
similar patterns. The NDVI, RH, q and T correlations between surface and root-zone
soil moisture are very similar and show small deviations, which can increase or decrease
regionally in correlation with other variables.

The global NDVI-RH correlation patterns are stable over the early and late periods
but show strong regional differences in significance, sign, and strength (Fig. 5.17). This
regional correlation instability in time confirms the complexity of the NDVI impact on
RH, and vice versa.

A positive NDVI trend was observed in recent decades and linked to increasing T ,
precipitation change and CO2 fertilisation (Hong et al., 2019; Shukla et al., 2019; Wink-
ler, 2020; Yuan et al., 2019). For the annual average, this positive trend is global in the
early period, particularly strong in mid and lower high latitudes in the NH in JJA, and
few negative trends are recorded. In the late period, the positive NDVI trend is weaker,
which can be attributed to an increasing VPD (Yuan et al., 2019). It has mixed signs: in
DJF, MAM and JJA, in the mid-latitudes, the NDVI trend is negative, while in the high
latitudes in DJF and MAM, it is positive. In SON, the trend is also strongly negative
in most of the high latitudes. This latitudinal, seasonal pattern might indicate early
greening onset in the high latitudes in the late period, with greening well underway in
boreal spring due to abnormally high temperatures (see significant T trends in Fig. S6).
This was also found by Myers-Smith et al. (2020) and Piao et al. (2019). It is assumed
that the well documented greening trend in temperate and boreal latitudes caused by
warming has an influence on RH. This lengthens the growing season and presumably,
increases the seasonal water consumption. Water could be expected to run out late in
the season so that in boreal autumn, the NDVI might be decreased earlier than normal
(negative NDVI trend in SON) because of insufficient soil moisture (Fig. 5.13). However,
a negative soil moisture trend in the late period can be only partly confirmed (Figs. 5.13
and 5.14); and due to the time period covered by the dataset, GRACE TWS does not
provide any comparative trends between the early and late periods. Correlation strength
between NDVI-T did not change in the high latitudes between the early and late periods
(Fig. 5.6).

A negative (positive) NDVI trend in the late period in the mid-latitudes could be
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associated with a negative (positive) RH trend in regions like the Caspian Sea in JJA
(northwestern India, annual). Since there are no widespread strong NDVI-RH correla-
tions, neither a direct connection nor connection via soil moisture and water availability
(correlation maps not shown) for vegetation growth can be confirmed for the entire re-
gions. In the north of the Mongolia region (DJF) in the late period, NDVI significantly
declines, but there are no significant NDVI-RH, -q, or -T correlations (Figs. 5.16 and
5.17). Since 2000, land cover in the Lake Baikal basin has changed significantly: while
forest and wetland have increased, water bodies, grassland and the NDVI, permanent
snow and ice have decreased (Dorjsuren et al., 2018).

In the late period, no significant NDVI-RH correlations were found with a significant
NDVI trend covering greater than one contiguous grid box for annual or seasonal levels
in regions with an RH trend. The absence of large-scale significant NDVI-RH correla-
tions and NDVI trends also applies to regions in which an Et or Ei change can explain
a regional RH change (southern Africa in SON; Scandinavia in JJA), or where a sig-
nificant soil moisture trend was measured (northeastern Brazil, Mongolia). Therefore,
the regional analysis of the impact of NDVI on RH and the declaration of NDVI as an
indicator of LCLU change as an explanation for global RH decrease is discontinued at
this point. Fensholt and Proud (2012) link the negative (positive) NDVI trends with
negative (positive) precipitation trends around the Caspian Sea region and northwestern
India with precipitation trends, which indicates dynamical drivers affecting both NDVI
and RH. Compared to the regional connectivity of precipitation and RH (see Section
4.1.1), the link between NDVI and RH seems small, but based on the analysis in this
thesis, it cannot be ruled out that the latter two are influencing one other.

Since 2000, there has been forest loss in California, the western USA, northeastern
Brazil, the eastern coast of southern Africa, Mongolia, and southern Tibet, and forest
cover gain in the southern part of eastern Brazil, albeit less extensively (Hansen et al.,
2013a; Hansen et al., 2013b). These forest trends could not be detected via NDVI at
this resolution in this project, therefore the impact of deforestation on RH could not be
detected either.

Regional time series of NDVI were not calculated as correlation and trends were only
found in single grid boxes. Due to the low resolution of the RH and NDVI dataset
GIMMS, the spatial distance of the measured RH and NDVI values cannot be estim-
ated, thus the averaged measurements may be far apart. Regional time series at a higher
resolution could help to reveal the links between NDVI and RH.

The global and regional RH decrease due to changes in NDVI, ergo the impact of
deforestation, or presumably afforestation, or CO2 related enhanced greening or urban-
isation which might appear as reduced NDVI, could not be detected with the datasets
analysed. A positive NDVI trend was observed in the early period and this was strongly
weakened in the late period. The cause of this complexity is that NDVI has different
effects determined by different parameters at different spatial scales, including variables
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such as vegetation type, which are below the selected resolution limit. As a result, no
large-scale correlations or trends could be found. In addition to the spatial scale, NDVI
change can take place on different time scales, and deforestation is assumed to be a
gradual effect. Lags between NDVI change and RH change were not considered in this
study, as this would be beyond the scope of the thesis.

5.4 Model scenario: How does RH respond to the radiative
versus the physiological response to CO2?

Determining the impact of enhanced CO2 on RH is challenging owing to the number of
processes and interactions between them. The existing vegetation type, water availabil-
ity and even RH itself all affect stomatal efficiency. Experimentally, data are available
from Free-Air CO2 Enrichment (FACE) experiments. However, these are highly specific
to external atmospheric and land types, such as soil and plant characteristics, and are
only available for a period of up to a few years. Therefore, to determine the influence of
elevated CO2 concentrations on spatially and temporally large-scale RH, the available
model simulations/runs of HadGEM2-ES are therefore used instead. HadGEM2-ES is
part of CMIP5 and was assessed for its correlations between RH and q and T in Sec-
tion 3.4. The analysis revealed striking differences between the HadISDH observations
and HadGEM2-ES historical runs in terms of T -RH correlations in the high latitudes.
HadGEM2-ES correlations were negative in contrast to the positive correlations in the
observations. This should be kept in mind when interpreting changes in RH in the model
over the high latitudes.

The prediction would be that rising CO2 causes stomata to partially close, which
would reduce Et. In line with Grossiord et al. (2020) and Gedney et al. (2006), this
study hypothesises that this lowered Et would reduce RH. Soil moisture storage and
runoff would increase if this were the dominant effect. In other words, if this mechanism
were important, an inverse correlation between TWS and RH would be expected. The
CO2 effect would then cause water to stay on the land, rather than evaporating into
the atmosphere - unless there were feedback that meant increased moisture availability
caused a CO2-mediated greening. i.e. increased LAI, which compensates for the CO2-
related water saving per leaf (Norby & Zak, 2011). No evidence of the hypothesised
negative TWS-RH could be found in Section 5.2.2, but this does not necessarily mean
that the process is not happening, just that it is not detectable.

A positive correlation between CO2 and RH is expected if there is a structural response
from the vegetation, i.e. CO2 fertilisation, if NDVI increased, and thus Et and q lead to
increased RH. Note that NDVI has a non-linear relationship with LAI, i.e. the biomass,
and that it is noisy at low LAI levels (e.g. semi-arid) and saturates at high LAI levels
(e.g. tropical forest). In the case of a radiative effect in which CO2 leads to increased
temperature, greening can occur, especially in high latitudes, thus increasing NDVI and
RH. A negative CO2-RH correlation occurs due to increased T and drought-stressed,
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partial stomatal closure and, therefore, increased WUE, decreased Et, decreased RH
and, potentially plant mortality. The stomata also close when there is excess CO2. Both
the radiative and physiological response of CO2 on vegetation can decrease and increase
RH via NDVI and Et.

Clearly, a CO2-RH relationship is not straightforward but this study hypothesises that
in the absence of other changes, an increase in CO2 should lead to a decrease in RH. To
identify whether there is a change in RH linked to stomatal change due to increased CO2

and whether the CO2 driven stomatal changes would be enough to drive changes in RH
without CO2 driven warming, this study looks at the historical runs of HadGEM2-ES
(Section 3.4) and the following two experiments esmFdbk2 and esmFixClim2. The
historical runs should represent thermodynamic, dynamical (to some extent, albeit not
necessarily temporally matched), LCLU and physiological drivers. The esmFdbk2 exper-
iment includes all the above except LCLU changes but importantly, only the radiative
effect of CO2 is included as the carbon cycle is not exposed to increasing CO2. The
esmFixClim2 does not include thermodynamic or dynamical drivers as only the car-
bon cycle, and not the radiation, is exposed to increasing CO2. This study infers from
this experiment that any response of RH to increased CO2 is linked to changes brought
on by CO2 enhanced stomatal conductance efficiency leading to decreases in Et. The
available output variables are RH (hurs), q (huss) and air T (tas), showing how RH
responds to the radiative versus the physiological response to elevated atmospheric CO2

concentrations. If there is a change in RH when there is a CO2 forcing seen by the car-
bon cycle only (stomatal conductance response, esmFixClim2), then it can be inferred
that there should be a stomatal driven component of the real world RH drying. The
magnitude of any RH changes between the carbon cycle forcing only (emsFixClim2)
versus radiative forcing only (esmFdbk2) can be compared to say something about the
size of the driver of the stomatal conductance changes. The entire period (1860–2099)
is examined because if there is a trend, it may be tiny, and a longer period will make it
easier to find.

On a global average, esmFdbk2 hurs, and particularly, huss and tas trends are
stronger than esmFixClim2 trends, i.e. under a CO2 increase, thermodynamic and
dynamical changes have a stronger impact on RH (and q and T ) than stomatal effi-
ciency changes (Figs. 5.18 and 5.19). This is as expected. Generally, q and T trends
are significantly positive for both experiments. The spatial patterns of q and T trends
between the two experiments are also very similar, but the regions of small or negat-
ive trends in esmFdbk2 become regions of stronger negative trends in esmFixClim2.
For RH, trends in both experiments are mostly negative over land, with more regions
of strong significant negative trends than strong significant positive trends. Generally,
the regions of strong negative RH trends align with regions of strong positive T trends
for both experiments, although this is less clear for esmFixClim2. The presence of
widespread, strong, significant negative RH trends in esmFixClim2 does suggest that
CO2 enhanced stomatal conductance efficiency could be playing a role in real-world RH
change. The negative RH trends in esmFixClim2 appear to be more widespread, and

199



5 Model scenario: RH’s response to the radiative versus the physiological response to CO2

of similar strength to those in esmFdbk2, suggesting that the physiological effect of in-
creased CO2 can actually be considerable.

Under the radiative response to elevated CO2 concentrations (esmFdbk2), the q
change shows a latitudinal pattern (Fig. 5.18), with the strongest increase in the tropics,
which follows high NDVI, Et, E and T climatologies. The strength of the T increase
behaves inversely to the q changes, such that the largest RH decreases tend to be in
regions where there is less vegetation and evaporation and a smaller or even negative
trend in q (e.g. southern Africa [especially in JJA], Mexico and the north of eastern
Brazil [especially in SON]; Fig. 5.18), but with a strong T increase.

With a physiological response only to elevated CO2 concentrations (esmFixClim2),
q shows a very similar pattern to the esmFdbk2, albeit much weaker (Fig. 5.19). The
regions of negative or small positive trends seem to be the same as those in esmFdbk2,
too. Regional T patterns are less obvious but there are very similar patterns in some
of the regions of greater warming with strong negative RH trend regions. With the
strongest T trends in DJF, which is the dormant season for NH vegetation, in the NH
high latitudes, T trends in esmFixClim2 are much weaker than in esmFdbk2.

The esmFdbk2 trends indicate a positive q-RH and negative T -RH relationship in
terms of long-term trends. The T -RH relationships appear stronger in a radiative re-
sponse (esmFdbk2) to elevated CO2 concentrations than in the physiological response
(esmFixClim2). Based on this, the CO2 component of the terrestrial drivers (esmFix-
Clim2 ) is concluded to be small in comparison to the thermodynamic and dynamical
ones (esmFdbk2).

Regional RH changes in esmFdbk2 are assumed to be evidence of thermodynamic
and dynamical changes. Considering our regions of interest, similarities of regions with
strong RH trends between the HadISDH observations and the model can be seen partic-
ularly in southern Africa (JJA, SON) and eastern Brazil (JJA, SON), but also in eastern
Brazil (DJF), southwestern Greenland (DJF), the Caspian Sea (JJA), and eastern USA
(annually) (Fig. 5.18). The differences between the observations and the model can be
found in Mongolia (particularly in MAM) with a positive RH (hurs) trend in the model,
and Mexico, northwestern India (particularly in DJF) and Australia with a negative
hurs trend.
RH changes due to changes in stomatal efficiency under increasing CO2 (esmFixClim2)
matching the observations can be seen in eastern Brazil (all four seasons), southern Africa
(JJA, SON), southwestern Greenland (DJF), Tibet (JJA, SON) and the eastern USA
and California (annual level) (Fig. 5.19). Conversely, trends are not consistent in Mon-
golia, where RH shows a positive trend, particularly in MAM in the model. Although
the time periods between the observations and the model are very different, there may
still be evidence that these drivers are contributing to historical trends.

In most places and on the global average, RH responds more strongly to the radiative
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response to CO2 than to the physiological response to CO2. This might be due to T ,
which in most regions (with the exception of high-latitudes, DJF) correlates negatively
with RH in observations. In the model experiments, there were quite strong similarities
between RH and T , and plenty of regions where q trends were different in patterns. In
the scenario of esmFdbk2, there are clear links between q, T and RH trends but they
are not all the same in terms of trend patterns. In some regions, RH and T appear more
closely related and in some regions, q and RH appear more closely related. One reason
for T increasing when only the carbon cycle sees increases in CO2 (esmFixClim2),
and not radiation, could be that increased CO2 concentrations leads to partial stomatal
closure which in turn increases the WUE, thereby reducing the surface latent heat flux.
This would result in an RH decrease with esmFixClim2.

In the early period (1973–1999) the CO2 concentration increased annually by around
39 (±0.12) ppm (1.44 ppm year−1, although the increase was not linear). The increase
was increased in the late period (2000–2017) by an average of 37 (±0.11) ppm year−1

(2.06 ppm year−1; annual mean data Mauna Loa, Hawaii; https://gml.noaa.gov/ccgg/
trends/gr.html, data of access: 11 November 2021). The model runs for 239 years with
an increase of 130 ppm CO2 until 2021 (historical, historicalEXT ; https://www.ee
a.europa.eu/data-and-maps/daviz/atmospheric-concentration-of-carbon-dioxide-5,
data of access: 14 February 2022) and another increase of 234ppm from the present
until 2100 (with RCP4.5 reaching an approximately 650 ppm CO2-equivalent by 2100;
Thomson et al., 2011a). The extra years of RCP4.5 were included to magnify any po-
tential stomatal closure driven change in RH, given that the effect is thought to be small
and difficult to detect, and to enhance the signal-to-noise ratio. This results in a total
increase of 364 ppm CO2, i.e. 1.52 ppm year−1. The increase in CO2 per year in the
observations and in the models can thus be compared. Figs. 5.18 and 5.19 show weaker
RH trends, q and T trends due to increased CO2 than this study based on HadISDH
RH considered. As described above, positive q and T trends are stronger in esmFdbk2
and weaker in esmFixClim2, indicating that the carbon cycle response has a weaker
impact on q and T compared to the radiative response. Negative q trends are regionally
stronger in esmFixClim2, indicating that stomatal closure due to increased CO2 neg-
atively impacts q, resulting in an effect of a slightly smaller magnitude on RH than the
radiative response. The model might contain thresholds or reversal points that are only
visible over long periods of time or a certain CO2 concentration, or there may be effects
underestimated that would be offset, for example, by certain plant species responding
with increased stomatal conductance to increased CO2 (Purcell et al., 2018).

As there is a change in RH when there is a CO2 forcing seen by the carbon cycle
(stomatal conductance response, esmFixClim2), there should be a stomatal driven
component of the real world RH drying. CO2 driven stomatal changes (esmFixClim2)
are enough to drive changes in RH without a CO2 driven warming. However, the mag-
nitude of these changes is regionally weaker than the CO2 driven thermodynamic and
dynamical drivers, i.e. the driver of the stomatal conductance might be very small.
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Note that, according to Collins et al. (2011), the HadGEM2-ES model does not do well
in representing vegetation areas, i.e. too much tropical forest and grass, too little shrub,
and, in Australia and western India, too much bare soil. Vegetation cover in high latit-
udes and regions with low temperatures is overestimated in an ensemble of Global Earth
System models from the CMIP5 (Keenan & Riley, 2018). However, vegetation in cold
climates will be less temperature limited under global warming; thus, the physiological
effects on RH might be increased in the future. Recent climate models have underes-
timated the increased CO2 fixation and GPP increase; thus, they might overestimate T
increase (Winkler et al., 2019), and therefore any RH decrease. Furthermore, CMIP5
models sometimes underestimate soil moisture-RH (Zhou et al., 2019).

5.5 Chapter summary and concluding remarks

In this Chapter, an attempt was made to explain the observed RH change in the late
period in terms of terrestrial drivers. Land evaporation was used as the cornerstone of
this analysis. Total evaporation and Et behave similarly: with RH and q, they correlated
positively, except in the high latitudes, and with T negatively, except in DJF. The other
evaporation types show different latitudinal and seasonal patterns.

In particular, in the regions of the Caspian Sea and northwestern India, a relation-
ship between land evaporation types and RH and evaporation trends was successfully
established (Section 5.1): around the Caspian Sea, increased T led to increased Ew

but insufficiently, such that RH was maintained, alongside a TWS and NDVI decrease,
which might be linked to reduced precipitation in the late period. In northwestern India,
RH increased in the late period, alongside increased soil moisture and E, Et, Ei and Eb

which might be linked to increased precipitation or irrigation with decreased TWS. Even
if total evaporation did not change because two or more evaporation types were offset,
as in Scandinavia with a decrease in Et and Ew and an increase in Ei, correlations of
detrended RH and E time series could enable conclusions to be drawn about regional
and subregional relationships between E and land-surface processes, e.g. Es describing
snow pattern, albedo and T . The decrease in land evaporation can be linked to pre-
cipitation in all cases except southern Africa in JJA, which means an impact on RH of
dynamical drivers, rather than terrestrial drivers. The land evaporation differed depend-
ing on the region and season, but the changes in Et, Ew and Eb had the most decisive
impact on RH change, indicating that terrestrial drivers could be having an effect on RH.

Water availability and vegetation change were then explored as a reason for some of
the changes in E, in essence, as a proxy for change in land cover and land use. The evap-
oration trends could only be explained in the region of northwestern India by a change
in soil moisture availability (in this case, increased irrigation, rice plantation and unlim-
ited soil water) (Section 5.2). It was confirmed that TWS and RH region-dependently
correlated only under temporal lags of several months. The only-observation data set
of TWS was GRACE, and this could not directly help explain changes in RH but be

202



5.5 Chapter summary and concluding remarks

indirectly linked to RH via soil moisture and NDVI changes (e.g. decreased TWS and
increased soil moisture in northwestern India, indicating increased E, thus, increased
RH). The analysis of NDVI as an indicator of LCLU-change found a difference between
the stronger greening trend in the early period and the weaker trend in the late period,
which confirmed then Yuan et al. (2019) findings of increased VPD resulting in weaker
GPP on the global average (Section 5.3). However, these could not be brought into a
significant correlation with RH on a larger spatial scale.

Finally, the influences of increased CO2 on RH via enhanced stomatal conductance
efficiency was explored by isolating the radiative and physiological response of RH, q
and T to increased CO2 using the esmFdbk2 and esmFixClim2 experiments of the
HadGEM2-ES model. It was found that the radiative impact had a more substantial
effect on the three variables, particularly on T , than the physiological impact (Section
5.4), as expected, but an effect on RH was detected in the absence of a radiative re-
sponse. This suggested that CO2 enhanced stomatal conductance efficiency could be
contributing to decreasing RH, but only to a small degree. The RH trends generally
show the same sign in both simulations, indicating that the response of the carbon cycle
to CO2, and therefore, the physiological effect (closing stomata in response to declining
RH) or the structural effect (lower LAI in response to declining RH) could amplify the
thermodynamic and dynamical drivers leading to a decrease in RH.

The detection of the effect of vegetation on RH was less successful, but the effect of
surface-water availability and terrestrial water bodies could, for example, be detected
in northwestern India and the Caspian Sea region, respectively. This study found that
open water bodies, their surface area decrease and Ew play a crucial role in the impact
of land evaporation on RH (e.g., the Caspian Sea region; Koriche et al., 2021a; Koriche
et al., 2021b). These impacts and the interaction between open land water and soil
moisture might be missed by the model.

In addition to terrestrial water availability and LCLU, land evaporation can also be
influenced by wind speed. Wind can have different effects, depending on the direction
it comes from and its properties (q, T ). If a dry wind hits a region or if there is an in-
creased wind speed over it, more moisture is evaporated and transported away, and RH
is reduced. This would likely lead to an increase in Et. If it is moist wind, the moisture
gradient between ground and atmosphere is decreased, so Et decreases and RH then
would possibly be increased by the moist wind. This is an example of the complexity of
the system, showing how that which is classed here as a dynamical driver can influence
vegetation responses that might then affect RH.

In the regions in which land evaporation change affects RH change, the impact of
the wind speed si10 on E and thus RH is investigated using si10-E correlation maps
and change in si10 for the sake of completeness. Changes in wind speed are discussed
in detail in Section 4.1. In the Caspian Sea region (JJA), si10-E correlate significantly
negatively and in Scandinavia (JJA) partly positively (Fig. 5.20). The correlations are
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only partially significant and of only moderate strength. As there are no significant
trends in si10 in the late period, the change in RH through a change in land evaporation
cannot be explained by a change in wind speed. The significant and strongly negative
si10-E correlation with a negative si10 trend in northwestern India (annual) can explain
the RH increase in the late period: linked to a decrease in wind speed, increased land
evaporation enhanced the atmospheric moisture (q; see Fig. S5) and therefore the RH.

A summary of principal drivers in each region can be found in Section 6.2.1.

It is very clear that the processes driving RH are highly complex and affected by RH
themselves in many cases. This thesis has drawn some connections between the other
non-terrestrial drivers in RH. The connections between dynamical and terrestrial drivers
are limited to circulation, i.e. wind and precipitation. Pascolini-Campbell et al. (2021)
examined the impact of modes of variability on global Et and found positive correlations
between Et and ENSO, for example. This study did not explore the impact of modes on
terrestrial drivers or teleconnections, nor temporal lags were considered to explain RH
variability and trends, as this would have been beyond the scope of the thesis.

The NDVI correlation and trend analyses (Section 5.3) clarify that the direction of
causality cannot be inferred from the findings of this study. The negative NDVI trend
in the late period is reduced due to increased VPD/decreased RH, and not the other
way around (Yuan et al., 2019).

In the model runs, the strong T increase in the NH high latitudes in esmFdbk2 and
even more distinct in esmFixClim2 is noticeable (not mentioned in the model section
5.3). For the high latitudes, a negative T -RH correlation in HadGEM2-ES was found
in Section 3.4, in contrast to the observational data. With the strong T increase due
to increased CO2, the model shows an RH decrease in the high latitudes. The analysis
has enriched the understanding of this amplification of increased CO2 in the opposite
direction from RH in the model run.

The dataset grid box resolution of 5° by 5°, used in this study and based on the data set
HadISDH, does not seem to be sufficient to depict vegetal processes in particular. Het-
erogeneous vegetation increases with LCLU change and there is enormous uncertainty
at a scale of 5 km, which influences Et and wind differences (Woodward & Lomas, 2001).
To avoid this uncertainty, a high-resolution LCLU map (including soil character) would
have to be used and analysed for the spatial scale of the weather stations, based on suit-
able studies and, if possible, a long-term FACE; Duke and ORNL in the eastern USA
have a variety of hydrological data (Donohue et al., 2017a; Leakey et al., 2012). The lat-
ter option is more precise but would still involve uncertainties around plant species and
plant age (Medlyn et al., 2001). The phenology should also be looked at more closely,
i.e. at NPP as the integral of start season, growing season and end of season, which
are strongly impacted by rising temperatures in NH mid and high latitudes (Hou et al.,
2013). Cloud detection should be considered when looking at NDVI to obtain more
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regular NDVI patterns (Chen et al., 2003). Due to increased precipitation and perma-
frost degradation, lakes on the Qinghai-Tibet-Plateau expanded during the late period
(Liu et al., 2021). In addition, there was also shrinkage in single cases. If a weather sta-
tion were present near the shrunken lake, local decreased Ew and RH could be measured.

Due to the complexity of the terrestrial drivers in the context of the ground-atmosphere
interactions and the compilation of RH from q and T , it is challenging to explain the
RH change through terrestrial drivers with a low resolution. Evidence of the impact of
terrestrial drivers on RH was found for a couple of regions (the Caspian Sea and north-
western India), and the model runs showed that the carbon cycle response to increased
CO2 did lead to decreasing RH, inferring as evidence that CO2 enhanced stomatal con-
ductance led to reduced Et and therefore RH.

Evaporation and land cover certainly have a strong impact on RH, but on a smaller
scale. This study was not able to use the HadISDH dataset to examine at this small
scale. Land evaporation terrestrial drivers are interesting for regional and local RH
change but not for global RH change. However, this study did not find large-scale land
cover change to affect RH change. The thermodynamic and dynamical drivers have a
stronger impact on a larger scale.
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6 Discussion and conclusion

In this thesis, the global RH trend over land was analysed, with a particular focus on the
sharp decline since 2000. Underpinning this large-scale average signal are a very diverse
set of regional relationships and trends. The analysis here therefore takes a bottom-to-
top approach, so that on a spatial level, regions represent the global trend, and on a
temporal level, seasons and single years helped to analyse the decadal trend. Correla-
tion analysis provided information on short-term relationships, and regression analyses
helped to identify drivers of the RH trend. While the thermodynamic driver (land warm-
ing faster than ocean) constitutes the largest component of RH change, this work finds
that a spatially and temporally varying combination of dynamical and terrestrial drivers
could help to explain the regional and seasonal details within the large-scale trend. There
are lots of climate impacts related to the hydrological cycle. A correct calculation of RH
in global climate models is essential to projecting these climate impacts to prepare for
future climate change. Notably, the Coupled Model Intercomparison Project Phase 5
(CMIP5) models do not closely reconstruct the historical observations, and that there-
fore results in uncertainty over future climate projections related to the hydrological
cycle.

Section 6.2.1 and Tables 6.1 to 6.3 include a summary of principal drivers in each
region.

6.1 Understanding the large-scale trend through regional-scale
relationships and trends

The drying signal shows a latitudinal pattern and extends close to the tropics, so it is
essentially an extratropics and mid-latitudes feature. Regions were selected that show a
significant annual RH trend in the late period (2000–2017). Eastern Brazil, Tibet, the
Caspian Sea region, California, Mongolia, southern Africa, eastern USA and the Red
Sea experienced a negative RH trend. Northwestern India and eastern Canada had a
positive RH trend. Furthermore, the high latitude regions of southwestern Greenland
and Scandinavia showed a negative and positive RH trend respectively. The nine regions
with a drying trend strongly contributed to the global trend. The three regions with a
wetting trend were examined to understand RH change more broadly.

It was expected that most regional RH changes would have common large-scale signals
of drivers due to their latitudinal location, e.g. a single mode of variability or primary
physical variable being clearly linked to RH change through the same relationship for
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several regions. During the first analyses after characterisation of RH by specific humid-
ity (q) and air temperature (T ), the uniqueness of the regional trends became apparent,
which suggests that the contribution from dynamical and terrestrial drivers is very dif-
ferent for each region.

6.1.1 How are regional trend differences manifested?

Depending on the region and season, RH, q and T vary and correlate differently, so
RH decrease is also expected to differ by region and season. While low T -q correlation
coefficients indicate water-limitation, weaker or decreased q(T ) regression coefficients
and increased positive RH(q) regression coefficients are indicators for decreasing RH,
meaning that there is insufficient q to react to a change in T , and that RH reacts more
strongly to a q change. Small changes could therefore have a substantial influence on
RH and thus generate a trend. The reason for this could be a change in water or energy
availability.

According to the Clausius-Clapeyron relationship, a weak T -q correlation represents
water-limited areas, since with a T increase, not enough water evaporates to main-
tain atmospheric saturation. However, it is not only arid areas that show a negative
RH trend. In the late period, the T -q relationship was significantly weakened in east-
ern Brazil (June-July-August [JJA], September-October-November [SON]), Tibet (JJA,
SON), Mongolia (March-April-May [MAM]), southern Africa (SON) and the Red Sea
(JJA). Whereas a significant negative T -q relationship is considered the strongest cri-
terion for water-limitation and negative RH trend, increased RH(q) regression also indic-
ates dryness in eastern Brazil (JJA, SON) and southern Africa (SON). In contrast, in the
Caspian Sea region, in addition to an increased RH(q) regression, the RH(T ) regression
is also increased in the late period compared to the early period (1973–1999). In most
regions, coherent significant q trends point to the RH trends. Conversely, T trends are
strongly seen in the Caspian Sea region (JJA) and are primarily linked to decreasing RH.

Based on these T -q-RH relationships, the inequality of regions with a strong RH trend
is manifested. So, all these are indicators for an RH trend and suggest that different
drivers determine RH in these regions.

6.1.2 Why do we see apparent latitudinal patterns in the decrease of RH?

The thermodynamic driver as the fundamental driver, the land-ocean warming ratio,
combined with regional circulation patterns and regional land surface properties, determ-
ines the regionally unique path of RH change in a specific region. The thermodynamic
driver is reflected clearly in the extratropical and mid-latitude drying pattern. Land
surface moisture is largely due to the general atmospheric circulation pattern advecting
moist/dry air around the planet. If the land warms more than the ocean, it can become
water-limited, and the Clausius-Clapeyron equation is deviated from. The air above the
land therefore dries out in terms of saturation, or RH. This is because the ocean, which
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warms more slowly, does not evaporate sufficient moisture to keep pace with the evap-
orative demand of the faster warming land. This effect is near-global (Chadwick et al.,
2016, Figs. 1f and 2f), excluding regions of strong convergence, particularly around warm
tropical oceans such as over northern India. Thus, to some degree, the thermodynamic-
ally driven RH trend follows the ”wet gets wetter, dry gets drier” premise. For the most
part, this pattern is observed using the HadISDH and ERA-Interim datasets. However,
there are other drivers relating to modes of variability and changes to atmospheric circu-
lation (dynamical drivers) and to changes in land surface properties (terrestrial drivers)
which play an important role. This study hypothesised that deviations from, or even
part of, the general thermodynamically driven pattern could be coming from these other
drivers.

The regions with positive RH trends tend to be around the tropics and high latit-
udes. In these areas there must be enough water to maintain RH, and processes at work
resulting in its increase. The Intertropical Convergence Zone (ITCZ) generally provides
atmospheric saturation in the tropics and convergence of the moist air. Note that a shift
in the ITCZ, which is considered within the dynamical drivers through zonal (u10) and
meridional winds (v10), might seasonally affect tropical regions at the edge of the ITCZ,
such as northeastern Brazil or East Asian monsoon precipitation towards Mongolia. In
the high latitudes, a rise in T is generally associated with reduced snow and ice cover,
resulting in more open water or vegetated surfaces that then provide a moisture source
for evaporation. Even though these regions do not contribute to the drying trend, but
rather partially offset it, this study was able to draw on the RH behaviour, such as (i) the
positive T -RH correlation in cold climates (high latitudes, December-January-February
[DJF]), which is very different to the negative T -RH correlation in warmer climates,
and (ii) strong q-T -RH correlations, such as in southwestern Greenland, Scandinavia
and eastern Canada during the winter season. These regions of moistening highlight
the deep complexity of drivers and their interaction with each other. The presence of a
warm, saturated convergence zone would technically come under our classification of a
thermodynamic driver, but changes to the location of that convergence zone are classed
as a dynamical driver. The reduction of snow and ice cover might be thought of as a
terrestrial driver in that it constitutes a change to the land surface property.

In JJA, the boreal summer, the global RH trend is strongest. The land-sea temper-
ature contrast is greatest in the summer compared to winter. Therefore, the thermody-
namic driver is expected to be strongest in the hemispheric summer. For most regions
outside of the tropics, the summertime is the drier season and the period of greatest
water-limitation, with lower RH in general, and is therefore close to a negative deviation
from the Clausius-Clapeyron theory and exacerbates the relative drying.
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6.1.3 Issues and further work: spatial heterogeneity and deviations from the
four standard seasons

The analyses were approached from an average regional perspective. Due to spatial
heterogeneity, it was necessary to work at the sub-regional level in some regions. For
example, in southern Africa, there are two large circulation patterns (easterlies towards
the east coast and southerlies towards the south coast touching the west coast), which
might impact RH in different ways. In Mongolia, the T -RH correlation in the region’s
north (south) is positive (negative) in DJF, and there is a strong positive RH correlation
in MAM only in the south. The q and T correlations with RH are related to the regional
characteristics and can help to explain the influence of the driver. Heterogeneity at the
sub-regional level and the sometimes sparse and uneven location of stations particularly
affected analyses of terrestrial drivers and local wind changes. A higher, more equally
distributed spatial resolution of the data sets would be advantageous. In particular,
weather stations are sparse over eastern Canada, unequally distributed by only lying
around the coastline in southwestern Greenland, and there is a lack of data inland in
eastern Brazil. The resolution 5° by 5° was useful for focusing on larger effects, such
as the thermodynamic and large-scale dynamical drivers. The temporal resolution was
limited to monthly averages, and analyses used annual values and the four standard
seasons. While these seasons usually describe the mid-latitudes well, they are less valid
for regions with rainy seasons, like the south Asian monsoon in northwestern India
and Tibet. Further work would benefit from analysis at the highest resolution level to
account for spatial and temporal heterogeneity. Furthermore, there are uncertainties in
each data set relating to the observations themselves and also the processing methods,
and numerical model in the case of ERA-Interim. These were not easily incorporated
into the analyses here, so the results should still be treated cautiously to some degree.
Note the good agreement between ERA-Interim and HadISDH RH generally provides
good confidence in the observed decreasing RH.

6.2 Interconnectivity between the thermodynamic, dynamical
and terrestrial drivers

RH is controlled by heating/cooling and drying/moistening, and these processes are af-
fected by the three drivers that this study distinguishes between. The thermodynamic
driver comprises changes to temperatures and evaporation. The dynamical drivers in-
corporate changes to advection and modes of variability related to evaporation and tem-
perature, and the terrestrial driver assimilates changes to evaporation and temperature.
The drivers can describe the interannual RH variability (explored through correlations)
or the RH trend (change in driver). It is apparent that more than one driver describes
RH variability and change, and the drivers interact in most regions. Vice versa, RH can
also impact the driver, which has not been addressed in this thesis, but the direction of
the cause-effect relationship cannot always be clearly established.
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6.2.1 Variables are part of both the dynamical and terrestrial stories

The most fundamental driver, the thermodynamic driver, is also observed on regional
scales. For example, in the Caspian Sea region, the region with the strongest negative
seasonal RH trend, the summer warming (notably, the Russian heatwave in 2010) gener-
ates an open water evaporation (Ew) trend, but this increased evaporation is insufficient
to maintain RH. In addition, there are dynamical drivers: over the region, it rains less,
as the rain is shifted eastwards, outside of the region. Thus, the inflow of air into the
Caspian Sea is less saturated. Both a negative terrestrial water storage (TWS) trend
and a negative normalised difference vegetation index (NDVI) trend express less water
availability. This land drying indicates land cover change, as in the shrinking of the
Caspian Sea. The size of the sea is essential as a surface for evaporation (Azevedo et al.,
2018; Koriche et al., 2021a; Koriche et al., 2021b). The thermodynamic driver can thus
be observed on a small scale, i.e. faster land-than-lake warming.

The water availability and thus the precipitation as input plays a major role for eastern
Brazil (DJF), southern Africa (SON) and northwestern India (annually). In northwest-
ern India, there is a positive precipitation trend, in particular over the Indus basin, but
not enough to prevent the negative TWS trend. TWS can decline due to anthropogenic
transfer of groundwater upwards (irrigation; Siebert et al., 2006). Soil moisture and
NDVI increased, resulting in Et, Ei and Eb rise, indicating enhanced q and RH. Wind
stilling over northwestern India annually and in MAM and JJA appears to be linked to
enhanced evaporation. This makes northwestern India the only region where RH can be
associated with a change in wind speed. A link to the monsoon could not be established
because this was beyond the scope of the thesis.

The rain reduction in northeastern Brazil (in particular DJF) is based on dynamical
drivers, namely on the strongest rainfall driver in this region: the ITCZ. This exper-
ienced a northward shift potentially linked to negative sea surface temperature (SST)
anomalies in the southern hemisphere tropical Atlantic. In SON and JJA, this effect is
less intense, but the change in the mean circulation is also given: stronger southeasterlies
and weaker northeasterlies mean that the ITCZ is further away from the region. The
drier conditions of this reduction in rainfall and warming can be linked to larger-scale
circulation such as El Niño and a warmer Interdecadal Pacific Oscillation (IPO), partic-
ularly in DJF.

The impact of wind changes is particularly strong when there are opposing trends
between the early period and the late period, as in southern Africa, where the onshore
Indian Ocean easterlies are reinforced in the early period and weakened in the late period,
and thus lead to a reduction in rainfall. With reduced austral winter rain, dry conditions
are given for the late-period spring with little rain: surface moisture and evaporation is
decreased.
Over the Red Sea (MAM), dry winds from the Arabian Peninsula block moist winds
from the Mediterranean in the late period causing regional drying. In contrast, north-
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westerlies from the Mediterranean were increased in the early period. Southwestern
Greenland (DJF) experienced increased dry northeasterlies in the late period in con-
trast to increased warm and moist southwesterlies in the early period. These regions
would need further study.

As large scale movements of air, several modes of variability have been found to be
related to the interannual RH variability (e.g. the Arctic Oscillation [AO], the El Niño
Southern Oscillation [ENSO] and the Atlantic Multi-decadal Oscillation [AMO] on Cali-
fornia) and impact the RH trend in the late period. The modes do not necessarily have
to show a trend: only the AMO, the SAM, and the IOD significantly increased over
the full period (1973–2017). The MEI and the IPO increased over the late period (Cai
et al., 2018). The RH trend is linked to the interplay between modes in combination.
For example, the RH trend in eastern Brazil is linked to a number of these large-scale
drivers, such as the ENSO (particularly in DJF), but also with decreased SST in the
SH tropical Atlantic, the AO (particularly in JJA; Liu et al., 2020), and regional wind
direction trends out of the region, thus blocking onshore winds in SON. Each mode peak
or trough is unique, like the negative AO which caused the Russian heatwave in 2010
(Wright et al., 2014) contributing to the negative RH trend over the Caspian Sea. In
particular for teleconnected areas, this work found mode-like variability, but not exactly
a footprint of the mode. For example, over Tibet (SON), a reminiscence of the Indian
Ocean Dipole (IOD) in the SST-RH correlation patterns was detected in the tropical
Indian Ocean, but not further south. Also for Tibet (SON), the pressure variability over
Europe resembles the AO in JJA, but the storm tracks are differently affected.
In this mixture of signals, this research study found only one mode that strongly reflects
the regional interannual RH variability and its trend. Warmer SST around eastern
Canada in DJF led to increased RH relating to the AMO pattern in the late period.
The AMO has been in a positive phase since 2000. This is thus the only phenomenon
that has been in one phase with relatively little variability over the late period of study.

Given the short period of data (2000–2017), the RH trend is influenced by individual
years. Even if there is no trend in the dynamical drivers, such as in the modes, extreme
years of the drivers can contribute to the long-term trend by causing abnormally hot or
dry years in certain regions, such as 2010 in the Caspian Sea region. The trend direction
can be driven by a few events, with no two events being the same. On a global scale, the
RH peaks in 2000, troughs in 2007–2009, 2012–2013 and 2015, the latter particularly in
JJA, the season with the strongest negative RH trend. These years coincide with years
in which some modes are in extreme phases, e.g. the strong La Niña (cold IPO/PDO) in
2000 and the El Niño (warm IPO/PDO) in 2014–2015. These extreme years are also well
represented in regional RH time series, so there is high confidence that these extreme
RH anomalies are strongly influenced by dynamical drivers.

On a much smaller scale than modes of variability, for example, in addition to wind
trends concerning northeast Brazil and the SH tropical Atlantic, local wind changes oc-
cur in SON in the southeast of eastern Brazil, with increased onshore winds in the early
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and offshore winds in the late periods. Wind changes are often found on such a small
spatial scale that their trends are not significant, e.g. in Mongolia (DJF): the insigni-
ficant anticyclonic trend pushes air from the interior out of the region in all directions,
counteracting the inflow of humid air from the outside. In addition, this work found
increased soil moisture and TWS decrease resulting from irrigation practices, indicating
an anthropogenic impact on moisture availability. This connection may occur with a
time delay due to the insignificance of correlations with RH. In Tibet, RH decreases
with a strengthening of the southwesterlies in the northwest region, with southeasterlies
predominating in the early period, which coincides with decreased soil moisture and
decreased TWS, i.e. reduced water availability to maintain RH levels. Due to a lack of
significant correlations and trends in primary physical variables, evidence of dynamical
drivers on RH cannot be found for all seasonal trends in Mongolia and Tibet.

The direction of causality for small-spatial-scale drivers, such as NDVI and soil mois-
ture, is not clear via correlation coefficients in particular: is RH reduced because of
reduced NDVI and evapotranspiration (Et), or vice versa, e.g. over the Caspian Sea
region. Reduced soil moisture amplifies decreased RH and vice versa, as in northeastern
Brazil.

6.2.2 Challenges in detecting non-thermodynamic drivers

Chadwick et al. (2016) (Figs. 1f and 2f) found the thermodynamic driver to be globally
represented, most strongly in eastern Brazil, southern Africa and the eastern USA. In
fact, for many other regions with strong RH trends in observations, other drivers were
found in this study: dynamical drivers on regional scales, terrestrial drivers on smal-
ler scales. The HadGEM2-ES showed that CO2 driven stomatal changes might cause
a negative q trend and thus a decline in RH, but this is much weaker than a decline
caused by the thermodynamic or dynamical drivers. Due to high spatial heterogeneity,
terrestrial drivers are often only detectable at the grid box level or perhaps only at the
weather station level. These small scales can change RH over temporal or spatial lags
(e.g. transport of precipitation water in rivers or underground to place of RH change)
(e.g. Mongolia with a soil moisture, evaporation and TWS change, and northwestern
India with spatial heterogeneity in rainfall in JJA). For this, lags would have to be in-
vestigated, and ideally at a high resolution. The Hansen dataset (Hansen et al., 2013a)
offers a high resolution of afforestation/deforestation, which might be more informative
than just NDVI. Since Et as a response to CO2 depends on plant functional types (PFT),
regional FACE experiments could be more involved in case studies; they would provide
quantitative data on the impact of CO2 driven stomatal change on RH. Concerning
aerodynamic resistance and roughness length, a differentiation of plants depending on
height would also be interesting (e.g. trees versus crops versus grass). Furthermore, the
root depth of vegetation could be an important parameter concerning evaporation. Since
evaporation depends strongly on the land surface temperature, this variable would be
good to bring together with T to determine evaporated water rate. Work could also be
done on the Bowen ratio and surface conditions such as average wind speed, solar/net
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radiation. Radiation would have to include clouds and aerosols. land cover and land
use (LCLU) change was measured directly only via the NDVI. Areas of deforestation
could not be detected in this study, which might be due to the spatial resolution of data.
Terrestrial drivers were not clearly identifiable for most regions. Model experiments that
contain land use change differences could however be used to detect impacts of large-
scale LCLU change as a potential impact on RH.

Quantification of the impact of the drivers could be done via the calculation of time
expansion coefficients, by projecting the anomalies of a variable onto the regression map
between RH and that variable to create a timeseries of that map, for example, between
global SST and regionally averaged RH. Multiple regressions could also be undertaken.
Here, too, it would be necessary to proceed on as small a scale as possible and not to use
regional averages, e.g. Mongolia with T -RH correlations of opposite sign in the north
and south in DJF and subregional T -RH and q-RH correlations also in MAM. Whereas
TWS in Mongolia decreases spatially over large-scales in the late period, evaporation
and their fractions, soil moisture, and NDVI show a very patchy pattern of trends with
rare correlations. With a lack of significant trends in T in both seasons and a significant
q trend in MAM but rare significant indicators of dynamical and terrestrial drivers in
the same grid boxes, for Mongolia, it was challenging to detect an explanation for the
negative RH trend in the late period. Droughts over the region have been linked with
anthropogenic agriculture (overgrazing), mining and (ineffective) water management,
which could be linked to strongly negative TWS trends. Over large regional areas, the
variables of drivers do not correlate with RH. The same applies to Tibet (JJA, SON)
and the south of the California region, with only the latter region with a significant T
trend but no significant q trends in either of the regions: a negative TWS trend with
time-lagged correlations to RH was also found, while neither terrestrial nor dynamical
drivers showed a clear and spatially coherent trend.

6.3 Differences between the observations and the model
HadGEM2-ES

The CMIP5 models, including the HadGEM2-ES model focused on here, can reproduce
the dominant thermodynamic driver (Chadwick et al., 2016; Dunn et al., 2017) to some
degree. They do not, however, capture the strong amplifying and mitigating effects
of regionally and seasonally different dynamical drivers and terrestrial drivers. They
cannot therefore represent the RH trend to the same pattern and magnitude as in the
observations. The knowledge acquired in this thesis, on the one hand, based on the
observations, and, on the other hand, their differences to the model, could be used to
improve these coupled models or at least better understand the uncertainty surrounding
them.

This study found supporting evidence as to why models might not be expected to do
well in reconstructing observations. A key difference between models and observations
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applies to the correlations between detrended time series of q, T and RH. The models
were found to imply overly negative T -q correlations. In the high latitudes in DJF, the
HadGEM2-ES model presented negative q-RH and positive T -RH, which is the opposite
of the observations. Possibly, this could be linked to boundary layer processes in the
models (Pers. Comm. J. Edwards) but this has not yet been investigated. On the one
hand, HadGEM2-ES uses the zero-layer snow scheme, i.e. it neglects the insulating effect
of snow on the soil. With this missing insulating effect, heat and moisture flux from the
surface into the atmosphere via evaporation would be overestimated if cold air masses
move over the snow. Fluxes would be too large until the snow cools down. On the other
hand, due to the surface layer being extended high up in the models, there is extensive
mixing in the surface boundary layer. Extensive mixing could result in moisture from
high altitudes coming down to the surface.

The fact that each region is unique in terms of its drivers on RH, and the relationships
between the drivers themselves, and with RH, is a key reason why models cannot be
expected to closely replicate the observations. This study does find evidence of dynam-
ical drivers, and that in particular is something that the models may not necessarily be
able to replicate in the same time frame as the observations if the changes in the drivers
are not externally forced and are due to internal climate variability. Furthermore, the
models cannot be expected to include a perfect representation of LCLU, such as differ-
ent types of vegetation and anthropogenic processes relating to water management and
irrigation (e.g. in northwestern India; Siebert et al., 2006), because these are highly
complex. Therefore, evidence of terrestrial drivers linked to LCLU change also suggests
reasons why the models would not do well.

Clearly the key areas of improvement for the models are as follows: getting latitudinal
and seasonal correlations of q and T with RH correct, and introducing a more temporally
similar approximation of the interplay of climate variability and deep complexity of
terrestrial drivers. Climate models are incredibly powerful tools with which we can
explore possible future exposure to important impacts. However, understanding the
uncertainties relating to them is crucial.

6.4 Concluding remarks and outlook

By analysing the observed RH at different spatial and temporal levels, both interannual
RH variability could be better understood, and its trend could be explained based on
different drivers. The subregional interaction of dynamical drivers and terrestrial drivers
both contribute to and counter the thermodynamic driver. Further studies should mainly
address the heterogeneity of the land-surface process by increasing the spatial resolution
at which analysis is undertaken.

The data in this thesis ended in 2017. The RH trend has continued since then (Willett
et al., 2021a), with extreme events of dryness that contributed to the northern California
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fires in 2018 (Brewer & Clements, 2019) and 2021 and 2020 in Australia (Gulev et al.,
2021). Since then, global T has remained high, with 2020 and 2019 as the second and
the third hottest years after 2016 (NOAA National Centers for Environmental Inform-
ation, 2022). Even though a regional prediction of RH is complex, under rising global
T in the near future, which is expected, given anthropogenic climate change, an RH
decrease over land is expected to continue due to the thermodynamic driver, since the
land is still warming faster than the ocean. Given the findings in this thesis, the current
state of research expects to see other small scale changes in RH due to anthropogenic
practices of irrigation and groundwater use, changes to vegetation cover through affor-
estation/deforestation, and CO2-driven enhanced stomatal conductance. Changes in the
modes of variability and circulation in general can also impact RH on a regional to local
level.

Coupled Model Intercomparison Project Phase 6 (CMIP6) models predict a likeli-
hood of near-surface RH declining over land, particularly over subtropical latitudes, due
to ocean-advection and evapotranspiration (Lee et al., 2021). In relation to this, the
CMIP6 models estimate a decrease in precipitation over the subtropics, e.g. southern
Africa and the Mediterranean, due to circulation changes and land-warming ocean con-
trasts. However, as found in this study, dynamical drivers on different spatial scales
contribute to the RH change. Dynamical drivers and large circulation changes, often
with a background of modes of variability, still cause major challenges for the current
CMIP6 climate models. For example, the ENSO is predicted to remain the dominant
mode, and enhanced rainfall variability could also be associated with it (Lee et al.,
2021). However, there is no strong model consensus regarding the ENSO’s impact on
SST variability. Modelling the ENSO’s impact on SST variability would be essential,
among other things, to determine the RH change due to latitudinal ITCZ shift due to
trends in the tropical Atlantic SST, which is linked to the tropical Pacific SST, thus, the
ENSO. With an improved representation of climate variability and its teleconnections,
regional processes and extreme years are more likely to be captured.

A realistic representation on small spatial scales in climate models is particularly
important concerning the terrestrial drivers, such as the representation of vegetation
processes, LCLU change, and evapotranspiration. The hope for high resolution could
be so-called digital twins, i.e. climate models simulating reality to a high extent, such
as the ”Destination Earth” of the European Commission, the European Space Agency
(ESA), the European Centre for Medium-Range Weather Forecasts (ECMWF) and the
European Organisation for the Exploitation of Meteorological Satellites (EUMETSAT)
system with 1 km spatial resolution by the end of 2030. Since small-scale processes are in-
volved, an even higher resolution would be necessary to represent clouds. There is still a
very high degree of uncertainty in models in the cloud parameterization, thus in radiation
and the warming/cooling effect, long-distance transportation of water and release, linked
to the hydrological cycle, including the terrestrial hydrological cycle and related surface
processes (runoff, infiltration, groundwater flow, evaporation) which might be potential
candidate processes affecting near-surface RH. With the increasing CO2 concentrations,
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the political and economic interest in improving climate models and predicting climate
sensitivity is growing in addition to the scientific one. This trend allows model develop-
ment to happen quickly in terms of resolution and speed, and we can look forward to
improvements in the future.

The new knowledge gained in this thesis will improve understanding of model un-
certainty, and even the models themselves and their representation of the hydrological
cycle, as well as climate events and their scientific, social and economic impact in the
context of climate change. This thesis demonstrates the importance of dynamical and
terrestrial drivers for subregional seasonal changes in RH, and the complexity of the
climate system.
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Table 6.1: Conclusion of important mechanisms and drivers in regions with a strong
negative RH trend over the late period (eastern Brazil, Tibet and the Caspian Sea
region), based on Table 3.4, and related sections.
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Table 6.2: As for Table 6.1, for regions with a strong negative RH trend over the late
period (California, Mongolia and southern Africa).
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Table 6.3: As for Table 6.1, for regions with a strong negative (southwestern Greenland,
eastern USA, the Red Sea and Patagonia) or a strong positive RH trend over the late
period (Scandinavia, northwestern India and eastern Canada).
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Effects of elevated [CO2] on photosynthesis in european forest species: A meta-
analysis of model parameters. Plant Cell Environ., 22 (12), 1475–1495.

Medlyn, B. E., Barton, C. V. M., Broadmeadow, M. S. J., Ceulemans, R., De Angelis,
P., Forstreuter, M., Freeman, M., Jackson, S. B., Kellomäki, S., Laitat, E., Rey,
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Figures and supplementary material

Figure 1.1: Global maps of average HadISDH RH for the four standard seasons and
annual values for the climatology over the 1981–2010 period.
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Figure 1.2: Location and elevation of weather stations included in the HadISDH.land-
v4.0.0.2017f dataset. White dots indicate weather stations deeper than 340 m below sea
level, and brown dots indicate weather stations below sea level but higher than 340 m
below sea level. Sky-blue weather stations are at an elevation between 0 and 25 m above
sea level, 25 m < blue < 50 m < navy < 100 m < green < 500 m < olive < 1000 m <
orange < 1500 m < red < 2000 m < black < 4000 m, and fuchsia dots indicate weather
stations at elevations higher than 4000 m. Regions with a strong average trend in RH
in the late period (2000–2017), thus, regions of interest in this study (see Chapter 3),
are framed in ochre (negative trends) and turquoise (positive trends).

Figure 1.3: Global annual RH anomalies for HadISDH observation data set (black),
ERA-Interim re-analysis (magenta) and historical runs of the CMIP5 Met Office’s model
HadGEM2-ES (Collins et al., 2011; Jones et al., 2011), relative to the 1976—2005 cli-
matology. Fig. from Dunn et al. (2017).
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Figure 1.4: Global annual land (top) and ocean (bottom) RH anomalies for in situ data
set HadISDH (grey, left) and reanalyses data sets ERA5 and ERA5 mask (ERA5-masked
to the HadISDH coverage) (purple solid and dotted, respectively) relative to the 1981–
2010 base period. Fig. adapted from Willett et al., 2021b, S52, Fig. 2.19.

Figure 1.5: Annual HadISDH RH trends in anomalies over land for the full period (1973–
2017) relative to a climatology over the 1981–2010 period, resolution 5° by 5°. Grid boxes
of very significant trends (p < 0.05) are framed in grey. Regions with a strong average
trend in RH in the late period are framed in ochre (negative trends) and turquoise
(positive trends). White space represents either missing data or ocean.
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Figure 1.6: Impacts of rising air temperatures (lower figure) on the hydrological cycle
over ocean (left) and over land (right). Aridity increases in warmer climates, leading to
expansion of dry climate zones. Evaporation and precipitation increase modestly, but
on land, evaporative demand (broken wavy arrows) increases faster than precipitation,
because the strong increases in air temperature and consequently saturated water vapour
concentration over land (red bars at lower right) exceed growth in actual water vapour
concentration (blue bars). Increases in sensible and latent heat (associated, respectively,
with temperature and water vapour, and represented by the area of each bar) have
the same sum over land and ocean, with sensible heat increasing more over land than
oceans and latent heat increasing more over oceans. RH (ratio of blue to red bar length)
decreases over land. Fig. and caption taken from Sherwood and Fu (2014), p. 738, Fig.
“Warmer, drier”.
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Figure 1.7: Differences between weather, climate variability and climate change concern-
ing temporal and spatial scales and examples for changes on different temporal scales.
MJO stands for the Madden-Julian Oscillation, ENSO for the El Niño Southern Oscil-
lation, IOD for the Indian Ocean Dipole, PDO for the Pacific Decadal Oscillation and
AMO for the Atlantic Multidecadal Oscillation. Fig. by A. Turner.
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Figure 1.8: Global distribution of air mass source regions and main air mass trajectories.
Key: mE maritime equatorial (warm, very moist), mT maritime tropical (mild, moist),
mTs maritropical subsiding, cT continental tropical (warm, dry), cP continental polar
(cold, dry), mP maritime polar (cool, moist), A arctic, AA antarctic and cA continental
air (very cold, very dry; not shown). Fig. and caption taken from O’Hare et al. (2014)
(p. 101, Fig. 4.12) based on Robinson and Henderson-Sellers (1999) (p. 161).
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Figure 1.9: Schematic representation of the neutral phase of the ENSO in the Pacific
Ocean. Fig. taken from O’Hare et al., 2014, p. 132, Fig. 5.5, a.

Figure 1.10: Schematic representation of El Niño (left) and La Niña (right) atmospheric
and oceanic conditions in the Pacific Ocean. Fig. taken from O’Hare et al., 2014, p.
132, Fig. 5.5, b and c.
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Figure 1.11: Global impact of El Niño (above) and La Niña (below) on regional pre-
cipitation (left) and temperature (right) (ENSO impacts. Met Office. Available at:
https://www.metoffice.gov.uk/research/climate/seasonal-to-decadal/gpc-outlooks/el-
nino-la-nina/enso-impacts [Accessed November 25, 2021]).
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Figure 1.12: World humidity classes (World Atlas of Desertification, United Nations En-
vironment Programme 1997). Drylands are classified into four ranges of the Aridity
Index (AI, the ratio between the mean annual precipitation and the mean annual poten-
tial evaporation): hyperarid, AI<0.05 (7.5% of global land area); arid, 0.05<AI<0.20
(12.1% land); semi-Arid, 0.20<AI<0.50 (17.7% land); dry subhumid, 0.50<AI<0.65
(9.9% land). Fig. and caption taken from Fensholt et al., 2015, p. 160, Fig. 8.1.

Figure 1.13: Present-day map (1980–2016) of Koeppen-Geiger classifications. Fig. and
capture taken from Fig. 1 in Beck et al. (2018).
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Figure 3.1: HadISDH global annual time series and trends over land for the early (1973–
1999) and the late periods (2000–2017). Linear trends for RH are turquoise if positive
or ochre if negative; for q and T trends are shown by an up arrow if positive or down
arrow if negative. The RH trends are based on anomalies (black line), the q and T trends
on standardised anomalies (respectively, blue and orange dots and line), relative to a
climatology over the 1981–2010 period. Starred trends are significant (p < 0.1), double
starred trends are very significant (p < 0.05).
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Figure 3.2: As for Fig. 3.1, for global seasonal HadISDH data.
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1973-1999 2000-2017 1973-2017

Figure 3.3: As for Fig. 1.5, for seasonal HadISDH RH trends for the early (1973–1999,
left column), the late (2000–2017, centre column) and the full periods (right column).
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Figure 3.4: Annual correlations between the detrended HadISDH T and q anomalies
over land, relative to a climatology over the 1981–2010 period, in the early (left) and the
late period (right). Grid boxes of very significant correlations (p < 0.05) are framed in
grey. Regions with a strong average trend in RH in the late period are framed in ochre
(negative trends) and turquoise (positive trends). White space represents either missing
data or ocean.

Figure 3.5: As for Fig. 3.4, for seasonal correlations between the HadISDH T and q in
the late period.
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Figure 3.6: As for Fig. 3.4, for annual and seasonal HadISDH q and RH in the late
period. Positive (negative) q trends relative to a climatology over the 1981–2010 period
are marked with an ’x’ (red ’o’), if very significant (p < 0.05).
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Figure 3.7: As for Fig. 3.6, for HadISDH T and RH.
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Figure 3.8: Annual correlations for the detrended HadISDH anomalies over land, relative
to a climatology over the 1981–2010 period, between q-RH (positive: green, negative:
pink) and T -RH (positive: purple, negative: orange) in the early (left) and the late
periods (right). The correlation strength between q-RH and T -RH was compared, and
the stronger one plotted for the grid box. Grid boxes of very significant correlations
(p < 0.05) are crossed. White space represents either missing data or ocean.

Figure 3.9: As for Fig. 1.5, for annual HadISDH RH trends for the early and the late
periods.
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Figure 3.10: As for Fig. 3.2, for eastern Brazil.

Figure 3.11: As for Fig. 3.2, for Tibet.
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Figure 3.12: As for Fig. 3.2, for the Caspian Sea region.

Figure 3.13: As for Fig. 3.2, for California.
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Figure 3.14: As for Fig. 3.2, for Mongolia.

Figure 3.15: As for Fig. 3.2, for southern Africa.
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Figure 3.16: As for Fig. 3.2, for southwestern Greenland.

Figure 3.17: As for Fig. 3.2, for the eastern USA.
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Figure 3.18: As for Fig. 3.2, for the Red Sea.

Figure 3.19: As for Fig. 3.2, for Patagonia.
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Figure 3.20: As for Fig. 3.2, for the western Mediterranean region.

Figure 3.21: As for Fig. 3.2, for Scandinavia.

280



Figure 3.22: As for Fig. 3.2, for western Alaska.

Figure 3.23: As for Fig. 3.2, for northwestern India.
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Figure 3.24: As for Fig. 3.2, for eastern Canada.

Figure 3.25: As for Fig. 3.2, for the East China Sea.
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Figure 3.26: HadISDH and HadGEM2-ES historical + historicalExt RH global an-
nual anomalies over land for the early and the late periods (for HadISDH: black; for
HadGEM2-ES r2i1p1: red, r3i1p1: green, r4i1p1: blue), relative to a climatology over
the 1981–2010 period.
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Figure 3.27: As for Fig. 3.2, for HadISDH RH anomalies (black, continuous line) and
the HadGEM2-ES historical + historicalExt simulation run r2i1p1 RH anomalies (black,
dashed line) and q and T .

Figure 3.28: As for Fig. 3.27, for the HadGEM2-ES historical + historicalExt simulation
run r3i1p1.
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Figure 3.29: As for Fig. 3.27, for HadGEM2-ES historical + historicalExt simulation
run r4i1p1.
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r2i1p1 r3i1p1 r4i1p1

Figure 3.30: As for Fig. 3.4, for annual (bottom) and seasonal (upper four rows) Had-
GEM2-ES historical + historicalExt simulation runs r2i1p1 (left column), r3i1p1 (centre
column) and r4i1p1 (right column) correlations between T and q in the full period.
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r2i1p1 r3i1p1 r4i1p1

Figure 3.31: As for Fig. 3.30, for correlations between q and RH in the full period.
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r2i1p1 r3i1p1 r4i1p1

Figure 3.32: As for Fig. 3.30, for correlations between T and RH in the full period.
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1979-1999 2000-2017

Figure 4.1: Annual (bottom) and seasonal (upper four rows) ERA-Interim quivered u10,
v10 trends (arrows) and SLP trends (colour) for the early (1979–1999, left column) and
the late periods (2000–2017, right column) relative to a climatology over the 1981-2010
period. Grid boxes of very significant (p < 0.05) positive (negative) u10 and v10 trends
separately are stated in blue (red) letters ‘u’ and ‘v’, respectively. Only grid boxes of
very significant (p < 0.05) SLP trends are coloured. Regions with a strong average trend
in RH in the late period are framed in ochre (negative trends) and turquoise (positive
trends). White space represents either missing data or ocean.
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Figure 4.2: Annual and seasonal correlations between detrended GPCC precipitation
and HadISDH RH anomalies over land in the late period, relative to a climatology over
the 1981-2010 period. Grid boxes of very significant trends (p < 0.05) are framed in
grey. Grid boxes of significant (p < 0.1) correlations are framed in grey; significantly
positive (negative) trends in precipitation relative to the climatology over the 1981–2010
period show a blue ‘x’ (red ‘o’).
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Eastern Brazil (DJF) Southern Africa (SON)

Figure 4.3: Correlations between anomalies of ERA-Interim SST, 10 m wind vectors in u
and v direction, wind speed and SLP (top to bottom) and regional GPCC precipitation
over eastern Brazil (DJF; left column) and southern Africa (SON; right column) for the
late period (2000–2017). Grid boxes of very significant (p < 0.05) correlations are framed
in grey; significantly positive (negative) trends in primary physical variables relative to
the climatology over the 1981-2010 period show a blue ‘x’ (red ‘o’).
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1979-1999 2000-2017 1979-2017

Figure 4.4: Correlations between ERA-Interim anomalies of SST, 10 m wind vectors in
u and v direction, wind speed and SLP (top to bottom) and regional HadISDH RH
over eastern Brazil (DJF) for the early period (1979–1999, left column), the late period
(2000–2017, centre column) and the full period (right column). Grid boxes of very
significant (p < 0.05) correlations are framed in grey; significantly (p < 0.1) positive
(negative) trends in primary physical variables relative to the climatology over the 1981–
2010 period show a blue ‘x’ (red ‘o’).
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q T

Figure 4.5: Correlations between ERA-Interim anomalies of SST, 10 m wind vectors
in u and v direction, wind speed and SLP (top to bottom) and regional HadISDH q
(left) and T (right) over eastern Brazil (DJF) for the late period (2000–2017). Grid
boxes of very significant (p < 0.05) correlations are framed in grey, significantly positive
(negative) trends in primary physical variables relative to the climatology over the 1981-
2010 period show a blue ‘x’ (red ‘o’).
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1979-1999 2000-2017 1979-2017

Figure 4.6: As for Fig. 4.4, for eastern Brazil (MAM).
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q T

Figure 4.7: As for Fig. 4.5, for eastern Brazil (MAM).
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1979-1999 2000-2017 1979-2017

Figure 4.8: As for Fig. 4.4, for eastern Brazil (JJA).
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q T

Figure 4.9: As for Fig. 4.5, for eastern Brazil (JJA).
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1979-1999 2000-2017 1979-2017

Figure 4.10: As for Fig. 4.4, for eastern Brazil (SON).
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Figure 4.11: As for Fig. 4.5, for eastern Brazil (SON).
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1979-1999 2000-2017 1979-2017

Figure 4.12: As for Fig. 4.4, for Tibet (JJA).
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Figure 4.13: As for Fig. 4.5, for Tibet (JJA).
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1979-1999 2000-2017 1979-2017

Figure 4.14: As for Fig. 4.4, for Tibet (SON).
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Figure 4.15: As for Fig. 4.5, for Tibet (SON).
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1979-1999 2000-2017 1979-2017

Figure 4.16: As for Fig. 4.4, for the Caspian Sea region (JJA).

304
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Figure 4.17: As for Fig. 4.5, for the Caspian Sea region (JJA).
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1979-1999 2000-2017 1979-2017

Figure 4.18: As for Fig. 4.4, for California (annual).

306



q T

Figure 4.19: As for Fig. 4.5, for California (annual).
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1979-1999 2000-2017 1979-2017

Figure 4.20: As for Fig. 4.4, for Mongolia (DJF).
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Figure 4.21: As for Fig. 4.5, for Mongolia (DJF).
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Figure 4.22: As for Fig. 4.4, for Mongolia (MAM).
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Figure 4.23: As for Fig. 4.5, for Mongolia (MAM).
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1979-1999 2000-2017 1979-2017

Figure 4.24: As for Fig. 4.4, for southern Africa (JJA).
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Figure 4.25: As for Fig. 4.5, for southern Africa (JJA).
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1979-1999 2000-2017 1979-2017

Figure 4.26: As for Fig. 4.4, for southern Africa (SON).
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Figure 4.27: As for Fig. 4.5, for southern Africa (SON).

315



Figure 4.28: Time series for the indices of modes of variability over the full period (1973–
2017): from top to bottom, in the left column, the AO, the MEI, the PDO, the SAM,
and in the right column, the AMO, the IPO, the PNA and the IOD.
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Figure 4.29: Annual correlation maps between modes of variability and RH over land for
the full period (1973–2017). Grid boxes of significant correlations (p < 0.1) are framed
in grey.
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1973-1999 2000-2017 1973-2017

Figure 4.30: Annual (bottom line) and seasonal (upper four rows) correlation maps
between the detrended AO and HadISDH RH over the early, the late and the full periods
(left to right). Grid boxes of significant correlations (p < 0.1) are framed in grey.
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1973-1999 2000-2017 1973-2017

Figure 4.31: As for Fig. 4.30, for the AMO.
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1973-1999 2000-2017 1973-2017

Figure 4.32: As for Fig. 4.30, for the ENSO (MEI).
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1973-1999 2000-2017 1973-2017

Figure 4.33: As for Fig. 4.30, for the IPO.
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1973-1999 2000-2017 1973-2017

Figure 4.34: As for Fig. 4.30, for the PDO.
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1973-1999 2000-2017 1973-2017

Figure 4.35: As for Fig. 4.30, for the PNA.
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1973-1999 2000-2017 1973-2017

Figure 4.36: As for Fig. 4.30, for the SAM.
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1973-1999 2000-2017 1973-2017

Figure 4.37: As for Fig. 4.30, for the IOD.

325



Figure 4.38: Time plots and linear fits of HadISDH RH anomalies (light blue) in south-
western Greenland (top) and Eastern Canada (bottom) in DJF and by the regression
through the AO (red) estimated RH (dark blue dashed), furthermore q (dark green) and
T standardised anomalies (yellow) over the full period (1973–2017). Positive AO phases
are indicated by filled red dots and negative phases by blue stripes. The vertical line
indicates the year 2000, the end of the early period and the start of the late period.

Figure 4.39: As for Fig. 4.38, for HadISDH anomalies in the northwest of eastern Brazil
(top) and eastern Brazil (bottom) and the MEI in DJF.

Figure 4.40: As for Fig. 4.38, for HadISDH anomalies in eastern Canada (DJF) and the
MEI with a lag of -6 months, i.e. in JJA the previous year.

326



Figure 4.41: As for Fig. 4.38, for HadISDH anomalies in the northwest of eastern Brazil
and the IPO in DJF.

Figure 4.42: As for Fig. 4.38, for HadISDH anomalies in California (annual; top) and
eastern Canada (DJF; bottom) and the AMO.

Figure 4.43: As for Fig. 4.38, for HadISDH anomalies in Scandinavia and the PDO (top)
and the PNA (bottom) in SON.
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E-q E-T E-RH

Figure 5.1: Correlations between the detrended GLEAM E and HadISDH RH, q and T
anomalies over land for annual data (bottom) and the four standard seasons (upper four
rows) over the full period (1980–2017). Grid boxes of significant (p < 0.1) correlations
are framed in grey; significantly positive (negative) trends in GLEAM E relative to
the climatology over the 1981–2010 period show a blue ‘x’ (red ‘o’). Regions with a
strong average trend in RH in the late period are framed in ochre (negative trends) and
turquoise (positive trends). White space represents either missing data or ocean.
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Et-q Et-T Et-RH

Figure 5.2: As for Fig. 5.1, for Et.
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Ei-q Ei-T Ei-RH

Figure 5.3: As for Fig. 5.1, for Ei.
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Eb-q Eb-T Eb-RH

Figure 5.4: As for Fig. 5.1, for Eb.
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Ew-q Ew-T Ew-RH

Figure 5.5: As for Fig. 5.1, for Ew.
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Figure 5.6: As for Fig. 5.1, for Es.
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1980-1999 2000-2017

Figure 5.7: Correlations between the detrended GLEAM E and HadISDH RH anomalies
over land for annual data (bottom) and the four standard seasons (upper four rows) over
the early (1980–1999), the late (2000–2017) and the full period (1980–2017). Grid boxes
of significant correlations (p < 0.1) are framed grey; significantly positive (negative)
trends in GLEAM E relative to the climatology over the 1981–2010 period show a blue
‘x’ (red ‘o’).

334



1980-1999 2000-2017

Figure 5.8: As for Fig. 5.7, for Et.
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1980-1999 2000-2017

Figure 5.9: As for Fig. 5.7, for Ei.
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1980-1999 2000-2017

Figure 5.10: As for Fig. 5.7, for Eb.
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1980-1999 2000-2017

Figure 5.11: As for Fig. 5.7, for Ew.

338



1980-1999 2000-2017

Figure 5.12: As for Fig. 5.7, for Es.
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1980-1999 2000-2017

Figure 5.13: As for Fig. 5.7, for surface soil moisture.
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1980-1999 2000-2017

Figure 5.14: As for Fig. 5.7, for root-zone soil moisture.
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lagTWS = 0 months lagTWS = -3 months lagTWS = -6 months

Figure 5.15: Correlations between the detrended GRACE TWS and HadISDH RH an-
omalies over land for annual data (bottom) and the four standard seasons (upper four
rows) over the late period (2002–2017) with no temporal lag (left column), a temporal
lag of -3 months (centre column) and a temporal lag of -6 months (right column) for
TWS. Grid boxes of significant correlations (p < 0.1) are framed grey; significantly pos-
itive (negative) trends in TWS relative to the climatology over the 2005–2009 period
show a blue ‘x’ (red ‘o’).
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NDVI-q NDVI-T

Figure 5.16: Correlations between the detrended GIMMS NDVI and HadISDH q and T
anomalies over land for annual data (bottom) and the four standard seasons (upper four
rows) over the full period (1982–2015). Grid boxes of significant (p < 0.1) correlations
are framed in grey; significantly positive (negative) trends in the NDVI relative to the
climatology over the 1982–2010 period show a blue ‘x’ (red ‘o’).

343



1982-1999 2000-2015

Figure 5.17: Correlations between the detrended GIMMS NDVI and HadISDH RH an-
omalies over land for annual data (bottom) and the four standard seasons (upper four
rows) over the early (1982–1999), the late (2000–2015) and the full period (1982–2015).
Grid boxes of significant correlations (p < 0.1) are framed grey; significantly positive
(negative) trends in the NDVI relative to the climatology over the 1982-2010 period
show a blue ‘x’ (red ‘o’).
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huss tas hurs

Figure 5.18: Seasonal HadGEM2-ES huss (q), tas (T ) and hurs (RH) trends for the
experiment esmFdbk2 for the full period (1860–2099) relative to a climatology over the
1981–2010 period. Grid boxes of very significant trends separately (p < 0.05) are framed
in grey. Regions with a strong average trend in RH in the late period in the HadISDH
observations are framed in ochre (negative trends) and turquoise (positive trends).
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huss tas hurs

Figure 5.19: As for Fig. 5.18, for HadGEM2-ES esmFixClim2.
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1980-1999 2000-2017

Figure 5.20: Correlations between the detrended ERA-Interim wind speed and GLEAM
E over land for annual data (bottom) and the four standard seasons (upper four rows)
over the early (1980–1999) and the late periods (2000–2017). Grid boxes of significant
(p < 0.1) correlations are framed in grey; significantly positive (negative) trends in si10
relative to the climatology over the 1982–2010 period show a blue ‘x’ (red ‘o’).
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Figure S1: As for Fig. 1.1, for q.
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Figure S2: As for Fig. 1.1, for T .
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Figure S3: As for Fig. 1.1, for GPCC precipitation.
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SST wind speed SLP, wind direction

Figure S4: As for Fig. 1.1, for ERA-Interim SST, wind speed, SLP and 10 m wind
vectors (left to right).
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1973-1999 2000-2017 1973-2017

Figure S5: As for Fig. 1.5, for seasonal HadISDH q trends for the early period (1973-
1999, left column), the late period (2000-2017, centre column) and the full period (right
column).
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1973-1999 2000-2017 1973-2017

Figure S6: As for Fig. 1.5, for seasonal HadISDH T trends for the early period (1973-
1999, left column), the late period (2000-2017, centre column) and the full period (right
column).
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Figure S7: Annual deviations from the Clausius-Clapeyron equation (7% q increase for
1 K increase in T ) as the required increase in q to achieve agreement with the theory
over the early (left) and the late periods (right), for positive T trends and q increase
< 7%/K only. Grid boxes with a significant (p < 0.05) decrease in q are marked with
an ‘o’, with a significant increase in T are marked with an ‘x’. Grey grid boxes indicate
a T decrease or a q increase > 7%/K.
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DJF MAM

JJA SON

Figure S8: Similar to Fig. 3.8, the coexistence of seasonal HadISDH q-RH and T -RH
correlations (r > 0.45).
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Eastern Brazil (SON) NW India (annual)

Figure S9: As for Fig. 4.3, for eastern Brazil (SON) and northwestern India (annual).
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Caspian Sea (JJA) Scandinavia (JJA)

Figure S10: As for Fig. 4.3, for the Caspian Sea region (JJA) and Scandinavia (JJA).
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1979-1999 2000-2017 1979-2017

Figure S11: As for Fig. 4.4, for southwestern Greenland (DJF).
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1979-1999 2000-2017 1979-2017

Figure S12: As for Fig. 4.4, for the eastern USA (annual).
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1979-1999 2000-2017 1979-2017

Figure S13: As for Fig. 4.4, for the Red Sea region (MAM).
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1979-1999 2000-2017 1979-2017

Figure S14: As for Fig. 4.4, for the Red Sea region (JJA).
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1979-1999 2000-2017 1979-2017

Figure S15: As for Fig. 4.4, for the Red Sea region (SON).
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1979-1999 2000-2017 1979-2017

Figure S16: As for Fig. 4.4, for Scandinavia (JJA).
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1979-1999 2000-2017 1979-2017

Figure S17: As for Fig. 4.4, for Scandinavia (SON).
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1979-1999 2000-2017 1979-2017

Figure S18: As for Fig. 4.4, for northwestern India (annual).
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1979-1999 2000-2017 1979-2017

Figure S19: As for Fig. 4.4, for eastern Canada (DJF).
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