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Abstract

Bacterial and fungal infections pose a growing threat to global public health, exacerbated by antimicrobial resistance (AMR). There is an urgent need for alternative treatments to failing antimicrobials, such as host-directed therapies (HDTs) which aim to improve the host immune response to infection. Here, I investigated three potential candidates for HDTs: trib1, hif-1α and arg2, due to their ability to modulate innate immune responses.

TRIB1 has previously shown to regulate inflammatory profiles and macrophage function, but its role in infection is unclear. Zebrafish trib1 overexpression decreased bacterial burden in a zebrafish tuberculosis (TB) model, whilst increasing antimicrobial factors such as nitric oxide (NO) and Interleukin-1β. Conversely, trib1 knockdown increased bacterial burden. The host-protective effect of trib1 overexpression was dependant on cop1, a key interacting partner of TRIB1. This data shows a novel role of trib1 in the context of mycobacterial infection and highlight its potential as a therapeutic target to improve infection outcome.

Hif-1α is host-protective in multiple experimental models of TB, however its role in fungal infection is understudied. Two clinically relevant zebrafish infection models, for Candida albicans (Ca) and Cryptococcus neoformans (Cn) were utilised, and stabilisation of Hif-1α signalling was host-protective against Ca but not Cn. Hif-1α stabilisation restored the depleted host NO response caused by Ca, a potential mechanism of this host-protective effect. This data expands on pre-existing knowledge and highlight how Hif-1α can also provide protection against fungal infection.

Arginase, a key anti-inflammatory factor, can be induced by infection which can be detrimental to the host. To further investigate how and when leukocytes regulate arginase in response to infection, a novel transgenic zebrafish reporter TgBAC(arg2:eGFP)sh571 was utilised to visualise arg2 expression. In response to immune challenge, neutrophils are the primary leukocyte to express arg2, and do so at early time points of infection and injury. This research begins the characterisation of zebrafish arg2 in an infection context and builds upon existing evidence of the timing and localisation of arginase expression in response to immune challenge.

To conclude, in this thesis I have added mechanistic in vivo data to the potential of trib1, hif-1α and arg2 as potential HDT targets.
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### Abbreviation list

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>aa</td>
<td>Amino acid</td>
</tr>
<tr>
<td>αNT</td>
<td>Anti-nitrotyrosine</td>
</tr>
<tr>
<td>Akt</td>
<td>Protein kinase B</td>
</tr>
<tr>
<td>AMR</td>
<td>Antimicrobial resistance</td>
</tr>
<tr>
<td>ANOVA</td>
<td>Analysis of Variance</td>
</tr>
<tr>
<td>Arg</td>
<td>Arginase</td>
</tr>
<tr>
<td>ARNT</td>
<td>Aryl hydrocarbon receptor nuclear translocator</td>
</tr>
<tr>
<td>ATP</td>
<td>Adenosine triphosphate</td>
</tr>
<tr>
<td>BCG</td>
<td>Bacillus Calmette-Guérin</td>
</tr>
<tr>
<td>BCIP</td>
<td>Bromo-4-chloro-3-indolyl phosphate</td>
</tr>
<tr>
<td>BEC</td>
<td>S-(2-boronoethyl)-L-cysteine</td>
</tr>
<tr>
<td>BMDM</td>
<td>Bone marrow-derived macrophage</td>
</tr>
<tr>
<td>bp</td>
<td>Base pairs</td>
</tr>
<tr>
<td>C/EBP</td>
<td>CCAAT enhancer binding protein</td>
</tr>
<tr>
<td>CBP</td>
<td>CREB-binding protein</td>
</tr>
<tr>
<td>CCRL2</td>
<td>C-C Motif Chemokine Receptor Like 2</td>
</tr>
<tr>
<td>cDNA</td>
<td>Complementary DNA</td>
</tr>
<tr>
<td>cfu</td>
<td>Colony forming units</td>
</tr>
<tr>
<td>CFW</td>
<td>Calcofluor white</td>
</tr>
<tr>
<td>CHT</td>
<td>Caudal hematopoietic tissue</td>
</tr>
<tr>
<td>CLR</td>
<td>C-type lectin-like receptors</td>
</tr>
<tr>
<td>COP1</td>
<td>CONSTITUTIVE PHOTOMORPHOGENIC 1</td>
</tr>
<tr>
<td>COPD</td>
<td>Chronic obstructive pulmonary disorder</td>
</tr>
<tr>
<td>CRISPR</td>
<td>Clustered regularly interspaced short palindromic repeats</td>
</tr>
<tr>
<td>CTCF</td>
<td>Calculated total cell fluorescence</td>
</tr>
<tr>
<td>CX3CR1</td>
<td>C-X3-C Motif Chemokine Receptor 1</td>
</tr>
<tr>
<td>CXCL</td>
<td>C-X-C motif ligand</td>
</tr>
<tr>
<td>DAHIF1</td>
<td>Dominant active Hif-1α</td>
</tr>
<tr>
<td>DAMP</td>
<td>Damage-associated molecular patterns</td>
</tr>
<tr>
<td>DEPC</td>
<td>Diethylpyrocarbonate</td>
</tr>
<tr>
<td>DIG</td>
<td>Digoxigenin</td>
</tr>
<tr>
<td>DMOG</td>
<td>Dimethyloxallyl Glycine</td>
</tr>
<tr>
<td>DMSO</td>
<td>Dimethyl sulphoxide</td>
</tr>
<tr>
<td>DNA</td>
<td>Deoxyribonucleic acid</td>
</tr>
<tr>
<td>DNHIF1</td>
<td>Dominant negative Hif-1α</td>
</tr>
<tr>
<td>dpf</td>
<td>Days post fertilisation</td>
</tr>
<tr>
<td>dpi</td>
<td>Days post infection</td>
</tr>
<tr>
<td>ERK</td>
<td>Extracellular signal-regulated kinases</td>
</tr>
<tr>
<td>FPKM</td>
<td>Fragments per kilobase mapped</td>
</tr>
<tr>
<td>gDNA</td>
<td>Genomic DNA</td>
</tr>
<tr>
<td>GM-CSF</td>
<td>Granulocyte-macrophage colony stimulating factor</td>
</tr>
<tr>
<td>H₂O₂</td>
<td>Hydrogen peroxide</td>
</tr>
<tr>
<td>HDT</td>
<td>Host-directed therapy</td>
</tr>
<tr>
<td>HIF</td>
<td>Hypoxia Inducible Factor</td>
</tr>
</tbody>
</table>
HIV  Human immunodeficiency virus
HNO₂  Nitrous acid
HOCI  Hypochlorous acid
hpf  Hours post fertilisation
hpi  Hours post infection
IAV  Influenza A virus
IFI  Invasive fungal infection
IFNγ  Interferon gamma
IL  Interleukin
iNOS  Inducible nitric oxide synthase
kb  Kilo base pairs
LCMV  Lymphocytic choriomeningitis virus
LMA  Low melting point agarose
LPS  Lipopolysaccharide
MCP-1  Monocytotic chemoattractant protein 1
MDM  Monocyte-derived macrophage
MDR  Multi-drug resistant
MDSCs  Myeloid-derived suppressor cells
MEK  Mitogen-activated protein kinase kinase
miRNA  MicroRNA
Mm  Mycobacterium marinum
MPO  Myeloperoxidase
mRNA  Messenger RNA
Mtb  Mycobacterium tuberculosis
NADPH  Nicotinamide adenine dinucleotide phosphate
NBT  Nitro blue tetrazolium
NET  Nuclear extracellular traps
NLRs  NOD-like receptors
NO  Nitric oxide
NO₂⁻  Nitrite
NOX2  NADPH oxidase
O₂⁻  Superoxide
OE  Overexpression
OH⁻  Hydroxyl radical
ONOO⁻  Peroxynitrite
PAMP  Pathogen-associated molecular patterns
PBS  Phosphate-buffered saline
PCR  Polymerase chain reaction
PEST  Proline [P], glutamic acid [E], serine [S], and threonine [T]
PFA  Paraformaldehyde
PHD  Prolylhydroxylase
PMA  Phorbol myristate acetate
PMN  Polymorphonuclear leukocytes
PR  Phenol Red
PRR  Pattern recognition receptors
PVP  Polyvinylpyrrolidone
RFWD  Ring finger and WD domain
RNA   Ribonucleic acid
RNS   Reactive nitrogen species
ROS   Reactive oxygen species
RPKM  Reads per kilobase million
rpm   Revolutions per minute
RT-PCR Reverse transcriptase PCR
RT-qPCR Quantitative reverse transcription PCR
scRNAseq Single cell RNA sequencing
SEM   Standard error of mean
siRNA Short interfering RNA
SREBP Sterol element binding protein
TB    Tuberculosis
TB-IRIS Tuberculosis-immune reconstitution inflammatory syndrome
Th    T helper
TLR   Toll like receptor
TNFα  Tumour necrosis factor alpha
TPM   Transcripts per million
TRAF  TNF Receptor Associated Factor
TRIB  Tribbles-homolog
UTR   Untranslated region
VHL   Von Hippel-Lindau
VL    Visceral leishmaniasis
WHO   World health organisation
WT    Wildtype
XDR   Extensively drug-resistant
YPD   Yeast extract peptone dextrose
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1. Introduction

1.1. The threat of bacterial and fungal disease

Bacterial and fungal pathogens are an increasingly large threat to public health as they become ever more resistant to available antimicrobials. *Mycobacterium tuberculosis* (*Mtb*), the causative agent of tuberculosis (TB), caused ~1.4 million deaths in 2019 (World Health Organization, 2020). TB can be caused by multi-drug resistant (MDR), extensively drug resistant or even totally drug resistant *Mtb* strains, which resist a combination of, or all first- and second-line drug treatments (Allué-Guardia et al., 2021; Hameed et al., 2018; Matteelli et al., 2014; Migliori et al., 2013). In the context of fungal infection, nearly 1 billion people are estimated to have superficial fungal infections (such as those of the skin, nail and hair) and the global incidence of active invasive fungal infection is >1.8 million cases, with mortality associated with fungal disease at >1.6 million (Bongomin et al., 2017). The limited arsenal of antifungal agents used to treat fungal infections is threatened by the multiple mechanisms fungal pathogens can utilise to resist antifungal drugs (reviewed by Revie et al., 2018). Over the last 80 years, antimicrobials have revolutionised global public health, making many routine medical procedures safer and once fatal infections treatable. The most commonly used antimicrobials are antibiotics, which are effective at treating bacterial infections. Due to the highly effective nature of antibiotics, there has been a history of misuse, with occurrences where they have been over-prescribed for controlled infections, wrongly prescribed for infections that will not respond (e.g., viral infections), or improperly used by patients (e.g., not finishing the prescribed course). This mismanagement of antibiotics is a global issue and is influenced by multiple social factors, such as public knowledge, cultural influences, education and economic status (Barker et al., 2017; Chang et al., 2019; Elong Ekambi et al., 2019; Gross, 2013; Machowska and Stålsby Lundborg, 2019; Nair et al., 2019). In addition to the medical sector, the environmental and agricultural sectors also use large quantities of antimicrobials to protect crops and treat animal stocks, leading to overuse of agricultural antimicrobials which can impact human health and antimicrobial effectiveness (Brauer et al., 2019; Gwenzi et al., 2021; Iwu et al., 2020; Khachatourians, 1998; Manyi-Loh et al., 2018; Marshall and Levy, 2011). The overuse and misuse of antimicrobials creates a selection pressure for pathogens to develop resistance mechanisms, creating an increasing prevalence of antimicrobial resistant (AMR) pathogens (Conly, 1998).

Developing resistance is a natural part of a microbe’s evolution and crucial for survival. Microbial resistance to external stresses is attained through multiple mechanisms, including the acquisition of resistance-related genes through horizontal gene transfer (Emamalipour et al., 2020; Nazir et al., 2017) or resistance plasmids (Gardner et al., 1969). Overuse of
antimicrobials has rapidly accelerated this process by creating a selection pressure for
resistant pathogen strains. AMR remains an increasing threat to global public health,
exacerbated recently by indiscriminate use of antibiotics during the COVID-19 pandemic
(Dhingra et al., 2020; Knight et al., 2021; Majumder et al., 2020). Resistant infections endanger
not only the treatment efficacy of current antimicrobials, but also the safety of common medical
procedures and global public health.

To combat AMR, there is a pressing and urgent need for novel antimicrobial compounds or
alternative treatment strategies. Novel antimicrobials have proven difficult to discover and
produce, with standard, current antimicrobials today being developed as far back as the
1960’s, with most developed by the 1980’s (Ventola, 2015). Furthermore, pharmaceutical
companies are dropping out of the market for antimicrobials due to high development cost and
other difficulties (Piddock, 2012; Plackett, 2020). Alternative treatments are therefore a
growing avenue of research interest. One alternative form of treatment to antimicrobials which
holds promise against multiple infection types are host-directed therapies (HDTs), which serve
to modulate the host immune system as opposed to targeting the pathogen itself (Kaufmann
et al., 2018; Kilinç et al., 2021; Kumar et al., 2021; Watson et al., 2020). The first steps to
developing HDTs is to understand how the immune system responds to invading pathogens,
how the infection can manipulate the host immune response, and therefore how this can be
manipulated to improve infection outcome.

1.2. Host immunity to infection

To combat invading pathogens, humans have a highly evolved immune system. All organisms
possess immune defences, including bacteria, which can combat invasive threats with
CRISPR-Cas systems (Amitai and Sorek, 2016; Barrangou and Marraffini, 2014). Humans
have a complex and multi-faceted immune response composed of two main arms, innate and
adaptive. These two systems differ in the timing and specificity of their response and the cell
types associated with them. The innate immune system is rapid to respond and the first line
of defence. It is composed of physical and chemical barriers, such as the skin and stomach
acid, cellular components including phagocytes and antigen-presenting cells, as well as
molecular defences such as the complement pathway (Riera Romo et al., 2016). The adaptive
immune system is normally initiated after innate immunity and is a highly specialised response,
composed of lymphocytes such as B and T cells, responsible for antibody production and
immune memory (Bonilla and Oettgen, 2010). However, emerging evidence suggests that
innate immune responses can be ‘trained’ or ‘primed’ to also generate memory responses
(Gourbal et al., 2018; Netea et al., 2020, 2016). The innate immune system is therefore a vital
part of the immune response, not only as the first line of defence against pathogens but also providing crucial roles in immune tolerance and homeostasis.

1.2.1. Innate immunity
The innate immune system is the first line of defence, and rapidly responds to invading threats. It contains physical barriers such as the skin, chemical barriers such as stomach acid or mucus, a wide range of white blood cells, and molecular components such as complement proteins. Together, these innate immune defences work together to protect the host, contain and clear infection, regulate inflammatory profiles and maintain homeostasis. The multiple innate immune cell types perform numerous functions through specialised roles. Granulocytes (neutrophils, basophils and eosinophils) can regulate inflammation, generate allergen response and have key roles in infection contexts (Geering et al., 2013; Klon et al., 2020; Liew and Kubes, 2019; Obata-Ninomiya et al., 2020). Macrophages, monocytes and dendritic cells share the role of antigen-presentation, which co-ordinates the adaptive immune response (Guerriero, 2019; Jakubzick et al., 2017; Théry and Amigorena, 2001; Unanue, 1984). Other cellular components include natural killer cells, which as the name suggests have cytotoxic roles and are involved in pathogen killing (Abel et al., 2018; Zhou et al., 2020). Two key defensive leukocytes, neutrophils and macrophages, are professional phagocytes, experts at engulfing pathogens via phagocytosis and digesting them for pathogen clearance (Kantari et al., 2008; Silva and Correia-Neves, 2012). These two leukocytes also regulate inflammatory profiles, produce natural antimicrobial compounds, and are the first responding cells to immune challenge making them key cellular players in the innate immune response to any invading pathogen.

1.2.2. Macrophages
Macrophages are leukocytes of the myeloid lineage which can be both tissue resident or arise from circulating monocytes and are functionally plastic cells. Not only do macrophages aid pathogen clearance and killing, they also co-ordinate the immune response (via antigen presentation and cytokine signalling) (Guerriero, 2019; Unanue, 1984), remove cell debris and dead cells via efferocytosis (Elliott et al., 2017; Herzog et al., 2019), and contribute to wound healing and tissue repair (Bosurgi et al., 2017; Kim and Nair, 2019). Macrophages come in many forms and can be tissue-specific (self-renewing resident macrophages) or derived from the bone marrow, which patrol the body and can be recruited to specific sites upon immune activation (Gomez Perdiguero et al., 2015; Hashimoto et al., 2013). Tissue resident macrophages are highly adapted to their microenvironment and include microglia (brain), Kupffer cells (liver) and alveolar macrophages (lungs) (Nobs and Kopf, 2021). Generally, macrophages are dynamic cells, which eliminate threats and maintain homeostasis in multiple tissues across the body.
Macrophages patrol their environment and are constantly probing for potential threats using actin-rich membrane protrusions called pseudopodia. Macrophages can become activated in response to injury and infection, as they detect pattern- or damage-associated molecular patterns (PAMPs or DAMPs). PAMPs are detected via a variety of pattern recognition receptors (PRRs) including toll-like receptors (TLRs), C-type lectin-like receptors (CLRs), NOD-like receptors (NLRs), and RIG-I-like receptors (RLRs) (Kloc et al., 2020). PRRs induce signalling cascades which result in activation of pathogen-killing macrophage phenotypes. If macrophage PRRs bind an invading pathogen, the receptors will cluster and begin the phagocytic process, where the cell membrane encloses around the pathogen and engulfs it (Freeman and Grinstein, 2014; Jaumouillé and Waterman, 2020). The vesicle enclosing the pathogen, known as the phagosome, fuses with an organelle containing cytotoxic enzymes (the lysosome), to create a phagolysosome. The phagolysosome is highly acidic and contains multiple enzymes which degrade the phagolysosome contents (Bouvier et al., 1994). Alongside destruction of internalised pathogens in the phagolysosome, the phagosome activates NADPH oxidase (NOX2), and nitric oxide synthase 2 (NOS2, also known as inducible nitric oxide synthase iNOS) which generate crucial antimicrobial oxidative defences (Kloc et al., 2020; Lam et al., 2010).

Macrophages can exhibit functional differences and differential metabolic and transcriptional profiles when activated with different stimuli (Beyer et al., 2012; Edwards et al., 2006). This allows macrophages to be a functionally plastic cell type which can adapt to a rapidly changing microenvironment. Both tissue resident and circulating macrophages can be further classified into subsets based on function and inflammatory profile.

1.2.3. Macrophage polarisation

Macrophage polarisation is a process at the heart of the functionally plastic roles of the cell. Activated macrophages take on many phenotypes, ranging from one extreme of pro-inflammatory and pathogen killing, to the opposite extreme of anti-inflammatory and tissue repair. Initially described as a binary system, these polarised phenotypes were described as pro- or anti-inflammatory subsets, termed ‘M1’ or ‘M2’ respectively caused by stimulation with specific immune stimuli in vitro (Martinez et al., 2008). Human macrophages polarised to different inflammatory states expressed opposing morphologies in vitro, with M1 exhibiting an elongated activated morphology and M2 appearing more rounded and circular (Vogel et al., 2014). Polarised macrophage subsets express differential metabolic and transcriptional profiles when activated with different stimuli (Beyer et al., 2012; Edwards et al., 2006; Martinez et al., 2006; Viola et al., 2019). Predominantly, macrophages polarised to M1 or M2 are studied either in vitro or ex vivo, where specific stimuli (e.g. cytokines) push macrophages to an inflammatory extreme (Huang et al., 2018). The pro-inflammatory M1 activation state is
induced by some pathogenic stimuli (such as bacterial pathogens or bacterial lipopolysaccharide (LPS), Benoit et al., 2008) and Th1 cytokines such as interferon gamma (IFNγ, Huang et al., 2018), Tumour necrosis factor alpha (TNFα) and interleukin-1β (IL-1β) (Tarique et al., 2015). Phagocytosis of pathogens is performed more efficiently by macrophages polarised towards a pro-inflammatory state, whereas anti-inflammatory macrophages efficiently clear apoptotic cells, partly due to a difference in surface markers like 12/15-lipoxygenase (Uderhardt et al., 2012). The anti-inflammatory M2 activation state can be induced by parasitic pathogens that aim to subvert a normal immune response (Noël et al., 2004; Tomiotto-Pellissier et al., 2018; Zhu et al., 2014) and Th2 cytokines such as IL-13, IL-4 (Bosurgi et al., 2017; Stein et al., 1992) and IL-10 (Lang et al., 2002) (Figure 1.01.). Polarised macrophage subsets can also produce relevant Th cytokines used for their activation, aiding co-ordination of immune responses to either pro- or anti-inflammatory states (Mills et al., 2000).

**Figure 1.01.** - **Macrophages polarise on a spectrum between pro- and anti-inflammatory activation states in response to different stimuli, resulting in the production of relevant cytokines and immune factors:** Macrophages polarise towards a pro-inflammatory activation state (M1) in response to multiple pathogens (including bacterial challenge) or stimulation with LPS or Th1 cytokines. M1 produce pro-inflammatory cytokines such as IFNγ, TNFα and IL-1β and antimicrobial factors such as NO via iNOS. Antimicrobial mechanisms are activated through multiple signalling pathways including HIF-1α signalling (Takeda et al., 2010). M1 are integral to antimicrobial immune response and pathogen killing. Alternatively, macrophages can polarise towards an anti-inflammatory state (M2) following pathogen challenge (e.g., with parasitic infection) or following stimulation with glucocorticoids or Th2 cytokines. M2 produce anti-inflammatory cytokines such as IL-10, IL-13 and IL-4, and repair factors such as ornithine and polyamines via arginase. M2 are associated with wound healing and tissue repair. The two enzymes iNOS and arginase compete for the same substrate L-
arginine and are hallmarks of both M1 and M2 polarisation states respectively. Created with Biorender.com.

One key difference between the two different inflammatory subsets is L-arginine metabolism. In macrophages, L-arginine is metabolised by two different enzymes, inducible nitric oxide synthase (iNOS) and arginase, which both compete for the availability of the substrate (Modolell et al., 1995). The enzyme iNOS will metabolise L-arginine to create reactive oxygen and nitrogen species (ROS and RNS), such as NO, which are released by pro-inflammatory macrophages as an antimicrobial mechanism (Nathan and Hibbs, 1991). NO is a free radical which will damage pathogen structure and result in pathogen death (Kaplan et al., 1996; MacMicking et al., 1997; Nathan and Hibbs, 1991). Conversely, arginase will metabolise L-arginine into polyamines and ornithine, used for both wound healing and tissue repair (Wu and Morris, 1998). This iNOS/arginase competitive axis helped form the basis of functional differences between pro- and anti-inflammatory macrophage subsets. However, the human iNOS/arginase axis and polarisation status is less well defined and often extrapolated from animal models such as mice (Atri et al., 2018).

The binary concept of “M1 vs M2” does not fully reflect the in vivo context, where macrophages display multiple and varied phenotypes and are potentially capable of phenotypically switching between the two states in response to the inflammatory profile of the microenvironment (Murray and Wynn, 2011; Stout and Suttles, 2004). Macrophages classified with an “M” subtype have been defined in vitro, where specific cytokines or stimuli are used to generate single macrophage subsets. To address subtype variation, further subsets were added to the “M1 vs M2” dynamic, such as M2a, M2b, M2c and M2d which classified the macrophage subset by function (Colin et al., 2014; Röszer, 2015), yet it was unclear if these subsets existed in, or fully captured the in vivo context. In vitro or ex vivo approaches highlight the difficulties of modelling in vivo contexts, due to the plethora of cytokines and other immune signals macrophage are exposed to in vivo, which cannot be fully replicated with few select stimuli in vitro (Vogel et al., 2014). The current understanding is that macrophages operate on a spectrum in vivo, ranging from the most pro-inflammatory to the most anti-inflammatory, with many varied polarisation states in between (Mosser and Edwards, 2008; Xue et al., 2014).

1.2.4. Neutrophils

Neutrophils are highly abundant, granular leukocytes with distinct multi-lobed nuclei, that are a crucial cellular component of innate immunity. In humans, neutrophils comprise 50-70% of circulating leukocytes, compared to mice where they represent a much smaller portion of 10-25% (Mestas and Hughes, 2004). Neutrophils originate from the bone marrow, before release into the circulation where neutrophils have previously been considered short-lived cells, in part
due to their explosive immune functions, with a circulatory half-life of approximately 6-8 hours (Dancey et al., 1976). In vivo isotope labelling of human neutrophils with heavy water has shown neutrophil half-life to be much longer, in excess of 3 days (Pillay et al., 2010), however doubts were raised regarding this study that the methodology overestimated the half-life due to labelling of bone marrow neutrophils (Tofts et al., 2011). A further study, utilising labelling with both heavy water and deuterium-labelled glucose, puts the neutrophil circulatory half-life at just under 1 day (Lahoz-Beneytez et al., 2016). From the circulation, patrolling neutrophils can rapidly migrate to sites of infection and injury through an adhesion cascade following chemokine signals such as C-X-C motif ligand (CXCL) family members (Ley et al., 2007; Petri and Sanz, 2018).

Neutrophils have multiple and highly specialised functions for pathogen killing, and are crucial component of antimicrobial innate immune defences (Kruger et al., 2015; Mócsai, 2013). As granulocytes, neutrophils possess multiple granules which have a range of contents, including cytotoxic and digestive enzymes. Neutrophils have multiple granule types, azurophilic (primary), specific (secondary) and gelatinase (tertiary), which develop with neutrophil maturation (Mora-Jensen et al., 2011) and contain multiple pro-inflammatory and antimicrobial factors (Lehman and Segal, 2020).

Neutrophils recognise and become activated by pathogens through multiple PRRs, including TLRs (Thomas and Schroder, 2013), Fc receptors (Freeman and Grinstein, 2014) and CLRs (Dambuza and Brown, 2015), which result in initiation of neutrophil defences, including degranulation and phagocytosis (Figure 1.02.). Neutrophils, like macrophages, are professional phagocytes and are efficient at clearing internalised pathogens. Opposed to phagosomal fusion with the lysosome, in neutrophils the phagosome fuses with neutrophil granules containing lysosomal enzymes (creating a phagolysosome), including myeloperoxidase (MPO), to kill internalised pathogens and activate oxidative defences (Bainton et al., 1971; Nauseef, 2014). Phagocytosis also initiates neutrophil autophagy, which can improve bactericidal responses through co-localization of bacterial phagosomes and autophagosomes (Chargui and El May, 2014; Huang et al., 2009).

Due to the cytotoxic content of neutrophilic granules, degranulation is a powerful antimicrobial mechanism at the neutrophil’s disposal, releasing pro-inflammatory and antimicrobial factors into the extracellular environment (Sheshachalam et al., 2014). Degranulation can be triggered in response to pathogen detection through PRRs but is tightly regulated to minimise damage to the host tissue. Initiation of degranulation requires β2 integrins (Lacy, 2006), cell surface receptor signalling transduction (Futosi et al., 2013), Rab proteins (Herrero-Turrión et al., 2008) and vesicle trafficking (Ramadass and Catz, 2016). Release of azurophil granules,
require neutrophil ‘priming’, from a resting to activated state following exposure to microbial products or pro-inflammatory compounds (El-Benna et al., 2016; Miralda et al., 2017). This priming both enhances neutrophil degranulation and prevents resting state neutrophils causing unnecessary host damage.

Neutrophil degranulation is not the only expulsion mediated neutrophil defence. Through the production and release of nuclear extracellular traps (NETs, Figure 1.02.), neutrophils can trap and disarm pathogens, but also contain larger infection sites (Papayannopoulos, 2018). The production of NETs via NETosis is a neutrophil death programme (Fuchs et al., 2007), where neutrophils expel nuclear and cellular matter, including chromatin fibres, histone proteins and antimicrobial granule content (Neeli and Radic, 2012; Yipp et al., 2012). Neutrophils can produce NETs in response to some bacteria, fungi, parasites and viruses and promote pathogen containment and clearance (Brinkmann et al., 2004; Schönrich and Raftery, 2016; Silva et al., 2016; Urban and Nett, 2019).

*Figure 1.02. – Neutrophils use multiple strategies to combat invading pathogens, including phagocytosis, degranulation, and NET release:* Neutrophils are a leukocyte (pink cells) which forms a major part of the host antimicrobial immune response. Neutrophils possess a poly-lobed nucleus (dark pink / purple organelle) and multiple granules (dark small spots in cytoplasm) which contain multiple cytotoxic compounds and enzymes. Neutrophils can eliminate pathogens via phagocytosis (pictured left), where pathogens are engulfed by the neutrophil into a vacuole structure called the phagosome, which fuses with neutrophil granules to destroy internalised pathogens. Neutrophils can also release these cytotoxic granules into the extracellular environment via degranulation (pictured centre). Neutrophils can also produce and release nuclear extracellular traps (NETs, pictured right), which are composed of nuclear matter, to aid pathogen clearance and containment. Created with BioRender.com.

Neutrophils are key causative agents of inflammation, through their multiple defence mechanisms and capacity to produce pro-inflammatory factors. To promote inflammation resolution and to maintain homeostatic conditions, apoptotic neutrophils are cleared by macrophages via efferocytosis (Savill et al., 1989b, 1989a). Neutrophils can also reverse transmigrate away from inflammatory tissue to re-enter the vasculature in mammalian and
zebrafish models, promoting inflammation resolution (Burn and Alvarez, 2017; Hirano et al., 2016; Mathias et al., 2006). In many chronic inflammatory pathologies including chronic obstructive pulmonary disorder (COPD, Mårdh et al., 2017; Seto et al., 2020) and even severe COVID-19 (Schulte-Schrepping et al., 2020), dysfunctional regulation of neutrophils is a driver of the inflammatory pathology, highlighting that without proper control and mediation, neutrophils can be a detriment to the host. However, this also identifies them as a target for immunomodulation for HDT, as if this dysregulation can be righted, symptoms and severity of inflammatory pathologies could be alleviated (Chellappan et al., 2020).

As well as being a key driver of the inflammatory response, neutrophils are essential in the fight against infection. Whilst neutrophils have multiple, specialised functions to neutralise, contain, and kill invading pathogens, a crucial antimicrobial mechanism used by neutrophils and other leukocytes is oxidative defence.

1.2.5. Oxidative defence

Neutrophils and macrophages can generate ROS as part of an oxidative defence against invading pathogens. The production of ROS, or oxidative burst, is a crucial component of innate immunity against bacterial and fungal pathogens (Hampton et al., 1998; Nauseef, 2014; Winterbourn et al., 2016). ROS contribute to antimicrobial defences through release into the extracellular environment at infection sites, or intracellularly to kill engulfed pathogens within the phagosome (Dupré-Crochet et al., 2013; Nathan and Cunningham-Bussel, 2013; Robinson, 2008). ROS also aid the co-ordination and initiation of other innate immune defences, including pro-inflammatory cytokine production (Naik and Dixit, 2011) and NET release (Brinkmann et al., 2010). The oxidative burst in neutrophils can be triggered in response to pathogens through cell signalling receptors, including G protein coupled receptors (GPCRs), cytokine receptors such as Tumour Necrosis Factor receptors (TNFRs), and TLRs (El-Benna et al., 2016; Nguyen et al., 2017).

Neutrophils create superoxide (O$_{2}^-$) through NADPH oxidase (NOX2) activation, which is released into the phagosome following pathogen phagocytosis (Nguyen et al., 2017). Superoxide can optimise phagosome conditions for microbial killing (Segal, 2006) and produce antibacterial effects in the absence of phagocytosis (Phan et al., 2018). Phagosomal superoxide is spontaneously or enzymatically dismutated to H$_2$O$_2$, a cytotoxic agent (Weiss et al., 1981). H$_2$O$_2$ can generate bactericidal hydroxyl radicals (OH·) via the Fenton reaction (Rosen et al., 1995; Winterbourn, 1983; Wolcott et al., 1994), however this reaction requires iron and insignificant amounts of OH· result from this mechanism (Britigan et al., 1990; Cohen et al., 1988; Rosen et al., 1995). Following release of superoxide into the phagosome, neutrophilic granules fuse with the phagosome and release cytotoxic agents such as MPO.
MPO converts $\text{H}_2\text{O}_2$ into hypochlorous acid (HOCl), which is a potent antimicrobial (Albrich and Hurst, 1982; Hirche et al., 2005; Klebanoff, 1968; Winterbourn et al., 2006). HOCl reacts with amino acids, peptides, and proteins to create antimicrobial compounds such as chloramines (Hawkins et al., 2003; Thomas et al., 1986, 1982) which can penetrate microbe surfaces and decrease microbe viability (Thomas, 1979a, 1979b). Neutrophils from MPO-deficient individuals have defective bactericidal responses (Kitahara et al., 1981; Lehrer et al., 1969) and inhibition of MPO impairs antimicrobial activity of neutrophils in vitro (Hampton et al., 1996; Humphreys et al., 1989, 1982; Klebanoff and Hamon, 1972). Thus, MPO is a key component of the neutrophilic oxidative defence (Figure 1.03.).
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**Figure 1.03.** – Leukocytes produce reactive oxygen and nitrogen species as an oxidative defence against invading pathogens: Both macrophages and neutrophils produce reactive oxygen and nitrogen species (ROS and RNS). L-arginine can be used to generate nitric oxide (NO) via the enzyme inducible NO synthase (iNOS). Oxygen is converted into superoxide by NOX2, and superoxide and NO can together generate peroxynitrite. Superoxide can be further catabolised into hydrogen peroxide ($\text{H}_2\text{O}_2$), which can also produce hydroxyl radicals ($\text{OH}^\cdot$). The neutrophilic enzyme MPO can convert $\text{H}_2\text{O}_2$ into hypochlorous acid (HOCl), and together MPO and HOCl oxidise nitrate into nitrite ($\text{NO}_2^-$) and nitrous acid ($\text{HNO}_2$). Green text indicates enzymes present in both neutrophils and macrophages. Purple text indicates neutrophil specific enzymes. Maroon text indicates ROS and lilac text indicates RNS. Created using BioRender.com.

As well as ROS, leukocytes can produce reactive nitrogen species (RNS) for antimicrobial defence. Neutrophilic ROS agents MPO and HOCl can oxidise nitrate, producing bactericidal RNS such as nitrite ($\text{NO}_2^-$) and nitrous acid ($\text{HNO}_2$) (Klebanoff, 1993; van der Vliet et al., 1997).
Two key antimicrobial RNS produced by leukocytes are NO and peroxynitrite (Brunelli et al., 1995; Kaplan et al., 1996; Zhu et al., 1992). Neutrophils can generate NO via iNOS, an enzyme which is sequestered to multiple neutrophil compartments, including phagosomes, azurophilic granules, plasma membrane, and even the nucleus (Evans et al., 1996; Saini et al., 2006). NO is not only directly antimicrobial, but further co-ordinates neutrophil responses and can activate processes such as NET release (Patel et al., 2010). NOX2 catalyses the reaction between NO with superoxide, to generate peroxynitrite (ONOO⁻), another antimicrobial RNS which interacts with lipids, DNA and proteins to mediate killing via radical-mediated or oxidative mechanisms (Dedon and Tannenbaum, 2004; Manda-Handzlik et al., 2020; Pacher et al., 2007). Macrophages also utilise both NOX2 and iNOS, which are activated following phagocytosis, to produce ROS and RNS (Figure 1.03.).

ROS and RNS produced by leukocytes can differ in response, depending on the experimental model used (Mestas and Hughes, 2004). In mice, macrophages readily induce iNOS activity and NO production in response to pro-inflammatory stimuli LPS and IFNγ (Bogdan, 2001). However in human macrophages, NO was not produced in response to stimuli and no iNOS activity was detected in any macrophage subcellular fractions (Murray and Teitelbaum, 1992; Schneemann et al., 1993). Whilst human macrophages can produce iNOS mRNA and protein, their capacity to produce NO is low compared to murine macrophages which produce high levels of NO (Weinberg et al., 1995). Human neutrophils are producers of high levels of NO (Saini and Singh, 2019) unlike human macrophages, and may account for the main source of NO defence of human leukocytes. NO has key roles in the regulation of neutrophil behaviours, including chemotaxis, adhesion, phagocytosis, and neutrophil fate (Saini and Singh, 2019). Similarly to humans, zebrafish neutrophils are the main leukocyte source of NO, as immunostaining with an anti-nitrotyrosine antibody as an indirect readout of NO originates almost entirely from the neutrophil population (Elks et al., 2013). The abundance of macrophages and neutrophils also differs between mice and humans, as humans have neutrophil rich blood (50-70% neutrophils of circulating white blood cells), whereas mice have a much lower neutrophil count (10-25%, Doeing et al., 2003). Therefore, innate immune defences, such as leukocyte oxidative defences are not uniform across every vertebrate organism and there is a need for multiple models.

1.3. Host-directed therapies – selecting a therapeutic target

One alternative to failing antimicrobials is host-directed therapies (HDTs), which target the host immune system opposed to pathogens, with the aim to enhance the host immune response and therefore improve infection outcome (Kaufmann et al., 2018; Kilinç et al., 2021;
Kumar et al., 2021; Watson et al., 2020). By understanding how the immune system combats infection naturally, antimicrobial mechanisms and pathways used by the immune system can be bolstered, improving pathogen killing and clearance. Additionally, if the pathogen acts to suppress the host immune system, this can also be targeted, to prevent or reverse immune-suppression creating a more successful immune response. By targeting the host immune response, pathogen drug resistance is circumvented and HDTs can be used against resistant pathogens. HDTs could also be used in combination with antimicrobial compound treatment to maximise treatment efficiency and reduce the resistance pressure on pathogens.

Before HDTs can be developed, suitable therapeutic targets must first be identified. Due to the innate immune system’s roles as a rapid and powerful response to invading pathogens, with major roles in infection containment and clearance, the innate immune system is an attractive target for immunomodulation. Mechanisms that regulate production of natural antimicrobial compounds or inflammatory profiles, primarily resulting from neutrophils or macrophages, present potential candidates for immunomodulation in an infection context. In this thesis I investigate three potential genes for immunomodulation as HDT targets, which modulate innate immunity and NO production, for further investigation: Tribbles-homolog 1 (TRIB1), Hypoxia Inducible Factor 1α (HIF-1α) and Arginase (ARG).

1.4. Tribbles pseudokinases (TRIBs)

The *tribbles* gene, first discovered in *Drosophila melanogaster* was identified as a cell cycle regulator (Grosshans and Wieschaus, 2000; Mata et al., 2000; Seher and Leptin, 2000). *D. melanogaster* *tribbles* has also been shown to function in glucose and insulin homeostasis via Akt regulation (Das et al., 2014a; Fischer et al., 2017). Unlike *D. melanogaster*, mammals and other higher vertebrates possess three isoforms of *tribbles* homologs (TRIB1, TRIB2 and TRIB3), with the TRIB2 isoform possessing the most evolutionary conservation to invertebrate *tribbles* (Kiss-Toth et al., 2004). TRIB genes encode TRIB serine/threonine pseudokinases which, unlike conventional kinases, lack (in the case of TRIB1) or have low (TRIB2 and TRIB3) adenosine triphosphate (ATP) binding affinity and phosphotransferase capacity (Bailey et al., 2015; Murphy et al., 2015, 2014). As pseudokinases, TRIB proteins can act as protein scaffolds, holding substrates such as signalling molecules and transcription factors in place for further regulation.

1.4.1. TRIB signalling mechanisms

The TRIB protein structure possesses three key regions: an N terminal PEST domain, the pseudokinase domain (including catalytic loop for substrate binding) and functional C terminus. The N terminal PEST domain is a region rich in proline (P), glutamic acid (E), serine
(S), and threonine (T) residues, contains distinct sequence motifs to each TRIB isoform and likely functions to mediate protein turnover (Soubeyrand et al., 2013; Wennemers et al., 2012). The C terminus of the TRIB protein contains two binding sites, the first for Mitogen-activated protein kinase kinase (MEK1, and other MAPKK dual-specificity kinase) denoted by a HPW[F/L] motif (Guan et al., 2016; Jin et al., 2007; Yokoyama et al., 2010), and the second for the E3 ubiquitin ligase constitutive photomorphogenic 1 (COP1), denoted by a DQXVP[D/E] motif (Dedhia et al., 2010; Qi et al., 2006). Binding of substrate to the TRIB pseudokinase domain modulates the substrate’s signalling capability, either by inhibiting its activation (in the case of Protein kinase B (Akt)) or targeting it for degradation via ubiquitination via COP1 recruitment (in the case of transcription factors such as CCAAT enhancer binding protein (C/EBP) family members). Through these mechanisms, TRIB proteins can influence multiple signalling pathways, implicating TRIBs in a range of biological and cellular processes and functions (Figure 1.04.).

Figure 1.04. – Tribbles can positively and negatively influence signalling pathways through multiple regulatory mechanisms: TRIB proteins bind substrates such as transcription factors (grey box) to their pseudokinase domain. After binding, substrates are held in place for ubiquitination via the E3 ubiquitin ligase COP1, which binds at the functional C terminus of the TRIB protein. Ubiquitination will target the substrate for proteosomal degradation, inhibiting its downstream signalling effects. The pseudokinase domain can also bind signalling molecule Akt, preventing its activation via phosphorylation and inhibiting its downstream signalling. Yellow circled P indicates phosphate. The C terminus of the TRIB protein also contains a binding site for MEK1, allowing Tribbles to activate MAPK and ERK signalling pathways. Each of these regulatory mechanisms produced by TRIB proteins influences cell signalling resulting in modulation of cell processes such as differentiation, proliferation, metabolism, and function.
The multiple regulatory abilities of the TRIB protein initiate via the C terminus, and the COP1 and MEK1 binding sites. Structural data of the TRIB1 protein revealed that COP1 binding triggers a conformational change in the protein, that causes the TRIB1 protein to fold and bring the COP1 and bound substrate closer together (Jamieson et al., 2018; Murphy et al., 2015). This allows COP1 to ubiquitinate the bound substrate, targeting it for degradation via the proteosome, thus inhibiting downstream signalling of the bound substrate. One example of a substrate that TRIB proteins regulate in this manner is C/EBP transcription factors, such as C/EBPα (Dedhia et al., 2010). In addition to COP1 binding, TRIB proteins can also bind MEK1 at the C terminus, an activator of extracellular signal-regulated kinases (ERK) signalling (Guan et al., 2016; Yokoyama et al., 2010). Through both COP1 and MEK induced mechanisms, TRIBs can regulate cellular functions and behaviours, such as proliferation, differentiation, and metabolism.

Each TRIB isoform has distinct functions and roles within different cells and tissues. TRIB1 is associated with immunity and inflammation (Johnston et al., 2015). TRIB2 is oncogenic and associated with multiple cancer types (Mayoral-Varo et al., 2021). TRIB3 has key metabolic roles, including in both lipid metabolism (Qi et al., 2006) and glucose homeostasis (Prudente et al., 2012; Zhang et al., 2013). Due to the association of TRIB1 with immune function and inflammation, TRIB1 was of interest as a potential target for HDT.

1.4.2. TRIB1 as an immune factor
TRIB1 has roles in the regulation of inflammatory profiles and immunity (Johnston et al., 2015). Dysregulation of TRIB1 contributes to several pathologies with a chronic inflammatory aspect, such as atherosclerosis, cancer and cardiovascular disease (Johnston et al., 2019; Liu et al., 2019; Niespolo et al., 2020). TRIB1 can influence multiple aspects of innate immunity, including leukocyte differentiation. Trib1 deficient mice have altered population sizes of neutrophils and macrophages across multiple tissues, with increased neutrophil numbers due to preferential differentiation of precursors from eosinophils (Mack et al., 2019; Satoh et al., 2013). As well as leukocyte differentiation, TRIB1 also modulates immune cell function. TRIB1 can regulate multiple inflammatory factors, such as TNF-α, IL-1β and NO (Arndt et al., 2018; Liu et al., 2013). Trib1−/− mice have decreased expression levels of inflammation related genes such as Il6, Il1b and Nos2 compared to wildtype controls, and murine Trib1−/− bone marrow-derived macrophages (BMDMs) have defective inflammatory, phagocytic, migratory and NO responses in vitro (Arndt et al., 2018; Liu et al., 2013).

Due to the ability of TRIB1 to influence leukocyte differentiation and number, but also inflammatory and antimicrobial macrophage function, TRIB1 is a promising candidate for immunomodulation for HDT. Whilst TRIB1 has been shown to regulate several inflammatory
and innate immune functions involved in infection control and pathogen control, the role of TRIB1 in infection is yet to be fully investigated. Further research is needed using *in vivo* models to elucidate the roles of TRIB1 in an infection context before it can be determined whether modulating TRIB1 could be an effective strategy for HDT.

### 1.5. Hypoxia Inducible Factors

Hypoxia Inducible Factors (HIFs) are transcription factors which govern the cellular response to hypoxia, respond to changes in oxygen tension and activate appropriate downstream target genes. HIFs have multiple biological roles, but HIF signalling is especially crucial for immune cells, which function in pathophysiological hypoxic environments resulting from infection or injury. Myeloid HIF itself can be activated by PPR signalling in normoxia (Krzywinska and Stockmann, 2018; Peyssonnaux *et al*., 2005). The functional HIF protein is a heterodimer, consisting of an α and β subunit (Wang *et al*., 1995). The β subunit, also known as the aryl hydrocarbon receptor nuclear translocator (ARNT), is constitutively expressed and aids nuclear translocation and binding HIF responsive elements (HREs) on the DNA (Sokkar *et al*., 2012). This regulation and degradation is mediated by a family of prolylhydroxylase (PHD) enzymes, which under normoxic conditions, hydroxylate the α subunit in oxygen dependant protein domains (Huang *et al*., 1998), allowing it to bind with von Hippel-Lindau (VHL) protein, an E3 ubiquitin ligase which will target the α subunit for degradation from the proteosome (Lee *et al*., 2004). Therefore, in normal homeostatic conditions, HIF-α is degraded, and HIF signalling remains inactive (Figure 1.05.).

![Figure 1.05](image)

**Figure 1.05.** – HIF signalling occurs in hypoxic conditions, where HIF-α is stable, can translocate the nucleus and cause gene transcription: In normal oxygen tension (normoxia), the HIF-α subunit is hydroxylated by PHD and FIH enzymes, causing it to bind with VHL, an E3 ubiquitination ligase which
targets HIF-α for proteasomal degradation. Therefore, in normoxia, HIF signalling is prevented. In hypoxic conditions, PHD and FIH are unable to hydroxylate HIF-α, allowing it to translocate with the nucleus and bind with the ARNT (or β) subunit and other cofactors p300 and CBP. Together the combined HIF transcription factor binds HIF responsive elements (HRE) in the DNA, activating the transcription of downstream targets. The downstream effects depend upon the HIF-α subunit. Figure adapted from Hammond et al. (2020) with permission.

Under hypoxic conditions, PHD enzymes are unable to hydroxylate HIF and HIF-α is stabilised. HIF-α and β subunits bind together and translocate to the nucleus. Cofactors p300 and CREB-binding protein (CBP) aid the binding of the functional HIF transcription factor to HIF responsive elements in the DNA to turn on transcription of downstream targets (Lee et al., 2004) (Figure 1.05.). HIF-α stabilisation can be achieved when PHD enzymes are either inhibited (e.g. with prolylhydroxylase inhibitors) or genetically manipulated (knockdown or knockout tools), HIF-α can be stabilised (Guentsch et al., 2017; Sadiku et al., 2017). HIF proteins can also influence PHD expression, to create a regulatory feedback loop and mark PHDs as a downstream target of HIF signalling (Fujita et al., 2012). Similarly, knockout of VHL also stabilises HIF signalling (Greenald et al., 2015; Li et al., 2018), showcasing the integral roles of PHDs and VHL in HIF-α regulation.

The roles of HIF are varied, including vascularisation and metabolism, implicating HIFs in a number of disease contexts including inflammatory diseases, cancer, cardiovascular disease and metabolic diseases (Gonzalez et al., 2019; Kerber et al., 2020; Schito and Semenza, 2016; Semenza, 2014). As regions of infection or injury create hypoxic environments, HIF signalling is a crucial aspect of leukocyte biology, as immune cells responding to these hypoxic regions must be able to rapidly react to, and function in, environments of low oxygen tension. In leukocytes, downstream targets of HIF signalling might be inflammatory or other immune related genes to aid an appropriate immune response. There are multiple isoforms of HIF-α (HIF-1α, HIF-2α and HIF-3α) which can elicit different cellular responses and activate different downstream targets. HIF-1α is generally associated with a pro-inflammatory response. Activation of HIF-1α signalling activates INOS, a key component of leukocyte oxidative defence and macrophage polarisation marker (Melillo et al., 1995; Peyssonaux et al., 2005). HIF-1α activation also increases production of pro-inflammatory cytokines, such as TNFα (Elks et al., 2013; Ogryzko et al., 2019; Peyssonaux et al., 2005). Activation of HIF-1α signalling increases neutrophil life span (Hannah et al., 1995; Walmsley et al., 2005) and delays neutrophil inflammation resolution (Schild et al., 2020). Conversely to HIF-1α, HIF-2α is associated with anti-inflammatory genes and has a strong association with the anti-inflammatory marker arginase (Takeda et al., 2010).
As HIFs are implicated in multiple disease contexts and a key driver of leukocyte biology, there is increasing interest in targeting HIF therapeutically. In experimental models, HIF signalling has been manipulated both in vitro and in vivo, using a variety of genetic and pharmacological approaches (Figure 1.06.). One of the most promising methods of modulating HIF signalling is through inhibition of PHDs, which hydroxylate HIF-α subunits, targeting them for degradation. By inhibiting PHDs, HIF-α is stabilised in normal oxygen tension, allowing HIF-α to continue its signalling process and result in gene transcription. The PHD inhibitor Roxadustat (FG4592) has undergone phase 3 clinical trials in the context of chronic kidney disease-induced anaemia, successfully increasing patient haemoglobin levels over a prolonged 8-18 week period (Chen et al., 2019), and is approved for clinical use in multiple countries including the UK, China, Japan, and South Korea (under the name Evrenzo). Other PHD inhibitors including Molidustat, Vadadustat (AKB-6548) and Daprodustat (GSK1278863) have also entered clinical trials for disease-induced anaemia and were well tolerated (Böttcher et al., 2018; Brigandi et al., 2016; Martin et al., 2017). These trials pave the way for HIF modulating compound use as therapeutic.

Figure 1.06. - Methods of modulating HIF signalling using genetic or pharmacological approaches: Multiple points in the HIF signalling pathway can be targeted for modulation, including the HIF subunits (HIF-α and ARNT), hydroxylase enzymes which target HIF-α (PHD and FIH), VHL and the ubiquitination of HIF-α, nuclear accumulation or resulting gene transcription from HIF complex binding to HIF responsive elements in the DNA. Examples of both genetic (blue text) and pharmacological (maroon text) approaches to manipulate different components of the HIF pathway shown in figure. From Hammond et al. (2020) with permission.

Whilst the clinical trials of PHD inhibitors were performed in the context of disease-induced anaemia, the potential of HIF modulation stretches to many other disease contexts. As HIF
transcription factors modulate multiple immune related genes, and underpin fundamental leukocyte behaviours and functions, HIF is an attractive target for immunomodulation for HDTs. Of the multiple HIF-α isoforms, HIF-1α was a key target of interest for immunomodulation due to its ability to regulate pro-inflammatory and antimicrobial leukocyte responses, combined with the multiple genetic and pharmacological methods to modulate HIF-1α signalling.

1.5.1. HIF-1α in an infection context

HIF-1α plays a role in multiple infection contexts as HIF-1α regulates multiple innate immune functions, and innate immunity plays an integral role in the containment and clearance of all pathogen types. HIF-1α modulates the antimicrobial processes of both macrophages and neutrophils and can subsequently influence how leukocytes behave in an infection context. As bacterial, fungal, parasitic, and viral infections elicit different immune responses, the HIF-1α response to infection depends not only on the type of infection, but also the timing of infection. Therefore, the HIF-1α response to a particular pathogen must be considered independent to other pathogens, as a beneficial HIF-1α response to one pathogen, may elicit detrimental outcomes in another infection context (Figure 1.07.).

In some bacterial infections, such as tuberculosis (TB), inducing a HIF-1α response is beneficial to the host and is even required for a successful host immune response. In human TB patients, HIF-1α mRNA expression is elevated (Domingo-Gonzalez et al., 2017), indicating a HIF-1α response to infection. Myeloid HIF-1α deficient (mHIF-1α−/−) mice have reduced survival and higher bacterial burdens when challenged with Mycobacterium tuberculosis (Resende et al., 2020). Early stabilisation of HIF-1α increases production of pro-inflammatory factors which promote myeloid control of infection in a zebrafish TB model (Elks et al., 2013; Lewis and Elks, 2019; Ogryzko et al., 2019; Schild et al., 2020), showing a protective role of HIF-1α. However, excessive or late HIF-1α response is detrimental to the host, resulting in larger TB lesions and granulomas, coupled with excessive inflammation (Baay-Guzman et al., 2018; Domingo-Gonzalez et al., 2017). These studies highlight how the timing of HIF-1α response can be critical infection and should be targeted carefully, as early HIF-1α stabilisation can improve infection outcome (Elks et al., 2013), as can blocking late HIF-1α response (Baay-Guzman et al., 2018).
Figure 1.07. - HIF-1α in various infection contexts: Depending on the infection context, the stabilisation or knockout of HIF-1α signalling can either improve or worsen infection outcome. In the context of TB infection (bacterial, left blue column), HIF-1α knockout is detrimental, producing higher bacterial burden, lower survival and defective infection control (Resende et al., 2020). In the zebrafish TB model, early HIF-1α stabilisation is host-protective (Elks et al., 2013; Ogryzko et al., 2019), but later stage HIF-1α stabilisation is detrimental, highlighting the importance of signal timing (Braverman and Stanley, 2017). In the context of Candida albicans infection (fungal, centre yellow column), HIF-1α knockout is detrimental and results in increased fungal survival whereas HIF-1α stabilisation promotes inflammatory response and increased fungal death (Li et al., 2018). In the context of Leishmania donovani infection (parasitic, right purple column), HIF-1α knockout can improve infection outcome, reducing parasitic load and infectivity (Kumar et al., 2018), as L. donovani induces host HIF-1α (Hammami et al., 2018). From (Hammond et al., 2020) with permission.

Relatively little is known about the role of HIF-1α in fungal infection, compared to bacterial or parasitic infections. Myeloid HIF-1α knockout mice are more susceptible to infection with fungal pathogens Candida albicans (Li et al., 2018) and Histoplasma capsulatum (Fecker et al., 2016). There is also evidence to suggest a protective role of HIF-1α against Candida albicans, as a natural defence used within the gut to tolerate the commensal fungus and prevent opportunist infection (Fan et al., 2015). However, the antifungal roles of HIF-1α, and its potential as a therapeutic target to improve fungal infection outcome has yet to be assessed.
1.6. Arginase

Arginase is a ureohydrolase enzyme which has multiple biological functions, including acting as a hallmark of the anti-inflammatory macrophage response (as mentioned previously in section 1.2.3.). Arginase cleaves its substrate, L-arginine, to produce urea and L-ornithine, contributing to the urea cycle by catalysing the final step in the detoxification and breakdown of ammonia in the liver (Wu and Morris, 1998) (Figure 1.08.). Ornithine is required for the synthesis of amino acids such as proline and polyamines which contribute to both cell proliferation and collagen synthesis (reviewed by Maarsingh et al., 2008; Racke and Warnken, 2010) but also tissue repair and wound healing (Maarsingh et al., 2008; Wu and Morris, 1998).

Whilst most prokaryotes, plants and invertebrate species have a single arginase isoform (Samson, 2000; Sekowska et al., 2000), vertebrate organisms have two isoforms of the arginase gene; ARG1 and ARG2, which differ in cellular location (cytoplasmic or mitochondrial respectively) and regulation (Jenkinson et al., 1996; Munder, 2009). The ARG2 isoform is more conserved with early evolutionary arginases, as ARG1 arose from a genome duplication event following the split between invertebrate and vertebrate species (Samson, 2000). Whilst both isoforms are encoded by different genes on separate chromosomes (for humans ARG1 is located on chromosome 6 and ARG2 on chromosome 14), they produce the same metabolites, have similar functions and are over 60% homologous, with 100% homology in functional regions of the enzyme (Vockley et al., 1996). ARG1 and ARG2 have an almost identical structure, composed of three subunits and a requirement for a manganese ion for activity (Ash, 2004).

The two arginase isoforms differ not only in their intracellular location, but also in tissue expression. In the liver, cytosolic ARG1 is highly expressed (Jenkinson et al., 1996; Wu and Morris, 1998), and is induced strongly in response to glucocorticoids in hepatocytes and hepatoma cell lines (Dizikes et al., 1986; Haggerty et al., 1982; Nebes and Morris, 1988). Mitochondrial ARG2 is expressed strongly in the kidney, but is expressed weakly within the liver, thyroid, and small intestine compared to ARG1 (Gotoh et al., 1997). ARG1 and ARG2 mRNA and protein are expressed in multiple pulmonary cell types including alveolar macrophages (Klasen et al., 2001; Lindemann and Racké, 2003; Que et al., 1998). In the context of innate immunity, human monocyte-derived macrophages (MDMs) and dendritic cells show no ARG1 activity in a resting state (Munder et al., 2005). Similarly, the murine macrophage cell line RAW 264.7, murine peritoneal and BMDMs possess low levels of arginase prior to stimulation (Erdely et al., 2006; Louis et al., 1998; Munder et al., 1999). However, when stimulated towards either a pro- or anti-inflammatory states, arginase expression is induced, with pro-inflammatory stimuli inducing ARG2 and anti-inflammatory stimuli inducing ARG1 in both murine and human macrophages in vitro (El Kasmi et al., 2008;
Therefore, in the context of macrophages, ARG expression is relatively low in a resting state but is enhanced in response to multiple stimuli. Neutrophils also express arginase. In humans, polymorphonuclear leukocytes (PMNs) were determined to be a major source of ARG1, expressing it constitutively, despite being poor metabolisers of arginine (Canè and Bronte, 2020; Munder et al., 2005). This is consistent with the containment of inactive ARG1 enzyme within the neutrophilic azurophil granules, where is activated upon extracellular release via degranulation (Jacobsen et al., 2007, 2006; Munder et al., 2005) (Figure 1.08.). Azurophil granules function similarly to lysosomes, aiding the digestion of phagocytosed material after phagosome fusion (Baggiolini, 1972; Cohn and Hirsch, 1960; Spitznagel and Chi, 1963; Welsh and Spitznagel, 1971). ARG1 released from human neutrophils suppresses T cell proliferation, and pharmacological inhibition of neutrophil-derived ARG1 prevents this suppressive effect (Vonwirth et al., 2021). Therefore, alongside metabolic functions, arginase also possesses an immune role, with its expression and localisation in neutrophils and macrophages, and ability to produce products associated with wound healing and tissue repair but also to co-ordinate both innate and adaptive immune responses.

**Figure 1.08.** – Arginase functions in the liver and immune cells: In the liver, arginase (ARG) isoform ARG1 catalyses the final step of ammonia breakdown and detoxification (Wu and Morris, 1998). In macrophages, ARG is a hallmark of anti-inflammatory response and both ARG1 and ARG2 can act on L-arginine to create L-ornithine, which can be further catabolised into tissue repair factors such as polyamines (required for cell proliferation) and L-proline (used for collagen formation). In neutrophils,
inactive ARG1 is a component of azurophil granules and is released during degranulation. Released ARG1 by neutrophils can suppress T cell proliferation (Vonwirth et al., 2021). Created with BioRender.com.

Arginase expression has been used as a marker of anti-inflammatory macrophage polarisation and immune response, due to its ability to catabolise L-arginine and create metabolites such as ornithine which are required for wound healing and tissue repair (Maarsingh et al., 2008; Racke and Warnken, 2010; Wu and Morris, 1998) (Figure 1.08). As described previously (section 1.2.3.) macrophage polarise towards pro-inflammatory (M1) and anti-inflammatory (M2) subsets, with L-arginine metabolism contributing to a key difference between polarised states. However, arginase is not the only enzyme which can catabolise L-arginine, which also acts as a substrate for iNOS, arginine:glycine amidinotransferase and arginine decarboxylase, each producing different resulting compounds and effects (Morris, 2004). In macrophages, both iNOS and arginase compete for L-arginine, and can regulate each other not only through competitive inhibition but also through inhibition at the genetic or enzymatic level (Modolell et al., 1995). As iNOS metabolises L-arginine to produce NO, a key pro-inflammatory factor, it is associated as an M1 marker, whereas arginase, which uses L-arginine to produce repair factors like ornithine and polyamines, is associated with anti-inflammatory M2. Products of ornithine metabolism, such as the polyamine spermine, can also inhibit NO synthesis of M1 macrophages (Mössner et al., 2001; Zhang et al., 1997). Control of this competitive inhibitive axis, such as a push towards M1 and NO production, forms a crucial regulatory role in the innate immune response and impacts infection outcome and dynamics (Hesse et al., 2001). Therefore, because arginase contributes to the anti-inflammatory immune response and can limit the pro-inflammatory macrophage phenotype through iNOS inhibition, arginase presents a potential candidate for immunomodulation.

1.6.1. Arginase in infection settings

Arginase is a hallmark of the anti-inflammatory immune response, a marker of “M2” polarisation and a competitive inhibitor of iNOS, allowing arginase to regulate antimicrobial immune response, as well as inflammatory profiles. The resulting arginase or iNOS macrophage response to immune stimuli is context dependant and can be manipulated by invading pathogens. TLR-mediated response to a pathogenic challenge alters macrophage phenotype, partly through activation of arginase or iNOS, which can be induced through STAT3, STAT6 or MyD88 signalling transduction (El Kasmi et al., 2008; Qualls et al., 2010; Rutschman et al., 2001; Whyte et al., 2011). Arginase is induced in response to many different infections, including parasitic infections such as visceral leishmaniasis (VL). VL patients possess elevated blood arginase activity compared to healthy controls, which decreases upon successful treatment of VL (Abebe et al., 2013). ARG1 expression is also highly upregulated
in sepsis patients, determined using transcriptome meta-analysis (Ahmad et al., 2019), and is significantly (2.3x) higher in COVID-19 patients compared to healthy controls (Derakhshani et al., 2021). Different pathogens can elicit different arginase responses and it is important to consider each infection setting distinctly. Through understanding of the host immune response, and how arginase is regulated in response to pathogenic challenge, potential points of therapeutic intervention could be identified.

**Intracellular bacterial pathogens**

Induction of host arginase is a strategy used by intracellular pathogens to promote their survival, as an increase in host arginase will competitively inhibit iNOS and NO production. The intracellular pathogen *Heliobacter pylori* stimulates a strong Arg2 response in murine macrophages *in vitro*, increasing expression by 8-fold at 2 hours post infection (hpi) compared to controls, which remained through to 12hpi, and also increasing Arg2 protein levels (Gobert et al., 2002). Pharmacological inhibition of arginase with norNOHA inhibited *H. pylori* stimulated macrophage apoptosis *in vitro* (Gobert et al., 2002), and Arg2−/− mice also exhibit a lower bacterial load compared to wildtype controls (Hardbower et al., 2016). The intracellular pathogen *Staphylococcus aureus* also induces an arginase response. In mice intravenously infected with *S. aureus*, both Arg1 and Arg2 are induced, and the activity of both Arg isoforms is increased in both the tissue and blood (Pang et al., 2020). Arg1 protein is upregulated in murine macrophages proximal to *S. aureus* biofilms *in vivo*, macrophages co-cultured with *S. aureus* biofilms, and biofilm associated myeloid-derived suppressor cells (MDSCs) *in vitro*, which also increase Arg1 expression, decreasing expression of other ‘M1’ related genes like Nos2 (murine iNOS gene, Heim et al., 2014; Thurlow et al., 2011). However, in myeloid Arg1−/− mice minimal difference was observed in *S. aureus* biofilm burden or development compared to wildtype controls (Yamada et al., 2018). Competitive pharmacological inhibition of arginase using S-(2-boronoethyl)-L-cysteine protected mice from lethal *S. aureus* challenge, via increasing NO production (Pang et al., 2020). Host metabolites that are released in response to infection, such as L-valine, protected mice from lethal *S. aureus* challenge, suppressed arginase activity and increased NO production in serum, and enhanced bacterial killing in both mouse and human blood (Pang et al., 2020).

These studies show how inhibition of arginase could potentially improve infection outcome of intracellular bacterial infections such as *H. pylori* and *S. aureus*, but also presents a mechanism where the host arginase response is suppressed by host metabolites in response to infection, allowing an increase in iNOS and NO production to aid bacterial killing and infection clearance.
Similarly, to other intracellular pathogens, *Mycobacterium tuberculosis* induces a host arginase response. In both experimental models of tuberculosis (TB) and TB patients, arginase expression is induced at later, granulomatous infection stages. In macaque granulomas, both ARG1 and ARG2 isoforms are upregulated compared to non-granulomatous tissue, with both ARG1 and ARG2 expression identified in neutrophils and ARG1 and ARG2 proteins identified in granulomatous macrophages (Mattila et al., 2013). This was also true for human granulomas, where also ARG1 is expressed in type II pneumocytes in granulomas from lung tissue of TB patients, which are the cells responsible for surfactant secretion (Pessanha et al., 2012). Human immunodeficiency virus (HIV) positive TB patients had 4.9x higher levels of ARG1 compared to HIV negative TB patients (Walter et al., 2016), and HIV patients possess significantly higher ARG1 in both the lymph nodes and the blood, compared to healthy controls, which was associated with lower T cell counts and higher viral loads (Zhang et al., 2016). Therefore, TB patients have elevated arginase gene and protein expression, which is further increased when combined with HIV infection.

In mice infected with a human isolate of *M. tuberculosis*, Arg1 mRNA expression was increased in macrophages up to 72 hours post infection, but Arg2 remained unchanged (El Kasmi et al., 2008). Conversely, in murine TB models, Arg1 expression is not induced in the lung in response to *M. tuberculosis* infection (from 0 to 89 days post infection) which may result from differences in the tissue specific nature of the sample, as this expression was investigated in lung homogenates (Schreiber et al., 2009), versus BMDMs (El Kasmi et al., 2008). In Nos2−/− mice, ARG1 protein is increased in the lungs of infected mice and macrophages were the main cellular source of ARG1 (Duque-Correa et al., 2014). A small percentage of neutrophils also expressed ARG1 in the infected Nos2−/− lung granulomas, but this was assumed to be from phagocytosis of ARG1+ macrophages (Duque-Correa et al., 2014). A macrophage arginase response can be induced through incubation with *M. tuberculosis* proteins, such as *Mtb* heat-shock protein 16.3, which increased production of ARG1 and IL10, pushing towards an anti-inflammatory macrophage phenotype in a CCRL2 and CX3CR1 dependant manner (Zhang et al., 2020). The induction of arginase can influence multiple infection dynamics as regulation of the iNOS/arginase axis influences both granuloma size and formation in murine models of granulomatous infections *Mycobacterium avium* and *Schistosoma mansoni* (Hesse et al., 2001). The iNOS/arginase axis even impacts host response to drug resistant strain of *M. tuberculosis*, as patients with MDR or extensively drug-resistant infections possessed a significantly higher M2-polarisation rate and ARG1+ macrophage component compared to patients with drug-susceptible infection (Cho et al., 2020). These studies show how modulation of arginase can impact *M. tuberculosis* infection.
dynamics, as arginase competitively inhibits the anti-microbial factor iNOS as a potential detriment to the host.

Mice overexpressing anti-inflammatory cytokines IL-10 or IL-13, both which have significantly elevated Arg1 expression, are more susceptible to infection (Heitmann et al., 2014; Schreiber et al., 2009). Co-infection of mice with M. tuberculosis and influenza A virus (IAV), resulted in reduced control of M. tuberculosis infection and worse infection outcome due to the IAV elevating host IL-10 (Ring et al., 2019). Similarly, co-infection with the helminth Schistosoma mansoni, increases the incidence of Arg1 expressing macrophages in the lung, exacerbating lung inflammation and infection severity, mimicking human TB patients with helminth co-infections who possess elevated serum ARG1 (Monin et al., 2015). Mice lacking macrophage Arg1 had better infection outcomes to intracellular pathogens, including M. tuberculosis, with reduced bacterial burden in multiple organs, smaller granulomas in the lungs and increased infiltration of lymphocytes compared to wildtype controls (El Kasmi et al., 2008). These studies indicate that an increase in arginase expression could be detrimental to the host in the context of TB infection and targeting arginase to inhibit its expression activity could potentially produce host-protective effects.

Conversely, in Nos2−/− mice, macrophage Arg1 deletion resulted in increased bacterial burden and granuloma size (Duque-Correa et al., 2014). The difference between these studies could potentially be explained by the different mice backgrounds and lack of Nos2 response in the Nos2−/− mice, which possess higher bacterial burdens compared to wildtype mice (MacMicking et al., 1997; Moreira-Teixeira et al., 2016). Another reason for the difference may be due to different tissue resident macrophages which elicit different responses to M. tuberculosis. Murine Kupffer cells are a more efficient macrophage at limiting M. tuberculosis growth compared to alveolar, peritoneal or bone marrow-derived macrophages, despite the pathogen inducing equal cytokine responses and arginase activity across the different macrophage types (Sivangala Thandi et al., 2020). Ornithine, the metabolite produced from arginase catabolism of L-arginine, is elevated in Kupffer cells at 72hpi, and aided the clearance of M. tuberculosis via autophagy, which could be reversed by inhibition of arginase with norNOHA (Sivangala Thandi et al., 2020). Ornithine also inhibited M. tuberculosis growth in alveolar macrophages and significantly reduced bacterial burden in the lungs (Sivangala Thandi et al., 2020). These studies suggest that limiting the arginase response could be detrimental to the host in the context of TB infection, as the metabolic product of arginase activity, ornithine, can act in an anti-mycobacterial manner. Therefore, further research is required to investigate the therapeutic potential of targeting arginase expression in TB infection.
Fungal pathogens

Fungal pathogens are inducers of Th2 and ‘M2' macrophage responses, including arginase. Fungal pathogen *Aspergillus fumigatus* induces *Arg1* mRNA expression and activity in murine lung tissue and alveolar macrophages from 24hpi until 96hpi (Bhatia *et al*., 2011). Both *Penicillium marneffei* and *Pneumocystis murina* infection induce *Arg1* mRNA expression in alveolar macrophages compared to healthy controls, and *Arg1* was associated with increased fungal clearance (Dai *et al*., 2017; Nelson *et al*., 2011). Pharmacological inhibition of arginase with norNOHA reduced the fungicidal capacity of human neutrophils responding to *Saccharomyces cerevisiae*. (Munder *et al*., 2005). In manganese supplemented media, *Candida albicans* infection led to an increase in arginase activity, corresponding to an increase in fungal killing by PMNs *in vitro* (Munder *et al*., 2005). Whilst a neutrophilic arginase response is suggested to increase *C. albicans* killing, conversely macrophage arginase responses may prove detrimental to the host. *C. albicans* infection induces both iNOS and ARG1 protein in human monocyte derived macrophages (MDMs), with a 40% increase in arginase activity in cell lysates, with more virulent *C. albicans* strains inducing a stronger arginase response (Wagener *et al*., 2017). This increased activity was dependant on chitin, a component of the fungal cell wall (Lenardon *et al*., 2020), as *C. albicans* chitin stimulated macrophages showed increased ARG1 protein and activity (Wagener *et al*., 2017). Inhibition of host arginase using inhibitor norNOHA increased both phagocytosis and killing of *C. albicans* by pro-inflammatory MDMs, and phagocytosed *C. albicans* had shorter hyphal extensions (Wagener *et al*., 2017). Together these studies have contradictory results on the effect of arginase, depending on the cellular response of neutrophils or macrophages, and further research is required to understand whether arginase can be targeted therapeutically in the context of fungal infections.

To fully understand the therapeutic potential of targeting arginase expression in an infection context, *in vivo* models of relevant infections are required to assess the timing and dynamics of arginase expression during infection challenge.

1.7. The zebrafish as an *in vivo* model of human disease

The zebrafish is a useful *in vivo* model to study multiple biological pathways and systems, including (but not limited to) development, behaviour, disease modelling and immunity. The zebrafish provides benefits that mammalian *in vivo* models cannot, such as large numbers of offspring (hundreds of embryos per lay), born outside of the parent animal. Embryos are easy to handle without involving the adult animals, and large numbers of embryos born create large sibling sample sizes. Under UK legislation, zebrafish embryos do not become protected...
animals until day 5.2 (the age of independent feeding) so using zebrafish embryos has benefits from an ethical perspective and can be a useful replacement in vivo model to reduce protected animal use in experiments. Zebrafish are also relatively easier to house and mimic natural conditions compared to rodent models, minimising housing stress and refining animal use in experiments. As well as the biological benefits of using a fish model including high fecundity, zebrafish share a high degree of sequence and functional homology with mammals at both the genetic, protein and cellular level. 70% of human genes have an ortholog in zebrafish, including 84% of human disease-associated genes with considerable synteny (Barbazuk et al., 2000; Howe et al., 2013). Due to the conservation of cell biological and developmental processes across all vertebrates, the zebrafish provides a useful model to study human biology and disease processes.

Zebrafish embryos are transparent, which allows a range of non-invasive imaging and microscopy techniques to follow effects of pharmacological or genetic manipulation. Test compounds can be added to the water of zebrafish embryos for easy immersion treatment and zebrafish have a high tolerance to compound treatment making them a useful model for drug screens. The large genetic toolbox associated with zebrafish research allows the overexpression or knockdown of genes through a range of techniques, including CRISPR-Cas9 technology (Kroll et al., 2021). Due to the ease of genetic manipulation of zebrafish embryos, coupled with the functional homology of zebrafish genes to their human counterparts, the zebrafish provides a useful in vivo model to investigate targets for host-derived therapies.

1.7.1. The zebrafish as an immune model

The zebrafish has conserved biological function and processes with humans, and the immune system is no exception, making the zebrafish model a useful in vivo model to study immunity. The zebrafish immune system develops in stages and is not fully functional at larval stages (Lam et al., 2004). At the larval stages of life, the zebrafish relies on its innate immune system alone as the adaptive immune system has not developed and is non-functional. Macrophages develop at the onset of blood circulation (~1dpf) (Herbomel et al., 1999) and neutrophils shortly after (~2dpf). As the zebrafish develops from a larval to juvenile stage, the adaptive immune system begins to develop with B and T cells developing during embryogenesis (Danilova and Steiner, 2002; Trede and Zon, 1998) and a fully functional adaptive immune response present at adult breeding age (~3 months, Figure 1.09.). Whilst the lack of fully functional immune system at the larval stages has disadvantages for studying the involvement of adaptive immunity, it allows the innate immune system (and macrophage and neutrophil function in particular) to be studied independently of the adaptive immune system and aids the modelling of initial innate immune response. The zebrafish innate immune system is also highly
conserved with their human counterparts, with zebrafish leukocytes possessing the same morphologies and functions (e.g., pathogen clearance, phagocytosis, immune factor and cytokine production) as human leukocytes (Renshaw and Trede, 2012). Zebrafish macrophages phagocytose and eliminate pathogens, and polarise into different inflammatory subsets like their mammalian counterparts (Rosowski, 2020a). Zebrafish neutrophils are also functionally conserved with mammalian neutrophils, in their antimicrobial and inflammatory capacity but also specific neutrophil functions such as NETosis (Rosowski, 2020b).

To aid the study of the innate immune response, several zebrafish transgenic lines exist which label both immune cells or immune markers with fluorescent proteins, including neutrophils (Buchan et al., 2019; Renshaw et al., 2006), macrophages (Bernut et al., 2019; Bojarczuk et al., 2016), and pro-inflammatory cytokines (Nguyen-Chi et al., 2015; Ogryzko et al., 2019). Alongside transgenic lines, a number of tools exist which can modulate or deplete specific immune populations in the zebrafish model (Rosowski, 2020b). By performing genetic manipulation in zebrafish embryos of these relevant transgenic lines the immune cell response, number and function can be assessed using non-invasive imaging techniques.

Figure 1.0 - The zebrafish model provides multiple experimental tools to study immunity and infection: The zebrafish immune system matures as the fish develops, with larval zebrafish (3 days post fertilisation, dpf) relying on innate immunity alone, before the adaptive immune system develops at the juvenile stages (~30 dpf) and becomes fully functional at adult life stages (~90 dpf). Many experimental tools can be applied to embryonic and larval developmental stages, and multiple approaches listed above are used in this thesis. Genetic tools such as CRISPR-Cas9 technologies allow manipulation of gene expression and can be injected at the single cell embryo stage. Transgenic lines allow visualisation of cell types and gene expression through non-invasive microscopy. Multiple infection models for different pathogen types allow investigation of host-pathogen interaction and
infection dynamics. Cell-specific ablation methods, such as clodronate for macrophage depletion, allow the interrogation of cell specific roles and contributions to immune response. The aquatic nature of the zebrafish creates relative ease of compound treatment through immersion. Together these tools and approaches can be combined and applied to investigate the functions of specific genes, signalling mechanisms and cell types, and how these contribute to the innate immune response or influence infection outcome. Created with BioRender.com.

Therefore, the zebrafish provides a powerful *in vivo* model to study the innate immune response and to investigate potential therapeutic targets which influence innate immune cell processes and function.

1.7.2. The zebrafish as an infection model

The zebrafish is a useful tool for modelling human infection and immune response to infection, due to both a conserved immune system, optical transparency of embryos and availability of immune related transgenic lines. The zebrafish has been used to model multiple bacterial infections, including *Staphylococcus aureus* (Prajsnar *et al*., 2008), *Enterococcus faecalis* (Prajsnar *et al*., 2013) and *Mycobacterium tuberculosis*, via the genetic relative *Mycobacterium marinum*, a natural fish pathogen which creates a physiologically representative infection in the zebrafish model (Davis *et al*., 2002; Prouty *et al*., 2003). The zebrafish has also been used to model several other infections, not limited to bacteria, including both parasitic and fungal infections. The zebrafish has provided a model for parasitic infections including neglected tropical diseases such as Trypanosomiasis (Dóró *et al*., 2019) and other tropical parasitic infections like Schistosomiasis (Takaki *et al*., 2021). The zebrafish model has also been used to model fungal infections arising from both environmental and commensal fungal pathogens, including *Candida albicans* (Brothers *et al*., 2011), *Cryptococcus neoformans* (Bojarczuk *et al*., 2016) and *Aspergillus fumigatus* (Keizer *et al*., 2021; Knox *et al*., 2014). As zebrafish infection models can be applied to test compounds using screens, gene expression can be readily modulated, and immune response to infection can be directly assessed using non-invasive imaging, the zebrafish is an ideal candidate to investigate potential therapeutic targets to improve infection outcome.

1.8. Hypothesis and Aims

Alternative treatments to failing antimicrobials, such as HDTs, are urgently needed. To develop HDTs to infectious disease, therapeutic targets must be identified in the host. The zebrafish provides a useful model organism to investigate these, due to the conserved nature of the zebrafish immune system with human counterparts, the range of genetic and pharmacological techniques to modulate zebrafish gene function, the wide range of immune-
related transgenic lines and established infection models and the non-invasive methods of assessing intervention and infection outcome.

I hypothesise that immunomodulation of host genes (focusing on trib1, hif-1α and arg2) will enhance the immune response to zebrafish infection models, therefore improving infection outcomes, validating the potential of these targets for host-directed therapies.

To examine this hypothesis, the following aims were addressed:

1) To validate the potential of trib1 as a therapeutic target to improve infection outcome
   • Characterise zebrafish tribbles expression
   • Develop tools to modulate tribbles expression in vivo
   • Investigate how tribbles modulation influences the innate immune response
   • Modulate tribbles expression in a characterised zebrafish infection model to assess infection outcome

2) To determine whether the protective effect of hif1α stabilisation previously observed in the M. marinum infection model translates to other hard-to-treat infections (e.g., fungal infections)
   • Investigate how fungal infection influences the zebrafish innate immune response
   • Modulate hif1α in multiple fungal infection models (Cryptococcus neoformans and Candida albicans) to assess infection outcome

3) To characterise zebrafish arg2 expression in multiple infection contexts to identify potential for immunomodulation
   • Use the recently developed arg2:GFP transgenic line (unpublished, Elks lab) characterise arg2 expression localisation and timing in naïve and infected fish (in multiple infection models)
   • Use leukocyte specific transgenic lines combined with arg2:GFP to investigate immune cell-specific arg2 expression in response to immune challenge (injury and infection)
2. Materials and Methods

2.1. Ethics statement
Experiments performed according to Animals (Scientific procedures) Act 1986, under relevant project license (PPL number PIA4A7A5E) and personal license (PIL number PILI6B1AF58). Ethical approval was granted by the University of Sheffield Local Ethical Review Panel.

2.2. Fish Husbandry

2.2.1 Zebrafish maintenance and breeding
Zebrafish were maintained in accordance with standard protocols and local animal welfare regulations. Adult fish maintained in Home Office approved facilities in The Biological Services Unit (BSU) aquarium at the University of Sheffield, at 14-10hour light cycle at 28°C. Marbling was used to breed adult fish, where a container with a single layer of marbles (marble tank) is placed into collection container and dropped into the larger tank containing adult fish overnight. Eggs were then collected the following morning by removing marble tank from the adult tank and pouring contents of container through strainer to collect embryos which were transferred into fresh aquarium water for transport from aquaria. A list of transgenic zebrafish lines used are detailed below.

<table>
<thead>
<tr>
<th>Zebrafish line</th>
<th>Allele number</th>
<th>Labelling</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>TgBAC(il-1β:GFP)</td>
<td>sh445</td>
<td>il-1β expressing cells</td>
<td>Ogryzko et al., 2019</td>
</tr>
<tr>
<td>Tg(mpeg:nlsclover)</td>
<td>sh436</td>
<td>Macrophages (nuclei marker)</td>
<td>Bernut et al., 2019</td>
</tr>
<tr>
<td>Tg(mpeg1:mCherryCAAX)</td>
<td>sh378</td>
<td>Macrophages (membrane bound marker)</td>
<td>Bojarczuk et al., 2016</td>
</tr>
<tr>
<td>Tg(mpox:GFP)</td>
<td>i114</td>
<td>Neutrophils</td>
<td>Renshaw et al., 2006</td>
</tr>
<tr>
<td>Tg(lyz:nfsB.mCherry)</td>
<td>sh260</td>
<td>Neutrophils</td>
<td>Buchan et al., 2019</td>
</tr>
<tr>
<td>Tg(phd3:GFP)</td>
<td>i144</td>
<td>phd3 gene expression</td>
<td>Santhakumar et al., 2012</td>
</tr>
<tr>
<td>TgBAC(arg2:eGFP)</td>
<td>sh571 / sh572</td>
<td>arginase2 expression</td>
<td>Unpublished</td>
</tr>
<tr>
<td>Tg(cfms:Gal4)i186;Tg(UAS:nfsB-mCherry)i149</td>
<td>i149</td>
<td>Macrophages (cytoplasmic marker)</td>
<td>Gray et al., 2011</td>
</tr>
</tbody>
</table>
2.2.2. Embryo Maintenance

Embryos were maintained in petri dishes (~60 fish per dish) in E3 solution (E3 60x stock: 5mM NaCl, 0.17mM KCl, 0.33mM CaCl$_2$, 0.33mM MgSO$_4$, diluted to working concentration of 1x stock in distilled water) with 10$^{-5}$ % (v/v) Methylene blue (Sigma-Aldrich). Methylene blue added to prevent fungal growth.

2.2.3. Dechorionation and Anaesthetisation

Embryos subjected to experimentation (e.g., injection) at 1-2 days post fertilisation (dpf) were dechorionated using jeweller’s tweezers (Sigma-Aldrich). Using the tip of the tweezers the chorion could be pierced before opening the tweezers to open and remove the chorion without harming the embryo. Prior to injection and imaging, embryos were first anaesthetised and immobilised using 0.168mg/ml 3-amino benzoic acid ethyl ester (Tricaine, Sigma-Aldrich) via immersion (add Tricaine to 5% total volume, e.g., 1.5ml into 30ml).

2.3. Compound Treatment of Embryos

Petri dishes were used for toxicity studies using compound treatment of embryos. FG4592 (or Roxadustat, Selleckchem) was first reconstituted in dimethyl sulfoxide (DMSO, Sigma-Aldrich) to give 5μM stock which was further diluted to give desired concentrations. Dimethyloxalylglycine (DMOG, Enzo) was reconstituted in DMSO to 100mM stock before diluting to desired concentrations. Petri dishes made up with 30ml compound solution diluted in E3 medium (to stated concentration for experiments) without methylene blue. Alternatively, 6-well plates with 3ml compound solution diluted in E3 were used, opposed to petri dish format. Embryos were transferred to compound treatment via a Pasteur pipette, in as little volume of original E3 media possible.

2.4. Immune challenge (Injection or injury)

2.4.1. Using the injector

Zebrafish embryos were injected using a Pneumatic PicoPump PV820 (World Precision Instruments, WPI) attached to a micromanipulator to hold and position needles, adjacent to a Nikon microscope SMZ 745 and light source. Glass capillaries (WPI) were pulled using a P1000 micropipette puller (Sutter Instruments). Glass needles were loaded with up to 5μl of inoculum using a p10 pipette and extended length gel loading tip (Eppendorf). Loaded needles were inserted into the needle holder of the micromanipulator and tightened to secure. To make the inoculation droplet, the loaded glass needle was brought into view and the tip was broken at an angle using sharp tweezers to create a bevelled tip. A droplet of mineral oil was added
to chosen graticule, the loaded broken needle was then lowered into the droplet above the graticule scale and measured before adjusting to 1 nl. The time period was used to adjust droplet size, and pressure of 40 psi was used for injections.

2.4.2. Preparation and injection of RNA

To genetically modulate gene expression, including overexpression, RNA was injected into the single cell stage of the zebrafish embryo. 0.5 μl RNA (~4000 ng/μl) was diluted in 20 μl 1:10 Phenol Red (in MiliQ, Sigma-Aldrich) to give final concentration of 50 ng/ml for injection.

Embryos were collected from breeding tank around 15 minutes after light cycle started to ensure single cell stage. Embryos were transferred to petri dish lid containing microscope slide and aligned along the edge of the slide in a single line. Embryos were then microinjected with 1 nl 50 ng/ml RNA into the yolk sac before being transferred to clean petri dish containing fresh E3+methylene blue.

2.4.3. Injection into the caudal vein

To inject into the circulation (e.g., to create a systemic infection), zebrafish aged 30 hpf were injected via the caudal vein. 30 hpf zebrafish were first dechorionated and anaesthetised using 0.168 mg/ml tricaine. Fish were laid on a pre-warmed 2% agarose (w/v, Bioline) in E3+ methylene blue plate using a Pasteur pipette, whilst holding the plate ~30° angle to allow excess water to gather at the bottom of the plate. Excess pooled media was removed. Approximately 20 fish were aligned this way to inject into caudal vein (Figure 2.01.). Video example of injection technique available (Benard et al., 2012).

![Figure 2.01.](https://example.com)

**Figure 2.01.** Example of successful injection of 30 hpf zebrafish via the caudal vein: A) Point of injection (black arrow) B) Phenol red dye fills the vein in successful injection. Created using Biorender.com.

2.4.4. Macrophage depletion using clodronate liposomes

To deplete the macrophage cell population, 1 nl clodronate liposomes (ClodronateLiposomes.com) were injected into the caudal vein of 30 hpf zebrafish larvae. To validate the depletion was successful, clodronate liposomes (or control PBS liposomes) were
injected into *Tg(mpeg:nlsclover)* larvae and at 1dpi macrophages (GFP+ cells) were counted by eye under fluorescent microscope.

### 2.4.5. Injection into Duct of Cuvier

To inject into the circulation of 2dpf embryos, injections were performed via the duct of Cuvier opposed to the caudal vein. Zebrafish were first dechorionated and anaesthetised using 0.168mg/ml tricaine. Fish were laid on a pre-warmed 2% agarose (w/v, Bioline) in E3+ methylene blue plate using a Pasteur pipette, whilst holding the plate ~30° angle to allow excess water to gather at the bottom of the plate. Excess pooled media was removed. Approximately 20 fish were aligned this way to inject into caudal vein (Figure 2.02.). Video example of injection technique available (Benard *et al.*, 2012).

![Figure 2.011 - Example of successful injection of 2dpf zebrafish via the Duct of Cuvier: A) Point of injection and B) phenol red dye fills vein in an obvious manner as example of successful injection. Black arrow denotes point of injection and red arrow indicates direction of dye with blood flow. Created using Biorender.com.](image)

### 2.4.6. Tail fin transection

To create an injury immune challenge, the tail fin transection model was used (Renshaw *et al.*, 2006). 2dpf zebrafish were first anaesthetised in 0.168mg/ml tricaine. Using a sterile scalpel blade held at ~45° angle, the tip of the scalpel blade was used the cleanly cut the tail fin just beyond the end of the circulation in one motion, removing the edge of the tail fin (Figure 2.03). Injured fish were transferred to fresh E3 media to recover.

![Figure 2.012 - Schematic of tail fin transection of 2dpf zebrafish: A) Dotted line indicates where fin is cut, past the end of the circulation. Once cut, fin is removed. B) Following transection blue box indicates area of imaging. Created using Biorender.com.](image)
2.5. Antibody staining of nitrated tissue

2.5.1. Fish Fixation

Fish aged from 1-2dpf were dechorionated if not hatched. Fish were anaesthetised with 0.168mg/ml tricaine prior to fixing. 20–25 fish were transferred to 1.5ml tubes (Eppendorf) in tricaine solution. Tricaine was removed and replaced with 1ml 4% paraformaldehyde (PFA, v/v in phosphate-buffered saline (PBS), Oxoid) and sample was incubated overnight at 4°C with gentle agitation. Alternatively, fixation could be performed at room temperature for 3 hours, however overnight at 4°C produced cleaner results and was preferred. After fixation, PFA was removed, and samples were washed twice for 2 minutes with 1ml PBS-0.1% Tween20 (v/v, Sigma-Aldrich). Fixed samples could then be stored at 4°C until antibody staining.

2.5.2. Anti-nitrotyrosine (αNT) antibody staining

All steps for antibody staining were performed on a rocking shaker for gentle agitation, apart from primary and secondary antibody incubations which use an orbital shaker. Fixed embryos were washed 4 times for 5 minutes in 1ml PBS-0.4% Triton X-100 (v/v, Thermo Scientific, PBSTx) before treating with 1ml 10μg/ml Proteinase K (ProK, Sigma-Aldrich) for 30 minutes at room temperature. Embryos were then washed 4 times for 10 minutes in 1ml PBSTx to remove any remaining ProK. Samples were then blocked for 2 hours at room temperature in 1ml 5% (v/v in PBSTx) sheep serum (Stratech, will be referred to as block solution). Primary anti-nitrotyrosine antibody (Millipore) was diluted 1:250 in block solution and incubated overnight at 4°C with a total volume of 100-200μl per sample. The following morning, samples were washed 4 times for 10 minutes in 1ml PBSTx, before being blocked for 1 hour at room temperature in 1ml block solution. After blocking, samples were incubated in 200μl secondary Goat-anti-rabbit-633 antibody (Molecular Probes) diluted 1:500 in block solution, in the dark for two hours. Samples were washed 4 times for 20 minutes in the dark. Samples were post fixed in 1ml 4% PFA (v/v in PBSTx) for 20 minutes at room temperature in the dark. PFA was removed and samples briefly washed in 1ml PBSTx before replacing with 1ml fresh PBSTx to store. Samples were stored in PBSTx in the dark at 4°C up to one-week post staining.

2.6. Microscopy

2.6.1. Stereomicroscopy

For stereo imaging, anaesthetised zebrafish were transferred to FluoroDish Cell Culture Dish (WPI). Wide field images (both brightfield and fluorescent) of transgenic or infected zebrafish were captured using a Leica DMi8 SPE-TCS microscope fitted with a Hammamatu ORCA Flash 4.0 camera attachment using a HC FL PLAN 2.5x0.07 dry lens. Imaging of Tg(phd3:gfp)
zebrafish was performed using a Leica MZ10F stereo 14 microscope fitted with a GXCAM-U3 series 5MP camera attachment. Images of whole-mount \textit{in situ} hybridisations obtained using Nikon SMZ1500 stereomicroscope with a Prior Z-drive and transmitted and reflected illumination, attached to a Nikon DS-Fi1 colour camera. Nikon SMZ1500 uses GX capture software. 96 well plate imaging of \textit{Cryptococcus neoformans} infected larvae was performed on Nikon Ti-E with a CFI Plan Apochromat \(\lambda\) 10X, N.A.0.45 objective lens, a custom built 500 \(\mu\)m Piezo Z-stage (Mad City Labs) and using Intensilight fluorescent illumination with ET/sputtered series fluorescent filters 49002 and 49008 (Chroma).

\subsection*{2.6.2. Confocal Microscopy}
Confocal imaging of transgenic zebrafish lines (e.g., \textit{Tg(il-1\(\beta\):GFP}) or \textit{Tg(arg2:GFP)}) or αNT antibody staining was performed using Leica Dmi8 SPE-TCS microscope with using a HC FL PLAN 40x0.07 immersion lens. Leica Dmi8 microscope uses Leica Application Suite X (LASX) software, which was used to change setting for both stereo- and confocal imaging. Confocal images displayed are maximum projections of Z stacks, acquired with bi-directional imaging of 3\(\mu\)m stacks. Speed of acquisition was set to 600 with a frame average of 4. Imaging of \textit{Candida albicans} performed using an IX-81 inverted microscope (Olympus) at 150x magnification with a Retiga R3 charge-coupled-device (CCD) camera (Qimaging) and Micromanager software.

\subsection*{2.6.3. Light Sheet microscopy}
Naïve and injured \textit{TgBAC(arg2:eGFP)sh571} zebrafish were imaged at 2 and 3dpf using a Zeiss Z1 light sheet microscope with Plan-Apochromat 20x/1.0 Corr nd=1.38 objective, dual-side illumination with online fusion and activated Pivot Scan at 28°C chamber incubation. Zebrafish were anaesthetised in 0.168mg/ml tricaine and mounted vertically in 1% (w/v) low melting agarose (Sigma) in glass capillary. Images were obtained using 16bit image depth, 1400x1400 pixel field of view and GFP visualised with 488nm laser at 16% power, 49.94ms exposure and user-defined z-stack depth (400-600 slices, 0.641\(\mu\)m slices). Light sheet microscopy performed at the Wolfson Light Microscopy Facility (University of Sheffield, UK).

\subsection*{2.6.4. Mounting zebrafish larvae in low melting agarose for imaging}
Prior to mounting, larvae were anaesthetised in 0.168mg/ml tricaine. 0.8% (w/v in distilled water) Low melting agarose (LMA, Sigma-Aldrich) was gently melted in microwave using defrost function for <10 seconds. If not dissolved, LMA was vortexed and microwave step repeated. LMA was left to cool until it felt warm against wrist but not too hot to burn. 10-20 larvae were transferred into one well of \(\mu\)-Slide 4 well chambered coverslip (Ibidi) and excess tricaine solution was removed. Approximately 0.5ml warmed-liquid LMA was added to well and larvae were positioned as desired using extended length gel loading tip (Eppendorf). Once
LMA had set, a few drops of embryo water/0.168mg/ml tricaine was added on top of agar to cover.

2.6.5. Whole body cell counts
To investigate effects upon immune cell populations, whole body cell counts were performed using available transgenic lines for leukocyte populations. For neutrophil counts, Tg(mpx:GFP) larvae were used and Tg(mpeg:nlsclower) larvae were used for macrophage counts (see Table 2.01. for line details). Larvae were anaesthetised in 0.168mg/ml tricaine and experimental groups were first blinded before being placed on a fluorescent dissecting scope. A cell counter was used to count the individual cells at 2dpf and 10 fish were counted per experimental group.

2.7. Image analysis
2.7.1. Measurement and calculation of calculated total cell fluorescence (CTCF)
Images of αNT antibody staining or from transgenic lines (e.g., Tg(il-1β:GFP)) were measured for mean fluorescence intensity. All analysis was conducted using ImageJ software (also named FIJI, Schindelin et al., 2012). 6 brightest areas of staining were drawn around using free hand selection tool and measured, with 3 largest background areas being measured for each image. Calculated total cell fluorescence (CTCF) was then calculated as previously described (Elks et al., 2013), with calculation denoted below:

\[ CTCF = \text{Intensity Density} - (\text{Area} \times \text{Mean Background value}) \]

2.7.2. Plotted Fluorescence profiles
Measurements of fluorescence across an image (e.g. across a granuloma) taken using ImageJ (Schindelin et al., 2012). Scale was set for image selection prior to taking measurements using set scale function. The ‘straight line’ tool was selected, and a line was drawn from one side of image to the other, crossing through cells of interest to measure. From the analysis tab, ‘plot profile’ was selected to provide XY values of fluorescent profiles. Data was plotted using GraphPad Prism 9 software.

2.7.3. Measurement of fungal burden using ImageJ
In order to determine fungal burden from high throughput imaging well plates, pixel count analysis was performed on fluorescent channel images of infected fish using ImageJ software (Schindelin et al., 2012). Each image was individually cropped in a rectangle around the fish to remove background of the agar well. A threshold was set to the fluorescence of the fungal strain injected and the same threshold was used across all images in the experimental set. Once the threshold was applied, the area of the zebrafish larvae was selected, converted to
binary and measured as described previously (Bojarczuk et al., 2016) to obtain fungal burden measurement.

2.7.4. Measurement of bacterial burden using ZF4
To calculate bacterial burden, fluorescent pixel count was measured using ZF4 pixel count software (Stoop et al., 2011). A blank reference image is used against ‘reference’ images (from control groups) and ‘analyse’ images (from control and experimental groups) to calculate pixel count. Pixel count values were transferred to GraphPad Prism 9 software for graphing and statistical analysis.

2.7.5. Stitching of light sheet images to create image of whole larvae
Light sheet microscopy images were processed using Arivis 4D viewer software. Images acquired in a 3x7 (horizontal x vertical) tile pattern, to cover entire larvae. Arivis 4D viewer software used to stitch together fields of view to create composite image.

2.7.6. Randomisation and Blinding
Prior to injection, plates were mixed and blinded to avoid bias of injecting a certain group first. Therefore, each experimental group was injected in a random order. As all fish in the experimental groups were imaged, there was no blinding before imaging groups for burden analysis. For cell count experiments, groups were first blinded by an independent person, and experimental group identities were not revealed until after the data was collected and plotted to avoid bias in the data collection.

Infections and Pathogen culture

2.8. Mycobacterium marinum

2.8.1. 7H9 media
Working cultures of *M. marinum* were grown in Middlebrook 7H9 Broth Base (7H9, Sigma-Aldrich) a nutrient rich broth for mycobacterial growth. 2.35g 7H9 powder was reconstituted in 450ml MiliQ before the addition of 1ml glycerol (Sigma-Aldrich). 7H9 media was sterilised via autoclaving at 121°C, 15psi for 20 minutes. Autoclaved 7H9 was supplemented with Middlebrook ADC growth supplement (Sigma-Aldrich) at 1:10 final volume. Hygromycin (stock 50mg/ml, Sigma-Aldrich) was added to supplemented media at 1:1000 final volume to ensure specific growth of selected fluorescent *M. marinum* strains. 7H9 media was stored at 4°C.
2.8.2. 7H10 agar plates

Working agar plates of *M. marinum* prepared from glycerol stocks and streaked onto fresh 7H10 plates. *M. marinum* re-streaked every 10 days. After sixth re-streak a fresh working plate from glycerol stock was prepared. 100μl of glycerol stock was spread onto plate, then re-streaked after two days to create working plate. Agar plates made using 9.5g Middlebrook 7H10 bacterial growth agar (7H10, Sigma-Aldrich) reconstituted in 450ml MiliQ before the addition of 2.5ml glycerol. 7H10 agar was sterilised via autoclaving at 121°C, 15psi for 20 minutes. Following autoclaving, 7H10 was cooled to 50-55°C before Middlebrook OADC growth supplement (Sigma-Aldrich) was added at 1:10 final volume and Hygromycin (stock 50mg/ml, Sigma-Aldrich) at 1:1000 dilution to give final concentration of 50μg/ml. Supplemented and sterile 7H10 agar was poured into petri dishes (~20ml per plate) and allowed to set before storage at 4°C.

2.8.3. Preparation of overnight culture

Overnight cultures of *M. marinum* prepared from working 7H10 agar plate. Using plastic inoculating loop a small patch of *M. marinum* was selected to inoculate 10ml 7H9+ADC+hygromycin media in a small culture flask. 100μl of inoculated media was added to 900μl fresh media in a cuvette and OD_{600nm} was measured using spectrophotometer. OD_{600nm} of overnight cultures should approximately equal 0.2. Inoculated 7H9 was incubated at 28°C overnight and OD_{600nm} measured following day to check growth. Following day OD_{600nm} should approximately equal 1.0. If OD_{600nm} was <0.7 the following day, culture was not used due to insufficient growth.

2.8.4. Injection from overnight culture

After checking OD_{600nm} of overnight culture to ensure sufficient growth, culture was transferred to 1.5ml Eppendorf tubes and centrifuged at 17,000rpm for 1 minute to pellet *M. marinum*. Supernatant was discarded and pellet resuspended in 1ml PBS (Oxoid) in sterile conditions, before repeating centrifugation to wash. Wash step repeated up to two more times. At final wash step, 1ml PBS was used to resuspend all Eppendorf pellets and additional 100μl PBS was added to final resuspension. 100μl washed *M. marinum* was then removed and added to 900μl PBS in cuvette and OD_{600nm} was measured and used to calculate resuspension volume for colony forming units (cfu) required. Pellet was resuspended in calculated volume of 2% polyvinylpyrrolidone (PVP, Sigma-Aldrich, w/v in PBS) for injection. OD_{600nm} was multiplied by 0.25 for a 200cfu/ml resuspension volume, then a 1:1 dilution was made for a 100cfu/ml solution to inject.
2.8.5. Determining bacterial burden

Infected fish were anaesthetised in 0.168mg/ml tricaine and imaged at 4 days post injection (dpi) using Leica Dmi8 (see section 2.6.1.). Anaesthetised zebrafish larvae were transferred to FluoroDish Cell Culture Dish (WPI) and excess tricaine was removed to prevent movement of fish during image capture. Fish positioned diagonally to fit into view and imaged on brightfield and corresponding fluorescent channel to bacteria used and settings adjusted for exposure time and gain. Images saved in TIFF file format.

2.9. Cryptococcus neoformans

2.9.1. YPD media

Yeast extract peptone dextrose (YPD, Fisher-Scientific) media used for growth of overnight C. neoformans cultures and growth curves. 10g YPD added to 200ml distilled water, mixed until dissolved and autoclaved for 20 minutes at 121°C, 15psi to sterilise.

2.9.2. YPD agar plates

25g YPD (Fisher-Scientific) and 10g agar (Sigma-Aldrich) was dissolved in 500ml distilled water and autoclaved for 20 minutes at 121°C, 15psi to sterilise. YPD agar was poured into petri dishes (~20ml per dish) in sterile conditions and stored at 4°C.

2.9.3. Preparing working C. neoformans from Microbank

Beads of C. neoformans strains were prepared according to Microbank instructions (Pro-lab Diagnostics). Microbank beads stored at -80°C to preserve strains. Prior to use, a single microbank bead was spread on a YPD agar plate. This plate was then incubated at 28°C for 2 days before being re-streaked onto a fresh YPD plate. This re-streaked plate was used as a working plate and kept for one month before making a new plate from a bead stock to ensure infectivity. Working plates were used to make new microbank bead collections and used for overnight cultures to inject. Working plates stored at 4°C.

2.9.4. Overnight C. neoformans culture

To create an overnight C. neoformans culture a 1mm² patch of C. neoformans from working plate was added to 2ml YPD media using inoculating loop under sterile conditions. Tubes incubated overnight at 28°C on a rotator at 30 revolutions per minute (rpm).

2.9.5. Preparing C. neoformans to inject

1ml of overnight C. neoformans culture added to 1.5ml tube and centrifuged at 6000rpm for 1 minute. Supernatant discarded and 1ml PBS used to resuspend pellet to wash culture. Wash step repeated up to twice more. 5μl of washed culture was added to 95μl PBS for counting.
10μl of diluted count culture was added to a haemocytometer counting chamber (Hawksley) and counted. Any cells that were budding or joined together counted as 1. From a cell count, the dilution needed for 500cfu/ml was calculated. For injection, C. neoformans was resuspended in 10% PVP (w/v in PBS) in phenol red (Sigma-Aldrich). Immediately after injection of fluorescent C. neoformans strains, zebrafish were screened for successful infection.

2.9.6. High-throughput C. neoformans infection imaging

Imaging plates were used as a high-throughput method of imaging C. neoformans infected zebrafish as previously described (Bojarczuk et al., 2016). To make the imaging plates, 150μl of melted 2% agar (w/v in MiliQ, Oxoid) was added to each well of a plastic 96 well plate before being placed at 4°C for a few minutes to completely set. Using a gel cutting tip (Axygen) in a p1000 pipette set to maximum volume, a rectangle was cut out from the agarose within the well. Zebrafish can then be loaded into the wells and positioned using an extended length gel loading tip (Eppendorf). After loading anaesthetised fish into wells, plates were imaged at 2x magnification on DIC and GFP channels, and GFP channel images used for analysis of burden (section 2.7.3).

2.9.7. C. neoformans growth curves

To assess the effect of compound treatment on the growth of C. neoformans in vitro, growth experiments were used. A separate culture was used for each different compound treatment. 10ml YPD media added to 50ml conical flask and incubated to reach 30°C. Compounds to be tested dissolved into 10ml media at desired concentrations. DMOG was used at a 1:1000 dilution (100μM final concentration), FG4592 was used at a 1:5000 dilution (5μM final concentration) and a DMSO control (vehicle for compounds used) was included at the highest compound dilution (1:1000). Each YPD+compound media condition was then inoculated with 1.4ml of overnight culture, and OD$_{600nm}$ was measured using a spectrophotometer. 100μl of culture was diluted in 900μl YPD media in a cuvette to measure starting OD$_{600nm}$ measurement, of which all cultures were ~0.4. Cultures were incubated at 30°C, shaking at 180rpm. Every hour 100μl culture removed and added to 900μl YPD media in a cuvette and OD$_{600nm}$ was recorded.

2.10. Candida albicans

Candida albicans mCherry labelled strain of TT21 (Johnston et al., 2013) or GFP strain of SN148 were used for all infection experiments, kindly provided by Ms Stella Christou (PhD student at the University of Sheffield). Similarly to C. neoformans, Candida albicans strains were grown on YPD agar plates and in YPD broth to culture. (Sections 2.9.1. and 2.9.2).
2.10.1. *C. albicans* overnight culture

Overnight cultures of *C. albicans* were made by inoculating 10ml YPD media with 1mm² patch of *C. albicans*. Culture was then placed at 30°C shaking at 200rpm overnight for confluent culture.

2.10.2. Preparation to inject

To prepare *C. albicans* for injection, an overnight culture was first required (see section 2.10.1.). 1ml of overnight culture was removed and centrifuged at 3000rpm for 3 minutes. Pellet was resuspended in 1ml PBS to wash before centrifugation was repeated. PBS wash was repeated twice. 1ml of washed culture was then diluted 1:100 and 10µl was placed into a haemocytometer (Hawksley) for counting. Cells were counted, multiplied by the dilution factor and x10⁴ for total number of colony forming units (cfu/ml). This value was then divided by 10⁹ to determine the volume required to create a 1000cfu/ml stock. 1ml washed culture was centrifuged again and resuspended in the calculated volume of 2% PVP (w/v in PBS) in phenol red. This stock could then be further diluted to create desired injection dose.

2.10.3. Monitoring survival of *C. albicans* infection

Systemic infection of 1dpf zebrafish larvae with both low (50cfu/ml) and high (500cfu/ml) doses of *C. albicans* resulted in mortality. Therefore, survival was used as a readout for infection. From 1 day post infection (dpi) infected fish were checked daily and dead fish were removed and counted.

2.10.4. *C. albicans* growth curves

To test whether growth of *C. albicans* was affected by hydroxylase inhibiting drugs, growth experiments were used. 20ml YPD was added to 50ml tubes, with a separate tube for each treatment condition. DMOG was used at a 1:1000 dilution (100µM final concentration), FG4592 was used at a 1:5000 dilution (5µM final concentration) and a DMSO control was included at the highest drug dilution (1:1000). Each 20ml volume was inoculated with 200µl of overnight *C. albicans* culture to give a starting OD₆₀₀nm measurement of between 0.1-0.2. OD₆₀₀nm measurements taken using a spectrophotometer. Cultures grown in shaking incubator at 30°C at 200rpm. Every hour 800µl was removed from original 20ml culture and added to a cuvette to measure OD₆₀₀nm. When the OD₆₀₀nm approached 1, 100µl of culture was removed and diluted in 900µl YPD for further measurements and value was multiplied by 10.

2.10.5. Calcofluor white staining of *C. albicans* in vitro

To visualise the morphology of *C. albicans*, Calcofluor white (CFW, Sigma-Aldrich) staining was used prior to imaging to visualise the fungal cell wall. 800µl of growth curve culture was removed and centrifuged at 3000rpm for 3 minutes. Culture was then resuspended in 1ml PBS
to wash. The PBS wash step was repeated twice. 1µl of 1mg/ml CFW was added to the 1ml washed culture, mixed by inverting and incubated at room temperature for 5 minutes, avoiding direct light. 2µl of stained culture was dropped onto a microscope slide before covering gently with a coverslip. The slide was then sealed using clear nail polish and left to set. Slides were imaged at 150x magnification using brightfield, DAPI (to visualise CFW) and mCherry (TT21 is mCherry cytoplasmic strain) filters.

Molecular Biology

2.11. PCR of zebrafish tribbles isoforms

2.11.1. RNA isolation from zebrafish larvae

RNA was isolated from whole zebrafish embryos for use in PCR protocols. 20 2dpf zebrafish larvae were anaesthetised in 0.168mg/ml tricaine and transferred to 1.5ml tube. As much liquid as possible was removed from the fish before snap freezing in liquid nitrogen. After snap freezing, 500µl TRIZol (ThermoFisher Scientific) was added and fish were homogenised by pipetting, first with a p1000 tip before a smaller 200µl tip. To ensure sample was fully homogenised, it was transferred to a QiaShredder (Qiagen) column and centrifuged at full speed for 2 minutes. 100µl chloroform (Sigma-Aldrich) was added to sample before repeating centrifugation. The aqueous phase was then transferred to a fresh 1.5ml Eppendorf before the addition of 250µl isopropanol (Sigma-Aldrich). Samples were centrifuged at 4°C at full speed for 15minutes and pellet was washed with 75% ethanol (v/v in DEPC treated water), left to air dry and resuspended in 20µl DEPC treated water. Concentration was measured using a ND1000 Nanodrop spectrophotometer (Labtech) and isolated RNA was used to synthesis complementary DNA (cDNA) for further PCR protocols.

2.11.2. cDNA synthesis

Using isolated RNA (section 2.11.1.), cDNA could be synthesised for use in PCR. cDNA was synthesised used a superscript II reverse transcriptase kit according to kit instructions (ThermoFisher Scientific). Briefly, a reaction mix was generated on ice using 1µl Oligo-dT, 3µg of isolated RNA, 1µl dNTPs and up to 12µl DEPC treated water. Reaction mix was incubated at 65°C for 5 minutes before being quickly chilled on ice. 4µl of 5X first strand buffer and 2µl 0.1M DTT were then added, and mix was incubated at 42°C for two minutes. After 42°C incubation, 1µl of superscript enzyme was added to mix and incubated for a further 50 minutes at 42°C. To terminate the reaction, the mix was incubated at 70°C for 15 minutes, concentration of cDNA was measured using a ND1000 Nanodrop spectrophotometer (Labtech) before the cDNA was stored at -20°C before further use.
2.11.3. Primer design

Zebrafish *trib1* (ENSDARG00000110963), *trib2* (ENSDARG00000068179) and *trib3* (ENSDARG00000016200) cDNA sequences (including 3’ and 5’ untranslated regions (UTRs)) were obtained from Ensembl database (https://www.ensembl.org/index.html), using *Danio rerio* orthologues of Human TRIB genes. Primers were designed using ApE software and forward and reverse primer pairs within 1°C difference in melting temperature were selected (Tm, Table 2.02.). Primer sequences then ordered from Integrated DNA Technologies (IDT).

**Table 2.02. – Primer sequences for zebrafish *trib* isoforms**

<table>
<thead>
<tr>
<th><em>trib</em> isoform</th>
<th>Forward Primer (3’ – 5’)</th>
<th>Left Primer Tm</th>
<th>Reverse Primer (3’ – 5’)</th>
<th>Right Primer Tm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>TACGGGCATTTCACTTTCGG</td>
<td>58.56</td>
<td>CAGTCCTAAACCGACACG</td>
<td>58.57</td>
</tr>
<tr>
<td>2</td>
<td>CACCATTGAAACTACAGATCCAG</td>
<td>65</td>
<td>TTGCTACATCACTGAACGCC</td>
<td>65</td>
</tr>
<tr>
<td>3</td>
<td>CAACTAAGTGCGCCTGTAGT</td>
<td>57.92</td>
<td>TGCCCTGGAACTCTGCATAC</td>
<td>57.89</td>
</tr>
</tbody>
</table>

2.11.4. Gradient PCR for primer testing and PCR protocol

Primers were first tested on a temperature gradient of five different annealing temperatures: 56.4°C, 60.9°C, 64.4°C, 67.9°C and 70°C (Table 2.04. below). A no template control for each primer pair and housekeeping gene *ef1a* were included for all PCRs performed. Samples for PCR were made up in PCR tubes using master mix described in Table 2.03. PCR run described in Table 2.04.

**Table 2.03. – PCR Master Mix reagents and volumes**

<table>
<thead>
<tr>
<th>Reagent</th>
<th>Volume (μl) for 1 reaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>cDNA</td>
<td>0.5</td>
</tr>
<tr>
<td>Q5 Polymerase</td>
<td>0.25</td>
</tr>
<tr>
<td>Forward Primer</td>
<td>1.5</td>
</tr>
<tr>
<td>Reverse Primer</td>
<td>1.5</td>
</tr>
<tr>
<td>dNTPs</td>
<td>0.5</td>
</tr>
<tr>
<td>5X buffer</td>
<td>2.5</td>
</tr>
<tr>
<td>MiliQ</td>
<td>up to 25</td>
</tr>
</tbody>
</table>

**Table 2.04. – PCR programme used for amplification of zebrafish *trib***

<table>
<thead>
<tr>
<th>Stage</th>
<th>Temperature (°C)</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial melt</td>
<td>98</td>
<td>30</td>
</tr>
<tr>
<td>Cycle melt</td>
<td>98</td>
<td>10</td>
</tr>
<tr>
<td>Anneal</td>
<td>To be optimised</td>
<td>30</td>
</tr>
<tr>
<td>Extension</td>
<td>72</td>
<td>30 per kB</td>
</tr>
<tr>
<td>Final</td>
<td>72</td>
<td>300</td>
</tr>
<tr>
<td>Hold</td>
<td>10</td>
<td>-</td>
</tr>
</tbody>
</table>
2.11.5. PCR purification
Before PCR samples were sent for sequencing, the samples were first purified using the QIAquick PCR purification kit (Qiagen), according to the kit instructions.

2.11.6. Gel electrophoresis
To the 25μl reaction volume, 7μl loading buffer (New England Biolabs, NEB) was added and loaded into 2% agarose gel (w/v in 1X TAE buffer, Bioline). SYBR safe dye (Invitrogen) was added to gels (4μl per 50ml agarose solution) to visualise DNA. 1X TEA buffer (50X made up with 242g Tris base, 57.1ml CH₃COOH, 100ml 0.5M EDTA up to 1000ml ddH₂O, made up 1x by diluting 200ml 50x in 10L ddH₂O) was used to cover gel in gel tank. All gels included lane for relevant ladder (NEB). All gels ran at 100V for appropriate durations to separate ladders and bands.

2.11.7. Gel extraction
For Gel extraction, repeated PCR protocol (section 2.11.4.) with double the reaction volume (to 50μl) and ran on 1% agarose gel (w/v in 1X TAE buffer, Bioline). Once gel completed running, sections were cut out using sterile scalpel blade and extracted using QIAquick Gel Extraction Kit (Qiagen), according to kit instructions.

2.12. pCR™II-TOPO™ ligation and cloning
Ligation of PCR of zebrafish tribbles genes to pCR™II-TOPO™ vector performed according to Zero Blunt™ TOPO™ II PCR Cloning Kit (Thermo-Fisher Scientific).

2.12.1. Transformation to competent cells
Competent cells (Escherichia. Coli, Thermo-Fisher Scientific) thawed from -80°C on ice, before 3μl of pCR™II-TOPO™ ligation mix added and incubated for a further 30 minutes on ice. Cells were heat shocked for 45 seconds at 42°C, transferred back to ice before 100μl Super Optimal broth with Catabolite repression (SOC) medium added (Thermo-Fisher Scientific). Cells incubated at 37°C on shaker for one hour before being spread on kanamycin agar plates. Plates incubated overnight at 37°C for colony growth before storage at 4°C following morning.

2.12.2. Miniprep and Midiprep
Minipreps and Midipreps performed using Qiagen Plasmid kits (Qiagen), according to kit instructions.
2.12.3. Re-prepping a low volume Midiprep

Added 0.5μl Midiprep to competent cells (E. coli, NEB) and transformed (as described in 2.12.1.). Before plating, cells were diluted 1:10 and 1:100 in SOC medium and dilutions were plated alongside neat concentration on kanamycin agar plates to obtain single colonies.

2.12.4. Restriction Digests

Suitable restriction enzymes were selected based upon plasmid maps created in ApE software. Generally, 10μl digests were used to test minipreps consisting of 2μl miniprep, 2μl buffer (dependant on enzyme, NEB), 1μl chosen enzyme (NEB) and MilliQ up to 10μl. Volumes of Midiprep adjusted for concentration. Digests run at temperature suitable for restriction enzyme (usually 37°C) for 1.5 to 3 hours, or overnight.

2.12.5. Gel electrophoresis of Restriction Digests

To 10μl digests, 2μl of 5X DNA buffer (NEB) was added and thoroughly mixed. Loaded into 0.8-1% agarose gel (w/v in 1X TAE buffer) with 4μl SYBR safe dye (Invitrogen) per 50ml added. Gels ran at 100V until ladder and bands separated.

2.12.6. Sequencing

Sequencing of vector constructs or PCR sequences performed by the University of Sheffield Core Genomic Facility.

2.13. Whole mount in situ hybridisation

2.13.1. Probe Synthesis

Probes for Whole mount in situ hybridisation (WISH) designed from pCR™II-TOPO™ ligated constructs. Suitable restriction enzymes ~1kb away from SP6 and T7 promoter regions for sense and antisense probes. Probes were synthesised according to digoxigenin (DIG) RNA labelling kit (Roche). Briefly, DNA was linearized via restriction digest with relevant enzymes (NEB, see section 2.14.2 below) before reaction mixes were prepared for both T7 and SP6 reactions. Each reaction mix consisted of 1μg linearized DNA, 2μl transcription buffer, 2μl NTP-DIG-RNA labelling mix, 1μl RNase inhibitor (all reagents from kit, Roche) and made up to 19μl with DEPC-treated water. Then 1μl T7 or SP6 was added to relevant reaction mixes and incubated at 37°C for two hours. 2μl DNase was then added and mix was left for another hour to ensure any remaining linear DNA was removed. To each mix 1μl 0.5M EDTA (pH8), 2.5μl 4M LiCl and 75μl 100% ethanol (HPLC grade, Fisher Scientific) was added and mixes incubated overnight at -80°C to precipitate RNA.
The following morning reaction mixes were centrifuged at 17,200 rpm for 30 minutes at 4°C, supernatant was removed, and pellet was resuspended in 1 ml 70% ethanol (v/v in DEPC-treated water). Mixes were then centrifuged at 17,200 rpm for 10 minutes at 4°C, supernatant was removed, and pellet was left to air dry on ice before resuspension in 20 μl DEPC-treated water. To quantitate RNA, 1 μl was measured using a ND1000 Nanodrop spectrophotometer (Labtech) and another 1 μl was run on a 1% (w/v) agarose gel. 80 μl formamide added to remaining 18 μl and probe stored at -80°C.

2.13.2. Fish fixation

Fish were fixed using 4% PFA (v/v in PBS) as described earlier (section 2.5.1.). The following day to fixation, PFA solution was removed, and fish were dehydrated using a methanol series (25% methanol:75% PBST (v/v) to 100% methanol (HPLC grade, Fisher Scientific)) and stored at -20°C. Each % methanol step used 1 ml solution and was incubated at room temperature for 5 minutes on a tilting shaker at 20 rpm.

2.13.3. Whole mount in situ hybridisation protocol

Whole mount in situ hybridisation (WISH) protocol performed as previously described (Thisse and Thisse, 2008), starting with dehydrated fixed samples (section 2.13.2.). All steps performed with gentle agitation on a rocking shaker at 20 rpm. Samples were rehydrated in 1 ml volume of increasing methanol series, (75% methanol:25% PBST to fresh PBST), at room temperature for 5 minutes. Rehydrated samples were washed 4x in 1 ml PBST for 5 minutes. Washed samples digested in 1 ml 10 μg/ml proK in PBST according to the age of fixed larvae (15 minutes for 1 dpf, 35 minutes for 2 dpf, 80 minutes for 3 dpf, 120 minutes for 4 dpf). Digested fish were re-fixed in 4% PFA (v/v in PBST) for 20 minutes at room temperature. Fixed fish were washed 5x in 1 ml PBST for 5 minutes per wash. Washed samples were incubated with PreHyb (25 ml formamide, 12.5 ml 20x SSC, 250 μl 20% Tween20, 460 μl 1 M citric acid, 50 μl 50 mg/ml heparin, 500 μl 50 mg/ml tRNA, 11.24 ml DEPC-treated water) for 3 hours at 70°C in water bath. PreHyb was then removed and 1 ml ProbeHyb (5 μl RNA probe (see section 2.13.1.) in 1 ml PreHyb) was added to incubate overnight at 70°C.

The following day, ProbeHyb was removed, and sample was washed briefly in 1 ml WashHyb (25 ml formamide, 12.5 ml 20x SSC, 250 μl 20% Tween20, 460 μl 1 M citric acid). All WashHyb steps performed at 70°C. Sample was then washed in 1 ml solutions of decreasing concentrations of WashHyb (from 75% WashHyb:25% 2x SSC to 25% WashHyb:75% 2x SSC) for 15 minutes per solution. All SSC solutions created from 20x SSC stock (35.06 g NaCl, 17.64 g NaCitrate, pH 7 using 1 M citric acid, DEPC-treated water to 200 ml). Samples were then incubated in 1 ml 2x SSC for 15 minutes, then twice in 1 ml 0.2x SSC for 30 minutes each, all at 70°C. Samples were then washed in 1 ml of decreasing concentrations of 0.2x SSC, from 75%
0.2xSSC:75% PBST to 25% 0.2xSSC:75% PBST for 10minutes at room temperature, before washing once in 1ml PBST for 10minutes. Samples were then blocked for 3hours at room temperature (20mg BSA, 200µl sheep serum, 9800µl PBST) before overnight incubation at 4°C with 1ml 1:5000 dilution of a-DIG-AP antibody in blocking solution.

The following day, antibody solution was removed, and samples were washed 6x in 1ml PBST for 15minutes at room temperature. During the final wash, the sample was transferred to a plastic 24-well plate using a Pasteur pipette. In the 24-well plate, samples were washed 3x in 1ml staining wash (5ml Tris HCl pH9.5, 5ml 500mM MgCl2, 5ml 1M NaCl, 34.75ml DEPC-treated water, 250µl 20% Tween20) for 5 minutes at room temperature. Staining wash was removed and samples were incubated in 1ml staining solution (22.5µl 100mg/ml nitro blue tetrazolium (NBT), 35µl 50mg/ml bromo-4-chloro-3-indolyl phosphate (BCIP), 9942.5µl staining wash) for 1hour in the dark (Figure 2.04). During this staining step, the development of colour pigment was monitored, and staining was terminated once required depth of colour achieved. If non-existent or weak colour developed after 3hours, 500µl of staining solution was removed, 500µl fresh staining wash was added and sample incubated overnight, at 4°C. During and post staining solution step, samples were kept in the dark (e.g., wrapped in tin foil). To stop colour development, staining solution was removed and sample was washed 4x in 1ml of stop solution (100µl 0.5M EDTA pH8 in 49.9ml PBS) for 5 minutes at room temperature. Samples were then re-fixed in 4% PFA (v/v in PBST) for 30 minutes at room temperature. Post fix, samples were dehydrated in 1ml of increasing concentrations of methanol, from 25% methanol (v/v in PBST) to 100% methanol, with 10 minute incubations per solution. Samples were stored at -20°C in fresh methanol for 2 days or longer (samples can be stored long term in this state).

**Figure 2.013 – Schematic of whole mount in situ hybridisation process:** Zebrafish larvae are fixed in 4% paraformaldehyde. Fixed larvae are digested with proteinase K and designed RNA probes against
gene of interest are hybridised. RNA probes are digoxigenin (DIG) labelled and are bound by anti-DIG-AP antibodies. A nitro blue tetrazolium (NBT)-bromo-4-chloro-3-indolyl phosphate (BCIP) substrate is added, which produces a colour change indicating location of gene expression with a blue/purple colour.

Dehydrated samples were then rehydrated in 1ml decreasing methanol solutions, from 75% methanol (v/v in PBST) to 25% methanol (v/v in PBST) with 10minute incubations per solution. Rehydrated samples were then added to 1ml of increasing glycerol concentrations, from 1ml 25% glycerol:75% H2O+0.1% Tween20 to 75% glycerol:25% H2O+0.1% Tween20. Samples were then stored in 1ml fresh 75% glycerol:25% H2O+0.1% Tween20 at 4°C until ready to image. Samples were imaged in 75% glycerol:25% H2O+0.1% Tween20 solution but could also be imaged at higher glycerol concentrations (up to 100%).

2.14. pCS2+ ligation and cloning for overexpression experiments

2.14.1. T4 ligation

For each zebrafish trib isoform, a ligation reaction with the pCS2+ bacterial overexpression plasmid was prepared. 37.5ng of trib DNA extract was combined with 50ng pCS2+ gel extracted Midiprep, 1μl T4 ligase (NEB), 2μl T4 ligase buffer (NEB) and up to 10μl with MiliQ. Ligation reactions were incubated at room temperature overnight and transformed into competent cells (E. coli, Thermo-Fisher Scientific) the following morning (section 2.12.1.). From competent cells, minipreps were performed to test sequences of ligated plasmids and Midipreps were performed of plasmids with correct sequences (section 2.12.2.).

2.14.2. DNA linearization

Suitable restriction enzymes in the second multiple clone site were selected to cut DNA once after late SV40 PolyA signal using plasmid maps of pCS2+ constructs on ApE software. 20μg of midiprep alongside 2μl chosen restriction enzyme, 20μl corresponding buffer (NEB) and up to 200μl with DEPC-treated water was digested at temperature suitable for restriction enzyme for two hours. 200μl of bottom-phase phenol-chloroform-isoamyl alcohol (Sigma-Aldrich) was added before vortexing for 3 minutes. Sample was then centrifuged at 1400rpm for 5 minutes at room temperature, the top aqueous layer was transferred to a fresh tube before an equal volume of isopropanol was added. 3M sodium acetate (to give 10% of final solution volume) was added. Samples incubated at -20°C overnight to precipitate extracted DNA.

Following day, samples were centrifuged at 17,200rpm for 20 minutes at 4°C, pellets resuspended in 1ml 70% (v/v) ethanol (HPLC grade, Fisher Scientific). Samples centrifuged again at full speed at room temperature for 5 minutes. Supernatant was removed and pellet
was left to air dry before being resuspended in 20μl DEPC-treated water. DNA was quantitated on a 1% (w/v) agarose gel (0.5μl DNA, 3μl 5X loading buffer, 6.5μl DEPC-treated water) and by ND1000 nanodrop spectrophotometer (Labtech). Gel ran at 100V until bands separated, alongside wells containing 1, 3, and 5μl 1kB DNA ladder (Bioline).

2.14.3. RNA synthesis

RNA transcribed from linearized DNA using mMessage mMachine SP6 kit (Ambion). Briefly, reaction mixes were made up with 10μl 2X NTP/CAP, 1μg linearized DNA template, 2μl 10X Reaction buffer then up to 18μl with DEPC-treated water, then 2μl of SP6 enzyme was added and incubated at 37°C for 2-3 hours. 1μl Turbo DNase was added and mix was incubated at 37°C for a further 30 minutes to remove remaining template DNA. Mix was transferred to -20°C to precipitate overnight before extraction.

The following day 480μl DEPC-treated water and 500μl Acid:phenol:chloroform (ChCl3, Ambion) was added to mix before vortexing for 2 minutes. Samples were centrifuged at 4°C at 10,000 g for 10 minutes, and 400μl upper phase was transferred to Amicon Ultracel 100k filter tubes (Millipore) to extract final RNA sample. Filter tubes centrifuged for 10 minutes at 14,000 g at room temperature, before being placed upside down in fresh collection tube and centrifuged for a further 2 minutes at 1000g at room temperature. Concentration was measured using ND1000 nanodrop spectrophotometer (Labtech) and sample stored at -80°C.

2.15. Generation of CRISPants and CRISPR knockout lines

2.15.1. Guide Design

CRISPR-Cas9 mechanisms were used to knockout zebrafish *trib* isoforms. GuideRNAs for each isoform were designed using the ChopChop web tool (https://chopchop.cbu.uib.no/), where guideRNAs were designed to target the first exon of each gene. GuideRNAs were selected to have no predicted off target effects (green selections) and to contain suitable restriction enzyme sites for further testing. PCR primers were then designed using Primer3 website (https://primer3.ut.ee/) to amplify a region 150-200bp around restriction and PAM site. GuideRNAs ordered from Sigma-Aldrich. A summary of all guideRNAs (Sigma-Aldrich) and relevant primers (IDT) designed is described in Table 2.05. below.

Table 2.05. – Summary of CRISPR-Cas9 guideRNAs, relevant primers and restriction enzymes used for genotyping

<table>
<thead>
<tr>
<th>Gene</th>
<th>guideRNA (5’-3’)</th>
<th>F primer (5’-3’)</th>
<th>R primer (5’-3’)</th>
<th>Enzyme</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>trib1</em></td>
<td>AGCCCGTGAGCA</td>
<td>TACGGGCAATTC</td>
<td>GTGAGGATCCCAAG</td>
<td>SacII</td>
</tr>
<tr>
<td><em>trib3</em></td>
<td>TCAAACGGCTTA</td>
<td>ACCCTGTTCAATC</td>
<td>GGAAGGGCTGA</td>
<td>MwoI</td>
</tr>
<tr>
<td><em>cop1</em></td>
<td>CGAGGCGCTCCCG</td>
<td>TTAATATGTCA</td>
<td>CTGAGTC</td>
<td>Hyp188I</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Gene</th>
<th>guideRNA (5’-3’)</th>
<th>F primer (5’-3’)</th>
<th>R primer (5’-3’)</th>
<th>Enzyme</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>trib1</em></td>
<td>AGCCCGTGAGCA</td>
<td>TACGGGCAATTC</td>
<td>GTGAGGATCCCAAG</td>
<td>SacII</td>
</tr>
<tr>
<td><em>trib3</em></td>
<td>TCAAACGGCTTA</td>
<td>ACCCTGTTCAATC</td>
<td>GGAAGGGCTGA</td>
<td>MwoI</td>
</tr>
<tr>
<td><em>cop1</em></td>
<td>CGAGGCGCTCCCG</td>
<td>TTAATATGTCA</td>
<td>CTGAGTC</td>
<td>Hyp188I</td>
</tr>
</tbody>
</table>
2.15.2. Injection of CRISPR constructs

Lyophilised guideRNAs were reconstituted in DEPC volume stated with order form to create 100μM stock. The 100μM stock was then diluted with DEPC treated water to 20μM working stock. 1μl of 20μM guideRNA was combined with 1μl Tracr RNA (Sigma-Aldrich), 1μl DEPC treated water and 1μl Cas9 (NEB) diluted 1:3 in diluent B (NEB). The total 4μl was loaded into a needle and 1nl CRISPR mix was injected into the yolk of single cell stage embryos (section 2.4.2.).

2.15.3. Fin clipping of adult zebrafish for genotyping

To genotype adult zebrafish (~3 months of age) to assess CRISPR mutations, zebrafish were fin clipped. Fin clipping and genotyping of adult zebrafish was performed by Mrs Lisa Van Hateren (Aquarium Stock Resource Manager & NACWO at the University of Sheffield) as part of the genotyping service of the Biological Services Aquarium (University of Sheffield).

2.15.4. Genomic DNA extraction

To genotype fish (either from fin clip or from whole larvae), genomic DNA (gDNA) was extracted. If genotyping from embryos, gDNA was extracted from or above the age of 1dpf embryos to increase yield. To extract gDNA, embryos were first anaesthetised using 0.0168% Tricaine and transferred to PCR tubes. As much tricaine solution as possible was removed and 100μl 50mM NaOH (ThermoFisher Scientific) was added and heated at 95°C for 10mins. Sample was vortexed to mix before 10μl 1M Tris pH8 (ThermoFisher Scientific) was added. Tubes were then once again vortexed and briefly centrifuged before storing either at 4°C (short term) or at -20°C (longer term).

2.15.5. CRISPR PCR

For CRISPR PCR reactions, for each sample the following reaction mix was made up; 1μl extracted gDNA (section 2.15.4.), 1μl Forward primer, 1μl Reverse primer, 2μl Firepol (Thistle Scientific) and up to 10μl DEPC-treated water. Samples were run using the PCR cycle listed below in Table 2.06. Annealing temperatures depend on primer pair used and established using the NEB calculator tool (https://tmcalculator.neb.com/#/main) with parameters set to OneTaq as Firepol uses Taq polymerase. Housekeeping gene ef1a used as a positive control.

<table>
<thead>
<tr>
<th>Step</th>
<th>Temperature</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>95</td>
<td>2 min</td>
</tr>
<tr>
<td>Cycle</td>
<td>95</td>
<td>30 sec</td>
</tr>
<tr>
<td>Anneal</td>
<td>Primer dependant</td>
<td>30 sec</td>
</tr>
<tr>
<td>Extend</td>
<td>72</td>
<td>45 sec</td>
</tr>
<tr>
<td>Final Extension</td>
<td>72</td>
<td>10 min</td>
</tr>
<tr>
<td>Hold</td>
<td>10</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2.06. – PCR programme for CRISPR testing
2.15.6. Generation of trib1\(^{-}\) mutant zebrafish

*trib1\(^{-}\)* (trib1SH628 / trib1SH628) mutant embryos were generated by CRISPR-Cas9 mediated mutagenesis targeted around a SacII restriction site in the first exon of *trib1* using the method described by Hruscha *et al.* (2013). Briefly, injected F0 generation were raised to adulthood (~3 months until breeding age) before individual fish were outcrossed with a wildtype (Nacre) zebrafish line. A selection of the F1 offspring (24 embryos) were genotyped at 2dpf by extracting the pooled gDNA of 3 embryos with 8 replicates per mating pair as described (section 2.15.4.). From the gDNA, PCR was performed using *trib1* primer pair and an overnight restriction digest with SacII at 37°C (Table 2.05). Digests run on a 2% (w/v) agarose gel (Appleton Woods) at 100V, positive mutations identified by undigested sample bands.

Batches of F1 embryos that were positive for mutations were pooled and 80 fish raised to adulthood to avoid sex skewing. When raised F1 reached adulthood (~3 months), fish were fin clipped and genomic DNA was extracted from fin clips. PCR was performed on the genomic DNA and purified using QIAquick PCR Purification Kit (Qiagen) before sending for sequencing at the University of Sheffield’s Genomics core facility. Sequencing was used to identify specific mutations in each founder and two male fish with the same 14bp deletion (loss of AGCAGATGTCCGCG) were outcrossed with female wildtype (Nacre) fish. Resulting F2 offspring were raised to adulthood and fin clipped to genotype. Heterozygous fish were kept, and wildtype genotypes were culled to create tank of identified *trib1*\(^{-}\) mutant zebrafish (allele number SH628) that could be in-crossed to generate *trib1*\(^{-/-}\), *trib1*\(^{+/}\) and *trib1*\(^{-/-}\) F3 sibling offspring that were used for burden experiments.

2.16. Statistical analysis

Graphing and statistical analysis performed using Graphpad Prism software (versions 7 and 9). Individual statistics for each experiment provided in results and figure legends. P values written in full and provided with each figure.
3. *trib1* overexpression is host-protective in a *cop1*-dependant manner in a zebrafish tuberculosis model

3.1. Introduction

3.1.1. TRIB1 as an inflammatory factor

Tribbles are a family of pseudokinases, that regulate several cellular processes and functions from the cell cycle to lipid and glucose metabolism (reviewed by Eyers *et al*., 2017). In mammals, Tribbles’ complex and multifaceted regulation mechanisms are contributed to by multiple Tribbles isoforms (TRIB1, TRIB2 and TRIB3) which possess different roles and functions. TRIB1 regulates innate immunity and inflammatory responses (reviewed by Johnston *et al*., 2015), whereas TRIB3 has key metabolic roles, including in both lipid metabolism (Qi *et al*., 2006) and glucose homeostasis (Prudente *et al*., 2012; Zhang *et al*., 2013). TRIB1 has been reported as an influencer of macrophage inflammatory profiles and innate immunity (reviewed by Johnston *et al*., 2015). *Trib1* deficient mice possess altered numbers of immune cells in multiple tissue types (Satoh *et al*., 2013), with increased neutrophil numbers and decreased anti-inflammatory macrophage populations. Bone marrow derived macrophages (BMDMs) extracted from *Trib1* deficient mice also have a defective pro-inflammatory response with significantly lower levels of inflammatory gene expression including *Il6*, *Il1b* and *Nos2*, and attenuated migration to monocytotic chemoattractant protein 1 (MCP-1) (Arndt *et al*., 2018). TRIB1 therefore has regulatory roles of inflammatory profiles *in vivo*, which also implicate TRIB1 as a putative factor in many pathologies with a chronic inflammatory component, including cancer and atherosclerosis.

In the context of atherosclerosis, TRIB1 is a key contributor to the inflammatory aspect of the disease and its progression. As macrophages are a crucial player in the pathogenesis of atherosclerosis (reviewed by Colin *et al*., 2014 and Koelwyn *et al*., 2018), the ability of TRIB1 to regulate macrophage phenotype is one mechanism by which TRIB1 contributes to atherosclerosis progression. In human atherosclerotic arteries, *TRIB1* mRNA levels are upregulated compared to non-atherosclerotic controls (Sung *et al*., 2007). In a murine model of atherosclerosis, myeloid-specific *Trib1* deficient mice had a lower atherosclerotic burden compared to wildtype controls, whereas a higher burden was reported when *Trib1* was overexpressed, as *Trib1* overexpression encouraged foam cell expansion and increased foam cell size (Johnston *et al*., 2019). TRIB1 therefore has a key role in the progression of multiple inflammatory pathologies and the regulation of inflammatory macrophage polarisation states, which identifies TRIB1 as a potential point for therapeutic intervention.
TRIB1 has also been shown to regulate inflammatory profiles in multiple cancer contexts. TRIB1 can modulate the ability of prostate cancer cells to secrete cytokines and promote anti-inflammatory polarisation states in monocytes and macrophages present in the tumour microenvironment (Liu et al., 2019). Knockdown of TRIB1 via miRNAs increases expression of multiple inflammatory cytokine profiles of prostate cancer cells, pushing towards a pro-inflammatory environment (Niespolo et al., 2020). Therefore, TRIB1 has a key role in cancer progression and is a regulator of both the tumour microenvironment and transcriptional factors. To understand how to target TRIB1 therapeutically it first needs to be understood how TRIB1 produces its regulatory effects.

3.1.2. TRIB1 signalling mechanisms

TRIB1 can influence inflammatory and immune processes in multiple ways. The TRIB1 protein possesses two functional binding sites in the C-terminal, one for constitutive photomorphogenic 1 (COP1) and the second for Mitogen-activated protein kinase kinase (MEK) binding, each required for its regulatory actions. TRIB1 can effectively act as a protein scaffold, binding a substrate to its pseudokinase domain, as well as binding in the functional C terminus to create a regulatory complex. Binding of the E3 ubiquitin ligase COP1 causes a conformational change, enhancing COP1 binding and bringing COP1 into proximity with the substrate allowing substrate ubiquitination and subsequent degradation (Jamieson et al., 2018; Kung and Jura, 2019; Murphy et al., 2015). The TRIB1/COP1 complex is responsible for the regulation of multiple targets such as transcription factors, including the tumour suppressor CCAAT/enhancer-binding protein (C/EBPα), which contributes to the pathological role of TRIB1 in acute myeloid leukaemia (Yoshida et al., 2013). Via COP1, TRIB1 can regulate macrophage migration and TNF-α production (Liu et al., 2013).

As well as COP1 binding, TRIB1 can also bind and activate MEK, an activator of extracellular-signal-regulated kinase (ERK) signalling and inflammatory pathways (Guan et al., 2016; Yokoyama et al., 2010). TRIB1 can also bind other MAPKK proteins such as MKK4 as TRIB proteins are key regulators of MAPK activity (Kiss-Toth et al., 2004), but have differential effects on ERK, p38 and JNK signalling with cell-type specific responses (Sung et al., 2006). In mammalian cells, MAPK signalling can influence cell proliferation, differentiation and inflammation (reviewed by Zhang and Liu, 2002) and TRIB1 is able to influence these cellular processes via MAPK signalling, including the proliferation and chemotaxis of smooth muscle cells (Sung et al., 2007), and the inflammatory profile and migration of RAW264.7 macrophages (Liu et al., 2013).

Whilst the functional C terminus of the Tribbles protein provides signalling regulation via COP1 and MEK binding, Tribbles proteins can also regulate Protein kinase B (AKT) signalling
pathways via its binding to the pseudokinase domain. The *Drosophila melanogaster* Tribbles protein (Trbl) binds AKT to block its activation via phosphorylation and block AKT-mediated insulin signalling (Das et al., 2014b; Otsuki and Brand, 2018). In contrast, human TRIB1 is suggested to promote AKT1 activity in breast cancer cells, as *TRIB1* knockdown inhibits the phosphorylation of AKT1 *in vitro* (Gendelman *et al.*, 2017), inhibiting downstream factor signalling such as NF-κB. NF-κB signalling has several outcomes, including inflammatory response and immune cell differentiation (Liu *et al.*, 2017). *TRIB1* was a predicted gene in the NF-κB pathway via computational reconstruction of interaction mechanisms (Börnigen *et al.*, 2016) and was confirmed via RNA sequencing of human prostate cancer cell lines (Liu *et al.*, 2019). *Trib1* deficient macrophages however showed no significant difference in IkBα degradation compared to wildtypes in response to LPS activation, indicating any difference in gene expression was independent of activation of NF-κB (Yamamoto *et al.*, 2007), indicating the effects of *Trib1* are not always dependant NF-κB responses.

Therefore, TRIB1 can activate inflammatory and immune functions through multiple signalling mechanisms, including regulation of transcription factors via COP1, activation of MEK and ERK signalling or activation of NF-κB. Each of these signalling pathways can contribute to immune response and inflammatory profiles, meaning TRIB1 has a multi-faceted approach to influence innate immune processes.

### 3.1.3. TRIB1 in infection

Whilst TRIB1 has been shown to regulate several inflammatory and innate immune functions, the role of TRIB1 in infection is yet to be fully investigated. TRIB1 is upregulated in chronic viral infections *in vivo*, with *TRIB1* expression upregulated in human CD4+ T cells from human immunodeficiency virus (HIV) patients compared to healthy controls, and *Trib1* expression is induced in murine CD4+ and CD8+ T cells in response to lymphocytic choriomeningitis virus (LCMV), suggesting a role for TRIB1 in T cell immunity to viral infection (Rome *et al.*, 2020). Conditional T cell specific knockout of *Trib1* appeared to be beneficial for the host, with knockout mice possessing lower viral loads at 30 days post infection with LCMV compared to controls and increased expansion of antiviral CD4 effector and CD8 gp33+ populations (Rome *et al.*, 2020). This research identifies TRIB1 as a key negative regulator of the antiviral T cell response and provides evidence of a role for TRIB1 in the immune response to infection.

As well as a role for anti-viral defence, there may also be an anti-fungal role for TRIB1. In response to infection with the natural fungal pathogen *Drechmeria coniospora*, the nematode *Caenorhabditis elegans* induces expression of antimicrobial peptides genes such as *nlp-29*. A kinase, NIPI-3, that is structurally homologous with human TRIB1 and upstream of MAP2K proteins like human TRIB1 was shown to be required for the induction of *nlp-29* expression
following infection (Pujol et al., 2008), indicating a potential anti-fungal role of the TRIB1-like kinase via MAPK signalling.

In the context of bacterial infection, a potential link between TRIB1 and tuberculosis (TB) infection was suggested by Lai et al. (2015), where a transcriptomics screen revealed that TRIB1 was an overly abundant transcript in tuberculosis-immune reconstitution inflammatory syndrome (TB-IRIS) patients, a condition where an abnormal and excessive immune response is generated in response to *Mycobacterium tuberculosis* infection.

As innate immune cells are the first line of defence against invading bacterial and fungal pathogens, and that TRIB1 can regulate innate immune cell function and inflammatory phenotype, there is a potential role for TRIB1 in the immune response against infection.

### 3.1.4. Hypothesis and Aims

Due to the inflammatory role of TRIB1 in multiple pathologies, the ability of TRIB1 to regulate innate immune processes *in vitro* and *in vivo*, and a potential link between *TRIB1* expression and TB infection, I hypothesised that modulating *trib1* expression *in vivo* could improve infection outcome.

To address this hypothesis, I will use the zebrafish as an *in vivo* model and will address multiple aims to investigate my hypothesis:

- To understand and characterise zebrafish *tribbles* expression, before manipulating *trib1* expression *in vivo* using techniques such as CRISPR-Cas9.
- To apply techniques that manipulate *trib1* expression in the context of *Mycobacterium marinum* infection to assess how *trib1* expression may influence infection outcome.
- To investigate how *trib1* expression influences innate immunity in the zebrafish model, using relevant transgenic lines or immunostaining to assess immune cell differentiation and inflammatory factors.
3.2. Materials and Methods

3.2.1. Zebrafish maintenance and ethics statement

All zebrafish were raised in The Bateson Centre (University of Sheffield, UK) and maintained according to standard protocols (zfin.org) in Home Office approved facilities. All procedures were performed on embryos less than 5.2 days post fertilisation (dpf) which were therefore outside of the Animals (Scientific Procedures) Act, to standards set by the UK Home Office. Experimental zebrafish work was performed under Home Office Project Licence P1A4A75E. Adult fish were maintained at 28°C with a 14/10-hour light/dark cycle. Nacre zebrafish were used as a wildtype line for obtaining embryos for bacterial burden imaging, also as a background for mutant lines for the imaging benefit of lack of pigmentation. Transgenic zebrafish lines used are detailed below (Table 3.01).

Table 3.01. – Transgenic zebrafish lines used in this chapter

<table>
<thead>
<tr>
<th>Zebrafish line</th>
<th>Allele number</th>
<th>Labelling</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>TgBAC(il-1β:GFP)</td>
<td>sh445</td>
<td>il-1β expressing cells</td>
<td>Ogryzko et al., 2019</td>
</tr>
<tr>
<td>Tg(mpeg:nlsclover)</td>
<td>sh436</td>
<td>Macrophages (nuclei marker)</td>
<td>Bernut et al., 2019</td>
</tr>
<tr>
<td>Tg(mpeg1:mCherryCAAX)</td>
<td>sh378</td>
<td>Macrophages (membrane bound marker)</td>
<td>Bojarczuk et al., 2016</td>
</tr>
<tr>
<td>Tg(mpx:GFP)</td>
<td>i114</td>
<td>Neutrophils</td>
<td>Renshaw et al., 2006</td>
</tr>
<tr>
<td>Tg(lyz:nfsB.mCherry)</td>
<td>sh260</td>
<td>Neutrophils</td>
<td>Buchan et al., 2019</td>
</tr>
<tr>
<td>Tg(phd3:GFP)</td>
<td>i144</td>
<td>phd3 gene expression</td>
<td>Santhakumar et al., 2012</td>
</tr>
</tbody>
</table>

3.2.2. CRISPR-Cas9 guide design and CRISPant generation

Transcript details for trib1 (current Ensembl entry code is ENSDARG00000110963, but previously coded as ENSDARG00000076142 which is the identifier code used in RNAseq datasets), trib2 (ENSDARG00000068179) and trib3 (ENSDARG00000016200) were obtained from Ensembl genome browser (www.ensembl.org). Only one transcript was identified per gene. This transcript was used for CRISPR-Cas9 guide design. The web tool ChopChop (https://chopchop.cbu.uib.no) was used to design guideRNAs and primers. A summary of all guideRNAs (Sigma-Aldrich) and primers (IDT) designed is described in Table 3.02. below.
To genotype first genomic DNA was extracted from 2-4dpf larvae via incubation at 95°C in 100µl of 50mM NaOH for 20 minutes then addition of 10µl 1M Tris-HCl (pH8). PCR was then performed on genomic DNA with relevant primer pair and enzyme (NEB) (see materials and methods chapter for PCR programme). Digest was run on a 2% (w/v) agarose gel (Appleton Woods) at 100V. Samples that are positive for CRISPR mutation are undigested by restriction enzyme.

Table 3.08. – Summary of CRISPR-Cas9 guideRNAs, relevant primers and restriction enzymes used for genotyping

<table>
<thead>
<tr>
<th>Gene</th>
<th>guideRNA (5’-3’)</th>
<th>F primer (5’-3’)</th>
<th>R primer (5’-3’)</th>
<th>Enzyme</th>
</tr>
</thead>
<tbody>
<tr>
<td>trib1</td>
<td>AGCCCGTGAGCA GATGTCGCGG</td>
<td>TACGGGCATTTT ACCTTTCGG</td>
<td>GTGAGGATCCCAG GAGACC</td>
<td>SacII</td>
</tr>
<tr>
<td>trib3</td>
<td>TCAACTCGCTTCA GTGCAGTGG</td>
<td>ACGGTTCAATC TTGTGTCAACA</td>
<td>GGAAGGAGGCTGA CTGAGTC</td>
<td>MwoL</td>
</tr>
<tr>
<td>cop1</td>
<td>CGAGCTGCTCCCG TTCTGAGCGG</td>
<td>TTCAATTATGCTCA AGCCTCGG</td>
<td>CAAGGGTCTTTTCC TGCTTAAA</td>
<td>Hyp188I</td>
</tr>
</tbody>
</table>

All guideRNAs (Sigma/Merck) were microinjected in the following injection mix: 1µl 20mM guideRNA, 1µl 20mM Tracr RNA (Sigma/Merck), 1µl Cas9 (diluted 1:3 in diluent B, NEB Biolabs), 1µl water (water was replaced with 100ng/µl trib1 RNA for cop1 experiments). A tyrosinase guideRNA (Sigma/Merck) used as a control (Isles et al., 2019). Embryos were microinjected with 1nl guideRNA mix, measured using 10mm graticule, at the single cell stage as previously described (Elks et al., 2011) to generate F0 injected CRISPants.

3.2.3. Generation of trib1/<sup>−</sup> mutant zebrafish

The trib1<sup>−</sup> (trib1SH628 / trib1SH628) mutant embryos were generated by CRISPR-Cas9 mediated mutagenesis targeted around a SacII restriction site in the first exon of trib1 using the method described by Hruscha et al. (2013) and the trib1 guideRNA sequence shown above in Table 3.02. Briefly, injected F0 generation were raised to adulthood (~3 months until breeding age) before individual fish were outcrossed with a wildtype (Nacre) zebrafish line. A selection of the F1 offspring (24 embryos) were genotyped at 2dpf by extracting the pooled genomic DNA of 3 embryos with 8 replicates per mating pair as described above in section 3.2.2. From the genomic DNA, PCR was performed using trib1 primer pair and an overnight restriction digest with SacII at 37°C (Table 3.2). Digests run on a 2% (w/v) agarose gel (Appleton Woods) at 100V, positive mutations identified by undigested sample bands.

Batches of F1 embryos that were positive for mutations were pooled and 80 fish raised to adulthood to avoid sex skewing. When raised F1 reached adulthood (~3 months), fish were fin clipped and genomic DNA was extracted from fin clips. PCR was performed on the genomic
DNA and purified using QIAquick PCR Purification Kit (Qiagen) before sending for sequencing at the University of Sheffield’s Genomics core facility. Sequencing was used to identify specific mutations in each founder and two male fish with the same 14bp deletion (loss of AGCAGATGTCCGCG) were outcrossed with female wildtype (Nacre) fish. Resulting F2 offspring were raised to adulthood and fin clipped to genotype. Heterozygous fish were kept, and wildtype genotypes were culled to create tank of identified trib1<sup>-/-</sup> mutant zebrafish (allele number SH628) that could be in-crossed to generate trib1<sup>+/−</sup>, trib1<sup>−/−</sup> and trib<sup>−/−</sup> F3 sibling offspring that were used for burden experiments.

3.2.4. Whole mount in situ hybridisation

RNA probes for zebrafish trib1 (ENSDARG00000110963), trib2 (ENSDARG00000068179) and trib3 (ENSDARG00000016200) were designed and synthesised after cloning into the pCR™Blunt II-TOPO® vector according to manufacturer’s instructions (ThermoFisher Scientific). Plasmid was linearised with relevant restriction enzyme (Table 3.03., NEB) and probes synthesised according to DIG RNA Labelling Kit (SP6/T7, Roche). Zebrafish larvae were anaesthetised in 0.168mg/ml Tricaine (MS-222, Sigma-Aldrich) before tricaine was removed and replaced with 4% (v/v in PBS) paraformaldehyde solution (PFA, ThermoFisher Scientific) overnight at 4°C to fix. Whole mount in situ hybridisation was performed as previously described (Thisse and Thisse, 2008).

<table>
<thead>
<tr>
<th>Gene</th>
<th>F primer sequence (5’-3’)</th>
<th>R primer sequence (5’-3’)</th>
<th>Restriction enzyme</th>
</tr>
</thead>
<tbody>
<tr>
<td>trib1</td>
<td>TACGGGCATTTACCTTTCGG</td>
<td>CAGTCCTTAAACCCGACACG</td>
<td>HindIII</td>
</tr>
<tr>
<td>trib2</td>
<td>CACCATGAACTACAGAGATCCAG</td>
<td>TTGCTACATCACTCAACGCC</td>
<td>BsrGI</td>
</tr>
<tr>
<td>trib3</td>
<td>CAACTAAGTGCAGCTGTAGT</td>
<td>TGCCCTTGAACACTGTAC</td>
<td>BsrGI</td>
</tr>
</tbody>
</table>

3.2.5. RNA injections for overexpression experiments

Forward inserts of trib1, trib2 and trib3 were cut from the pCR™Blunt II-TOPO® constructs using a double restriction digest with BamHI and XbaI at 37°C for 1.5 hours. The overexpression vector pCS2+ (Addgene) was digested using the same restriction enzyme pair and all digests were gel extracted using QIAquick Gel Extraction Kit (Qiagen). Gel extracts of vector and trib digests were ligated via overnight incubation at room temperature with T4 DNA ligase according to manufacturer’s instructions (NEB). Constructs confirmed using sequencing performed by the University of Sheffield’s Genomics core facility. RNA of each trib isoform was transcribed using mMessageMachine kit (Ambion, Invitrogen) and diluted to 100ng/μl in phenol red (PR, diluted 1:10 in RNase free water) for microinjection. Embryos were microinjected with 1nl of 100ng/μl RNA (measured using 10mm graticule) at the single cell
stage as previously described (Elks et al., 2011). RNA of dominant active (DA) and negative (DN) hif-1ab variants (ZFIN: hif1ab) were used as controls (Elks et al., 2013).

3.2.6. Mycobacterium marinum culture and injection

Bacterial infection experiments were performed using Mycobacterium marinum strain M (ATCC #BAA-535), containing the pSMT3-mCherry vector. Liquid cultures were prepared from bacterial plates before washing in PBS and diluted in 2% (w/v) polyvinylpyrrolidone40 (PVP40, Sigma-Aldrich) for injection as described previously (Benard et al., 2012). Injection inoculum was prepared to 100 colony forming units (cfu)/nl for all burden experiments, loaded into borosilicate glass microcapillary injection needles (WPI, pulled using a micropipette puller device, WPI) before microinjection into the circulation of 30hpf zebrafish larvae via the caudal vein.

Prior to injection, zebrafish were anaesthetised in 0.168 mg/ml Tricaine (MS-222, Sigma-Aldrich) in E3 media and transferred onto 1% agarose in E3+methylene blue plates, removing excess media. All pathogens were injected using a microinjection rig (WPI) attached to a dissecting microscope. A 10mm graticule was used to measure 1nl droplets of injection volume, and for consistency droplets were tested every 5-10 fish and recalibrated if necessary. After injection, zebrafish were transferred to fresh E3 media for recovery and maintained at 28°C as described in section 3.2.1.

3.2.7. Anti-nitrotyrosine immunostaining

Larvae were fixed in 4% (v/v) paraformaldehyde in PBS overnight at 4°C, and nitrotyrosine levels were immune labelled using immunostaining with a rabbit polyclonal anti-nitrotyrosine antibody (06-284; Merck Millipore) and detected using an Alexa Fluor–conjugated secondary antibody (Invitrogen Life Technologies) as previously described (Elks et al., 2014, 2013).

3.2.8. Confocal microscopy

TgBAC(il-1β:GFP)sh445 larvae and larvae immunostained for nitrotyrosine were imaged using a Leica DMi8 SPE-TCS microscope using a HCX PL APO 40x/1.10 water immersion lens. Taken at 1024x1024, 600 speed and frame average of 4. For confocal imaging, Z stacks were taken with Z step sizes of 3μm to generate maximal projection images which are displayed in figures. For confocal microscopy larvae were anaesthetised in 0.168 mg/ml Tricaine and mounted in 1% (w/v) low melting agarose (Sigma) containing 0.168 mg/ml tricaine (Sigma) in 15μ Slide 4 well glass bottom slides (Ibidi).

3.2.9. Stereo imaging

Zebrafish larvae were anaesthetised in 0.168 mg/ml Tricaine and transferred to a 50mm glass bottomed FluoroDish™ (Ibidi). Zebrafish were imaged using a Leica DMi8 SPE-TCS
microscope fitted with a Hammamatsu ORCA Flash 4.0 camera attachment using a HC FL PLAN 2.5x/0.07 dry lens. Whole mount in situ staining was imaged using a Leica MZ10F stereo 14 microscope fitted with a GXCAM-U3 series 5MP camera (GT Vision).

3.2.10. Image analysis
To calculate bacterial burden, fluorescent pixel count was measured using ZF4 pixel count software (Stoop et al., 2011). For confocal imaging of anti-nitrotyrosine staining or transgenic lines, ImageJ (FIJI, Schindelin et al., 2012) was used to quantify corrected total cell fluorescence (CTCF), calculated via Integrated density – (Area x Mean background value). Three background values of the largest background areas were taken to calculate the mean value and the six brightest cells were measured across multiple fish (see figure legends for numbers in each experiment).

3.2.11. Statistics
Statistical significance was calculated and determined using Graphpad Prism software (versions 7 and 9). Quantified data figures display all datapoints, with error bars depicting standard error of the mean (SEM) unless stated otherwise in figure legend. Statistical significance determined using one-way ANOVA with Bonferroni’s multiple comparisons post hoc test for experiments with three or more experimental groups, or unpaired t test for experiments with two experimental groups, unless stated otherwise in figure legend.
3.3. Results

3.3.1. Zebrafish Tribbles isoforms share homology with their mammalian counterparts

Many zebrafish genes share homologous sequence and function to their human counterparts (Renshaw and Trede, 2012). As zebrafish trib1 has not been thoroughly studied, similarity between zebrafish and human Tribbles, at the gene and protein level, was investigated.

**Figure 3.014.** Zebrafish Tribbles share high homology with their human and mice counterparts at both the gene and protein level: The gene organisation of human (orange) TRIB1, mouse (blue) Trib1 and zebrafish (red) trib1 is very similar in terms of exon number and coding ability (coding exons are filled, non-coding exons are empty, A). Exon maps produced from Ensembl database. Chromosome number location (chr), direction of strand (Forward (FS) or Reverse (RS)) and sizes in kilobases (kb) are described. Comparison of the three catalytic domains of Tribbles; the pseudokinase catalytic loop and MEK / COP1 bind sites, reveals high homology between species (B). NCBI BLAST Global align
revealed a high amino acid (AA) homology between zebrafish (zf) and human (H) Tribbles protein sequence (C). Values described are positives / identities. Protein sizes of the first and largest protein coding transcript of each gene are depicted in the number of AA, values obtained from Ensembl and Uniprot databases (D).

Zebrafish often have multiple isoforms for genes whereas mammalian organisms have a single copy, in the form of an a and b isoform, due to a genome-wide duplication event in the ray fin fish lineage during their evolution. The genome database Ensembl only reports a single copy and sequence for each zebrafish trib isoform, and no similar paralogues were found of any trib isoform that may be an unreported second copy. Therefore, I continued with the following analysis using the single copy sequences for zebrafish trib1 (current Ensembl entry code is ENSDARG00000110963, but previously coded as ENSDARG00000076142 which is the identifier code used in RNAseq datasets), trib2 (ENSDARG00000068179) and trib3 (ENSDARG00000016200).

The gene organisation of Tribbles is similar between human and zebrafish trib isoforms. Human TRIB1 has 3 total exons with a non-coding region at the start of exon1 and at the end of exon3, a structure that is also true for murine Trib1 and zebrafish trib1 (Figure 3.01. A). Human TRIB2 and mouse Trib2 also share this structure, yet these genes are larger than the TRIB1 isoforms (25.85kb TRIB2 to 8.05kb TRIB1 and 25.06kb Trib2 to 8.75kb Trib1) with larger intron spacing. Zebrafish trib2 is smaller than human TRIB2 and mouse Trib2 at 18.84kb and only possesses two coding exons opposed to the three observed in the human and mouse genes (Figure 3.01. A).

Human TRIB3, mouse Trib3 and zebrafish trib3 share a similar organisation with a small non-coding first exon, followed by three coding exons (Figure 3.01. A). Both mouse Trib3 and zebrafish trib3 are relatively small compared to human TRIB3 (6.61kb and 4.67kb respectively compared to 16.54kb), and located on reverse chromosome strands, whereas human TRIB3 is located on the forward strand of chromosome 8. Both zebrafish trib1 and trib2 are located on reverse chromosome strands (of chromosome 19 and 20 respectively) whereas human TRIB1 and TRIB2 are located on forward chromosome strands (of chromosome 8 and 2 respectively) (Figure 3.01. A). As well as being located on different chromosomes, zebrafish tribbles also does not share any synteny with human TRIB or mouse Trib isoforms (data not shown, determined through the ZFIN database comparison feature, https://zfin.org/).

Homology between Tribbles isoforms and across species is not only observed at the genetic level, but also at the protein level (Hegedus et al., 2006). Tribbles have three key protein domains: an N terminal PEST domain, a pseudokinase domain and a functional C terminal (Hegedus et al., 2007). The pseudokinase contains a substrate binding site within its catalytic
loop, and the functional C terminus contains two bind sites for either MEK or COP1 enzymes (Qi et al., 2006; Yokoyama et al., 2010). These three binding sites were compared across human, mice and zebrafish using the NCBI BLAST Global align online tool.

The pseudokinase catalytic loop in all three Tribbles family proteins (TRIB1-3) is conserved across human, mouse and zebrafish, especially in the case of TRIB1 and TRIB2 where there is no variation in the amino acid sequence (Figure 3.01. B). The pseudokinase catalytic loop of both mouse TRIB3 and zebrafish Trib3 differ slightly from Human TRIB3. Two amino acids are changed in mouse TRIB3 (CK human → RR mice) and one amino acid difference is observed in zebrafish Trib3 (CK human → RK zebrafish).

The MEK bind sites are the most conserved binding site of the Tribbles proteins. Only zebrafish Trib1 displays any variation, with a two amino acid, conservative change from the human TRIB1 sequence (ILL human → VLI zebrafish). The MEK binding site sequence of TRIB2 and TRIB3 are completely conserved across human, mouse and zebrafish (Figure 3.01. B).

The COP1 binding site sequence is the most divergent across species. Whilst human TRIB1 and mouse TRIB1 share the same sequence, zebrafish Trib1 has a single amino acid different (DQ human → EQ zebrafish). Similarly, for TRIB2, both human TRIB2 and mouse TRIB2 share the same amino acid sequence but zebrafish Trib2 has a single amino acid change (LV human → MV zebrafish) (Figure 3.01. B). In the case of TRIB3, both mouse TRIB3 and zebrafish Trib3 share the same amino acid sequence, and both differ from human TRIB3 by one amino acid (AQ human → DQ mouse and zebrafish).

Expanding from the specific binding sites of the Tribbles proteins, the total amino acid sequence of human and zebrafish Tribbles were compared using the NCBI global align tool. Zebrafish Trib1 had the highest percentage of positives when compared with human TRIB1 (52%), but also shared sequential homology with human TRIB2 with the highest identities match (66%) (Figure 3.01. C). Zebrafish Trib2 shared the highest percentage of both positives and identities with human TRIB2 (47% and 54% respectively). Zebrafish Trib3 had the joint top positive matches with both human TRIB2 and TRIB3 (both at 53%) with high identity matches for both human TRIB2 and TRIB3 (68% and 64% respectively) (Figure 3.01. C).

The overall size of Tribbles proteins remains consistent between human and mice isoforms, with both human and mice TRIB1 sized at 372 amino acids (aa), human and mice TRIB2 sized at 343aa. Mice TRIB3 is 4aa shorter than human TRIB3 (354aa compared to 358aa). The zebrafish Tribbles isoforms are generally smaller proteins compared to the human and mice Tribbles, with zebrafish Trib1 23aa smaller (at 349aa), Trib2 136aa smaller (at 207aa) and Trib3 10aa (at 348aa) compared to the human TRIB isoforms (Figure 3.01. D).
Together this data shows that zebrafish and human Tribbles share sequence similarity and have similar gene organisation and conserved catalytic binding sites, which indicate potentially conserved function from human to zebrafish. Therefore, zebrafish are a good candidate model organism with which to further study the role of Tribbles in immunity.

To further investigate the potential similarities between mammalian and zebrafish Tribbles isoforms, the expression profiles of Tribbles isoforms were investigated across multiple immune cell populations. Publicly available RNAseq datasets were obtained from the ArrayExpress database (https://www.ebi.ac.uk/arrayexpress) for human and zebrafish macrophages and neutrophils. These two cell types were of particular interest as key cellular components of innate immunity which are crucial in the defence against infection. To specifically analyse zebrafish leukocytes, the cell type of interest was separated by FACS from dissociated zebrafish of relevant transgenic lines; the neutrophil reporter $Tg(mpix:GFP)i114$, the macrophage reporter $Tg(mpeg1:Gal4-VP16)i24/(UAS-E1b:Kaede)s1999t$ and T cell reporter $Tg(lck:GFP)c2$ (Rougeot et al., 2019). Due to this experimental approach there is no distinction between pro-inflammatory and anti-inflammatory macrophages in the zebrafish macrophage datasets, unlike the human datasets where cultured cells can be stimulated to distinct inflammatory subsets.
Figure 3.015. – **TRIB1** is the most abundantly expressed TRIB isoform in human leukocytes whereas **trib3** is the most highly expressed trib isoform in zebrafish leukocytes: Tribbles gene expression was determined through RNAseq analysis datamined from publicly available datasets. CD14+ monocytes were isolated from peripheral blood mononuclear cells from healthy donors and polarised for three days with either IFN-γ (200 U/ml), TNF-α (800 U/ml) or ultrapure LPS (10 µg/ml) towards a pro-inflammatory state (Ai) or IL-4 (1,000 U/ml) and IL-13 (100 U/ml) towards an anti-inflammatory state (Aii). Human macrophages were then lysed and RNA extracted for RNAseq (as described in Beyer *et al.*, 2012). N=3 replicates. Human neutrophils were extracted from healthy donors and enriched before genetic material was extracted for RNAseq analysis (Aiii, as described in Chatterjee *et al.*, 2016). N=4 replicates. Error bars in A depict SEM. Statistical significance determined using Brown–Forsythe and Welch ANOVA with multiple comparisons. P values stated on graph. Zebrafish macrophages sorted via FACS of ~30 pooled 5 days post fertilisation (dpf) *Tg(mpeg1:Gal4-VP16)gl24/(UAS-E1b:Kaede)s1999t* larvae and RNAseq performed on *mpeg:kaede*+ (macrophages) or *mpeg:kaede-* (rest of fish) cells (Ci). Zebrafish neutrophils sorted via FACS of ~30 pooled 5dpf *Tg(mpIX:GFP)i114* larvae and RNAseq performed on *mpx:GFP*+ (neutrophils) or *mpx:GFP-* (rest of fish) cells (Cii). Zebrafish T cells sorted via FACS of ~30 pooled 5dpf *Tg(lck:GFP)cz2* larvae and RNAseq performed on *lck:GFP*+ (T cells) or *lck:GFP-* (rest of fish) cells (Ciii). Datasets in C obtained from
Gene expression of adult zebrafish leukocytes determined using the Zebrafish Blood Atlas (Athanasiadis et al., 2017). Each point represents separate scRNAseq replicates performed across multiple zebrafish wildtype and transgenic strains. Each arm of schematic indicates separate blood cell population (labelled). Deeper colour indicates higher expression \( \log_{10} \) Scale bars described for each gene.

Human macrophages have previously been shown to express higher levels of TRIB1 compared to other TRIB isoforms via RT-qPCR and microarray (Liu et al., 2013; Salomé et al., 2018) and is suggested to reflect the role of TRIB1 in innate immunity and macrophage function. RNAseq of human macrophages polarised towards a pro- or anti-inflammatory state both possessed more fragments per kilobase mapped (FPKM) of TRIB1 compared to other TRIB isoforms (mean of 101.5 FPKM in pro-inflammatory subset and 75.83 FPKM in anti-inflammatory subset) (Figure 3.02. Ai and Aii). TRIB2 has the lowest number of FPKM of any TRIB isoform in both pro- and anti-inflammatory human macrophages (4.174 FPKM and 4.355 FPKM respectively). TRIB3 had a greater number of FPKM in the pro-inflammatory human macrophage subset compared to the anti-inflammatory macrophage subset (39.36 FPKM to 6.825 FPKM respectively) (Figure 3.02. Ai and Aii). Similarly, to human macrophages, human neutrophils also expressed higher levels of TRIB1 compared to other TRIB isoforms with 52.62 FPKM compared to 4.17 FPKM of TRIB2 and 4.35 FPKM of TRIB3 (Figure 3.02. Aiii).

Zebrafish leukocytes express higher levels of trib3 compared to other trib isoforms. Zebrafish macrophages (mpeg:kaede+ cells) express high levels of trib3 compared to other trib isoforms (at 103.67 TPM) at 5dpf, followed by trib2 (15.53 TPM), with no trib1 transcripts measured (0.0 TPM, Figure 3.02. Bi). Similarly, zebrafish neutrophils (mpx:GFP+ cells) also express trib3 more abundantly than other trib isoforms (64.10 TPM), followed by trib2 (10.66 TPM), then trib1 (0.29 TPM) (Figure 3.02. Bii). Zebrafish T cells (lck:GFP+ cells) had a similar trib expression as zebrafish macrophages, where no trib1 transcripts were measures (0 TPM) and trib3 had the largest number of transcripts measured at 132.96 TPM, followed by trib2 (32.17 TPM, Figure 3.02. Biii).

In all zebrafish datasets where immune cells have been FACS purified (Figure 3.02. B), non-fluorescent cells (Kaede- or GFP-) represent all other cell types of the zebrafish larvae. Consistently across datasets for all three immune cell reporter lines, trib3 was the most abundantly expressed trib isoform across fish tissue (with recorded values of 397.82 TPM, 386.59 TPM and 402.57 TPM), followed by trib2 (60.09 TPM, 81.78 TPM and 70.94 TPM) then trib1 (2.18 TPM, 1.92 TPM and 2.76 TPM, Figure 3.02 B).
To investigate whether *trib* expression within immune cells changed between larval and adult developmental stages, RNAseq of adult zebrafish leukocytes was assessed using the Zebrafish Blood Atlas web tool (Athanasiadis *et al.*, 2017, https://scrnaseq.shinyapps.io/scRNAseq_blood_atlas/). Like the *trib* expression observed in larval zebrafish leukocytes, *trib3* was expressed more abundantly and in a larger number of scRNAseq datasets than other *trib* isoforms, not only in macrophages and neutrophils, but also in thrombocytes (Figure 3.02. Ci to Ciii). The thrombocyte population also expressed more *trib3* compared to other cell types, including monocytes and neutrophils (Figure 3.02. Ci to Ciii).

Together this data shows that zebrafish leukocytes express *trib3* more abundantly than other *trib* isoforms, unlike human leukocytes, where *TRIB1* is the most abundantly expressed *TRIB* isoform.

RNAseq datasets of various zebrafish transgenic lines obtained from Rougeot *et al.* (2019) showed that *trib3* is abundantly expressed compared to other *trib* isoforms not only in immune cell populations but also across the remaining zebrafish tissues (Figure 3.02. C). To characterise the localisation of *trib* expression across the zebrafish larvae, whole mount *in situ* hybridisation probes were developed for each zebrafish *trib* isoform. Fish were stained at the chosen timepoint of 3dpf, as at this developmental stage both macrophages and neutrophils are present and functional within the larvae.
Figure 3.016. — **Expression of zebrafish tribbles** is located primarily in the brain, with each *trib* isoform displaying a distinct pattern of expression: 3 days post fertilisation embryos were fixed in 4% PFA before whole mount *in situ* hybridisation performed. A pan-leukocyte marker of L-plastin was used as a positive control to stain leukocytes, present predominantly in the caudal hematopoietic tissue (CHT, A). Probes were developed for *trib1*, *trib2* and *trib3* genes (Bi, ii and iii respectively) including an anti-sense (pictured left) and a negative sense control probe (pictured right). Numbers correspond to number of fish with pictured phenotype / total fish imaged. N=17-21 fish imaged per group from one independent experiment per *trib* isoform. Images are representative of phenotype from experimental groups. Imaged using 4x magnification using stereoscope and colour camera. A magnified dorsal view (8x magnification) was used to show distinct expression of each *trib* isoform in the brain (C, representative images from each group shown). Scale bars = 200µm.
Expression of *trib1* was the lowest of all the *trib* isoforms determined through RNAseq (Figure 3.02. C). *trib1* expression was detected in the brain and gut of the zebrafish larvae at 3dpf (Figure 3.03. Bi). Whilst the *trib1* sense probe has faint and diffuse staining in similar regions of the brain to the *trib1* anti-sense probe, the sense probe signal appeared to be non-specific background (Figure 3.03. Bi). Out of the three *trib* sense probes, the *trib1* sense probe possessed the highest background levels and non-specific signal. *trib2* expression was detected within the brain of the larvae at 3dpf, with some expression visible along the lateral line of the zebrafish embryo and within the bronchial arches of the head (Figure 3.03. Bii). This expression appears to be specific to *trib2* due to the lack of corresponding signal in the *trib2* sense control group and the different expression pattern to the *trib1* anti-sense probe. Very little background signal was produced when staining with either *trib2* anti-sense or sense probes. *trib3* is expressed within the brain of the zebrafish larvae at 3dpf, but also displays staining within the gastro-intestinal tract, and more ubiquitously throughout the head of the larvae (Figure 3.03. Biii).

As all three *trib* isoforms were expressed within the brain of the zebrafish larvae at 3dpf. Neural expression patterning was further investigated through a magnified dorsal view of the brain (Figure 3.03. C). Expression of each *trib* isoform was spatially distinct; *trib1* expression was detected in symmetrical structures in the mid- and hindbrain region, whilst *trib2* has more concentrated regions of expression localised to two symmetrical regions of the hindbrain, potentially the hindbrain ventricles. *trib3* also has expression throughout the brain, with a darker line of expression down the centre of the brain and symmetrical regions of expression on the outer edges of the hindbrain and mid-hindbrain boundary (Figure 3.03. C).

L-plastin, a pan-leukocyte marker was used as a positive control for each of the developed *trib* probes, not only to determine if the immunostaining was successful but also to compare potential *trib* expression against a known leukocyte marker. At 3dpf, leukocytes are predominantly located in and around the caudal hematopoietic tissue in the tail (Figure 3.03. A). *trib1*, *trib2* nor *trib3* expression was observed in leukocytes via whole mount *in situ* hybridisation at 3dpf (Figure 3.03. B). As the expression of *trib* genes in leukocytes is much lower compared to the rest of the fish determined through RNAseq (Figure 3.02. C) it is likely that leukocyte expression is too low to detect using whole mount *in situ* hybridisation.

Altogether this data shows that in the developing zebrafish larvae, all three *trib* isoforms are expressed within the brain, with *trib3* as the most abundantly expressed *trib* isoform across all fish tissues and in immune cells specifically. Expression of *trib* isoforms in immune cells was not high enough to detect with whole mount *in situ* hybridisation.
3.3.2. Overexpression of trib1 is host-protective in a zebrafish mycobacterial model

The role of TRIB1 in an infection context remains understudied. To better understand how Tribbles can influence innate immunity and infection, genetic tools were generated to manipulate expression of zebrafish trib isoforms towards overexpression or knockdown.

**Figure 3.01.** – Zebrafish trib isoforms were cloned into overexpression plasmid pCS2+ to generate mRNA which was injected into zebrafish embryos to generate a whole-body overexpression: cDNA sequences of zebrafish trib isoforms (trib1, trib2 and trib3) were cloned into bacterial overexpression plasmid pCS2+ using T4 ligation (A). Plasmid map created with Biorender.com. mRNA of trib isoforms (100ng/μl) was synthesised from pCS2+ plasmids and 1nl was injected into single cell stage zebrafish embryos, which resulted in healthy development (B). Fish imaged at 2dpf using stereoscope at 4x magnification (head images at 8x magnification). Scale bars = 200μM.

Overexpression of zebrafish tribbles was achieved first by cloning each tribbles isoform into the overexpression plasmid pCS2+ to allow mRNA of each tribbles isoform to be synthesised (Figure 3.04. A). mRNA was injected into the single cell stage of the zebrafish embryo to create a whole-body overexpression. Injection of either trib1, trib2 or trib3 mRNA did not affect larval development, with embryos developing normally with no obvious adverse side effects (Figure 3.04. B).

Knockdown and knockout tools were also developed using CRISPR-Cas9 technology. GuideRNAs for each trib isoform were designed targeting the first coding exon of each trib gene (Figure 3.05. A) and were injected in combination with Cas9 nuclease and tracrRNA into single cell stage embryos. This F0 injected generation, also known as CRISPants, were used for initial knockdown experiments. CRISPants possess a mosaic knockout effect with each cell in the embryo incorporating the CRISPR mix differently, creating a mix of mutations that will not all result in the knockout of the target gene. Successful CRISPants were tested for using PCR and restriction enzyme digest, and successful efficient guideRNAs were developed for both trib1 and trib3 (Figure 3.05. B and C respectively).
Zebrafish *trib1* (chr19) were knocked down or knocked out using CRISPR-Cas9 technology: GuideRNAs for each *trib* isoform were designed using ChopChop online tool against the first coding exon of *trib1* and *trib3*, with successful guides marked with a black arrow on exon maps (A). Black line indicates location of restriction enzyme bind site and blue line indicates PAM cut site (NGG). Injection of 1nl of CRISPR-Cas9 mixes (consisting of 1μl 20μM guideRNA, 1μl Cas9 nuclease, 1μl 20μM tracrRNA (20μM) and 1μl DEPC water) for *trib1* and *trib3* was efficient at causing mutations, abrogating the restriction bind site present in the guideRNA sequences (B and C). Schematic for generation of knockout lines starting with guideRNAs shown in A (D). Mutation in *trib1* knockout line was identified via Sanger sequencing, with a 14bp deletion in the *trib1* gene (E). Green and orange boxes depict the flanking regions of 14bp (blue box) deleted in the *trib1* homozygous knockout. Resulting protein schematic for *trib1* knockout mutant based on genotyping of F1 generation (F). Protein regions determined by UniProt database (https://www.uniprot.org/).

The CRISPant F0 generation was used to generate a stable knockout line for *trib1*. The F0 generation was raised to adulthood and outcrossed with a wildtype Nacre line. The resulting
F1 generation embryos were tested for mutations with PCR and restriction digest, and embryos with successful mutations were raised to adulthood. F1 adults were fin clipped and genotyped to identify specific mutations that lead to premature stop codons. Genotyped fish with the same mutation were grouped together in tanks to breed a stable knockout in the F2 generation, which can be used for future experiments (Figure 3.05. D). Some mutations identified included a 5bp deletion (GTCCG), a 2bp insertion (GC) and a 10bp deletion (AGATGTCCGC).

Genotyping of F1 *trib1* CRISPR-Cas9 mutants revealed a 14bp deletion (AGCAGATGTCCGC) at the start of exon 1 (Figure 3.05. E). This 14bp deletion creates a truncated protein that is 94aa in length compared to the full length 349aa wildtype protein. This truncated mutant Trib1 protein also lacks the catalytic loop in the pseudokinase domain, indicating loss of all catalytic sites and loss of function (Figure 3.05. F). Only two male fish were identified with this 14bp deletion genotype. Due to the same sex nature of these fish, the male genotyped F1 *trib1*+/− mutant fish were outcrossed with female Nacre to create an F2 generation possessing a mix of wildtype and heterozygous genotypes. The resulting F2 generation were genotyped and only heterozygous *trib1*+/− fish were selected, which could be in-crossed to produce *trib1*+/+, *trib1*+/− and *trib1*−/− sibling offspring for future experiments.

Together, these novel overexpression and knockout tools provide further methods to investigate the function and roles of zebrafish *trib* genes, especially *trib1*, in the context of innate immunity and infection.

Tuberculosis (TB) was a particular infection of interest due to a potential link with *TRIB1*, as *TRIB1* was abundantly expressed in TB-IRIS patients (Lai *et al.*, 2015). To investigate this further, *trib1* expression was manipulated in a zebrafish model of TB, resulting from infection with *Mycobacterium marinum*, a fish-specific pathogen which is a close genetic relative of *Mycobacterium tuberculosis* (Tønjum *et al.*, 1998). Initially, publicly available RNAseq datasets of *M. marinum* infected zebrafish were datamined to assess whether the expression of *tribbles* isoforms changed in response to *M. marinum* challenge.
Figure 3.019. - *trib3* expression is upregulated across zebrafish larvae during later stages of *Mycobacterium marinum* infection but not in the macrophage population specifically: *tribbles* expression of uninfected (PVP, black bars) and *M. marinum* infected zebrafish larvae (red bars) was assessed through RNAseq as described in Benard et al. (2016, A and B) and Rougeot et al. (2019, C). Zebrafish embryos were systemically infected with 250cfu/ml *M. marinum* or mock injected with PBS/2%PVP at 28 hours post fertilisation (hpf). At 1 day post injection (dpi) and 4dpi larvae were snap frozen and RNA isolated for Illumina RNAseq analysis (A and B). N=4 replicates per time point. For assessing macrophage specific expression; Tg(mpeg1:mCherry-F)ump2 zebrafish embryos were systemically infected with 250cfu/ml GFP strain *M. marinum* (*Mm*-GFP) at 28hpf. At 5dpi embryos were dissociated and fluorescent cells sorted via FACS and RNA isolated for Illumina RNAseq analysis (C). Analysis performed on uninfected macrophages (*mpeg:mCherry* positive / *Mm*-GFP negative cells) and infected macrophages (*mpeg:mCherry* positive / *Mm*-GFP positive cells). N=3 replicates. Error bars represent standard deviation. Statistical significance between uninfected and infected groups determined via unpaired t test. P values stated on graphs.

The expression of *trib* isoforms was investigated at both early (1dpi) and late (4 or 5dpi) infection time points using publicly available RNAseq datasets (Benard et al., 2016; Rougeot et al., 2019). In early infection, there is no significant change in expression of any *trib* isoforms between uninfected and *M. marinum* infected larvae, using RNA isolated from the entire larvae (Figure 3.06. A). Expression of *trib1* was the lowest expressed of all *trib* isoforms in both uninfected and infected groups (15 RPKM and 20.75 RPKM respectively) whereas *trib3* was the most abundantly expressed *trib* isoform isoforms in both uninfected and infected groups.
(1551 RPKM and 1257 RPKM respectively, Figure 3.06. A), similar to the expression observed in unchallenged zebrafish RNAseq datasets (Figure 3.02. C).

At the later infection timepoint of 4dpi, there was no significant change in expression of \textit{trib1} or \textit{trib2} between uninfected and \textit{M. marinum} infected larvae, using RNA isolated from entire larvae (Figure 3.06. A). Expression of \textit{trib1} was the lowest of all the \textit{trib} isoforms in both uninfected and infected groups (27.5 RPKM and 25.5 RPKM respectively), similarly to the early infection timepoint. Expression of \textit{trib3} was significantly higher in \textit{M. marinum} infected zebrafish compared to uninfected larvae at 4dpi (1035 RPKM compared to 477.3 RPKM) and \textit{trib3} was the most abundantly expressed \textit{trib} isoform at this timepoint in both uninfected and infected fish (Figure 3.06. B).

When the macrophage population specifically was analysed, there was no significant change in expression of any \textit{trib} isoform at a later infection timepoint (5dpi, Figure 3.06. C). No \textit{trib1} transcripts were detected in both uninfected and infected macrophages (both datasets at 0 TPM). \textit{trib3} was the most abundantly expressed \textit{trib} transcript in both uninfected and infected macrophages (1064 TPM and 1522 TPM respectively, Figure 3.06. C), similarly to datasets analysing RNA isolated from the entire larvae and uninfected macrophages (Figure 3.02 Bi).

Together this data shows that \textit{trib3} is upregulated at later \textit{M. marinum} infection time points compared to uninfected fish, but not in the macrophage population specifically, whilst expression of \textit{trib1} and \textit{trib2} does not change in response to \textit{M. marinum} challenge.

To assess whether Tribbles may play a role in host-immune defence against mycobacterial infection, expression of zebrafish \textit{tribbles} was manipulated prior to infection with fluorescent strains of \textit{M. marinum}. Using fluorescent \textit{M. marinum} strains allowed infection outcome to be quantified by measuring fluorescent pixel count to assess bacterial burden \textit{in vivo}. Initially \textit{trib} isoforms were overexpressed through injection of mRNA at the single cell stage of the zebrafish embryo (as described in Figure 3.04.). Injected embryos were then infected systemically with 100cfu/nl mCherry \textit{M. marinum}, incubated at 28°C for four days before imaging at 4dpi to quantify bacterial burden. To compare the potential effects of \textit{trib} overexpression, dominant active \textit{hif-1a} (\textit{da hif-1ab}, hereafter referred to as DA1 or DAHIF1), an RNA shown to significantly reduce \textit{M. marinum} burden by ~50%, was used as a positive RNA control. Dominant negative \textit{hif-1a} (DN1 or DNHIF1), an RNA shown to have no significant effect on \textit{M. marinum} burden, was used as a negative RNA control (Elks \textit{et al.}, 2013).
Figure 3.020. – Overexpression of trib1 reduces bacterial burden of Mycobacterium marinum: mRNA of trib1 (100ng/μl), dominant active hif-1α (DAHIF1 or DA1, 100ng/μl), dominant negative hif-1α (DNHIF1 or DN1, 100ng/μl) or phenol red (PR, diluted 1:10 in nuclease free water) vehicle control was injected into the single cell stage of Nacre embryos. Embryos were then injected with 100cfu/nl mCherry M. marinum at 30 hours post fertilisation (hpf) into the caudal vein. Infected fish were imaged at 4 days post infection (4dpi) and bacterial burden quantified by measuring fluorescent pixel count using ZF4 software. Overexpression of trib1 significantly reduced bacterial burden compared to PR vehicle control, comparable to positive DAHIF1 control (A and B). N=3 independent experiments, 76-77 total fish per group. Representative images of each group presented in A, scale bars = 1mm. P values determined via one-way ANOVA with Bonferroni’s multiple comparisons. Error bars display SEM.

Overexpression of trib1 significantly decreased bacterial burden of M. marinum by approximately 50%, to comparable levels as the positive control DAHIF1 (Figure 3.07. A and B), decreasing from a mean burden of 1950 bacterial pixels in the PR vehicle control to 1146 bacterial pixels with trib1 overexpression.
Overexpression of *trib2* reduces bacterial burden of *Mycobacterium marinum*: mRNA of *trib2* (100ng/μl), dominant active *hil-1α* (DAHIF1 or DA1, 100ng/μl), dominant negative *hil-1α* (DNHIF1 or DN1, 100ng/μl) or phenol red (PR, diluted 1:10 in nuclease free water) vehicle control injected into the single cell stage of Nacre embryos. Embryos were then injected with 100cfu/ml mCherry *M. marinum* at 30 hours post fertilisation (hpf) into the caudal vein. Infected fish were imaged at 4 days post infection and bacterial burden quantified by measuring fluorescent pixel count using ZF4 software. Overexpression of *trib2* significantly reduced bacterial burden compared to PR vehicle control (A and B). N=3 independent experiments, 86-90 total fish per group. Representative images of each group presented in A, scale bars = 1mm. Statistical significance determined via one-way ANOVA with Bonferroni's multiple comparisons. P values stated on graphs. Error bars display SEM.

Overexpression of *trib2* significantly reduced bacterial burden compared to the PVP control (1210 compared to 1837 bacterial pixels), but not to the same extent as the positive DAHIF1 control (at 711.9 bacterial pixels, Figure 3.08. A and B). In PR, DAHIF1 and DNHIF1

---

Figure 3.021.
experimental groups zebrafish larvae appear relatively healthy, determined through the development of the swim bladder (Figure 3.08. A). However, in the *trib2* overexpression group approximately 50% (47 out of 86) of the fish developed swim bladders.

**Figure 3.02**. Overexpression of *trib3* had no effect on *Mycobacterium marinum* burden: mRNA of *trib3* (100ng/μl), dominant active hif-1α (DAHIF1 or DA1, 100ng/μl), dominant negative hif-1α (DNHIF1 or DN1, 100ng/μl) or phenol red (PR, diluted 1:10 in nuclease free water) vehicle control injected into the single cell stage of Nacre embryos. Embryos were then injected with 100cfu/nl mCherry *M. marinum* at 30 hours post fertilisation (hpf) into the caudal vein. Infected fish were imaged at 4 days post infection and bacterial burden quantified by measuring fluorescent pixel count using ZF4 software. Overexpression of *trib3* had comparable bacterial burden compared to control groups (A and B). N=4 independent experiments, 43-95 total fish per group. Representative images of each group presented in A, scale bars = 1mm. Statistical significance determined via one-way ANOVA with Bonferroni’s multiple comparisons. P values stated on graphs. Error bars display SEM.
Overexpression of *trib3* had no significant effect on the levels of bacterial burden compared to the vehicle PR control (2124 compared to 2060 respectively, Figure 3.09. A and B). The positive DAHIF1 control also had no significant effect on bacterial burden compared to the PR control (1975 compared to 2060 respectively, Figure 3.09. B). This data suggests that *trib3* overexpression has no effect on *M. marinum* burden compared to vehicle control.

Together this data shows that only overexpression of *trib1* was host-protective, reducing *M. marinum* burden by approximately 50% to comparable levels as the previously published DAHIF1.

Both *trib1* and *trib3* were knocked down using CRISPR-Cas9 technology to further investigate a potential immune role in the defence against infection. As no successful *trib2* guideRNA was developed, only *trib1* and *trib3* were investigated. CRISPR mixes consisting of *trib* guideRNAs (for *trib1* or *trib3*), tracrRNA and Cas9 nuclease were injected into the yolk of single cell stage Nacre embryos to create CRISPants. CRISPants are an overall knockdown due to mosaic mutations caused by the CRISPR in different cells of the embryo. Using a similar experimental setup for investigating overexpression, CRISPants were systemically infected with an mCherry strain of *M. marinum* at 1dpf and imaged at 4dpi to quantify bacterial burden. A tyrosinase guideRNA that knocks out melanocytes and is unrelated to innate immune cells was used as a negative control, as it has been in previous zebrafish research (Isles *et al.*, 2019).
**Figure 3.23.** – *trib1* CRISPants have higher bacterial burden compared to controls: 1nl of CRISPR mixes consisting of 1μl 20μM guideRNAs (for *trib1* or *trib3*), 1μl Cas9 nuclease (diluted 1:3 in diluent B), 1μl 20μM tracrRNA (20μM) and 1μl DEPC water, were injected into the yolk of single cell stage Nacre embryos to create CRISPants (overall knockdown due to mosaic knockout). *tyrosinase* guideRNA (Tyr) was used as a CRISPant control or embryos were uninjected (Unin) for an additional control. CRISPants were then injected with 100cfu/nl mCherry *M. marinum* at 30 hours post fertilisation (hpf) into the caudal vein. Infected fish were imaged at 4 days post infection (A) and bacterial burden quantified by measuring fluorescent pixel count using ZF4 software (B). N=3 independent experiments with 87-90 total fish per group. Representative images of each group displayed in A, scale bar = 1mm.
Error bars display SEM and significance determined by one-way ANOVA with multiple comparisons. P values stated on graph.

*trib1* CRISPants possess a significantly higher bacterial burden compared to *tyrosinase* and uninjected controls (at 1567 compared to 908.4 and 1024 respectively, Figure 3.10. A and B). *trib1* CRISPants possessed consistently higher bacterial burden compared to controls. There was no significant difference in bacterial burden between *trib3* CRISPants and the *tyrosinase* control (673.2 compared to 908.4) however *trib3* CRISPants had significantly lower bacterial burden compared to the uninjected control group (673.2 compared to 1024 respectively, Figure 3.10. A and B).

Together, these burden data suggest that the relatively low expression of *trib1* in the zebrafish larvae contributes to a successful immune response against *M. marinum*, as when *trib1* expression is decreased there is a higher bacterial burden and a detrimental infection outcome. However, if *trib1* is overexpressed, the bacterial burden is reduced, improving infection outcome. This protective effect appears to be isoform specific to *trib1*, as manipulation of *trib3* expression has no significant effect on bacterial burden.

Because depletion of *trib1* resulted in increased bacterial burden, the role of *trib1* in infection was further investigated using *trib1*⁻/⁻ knockout zebrafish. Raised *trib1*⁺/⁻ fish were in-crossed to produce sibling offspring with mixed genotypes (wildtype +/+; heterozygous +/⁻ or homozygous -/⁻) which were used for infection assays.
Figure 3.24. *trib1* knockout has no significant effect on *Mycobacterium marinum* burden: *trib1*+/− zebrafish were in-crossed to produce a mix of wildtype (WT), Heterozygous (Het) and Homozygous (Hom) sibling offspring. Embryos were infected systemically with 100cfu mCherry *Mycobacterium marinum* at 30hpf and imaged at 4dpi. After imaging gDNA was extracted from each zebrafish to genotype through PCR. PCR ran on 4% agarose gel and genotypes determined through band size—WT at 177bp and Hom at 163bp (14bp deletion), compared to low molecular weight NEB ladder (A). Images grouped to corresponding genotypes (representative images in B) and bacterial burden was quantified using ZF4 software (B). Scale bars = 1mm. Quantification from 3 independent experiments, 67-138 total fish per group. Statistical significance determined using one-way ANOVA with Bonferroni’s multiple comparisons post hoc test. No statistical significance between groups was identified.

The genotype of individual larvae was identified through PCR, where the 14bp deletion of the *trib1* mutants could be identified, as heterozygous possess both the larger wildtype band (177bp) and the smaller homozygous band (163bp), with each band distinguishable by size (Figure 3.11. A). Upon infection, the wildtype group had the lowest level of bacterial burden (mean of 133), increasing in the heterozygous group (mean 163.3), with the homozygous group displaying the highest level of burden (mean 182.1, Figure 3.11. B and C). The difference in burden between these groups was much smaller compared to previous burden
assays with overexpression or CRISPant groups and was not statistically significant (Figure 3.11. C).

This data suggests that knockout of trib1 does not significantly change bacterial burden of M. marinum compared to wildtype.
3.3.3. *trib1* overexpression increases production of pro-inflammatory/anti-microbial factors nitric oxide and interleukin-1β

TRIB1 has previously been shown to affect immune cell differentiation, as *Trib1* deficient mice possess a greater number of neutrophils and a reduced number of anti-inflammatory macrophages compared to controls (Satoh *et al.*, 2013). Zebrafish *trib* isoforms were manipulated in neutrophil and macrophage transgenic reporter lines (*Tg(mpx:GFP)i114* and *Tg(mpeg:nlsclower)sh436* respectively) and whole-body fluorescent cell counts were performed to assess whether *trib* manipulation influenced zebrafish leukocyte number.
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*Figure 3.25.* Modulation of either *trib1* or *trib3* expression does not alter the number of macrophages and neutrophils in zebrafish larvae: Transgenic reporter lines for either neutrophils (*Tg(mpx:GFP)i114*, A) or macrophages (*Tg(mpeg:nlsclover)sh436*, B) were used for whole body cell counts of leukocytes. For overexpression (OE, full coloured symbols), 1nl of *trib1* mRNA (100ng/μl),
trib3 mRNA (100ng/μl), or phenol red (PR, diluted 1:10 in nuclease free water) vehicle control was injected into the yolk of single cell stage transgenic embryos. For knockdown, CRISPants (cpr, empty coloured symbols) were created through injecting 1nl of CRISPR mixes consisting of 1μl 20μM guideRNAs (for trib1 or trib3), 1μl Cas9 nuclease (diluted 1:3 in diluent B), 1μl 20μM tracrRNA (20μM) and 1μl DEPC water, was injected into the yolk of single cell stage transgenic embryos. At 2 days post fertilisation groups were first blinded, before fluorescent cells were counted by eye at a fluorescent stereomicroscope. N=3 independent experiments, total 30 fish per group. Representative images from each group shown in A and B, scale bars = 1mm. Error bars (C and D) depict SEM. No significant differences observed between groups determined by one-way ANOVA with Bonferroni’s multiple comparisons post hoc test.

Neither trib1 overexpression nor trib1 CRISPant groups showed significantly altered neutrophil counts compared to the PR control (mean of 129.5 and 127 compared to 118.4 respectively, Figure 3.12. A and C). Similarly, there was no significant difference between neutrophil counts of trib3 overexpression, trib3 CRISPants and the PR control (126.2 and 127.5 compared to 118.4 respectively, Figure 3.12. A and C).

Likewise, there was no significant difference in macrophage counts between trib1 overexpression, trib1 CRISPants and the PR control (206.5 and 209.1 compared to 207.3 respectively, Figure 3.12. B and D). There was also no significant difference between trib3 overexpression and trib3 CRISPants compared to the PR control group (207.5 and 207.9 compared to 207.3 respectively, Figure 3.12. B and D).

Together this data suggests that modulation of trib1 or trib3 has no effect on the number of either neutrophils or macrophages within the zebrafish.

Trib1 has been shown to be required for both pro- and anti-inflammatory polarisation of murine BMDMs (Arndt et al., 2018). To investigate whether trib1 influenced the inflammatory profiles of zebrafish leukocytes, production of the pro-inflammatory and anti-microbial factors nitric oxide (NO) and interleukin-1β (Il-1β) were measured using a combination of transgenic reporter lines and immunostaining. Overexpression of trib1 and trib3 was performed in Tg(il-1β:GFP)sh445 embryos (Il-1β reporter) for fluorescent microscopy or either Nacre or Tg(mpx:GFP)i114 embryos for fixation and immunostaining with an anti-nitrotyrosine antibody (αNT, for an indirect readout of NO). Both NO and Il-1β are required for a successful host defence against M. marinum infection and increasing production of these factors through immunomodulation of Hif-1α signalling improves infection outcome (Elks et al., 2013; Ogryzko et al., 2019). Therefore, DAHIF1 and DNHIF1 constructs were once again used as positive and negative RNA controls respectively.
**Figure 3.26.** – Overexpression of *trib1* increases production of interleukin-1β: mRNA of *trib1* (100ng/μl), *trib3* (100ng/μl), dominant active *hif-1α* (DAHIF1 or DA1, 100ng/μl), dominant negative *hif-1α* (DNHIF1 or DN1, 100ng/μl) or phenol red (PR, diluted 1:10 in nuclease free water) vehicle control was injected into the yolk of single cell stage *Tg(il-1β:GFP)sh445* embryos. At 2 days post fertilisation larvae were mounted in 1% low melting agarose and imaged using confocal fluorescent microscope with 40x objective in a region of the caudal vein located at the end of the yolk sac extension (pictured in schematic, A). Representative images of each group shown in A, scale bars = 25μm. Cellular fluorescence was measured using ImageJ software and corrected fluorescence intensity was calculated (B). N=3 independent experiments, fluorescence from 6 brightest cells from 6 fish per experiment quantified (108 cells per group measured in total). Error bars depict SEM. Statistical significance was determined using one-way ANOVA with Bonferroni’s multiple comparisons post hoc test. P values stated on graph.

DAHIF1 significantly increased corrected fluorescence intensity of GFP positive cells compared to the PR vehicle control (17.22 compared to 8.179) whilst DNHIF1 had no significant effect compared to the PR control group (7.077 compared to 8.179, Figure 3.13. A and B). Overexpression of *trib1* also significantly increased corrected fluorescence intensity
of GFP positive cells compared to the PR control group (18.51 compared to 8.179) to similar
levels as DAHIF1. Overexpression of trib3 had no significant effect on the corrected
fluorescence intensity of GFP positive cells compared to the PR control (7.406 compared to
8.179, Figure 3.13. A and B).

This data suggests that overexpression of trib1 increases production of Il-1β, whereas
overexpression of trib3 does not.

As there is currently no transgenic line that reports nitric oxide production, immunostaining
with α-nitrotyrosine (αNT) was used as an indirect readout of NO. The αNT antibody binds to
nitrosylated tyrosine residues, which result from NO production (Forlenza et al., 2008) and has
previously been used to assess NO production in zebrafish (Elks et al., 2014, 2013). Therefore, αNT immunostaining was used to indirectly assess whether trib1 manipulation
influenced NO production.
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**Figure 3.27.** Overexpression of trib1 increases fluorescence intensity of α-nitrotyrosine staining in neutrophils: mRNA of trib1 (100ng/μl), trib3 (100ng/μl), dominant active hif-1α (DAHIF1 or DA1, 100ng/μl), dominant negative hif-1α (DNHIF1 or DN1, 100ng/μl) or phenol red (PR, diluted 1:10 in
nuclease free water) vehicle control was injected into the yolk of single cell stage Nacre (A and B) or
Tg(mpx:GFP)i114 embryos. At 2 days post fertilisation larvae were fixed overnight in 4%
paraformaldehyde before immunostaining with α-nitrotyrosine (αNT) antibody as an indirect readout of nitric oxide. Stained larvae were imaged using confocal fluorescent microscope with 40x objective in a region of the caudal vein located at the end of the yolk sac extension (pictured in schematic, A). Representative images of each group shown in A (nacre groups) and C (neutrophil reporter Tg(mpx:GFP)i114 groups), scale bars = 25μm. Cellular fluorescence was measured using ImageJ software and corrected fluorescence intensity was calculated (B). N=3 independent experiments, fluorescence from 6 brightest cells from 6 fish per experiment quantified (108 cells per group measured in total). Error bars depict SEM. Statistical significance was determined using one-way ANOVA with Bonferroni’s multiple comparisons post hoc test. P values stated on graph.

DAHIF1 significantly increased corrected fluorescence intensity of αNT staining compared to the PR vehicle control group by approximately 2-fold (23.7 compared to 10.9) whereas DNHIF1 had no significant effect compared to PR (9.952 compared to 10.9, Figure 3.14. A and B).

Overexpression of trib1 also significantly increased corrected fluorescence intensity of αNT staining compared to the PR control group (23.73 compared to 10.9) to similar levels as DAHIF1 (Figure 3.14. A and B). Overexpression of trib3 had no significant effect on the corrected fluorescence intensity of αNT staining compared to the PR control (9.835 compared to 10.9, Figure 3.14. A and B). All the αNT fluorescence appears to originate from the neutrophil population, as when αNT staining was performed in the neutrophil reporter Tg(mpx:GFP)i114 strain, αNT and GFP signals closely overlap (Figure 3.14. C).

Therefore, this data suggests that overexpression of trib1 increases neutrophilic NO production in zebrafish larvae. This effect is specific to trib1 as overexpression of trib3 has no effect compared to controls.

To investigate whether the protective effect of trib1 overexpression was dependant on increased NO production also resulting from trib1 overexpression, NO was inhibited using pharmacological approaches. Two iNOS inhibitors, L-NIL and L-NAME, were used to immersion treat zebrafish embryos where trib1 was overexpressed, before burden of M. marinum was assessed.
Figure 3.28 – Inhibition of iNOS using inhibitors L-NIL and L-NAME does not impede the host-protective effect of trib1 overexpression: Zebrafish embryos were immersion treated using either DMSO control or iNOS inhibitors L-NIL (200μM) or L-NAME (200μM) from 26hpf to 48hpf. trib1 was overexpressed through injection of 1nl trib1 mRNA (100ng/μl), or phenol red (PR) control at the single cell stage of nacre embryos. At 26hpf injected embryos were treated with either DMSO or 200μM L-NIL (A and B) or 200μM L-NAME (C and D). Embryos were then infected with 100cfu mCherry Mycobacterium marinum at 30hpf. At 1dpi immersion treatment was washed off and at 4dpi infected larvae were imaged and bacterial burden quantified using ZF4 software. Representative images of infected groups shown in A and C, scale bars = 1mm. Quantification of L-NIL groups (B) for 2 independent experiments, 70 total fish per group. Statistical significance was determined using one-way ANOVA with Bonferroni’s multiple comparisons post hoc test. Quantification of L-NAME groups (D) from N=1 independent experiment, 10-30 fish per group. Error bars depict SEM. P values stated on graph where appropriate.

Overexpression of trib1 significantly reduced bacterial burden compared to PR controls in DMSO control treated zebrafish (225.9 to 86.17, Figure 3.15. A and B). Zebrafish treated with L-NIL possessed increased bacterial burden in the PR controls, compared to the PR group treated with DMSO (509.2 compared to 225.9 respectively, Figure 3.15. A and B). When trib1
was overexpressed in L-NIL treated zebrafish, bacterial burden was significantly reduced compared to PR L-NIL treated controls (from 509.2 to 143.4, Figure 3.15. A and B).

In the single repeat of the burden experiment with L-NAME treatment, there was comparably low bacterial burden in both PR and *trib1* overexpressed groups treated with DMSO (60.1 and 67.2 respectively, Figure 3.15. C and D). Zebrafish treated with L-NAME possessed higher bacterial burden than DMSO treated groups, with PR L-NAME treated fish having the highest mean bacterial burden at 640.3 (Figure 3.15. C and D). Overexpression of *trib1* reduced the mean bacterial burden compared to the PR control in L-NAME treated zebrafish (from 640.3 to 279.4, Figure 3.15. C and D). Due to disruptions caused by the COVID-19 pandemic, I was unable to perform further repeats.

Together, this data suggests that *trib1* overexpression remains host-protective against *M. marinum* infection when iNOS and NO production is inhibited.

The phenotype of *trib1* overexpression closely mimicked that of DAHIF1, both reducing burden of *M. marinum* and increasing production of pro-inflammatory factors by comparable amounts (Figures 3.07., 3.13. and 3.14.). To investigate a potential link between the *hif-1α* and *trib1* pathways, *trib1* was overexpressed transgenic reporter line Tg(*phd3:GFP*)i144, as *phd3* is a downstream target of HIF-α signalling (Santhakumar *et al.*, 2012). Once again DAHIF1 and DNHIF1 RNA constructs were used as internal positive and negative RNA controls respectively.
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*Figure 3.29. - *trib1* overexpression does not induce *phd3:GFP* expression:* mRNA of *trib1* (100ng/μl), *trib3* (100ng/μl), dominant active *hif-1α* (DAHIF1 or DA1, 100ng/μl), dominant negative *hif-1α* (DNHIF1 or DN1, 100ng/μl) or phenol red (PR, diluted 1:10 in nuclease free water) vehicle control was injected into the yolk of single cell stage Tg(*phd3:GFP*)i144 embryos. At 2 days post fertilisation larvae were imaged using fluorescent microscope (A). Representative images of each group shown in A, scale bars = 1mm. Larval fluorescence was measured using ImageJ software and corrected fluorescence intensity was calculated (B). N=3 independent experiments, total 30 fish per group. Error
bars depict SEM. Statistical significance determined through one-way ANOVA with multiple comparisons. p values stated on graph.

DAHIF1 significantly increased the corrected fluorescence intensity of phd3:GFP signal compared to the PR vehicle control group (38.28 compared to 10.53), whereas DNHIF1 had no significant effect compared to PR (9.222 compared to 10.53, Figure 3.16. A and B). Neither overexpression of trib1 or trib3 had a significant effect on the corrected fluorescence intensity of GFP signal compared to the PR control group (9.295 and 10.2 respectively compared to 10.53, Figure 3.16. A and B).

This data suggests that overexpression of trib1 does not induce Hif-α signalling in zebrafish larvae and may not be acting via this mechanism to increase production of pro-inflammatory factors or reduce bacterial burden of M. marinum.
3.3.4. Protective effect of *trib1* overexpression is partially dependant on *cop1*

A key binding partner of the TRIB1 protein is the E3 ubiquitin ligase COP1 (Jamieson et al., 2018; Kung and Jura, 2019; Murphy et al., 2015). To investigate whether the host-protective effects of *trib1* overexpression in *M. marinum* infection were *cop1*-mediated, a CRISPR-Cas9 guideRNA was designed against the zebrafish *cop1* gene.
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**Figure 3.30.** – An efficient CRISPR-Cas9 guideRNA was generated for the zebrafish *cop1* gene: The zebrafish *cop1* gene (ENSEDARG00000079329) has one coding transcript which was used as a basis for CRISPR-Cas9 guide design (A). Exon map and gene information obtained from Ensembl database. The web tool ChopChop was used to design a *cop1* guideRNA with suitable restriction enzyme bind site (black line). PAM cut site (NGG) denoted with blue line. To test the efficiency of the designed guideRNA, 1nl of CRISPR mixes consisting of 1μl 20μM *cop1* guideRNA, 1μl Cas9 nuclease (diluted 1:3 in diluent B), 1μl 20μM tracrRNA (20μM) and 1μl DEPC water, were injected into the yolk of single cell stage Nacre embryos to create CRISPants (overall knockdown due to mosaic knockout). *tyrosinase* guideRNA was used as a CRISPant control or embryos were uninjected for an additional control. 4-6 fish from each experimental group were picked at random gDNA was extracted at 2 days post fertilisation (dpf) for PCR. Successful CRISPant mutations were assessed using PCR and restriction enzyme digest with Hyp188I, as successful mutations should abrogate the Hyp188I binding site and PCR products will remain undigested. Two undigested and two digested controls were included (labelled U and D respectively) from the uninjected group of larvae. 4 *tyrosinase* controls (labelled Tyr)
and 6 cop1 injected larvae (labelled cop1 cpr) were tested. First and last lanes of gel images contain NEB Low Molecular Weight ladder for reference. Example mutant (or undigested) sample band labelled with blue arrow and example wildtype (or digested) sample band labelled with red arrow. Band sizes annotated on gel images N=1 independent experiment.

The zebrafish cop1 gene (ENSDARG00000079329) is located on the forward strand of chromosome 2 and has 20 exons, all of which are coding (Figure 3.17. A). It has one coding transcript producing a Cop1 protein 694 amino acids in size. The zebrafish cop1 gene shares synteny and conserved sequence with both the human COP1 and mice Cop1 (determined through the ZFIN database (https://zfin.org/)).

Using the ChopChop web design tool (https://chopchop.cbu.uib.no/), a CRISPR-Cas9 guideRNA was designed against the start of the first exon of the cop1 gene, to maximise the chance of causing a mutation early in the gene to minimise any potential remaining function. The designed cop1 guideRNA also possessed a Hyp188I restriction enzyme bind site, allowing for successful CRISPants to be tested for using PCR and restriction digests (Figure 3.17. A). The designed guideRNA should introduce mutations at its target site, abrogating the bind site sequence contained within it. Therefore, larvae with cop1 mutations will remain undigested by Hyp188I.

The cop1 guideRNA was shown to be efficient at generating CRISPR mutations when tested with Hyp188I restriction digest. All four tyrosinase injected controls had wildtype bands (147bp band), comparable to digested controls. However, all (6/6) cop1 CRISPants possessed mutant bands (250bp band) comparable to the undigested controls, indicating that the cop1 guideRNA was successful in creating successful mutations (Figure 3.17. B).

To investigate whether the protective effect of trib1 overexpression is cop1-mediated, trib1 overexpression can be combined with cop1 CRISPants for M. marinum burden experiments, to assess whether the protective effect of trib1 is reduced when cop1 expression is knocked down.
Figure 3.31. – Protective effect of *trib1* overexpression against *M. marinum* infection is partially dependant on *cop1*: CRISPR-Cas9 mixes consisting of *cop1* guideRNA, Cas9 nuclease, tracrRNA and DEPC water, were injected into the yolk of single cell stage Nacre embryos to create *cop1* CRISPants. *tyrosinase* guideRNA replaced *cop1* guideRNA for CRISPR control, and water replaced with *trib1* RNA for overexpression groups (labelled + *trib1*). At 30hpf all groups infected systemically with 100cfu *M. marinum* and at 4dpi all infected fish were imaged (Representative images from each group displayed in A) and fluorescent images were analysed using ZF4 software to calculate bacterial burden (B). N=71-76 fish total per experimental group, from 3 independent experiments. Error bars depict SEM. Statistical significance was determined using One-way ANOVA with Bonferroni’s multiple comparisons post hoc test. P values stated on graph. Scale bars = 1mm.

As previously observed, overexpression of *trib1* significantly reduced bacterial burden compared to phenol red controls, from a mean of 413.1 to 183.9 (Figure 3.18. A and B). *tyrosinase* CRISPants, used as a CRISPant control, had comparable bacterial burden to the PR group (413.1 to 413.9 respectively, Figure 3.18. A and B), and when *trib1* was overexpressed in *tyrosinase* CRISPants, burden was reduced by approximately 50% compared to *tyrosinase* CRISPants alone (413.9 to 196.6, Figure 3.18. A and B). The bacterial
burden of cop1 CRISPants, was not significantly different to the tyrosinase control group, or the tyrosinase control with trib1 overexpression group. The burden of the cop1 CRISPants was both higher than the trib1 overexpression groups, but not as high as the controls (294.2, Figure 3.18. A and B). When trib1 was overexpressed in cop1 CRISPants, there was no significant change, just a small increase in bacterial burden compared to cop1 CRISPants alone (315.7 compared to 294.2, Figure 3.18. A and B).

Together, this data shows that when cop1 expression is depleted, the protective effect of trib1 overexpression is lost, indicating that the protective effect of trib1 overexpression is partially dependant on cop1.

To further consolidate this result, it was investigated whether cop1 expression was required for other processes influenced by trib1. As trib1 overexpression significantly increased the production of NO determined indirectly via αNT immunostaining, it was investigated whether this increase in NO was still possible when cop1 was depleted using cop1 CRISPants.
Figure 3.32. – The increased α-nitrotyrosine signal produced as a result of 
trib1 overexpression is dependent on cop1: CRISPR-Cas9 mixes consisting of cop1 guideRNA, Cas9 nuclease, tracrRNA and DEPC water, were injected into the yolk of single cell stage Nacre embryos to create cop1 CRISPants. tyrosinase guideRNA replaced cop1 guideRNA for CRISPR control, and water replaced with trib1 RNA for overexpression groups (labelled + trib1). At 2dpf zebrafish were fixed overnight in 4% PFA then immunostained using the anti-nitrotyrosine antibody (αNT) as an indirect readout of nitric
oxide production. Representative images of immunostaining in the neutrophil reporter line \textit{Tg(mpx:GFP)} (A). Fluorescent images were quantified using ImageJ software and corrected fluorescence intensity was calculated. Total of 108 measurements from 18 different fish across 3 independent experiments. Scale bars = 25μm. Error bars depict SEM. Statistical significance was determined using one-way ANOVA with Bonferroni’s multiple comparisons post hoc test. P values stated on graph.

Overexpression of \textit{trib1} significantly increased αNT fluorescence levels compared to the PR control (13.13 to 32.13, Figure 3.19. B), and all αNT signal originated from the neutrophil population, due to overlapping signal with the neutrophil reporter \textit{mpx:GFP} (Figure 3.19. A). The control \textit{tyrosinase} CRISPant group had comparable αNT levels to the PR control group (13.13 to 14.05, Figure 3.19. B), and when \textit{trib1} was overexpressed in \textit{tyrosinase} CRISPants, αNT was significantly increased compared to \textit{tyrosinase} CRISPants alone (31.35 to 14.05 respectively, Figure 3.19. B). The \textit{cop1} CRISPant group possessed comparable αNT levels to both the PR and \textit{tyrosinase} control groups (14.57 compared to 13.13 and 14.05 respectively, Figure 3.19. B). Unlike the other groups where \textit{trib1} was overexpressed, when \textit{trib1} was overexpressed in the \textit{cop1} CRISPants, αNT levels did not increase compared to \textit{cop1} CRISPants alone (14.12 compared to 14.57, Figure 3.19. B), and instead was comparable both with the \textit{cop1} CRISPants and both PR and \textit{tyrosinase} controls.

Together this data shows that when \textit{cop1} is depleted, the increased αNT fluorescence from \textit{trib1} overexpression is lost, indicating that NO production resulting from \textit{trib1} overexpression is dependent on \textit{cop1} expression.

As TRIB1 can signal through multiple pathways, not limited to COP1, it was also investigated whether other TRIB1 binding partners were required for the host-protective effect of \textit{trib1} overexpression. As well as possessing a COP1 binding site, the TRIB1 protein also contains a MEK binding site, and it was therefore investigated whether MEK was required for the protective effect of \textit{trib1} overexpression. A pharmacological approach was taken using the MEK inhibitor PD032591 (alternatively named Mirdametinib, Barrett \textit{et al.}, 2008).
Inhibition of MEK signalling with PD032591 does not affect the host-protective effect of trib1 overexpression: Nacre embryos were injected at the single cell stage with 1nl of either mRNA of trib1 (100ng/μl) to overexpress trib1, or a phenol red (PR) control. At 26hpf, embryos were immersion treated with either 10μM PD032591 (MEK inhibitor) or DMSO control. Embryos were infected systemically with 100cfu Mycobacterium marinum (mCherry fluorescent strain), imaged at 4dpi (representative images in A), and fluorescence quantified using ZF4 software (B). Quantification represents 3 independent experiments, 79-90 total fish per group. Statistical analysis determined using one-way ANOVA with Bonferroni’s multiple comparisons post hoc test. P values stated on graph. Image scale bars = 1mm.

Consistent with previous results, trib1 overexpression significantly reduced bacterial burden compared to PR controls in the DMSO treated control groups (293.1 compared to 559.8, Figure 3.20. A and B). The bacterial burden of PR controls treated with PD032591 was not significantly different to the burden of PR controls treated with DMSO (418.4 to 559.8 respectively, Figure 3.20. A and B). Larvae with trib1 overexpression and treated with PD032591 had significantly lower bacterial burden compared to PR control larvae also treated with PD032591 (240.9 compared to 418.4, Figure 3.20. A and B).

This data suggests that the host-protective effect of trib1 overexpression in the M. marinum infection model is not dependant on MEK signalling. PD032591 has previously been used to successfully inhibit MEK in the zebrafish embryo (Anastasaki et al., 2012), however there is no readout of MEK inactivation by the drug in my assay, so it cannot be certain that the drug is functional.
3.4. Discussion

TRIB1 has previously been shown to be a key regulator of multiple inflammatory factors and inflammatory cell function, influencing pathologies with an inflammatory component including cancer and atherosclerosis (Johnston et al., 2019; Yoshino et al., 2021). Innate immunity and production of inflammatory factors are key defence mechanisms against invading pathogens, yet the role of TRIB1 in immune response to infection is poorly understood. In this thesis chapter I expand upon current knowledge and present a new role for TRIB1 in the context of mycobacterial infection. Using the zebrafish model organism, I show that trib1 is required for a successful host response to Mycobacterium marinum infection, and overexpression of trib1 can improve infection outcome and increase production of anti-microbial factors NO and IL-1β. I also show a role for cop1, a key binding partner of TRIB1, which is required for the host-protective effects of trib1 overexpression. The novel in vivo tools developed to investigate the immune roles of tribbles using zebrafish, create new opportunities to further investigate Tribbles as a potential therapeutic target, not only in an infection, but a wider range of disease contexts.

A key finding of this thesis chapter was that overexpression of trib1 was host-protective in a zebrafish TB model. Lai et al. (2015) identified TRIB1 as an overly abundant transcript in TB-IRIS patients, creating a potential link between TRIB1 and TB infection. Patients with TB-IRIS, a hyper-inflammatory condition, resulting from an over-active and uncontrolled immune response to TB infection (Lanzafame and Vento, 2016), possessed consistently high transcripts of TRIB1, suggesting that TRIB1 expression was increased in the hyper-inflammatory condition. This is in line with literature showing that TRIB1 has a key role in the regulation of pro-inflammatory profiles (Arndt et al., 2018; Niespolo et al., 2020; Ostertag et al., 2010). Therefore, having a greater expression of TRIB1 may initially appear detrimental to the host, which contradicts the findings in this thesis chapter, where trib1 overexpression was beneficial and improved infection outcome. However, the timing and control of inflammatory signals in TB is crucial, and I believe that the difference in the timing of TRIB1 expression may account for some of the conflicts observed between the models, with the early trib1 overexpression being protective and beneficial in the zebrafish model but later-stage overexpressed TRIB1 as a detriment to TB-IRIS patients. If inflammatory signals are initiated early in infection, this can improve infection outcome and reduce bacterial burden, whereas if inflammatory signals are introduced later in infection, this can be harmful to the host. An example of this is control of inflammatory response with HIF-1α signalling, where early stabilisation and activation of Hif-1α signalling is beneficial to the host (Elks et al., 2013; Lewis and Elks, 2019; Ogryzko et al., 2019), but activation in later progressed infection stages, or excessive HIF-1α is hyper-inflammatory and can increase bacterial burden in animal models.
(Braverman and Stanley, 2017; Domingo-Gonzalez et al., 2017). This is true not only in the case of TB, but many other infections, including COVID-19 and fungal infections, where uncontrolled inflammatory and immune responses are a detriment to the host, but similar mechanisms are required (albeit on a more controlled scale or different timing) for a successful immune response to the pathogen (Romani and Puccetti, 2007; Tay et al., 2020).

The fact that $trib1$ depletion increased bacterial burden of $M. marinum$, the opposite effect to $trib1$ overexpression, gives further evidence for the potential role for $trib1$ in infection response. However, the full $trib1^{-/-}$ knockout fish had no significant differences in their levels of bacterial burden compared to wildtype siblings. The 14bp deletion was confirmed through sequencing, and should result in a premature stop codon, creating a truncated protein lacking all functional regions and bind sites. Unfortunately, due to disruption from the COVID-19 pandemic, I did not have time to show functional protein knockout. The differences in burden between the knockdown and knockout experiments may arise from the compensation of other genes, including $trib2$ or $trib3$. However, in single Trib knockout mouse models for Trib2 and Trib3, upregulation of remaining Trib isoforms was not observed (Okamoto et al., 2007; Takasato et al., 2008), indicating there may not be compensation from other TRIB family members in knockout animal models.

To further test the knockdown and knockout genetic approaches of $trib1$, ideally, I would also use a pharmacological inhibitor of TRIB1 and assess whether similar results are obtained from genetic and pharmacological approaches. To the best of my knowledge there are no current pharmacological inhibitors of TRIB1 function, with many studies using genetic approaches, mutant animal models or siRNA, but research into TRIB1’s regulatory mechanisms and auto-inhibition are paving the way for their development (Jamieson et al., 2018; Nagiec et al., 2015). As TRIB1 has been shown to influence macrophage polarisation states and inflammatory profiles via JAK/STAT signalling (Arndt et al., 2018), Chen et al. (2020) used the JAK inhibitor Ruxolitinib to reduce TRIB1 gene expression both in vitro and in vivo, and approaches such as these could potentially be tried in the zebrafish model to inhibit $trib1$ expression.

The expression level of $trib1$ is low within the zebrafish compared to other trib isoforms, was almost undetectable in immune cells through RNAseq, does not change in response to infection, and knockdown increased $M. marinum$ burden. Therefore, the low level of $trib1$ may act as a bottleneck, providing a low level of support to the immune response, that when bolstered, can produce a highly protective effect against infection and when depleted, results in a detrimental effect to the host and a worsened infection outcome. This effect was isoform specific to $trib1$ and not observed with other trib isoforms. Therefore, I have further validated
the potential for trib1 as a candidate for immunomodulation in the context of infection, and that early and controlled manipulation of trib1 expression can improve infection outcomes.

Whilst trib1 overexpression improved infection outcome, it was unclear how this protective effect was achieved and what the underlying mechanism was. Many of the regulatory functions of TRIB1 are dependent on COP1. As the protective effect of trib1 overexpression was reduced when cop1 was depleted (though not totally lost), it appears there is some dependency on cop1 expression to produce the protective effect of improving the outcome of M. marinum infection. Interestingly, cop1 CRISPants possess slightly reduced burden compared to controls without the overexpression of trib1, suggesting that cop1 depletion may offer a small level of protection. In cancer cell lines infected with Mycobacterium bovis Bacillus Calmette-Guérin (BCG), BCG induced Sonic Hedgehog signalling increasing COP1 expression, leading to the inhibition of apoptosis in the cell line (Holla et al., 2014), indicating there may be a COP1 response to mycobacterial infection.

To further consolidate whether the cop1 CRISPant burden resulted from the cop1 guideRNA, I sought to inhibit cop1 using different methods. As there is no current pharmacological inhibitor of cop1, I opted to design CRISPR-Cas9 guideRNAs to genes within the cop1 family. COP1 (also named Ring finger and WD domain 2 (RFWD2)), has two family members, RFWD1 (or TNF Receptor Associated Factor 7 (TRAF7)) and RFWD3, all of which are E3 ubiquitin ligases. A successful traf7 guide was designed and tested but concern was raised this would not be the best approach. As TRIB isoforms can bind multiple E3 ubiquitin ligases (Xu et al., 2014), including but not limited to COP1, many of which are yet to be identified, it is plausible that TRIB1 could bind other RFWD family members and have functional effects. Therefore, traf7 may have its own functional roles relating to trib1, making it a problematic control for cop1.

As the protective effect of trib1 overexpression was not entirely dependent on cop1 expression, other signalling mechanisms of TRIB1 were assessed, such as those activated via MEK binding (Guan et al., 2016; Yokoyama et al., 2010). MEK signalling plays a role in the innate and adaptive immune response to mycobacterial infection, as upregulation of granulocyte-macrophage colony stimulating factor (GM-CSF), a factor responsible for macrophage activation and recruitment, is mediated via MEK1 (Cho et al., 2013) and TB antigen-specific Treg activation can be modulated using MEK1 inhibitors (Lieske et al., 2015). Pharmacological inhibition of MEK with PD032591 did not affect bacterial burden compared to controls and did not impede the host protective effect of trib1 overexpression, indicating that the protective effect is likely acting predominantly through alternative pathways, and not a combination of COP1 and MEK. Whilst the MEK inhibitor was determined to work through a
colleague’s assay, I cannot be completely sure the compound is active in my experiments, and ideally the pharmacological inhibition could be complemented with a genetic inhibition, such as via CRISPR-Cas9 knockdown, or a different inhibitor compound to corroborate this result.

The zebrafish Trib1 MEK binding site also has a two amino acid difference compared to human TRIB1. Even a single amino acid change in a functional binding site can affect substrate binding and downstream signalling, shown by the Q84R missense polymorphism (glutamine to arginine at position 84) in mammalian TRIB3 (Prudente et al., 2005) which results in a gain-of-function effect, increasing Akt inhibition and creating a risk factor for cardiovascular disease (Prudente et al., 2005), metabolic syndrome and atherosclerosis (Gong et al., 2009). Therefore, difference in the catalytic sites between zebrafish Trib1 and human TRIB1 may also result in different degrees of functional activity, especially as the MEK binding site sequence is important for TRIB1-induced C/EBPα degradation (Yokoyama et al., 2010).

TRIB1 can regulate the inflammatory profiles and function of innate immune cells. Trib1−/− mice have a defective inflammatory response, with reduced pro-inflammatory gene expression (including Nos2 and Il1b compared to controls) and BMDMs that produce less NO and have defective phagocytosis (Arndt et al., 2018). In the zebrafish, trib1 overexpression increased production of pro-inflammatory factors, indicating this control of inflammatory factors NO and IL-1β via trib1 is conserved within the fish. The NO response generated by TRIB1’s regulation may be produced through JAK/STAT signalling, of which TRIB1 regulates to influence macrophage polarisation phenotypes via STAT3 and STAT6 (Arndt et al., 2018). Polarised macrophage subsets have also been identified in the zebrafish model, with heterogeneity observed in the macrophage population for inflammatory markers (Nguyen-Chi et al., 2015). It is unclear whether zebrafish trib1 could regulate macrophage inflammatory profiles via STAT3 and STAT6 as in the murine model, but as zebrafish Stat3 has roles in macrophage efferocytosis, survival and cytokine secretion (Campana et al., 2018) and Stat6 has roles in type 2 immune signalling (Cronan et al., 2021) this could be conserved and a potential mechanism of trib1 regulation of inflammatory phenotypes.

Both NO and IL-1β are microbial factors that are essential to combat M. marinum infection (Elks et al., 2013; Ogryzko et al., 2019). In the zebrafish, neutrophils are the key cellular producer of NO and are vital for a successful anti-mycobacterial response (Elks et al., 2013) and here I show that overexpressing trib1 can enhance the neutrophilic NO response. It is unclear if this is the key source of the host-protective effects of trib1 overexpression. As inducible nitric oxide synthase (iNOS) is a key enzyme that produces NO (Knowles and Moncada, 1994), I aimed to test this in the zebrafish using iNOS inhibiting compounds, but
treatment with these compounds did not impede the protective effect of trib1. Ideally this would also be tested using a genetic approach alongside a pharmacological one, to consolidate results.

If the protective effect of trib1 is not a result of increased neutrophilic NO production, how is the protective effect being induced? It is not due to a change in leukocyte numbers, as these were unaffected by trib1 manipulation, unlike what is observed in Trib1 deficient mice, where the number of neutrophils is increased due to dysregulated C/EBPα (Satoh et al., 2013). Similarly to mammalian neutrophil differentiation, zebrafish neutrophil differentiation is partly regulated via C/EBP transcription factors including Cebpα (Dai et al., 2016), Cebp1 (the functional homolog of mammalian C/EBPε, Jin et al., 2016) and Cebpβ (Wei et al., 2020). It is therefore unclear why trib1 manipulation did not affect neutrophil differentiation in the zebrafish as in the murine model and highlights potential differences in the function of zebrafish trib1 compared to mammalian TRIB1.

Aside from influencing leukocyte differentiation, the protective effect of trib1 overexpression could arise from other inflammatory factors that TRIB1 regulates, such as IL-1β, which would be interesting to investigate further using il-1β knockout zebrafish. The human IL1B gene promoter region binds the transcription factor C/EBPβ (Lind et al., 2007; Zhang et al., 2014) which acts to regulate its expression in TB infection (Zhang et al., 2014). If like in mammalian organisms, zebrafish trib1 can regulate C/ebp transcription factors, this may be a potential mechanism for the upregulation of Il-1β production following trib1 overexpression.

Other factors that I have not investigated in this chapter, such as macrophage function and phagocytosis could also contribute to the protective effect of trib1 overexpression. How trib1 manipulation regulates the macrophage response could be further investigated in the zebrafish model, because Trib1−/− murine BMDMs have decreased phagocytic function (Arndt et al., 2018), this may be conserved across models..

Zebrafish leukocytes express relatively low levels of trib1 expression compared to other trib isoforms, and relatively high levels of trib3. This is the opposite pattern of TRIB expression in human leukocytes, where TRIB1 is the most highly expressed TRIB isoform. It is unclear what the cause of the difference in isoform expression between species is, but as the zebrafish trib expression is similar (with higher trib3 and lower trib1 expression) at both larval and adult stages of zebrafish development this is not due to the developmental stage of the model. As well as leukocytes, other blood cell populations such as thrombocytes exhibited stronger expression levels of trib3 compared to other trib isoforms. Interestingly, thrombocytes have also been shown to have roles in mycobacterial infection, including for M. marinum. Hortle et al. (2019) show that M. marinum infection induced thrombocytosis, with increased numbers of
thrombocytes recorded at 5dpi. This could correspond with or partly account for the significant increase of trib3 expression at 4dpi. Inhibition of thrombocytes can restore protective immunity in M. marinum infection, as infection-induced platelet activation compromises host immunity and anti-platelet drug treatment reduced bacterial burden (Hortle et al., 2019). TRIB3 has been shown to be a negative regulator of megakaryocytopoiesis in vitro using primary haematopoietic cell cultures (Butcher et al., 2017). However, manipulation of zebrafish trib3 expression had no significant effect on M. marinum burden, so it is unclear whether trib3 regulates thrombocytes in the zebrafish model. As thrombocytes develop in the zebrafish embryo after 40hpf (Lin et al., 2005), the zebrafish model could be used to investigate this further using the trib manipulation tools I have developed in this chapter.

TRIB1 is primarily associated with inflammation and immune response, whereas TRIB3 is strongly associated with metabolic function, including the regulation of glucose homeostasis (Angyal and Kiss-Toth, 2012; Prudente et al., 2012; Zhang et al., 2013), but also has regulatory roles of innate immune cells such as macrophages (Steverson et al., 2016; Wang et al., 2012). There are robust links between glucose metabolism and innate immune response, such as the glycolytic switch which is closely related to macrophage polarisation (reviewed by Zhu et al., 2015). Further investigating the roles of not only trib1 but also trib3 within the fish may shed further light on the similarities and differences between human and zebrafish TRIB isoforms. Both glucose and lipid metabolism have roles in infection defence when utilised by immune cells. In Mycobacterium tuberculosis infection, lipid droplets produced by macrophages can be used as an antimicrobial mechanism (Knight et al., 2018), or a source of lipids for M. tuberculosis to utilise (Daniel et al., 2011) as a method to potentially manipulate host macrophage defence (Menon et al., 2019). This process could potentially be influenced by Tribbles, especially TRIB3, as Tribbles can regulate lipid metabolism and lipid levels in other cell types and organisms, shown in D. melanogaster where trbl knockdown increased circulating triglyceride levels (Das et al., 2014b), Trib3 knockdown in a murine adipose cell line (3T3-L1) which increased intracellular triglycerides (Takahashi et al., 2008) and targeted deletion of murine Trib3 resulted in elevated triglyceride levels in the liver (Örd et al., 2018). However, this thesis data suggests zebrafish trib3 has a lesser role in infection defence, as despite trib3 expression increasing at later stage M. marinum infection, overexpression or knockdown of trib3 had no significant effect on infection outcome.

RNAseq datasets showed that trib3 was the most strongly expressed trib isoform in zebrafish larvae, not only in leukocyte and blood cell populations specifically but also across the remaining fish tissues. Zebrafish trib isoforms are expressed predominantly within the brain, determined by in situ hybridisation, which may account for most of the expression from the non-immune cell fractions. All three human TRIB isoforms have some association with
neurological conditions in humans: TRIB1 as a risk factor for ischemic stroke (Zhang et al., 2019) and age-related macular degeneration (Restrepo et al., 2014), TRIB2 in narcolepsy (Cvetkovic-Lopes et al., 2010; Tanaka et al., 2017) and TRIB3 in Alzheimer’s disease (Liu et al., 2018; Lorenzi et al., 2018) and Parkinson’s disease (Aimé et al., 2015), showing a potential role for all three TRIB isoforms in the brain. Neural zebrafish trib isoform expression is spatially distinct, suggesting separate functions of different trib isoforms. There may be some developmental role for Tribbles within the brain as Trib3 is also expressed within the developing mouse brain (Örd et al., 2014). TRIB3 has been shown to regulate apoptotic factors within the brain such as Bcl2 via the transcription factor FOXO3 (Saleem and Biswas, 2017). Whilst apoptosis within the brain can be detrimental at later life stages, during embryonic stages it is essential, with neural pruning events occurring during embryo development to create a healthy brain (Kuan et al., 2000; Nijhawan et al., 2000). Neural pruning is a largely apoptotic event that occurs in zebrafish at ~3dpf (Peri and Nüsslein-Volhard, 2008) and may reflect the trib3 expression observed in the brain at this timepoint via in situ hybridisation.

The effect of trib1 overexpression closely mimicked the effects of Hif-1α stabilisation, with an increase in the production of anti-microbial factors NO and IL-1β and a decrease in M. marinum burden. This led me to question whether there was a potential link between trib1 and Hif-1α signalling. HIF transcription factors respond to oxygen tension and are stabilised under hypoxic conditions. TRIB3 has been shown to be associated with hypoxic response, and HIF-1α signalling. TRIB3 is significantly associated with HIF-1α in renal cell carcinoma patients and HIF-1α binds to multiple regions in the TRIB3 promoter, with HIF-1α overexpression resulting in upregulation of TRIB3 expression (Hong et al., 2019). In lung adenocarcinoma cells, TRIB3 knockdown decreased levels of HIF-1α (Xing et al., 2020), indicating a feedback loop between TRIB3 and HIF-1α, where one can regulate the other and vice-versa. As well as TRIB3, a potential link between TRIB2 and HIF-1α has been reported, as depletion of TRIB2 significantly decreased the effect of TNFα on HIF-1α stability and accumulation in multiple cancer cell lines (Schoolmeesters et al., 2012). However, there is no current link identified between TRIB1 and HIF-1α.

Using predictive tools such as Tomtom motif comparison tool (https://meme-suite.org/meme/tools/tomtom), a possible HIF-1α binding site in the 3’ UTR of the human TRIB1 gene was identified (performed by Sumeet Deshmukh, PhD student of Kiss-Toth lab), showing potential for transcriptional regulation of TRIB1 via HIF-1α, indicating that HIF-1α could be upstream of TRIB1. A link between HIF-1α and Tribbles was recently described in Drosophila melanogaster. Overexpression of Sima, the D. melanogaster homolog of HIF-1α, induced gene expression of Trbl in larvae, whilst a knock down of Trbl abolished the effect of
Sima overexpression on larval body growth, showing a direct and functional link between Sima and Trbl (Noguchi et al., 2022). This finding in D. melanogaster suggests a link between HIF-1α and Tribbles could be evolutionarily conserved and could be investigated further using the zebrafish model. Through either genetic or pharmacological approaches, Hif-1α signalling could be stabilised in the zebrafish model, then trib1 (along with the other trib isoforms) could be assessed using methods such as quantitative PCR. Comparatively little is known about the upstream regulators of TRIB expression, compared to downstream targets of Tribbles. Recently, c-MYC was identified as an upstream regulator of TRIB1 transcription, with two c-MYC bind sites located in the TRIB1 promoter and silencing of c-MYC resulting in decreased abundance of TRIB1 mRNA in prostate cancer cells (Shahrouzi et al., 2020). HIF-1α can engage c-MYC using wide-ranging mechanisms depending on the cell context (Huang, 2008). HIF-1α can act antagonistically with c-MYC (in the context of cell cycle regulation) and displace c-MYC from shared target genes such as CDKN1A (Koshiji et al., 2004) and can inhibit c-MYC in the context of mitochondrial biogenesis (Zhang et al., 2007). However, HIF-1α and c-MYC can also work together, co-operating to enhance shared target genes such as PKD1 and VEGFA in lymphoma cell lines (Kim et al., 2007). Under normoxic conditions oncogenic c-MYC is even required for constitutive high HIF-1 protein levels and activity in multiple myeloma cells (Podar and Anderson, 2010). Therefore, as well as directly interacting with TRIB1, HIF-1α could potentially regulate TRIB1 through interaction with its other upstream factors such as c-MYC.

Alongside assessing the potential of HIF-1α as an upstream target of TRIB1, I also attempted to identify points of interaction between the Tribbles and HIF-1α regulatory pathways. As Tribbles proteins can bind multiple E3 ubiquitin ligases (Xu et al., 2014), I hypothesised that there could be binding of Von Hippel-Lindau (VHL) protein, a tumour suppressor and E3 ubiquitin ligase, that targets HIF-1α for degradation. If TRIB1 could bind VHL, this would decrease available VHL, increasing HIF-1α stability and downstream signalling, shown by VHL−/− animals which have activated HIF-α signalling (van Rooijen et al., 2011, 2009). Alternatively, trib1 overexpression could increase binding and activation of MEK1, an activator of the MAPK pathway. MEK1 overexpression has been shown to stimulate the transactivation of HIF-1α and its cofactor p300 (Sang et al., 2003), therefore an overexpression of TRIB1 could activate HIF-1α signalling via MEK1. These do not appear to be the case in the zebrafish however as overexpression of trib1 did not increase expression in the phd3:GFP transgenic line, indicating that there was no activation of Hif-α signalling.

Whilst this work has produced novel zebrafish tools with which to study the role of Tribbles in innate immunity, including overexpression tools, in situ hybridisation probes and knockdown/outs there are still limitations and gaps remaining in our knowledge. The majority
of regulation by Tribbles occurs at the protein level, but I lacked a suitable antibody against Trib1 that was functional for zebrafish experiments, and I believe this would be useful for future studies, potentially more so than a transgenic line, especially with the low expression level of trib1. Most of the tools developed focus on the RNA and transcriptional level, meaning there is a lack of information of protein level regulation. Despite a polyclonal TRIB1 antibody available which has been used for both western blot and immunostaining (Fu et al., 2017; Kung and Jura, 2019), I was unable to perform successful zebrafish whole mount staining with it, and the binding epitope was not conserved in zebrafish Trib1 indicated by an NCBI Blast search.

This work has identified a role for Trib1 in mycobacterial infection, with overexpression of trib1 improving infection outcome and increasing production of proinflammatory factors in the zebrafish model. The M. marinum infection model has been used for almost a decade and is well established (Cronan and Tobin, 2014; Meijer and Spaink, 2011). As trib1 can induce host protective effects within this model, a further step in this research could be to translate it to mammalian systems. Due to the difference in leukocyte expression of zebrafish trib1 to human TRIB1, if these results could be recapitulated in a mammalian model this would support the role of Trib1 in the defence of mycobacterial infection. One way to translate this research would be to utilise transgenic mice that possess either an overexpression or knockout for Trib1 and use either M. tuberculosis, or even Bacillus Calmette-Guérin (BCG).

An alternative to using a murine model would be to use human cell types in in vitro assays. The effects of TRIB1 manipulation (both overexpression or knockdown with genetic tools such as siRNA) in human leukocytes could be investigated in phagocytosis or killing assays, either using M. tuberculosis or even M. marinum as a lower safety level pathogen. Using human primary leukocytes, cytokine production alongside other immune factor production such as NO could be measured, to validate further the results observed within the zebrafish model and elucidate cellular killing mechanisms towards mycobacteria that are altered. Investigating the differences between leukocytes (both macrophages and neutrophils) with and without trib1 overexpression via RNAseq would be especially useful to identify what changes upon overexpression of trib1 that may contribute to anti-mycobacterial host response.

As well as translational research, further investigation into the regulatory mechanisms of zebrafish trib1, to broaden understanding of what is and is not conserved with mammalian systems and how the zebrafish model could be used to advance understanding of the biological roles of trib1 and other trib isoforms. As previously mentioned, the zebrafish could provide a useful tool to investigate a potential developmental role of trib3, the potential role of trib3 in platelet development, and a neurological role for all three trib isoforms.
Together this data shows the potential of targeting TRIB1 therapeutically to improve infection outcome. Dysregulation of TRIB1 also contributes to multiple pathologies, which enhances the use for a potential TRIB1 modulating mechanism. Due to its many regulatory functions, targeting of Trib1 must be carefully controlled as to not produce off-target or unwanted effects. I believe that therapeutically targeting TRIB1 in a controlled manner in infection may be beneficial to the host. This will depend on both the timing treatment and degree of manipulation, which needs to be subtle and controlled. Too much TRIB1 may push inflammation too far where damage occurs to host tissue, and too late may have no effect, therefore controlled and transient overexpression could provide the best approach. The concept of host immunomodulation is an emerging therapeutic avenue for infectious disease, especially with the continually increasing problem of anti-microbial resistance in multiple pathogens and could potentially be used alongside anti-microbial drug treatment. To aid the efficiency of host immunomodulation, and to help avoid off-target effects, specific targeting methods can be used, such as new technologies for cell specific delivery. Polymersomes have been shown to be a promising avenue for drug delivery to immune cells and could be utilised for the delivery of host immunomodulatory compounds and factors (Fenaroli et al., 2020). There is currently research into developing pharmacological methods to modulate TRIB1 function, either through small molecule inhibitors, or identification of compounds which may activate its signalling pathways. The research from my thesis shows the potential for TRIB1 targeting in an infection context as well as other disease contexts where these TRIB1 modulating compounds could be beneficial. Therefore, with targeted delivery methods and transient manipulation of TRIB1 through pharmacological or genetic approaches, this could potentially improve infection outcome of mycobacterial infection and pave the way for further research into TRIB1 as a target for host-derived therapies.

To conclude, in this thesis chapter I describe the first study to investigate the role of TRIB1 in mycobacterial infection, adding to evidence of its role in innate immunity. I present novel tools to investigate trib1 function using the zebrafish as a model organism which will provide a useful model organism to study the potential of TRIB1 as a host-derived therapeutic target.
4. Hif-1α stabilisation increases pro-inflammatory neutrophilic control of *Candida albicans* infection *in vivo*

4.1. Introduction

4.1.1. Fungal infections and anti-microbial resistance

Fungal pathogens are often overlooked in comparison to other pathogenic agents, despite causing large numbers of infection and mortality globally. Fungal infections range from superficial infection (e.g. that of the skin, estimated burden of >1 billion) to actively invasive infection (estimated burden ~2 million, Bongomin *et al.*, 2017). Multiple species of pathogenic fungi contribute to this global burden, with key contributions from *Aspergillus*, *Candida* and *Cryptococcus* species (Bongomin *et al.*, 2017; Vallabhaneni *et al.*, 2016). Fungal pathogens are often difficult to treat, posing a particular threat to immunocompromised individuals, due to the eukaryotic nature of fungal pathogens and limited availability of antifungal agents. Invasive fungal infections (IFIs) are prevalent in transplant patients where immunosuppression is critical for transplant success, with 5% to 50% of kidney and liver transplant patients contracting IFI and *Aspergillus* and *Candida* species causing over 80% of fungal infection in transplant patients (Dictar *et al.*, 2000). In neutropenic patients, IFIs are leading causes of morbidity and mortality (Herbrecht *et al.*, 2000; Walsh and Gamaletsou, 2013; Warnock, 1998), presenting a critical role of neutrophils in the host antifungal defence.

The difficulty in treating fungal pathogens is increased by the concerning rise of resistance against antifungal treatments, observed commonly in *Candida* and *Aspergillus* spp. which both pose major threats to immunocompromised or immunosuppressed patients (Ravikumar *et al.*, 2015; Wiederhold, 2017). Due to the limited arsenal of antifungal treatments, rise of antifungal drug resistance and global problem of fungal infections, urgent alternative therapies are needed to treat fungal infections (Eades and Armstrong-James, 2019; Lortholary and Dupont, 1997; Perlin *et al.*, 2017). One potential therapeutic avenue is the development of host-directed therapies (HDTs). HDTs aim to modulate the host immune response, improving the natural antifungal capacities of patient immunity opposed to targeting the pathogen directly, circumventing the opportunity for the fungal pathogen to develop resistance. To develop HDTs, we first require a robust knowledge of a) how immune response responds to fungal infection, b) how fungal pathogens may subvert the host immune response to identify potential areas for intervention and c) what are the genetic and molecular drivers of these processes.
4.1.2. Neutrophil and macrophage defence against *Candida albicans*

The innate immune system provides the first response to invading pathogens, including fungi, and is crucial in the control and clearance of pathogens, and also the co-ordination of the entire host immune response to pathogenic challenge (reviewed by Romani, 2011). Two key cellular components of the innate immune system, macrophages and neutrophils, have key roles in fungal defence. In the case of *Candida* and *Aspergillus* species, neutrophils have major roles in containment and clearance, shown in part by the prevalence of these pathogenic fungi in neutropenic patients (Herbrecht *et al*., 2000; Walsh and Gamaletsou, 2013; Warnock, 1998). Neutrophils have multiple antifungal mechanisms, including phagocytosis (Salvatori *et al*., 2018), degranulation (Levitz and Farrell, 1990; Swamydas *et al*., 2016), production of natural anti-microbial and pro-inflammatory factors such as nitric oxide (NO, Bernal-Martínez *et al*., 2021; Cheng *et al*., 2019; Leal *et al*., 2012; Miramón *et al*., 2012), and neutrophil extracellular traps (NETs, Urban and Nett, 2019). Therefore, neutrophils have a key role in host antifungal immune response, especially in the context of candidiasis and aspergillosis.

Alongside neutrophils, macrophages also contribute to antifungal immune response, infiltrating infected tissues to aid fungal clearance through phagocytosis (Austermeier *et al*., 2020). Both neutrophils and macrophages are capable of phagocytosis of *Candida albicans*. Neutrophils possess a lower phagocytic capacity compared to macrophages *in vitro*, with neutrophils effectively clearing yeast form cells and macrophages engulfing more hyphal form cells (Rudkin *et al*., 2013). The morphology of the yeast affects virulence of *Candida albicans*, as the yeast form is a commensal microbe and is denoted as less virulent, whereas the hyphal form is associated with invasive infection and is more virulent (Noble *et al*., 2017; Witchley *et al*., 2019). Macrophages are susceptible to more virulent *Candida albicans* immune evasion and killing mechanisms than neutrophils, due to higher levels of macrophage engulfment of hyphal forms (Rudkin *et al*., 2013). *Candida albicans* hijacks macrophages, inducing their cell death via pyroptosis (Uwamahoro *et al*., 2014; Vylkova and Lorenz, 2017; Wellington *et al*., 2014), or prevents macrophage division and proliferation (Lewis *et al*., 2012) to facilitate fungal escape and survival. Macrophages contribute to the dissemination of *Candida albicans* to secondary infection sites, acting as ‘Trojan horses’ in a murine infection model (Scherer *et al*., 2020). In a zebrafish model of mucosal candidiasis, it was neutrophils and not macrophages that were host-protective against infection, and blocking neutrophil recruitment accelerated infection progression (Gratacap *et al*., 2017). Due to their multiple anti-fungal mechanisms and key role in the defence against *Candida albicans* infection, neutrophils were a cell type of interest for immunomodulation.
4.1.3. Hypoxia inducible factor-1α (HIF-1α) as regulator of neutrophil function

Hypoxia inducible factors (HIFs) have been shown to be fundamental regulators of neutrophil biology and are an attractive target for host immunomodulation. HIFs are transcription factors which govern the cellular response to pathophysiological hypoxic environments (e.g., infected tissues or wounds), and are therefore crucial in myeloid cells which aid immune responses (Thompson et al., 2013). HIF-1α can modulate fundamental neutrophil behaviours and mechanisms associated with pathogenic defence, including lifespan (Walmsley et al., 2005), NET formation (McInturff et al., 2012) and production of inflammatory and antimicrobial factors including NO (Elks et al., 2013, 2011). Immunomodulation of host immunity (including neutrophils) towards a more anti-microbial state via HIF-1α stabilisation is host-protective in multiple animal models of bacterial infection (Braverman and Stanley, 2017; Elks et al., 2013; Lin et al., 2015). In models of tuberculosis infection, an upregulation of NO production, resulting from HIF-1α stabilisation, contributed to the host-protective effects (Braverman and Stanley, 2017; Elks et al., 2013).

Hypoxia is present in the foci of most fungal infections (Grahl and Cramer, 2010). In terms of Candida albicans, which can switch between a yeast and more infectious hyphal morphology, hypoxia may play an important factor in hyphal formation and switching, as under anaerobic conditions Candida albicans grows exclusively in the hyphal morphology in vitro and hypoxic conditions result in fungal metabolic reprogramming (Burgain et al., 2020; Desai et al., 2015; Dumitru et al., 2004). However, the role of HIFs in fungal infections requires further study to address current gaps in our knowledge of how HIF signalling may contribute to the defence against fungal infection. A protective role of HIF-1α has been suggested using murine models of Candida albicans (Li et al., 2018) and Histoplasma capsulatum (Fecher et al., 2016) infection, where in both models, knockout of myeloid HIF-1α resulted in the mice being more susceptible to fungal infection. In a murine model of systemic Candida albicans infection, myeloid HIF-1α knockout mice possessed higher fungal burdens and severe histopathological inflammation in the kidney (Li et al., 2018). Conversely, when HIF-1α signalling was stabilised pharmacologically in both murine peritoneal and human macrophages pulsed with Candida albicans, TNFα was increased in the cell supernatant and fungal burden was significantly decreased compared to controls in vitro (Li et al., 2018). This study provides evidence of a protective role of myeloid HIF-1α and suggests that stabilising HIF-1α signalling could potentially produce host-protective effects. Activation of HIF-1α was shown to reduce colonisation of Candida albicans in the murine gut, a process that was aided by commensal gut bacteria such as Bacteroidetes thetaiotamicron which induced Hif1α mRNA expression in murine colons (Fan et al., 2015). Pharmacologic activation of colonic HIF-1α significantly reduced fungal gastrointestinal colonization at 5 days post infection and significantly increased
survival from invasive disease (Fan et al., 2015). This study shows a host-protective role of HIF-1α against Candida albicans infection in the gut, a defensive process that is either contributed to or produced by the host’s microbiome. Therefore, the antifungal roles of HIF-1α, and its potential as a therapeutic target to improve fungal infection outcome warrants further investigation using relevant in vivo models.

4.1.4. Hypothesis and Aims

I hypothesised that HIF-1α stabilisation would improve infection outcomes of fungal infections, due to the role of neutrophils in antifungal host immune response, the ability of HIF-1α to regulate neutrophil antimicrobial function, and that HIF-1α stabilisation can improve bacterial infection outcomes.

To address this hypothesis, the zebrafish fungal infection models for Candida albicans and Cryptococcus neoformans were used to assess infection outcome in vivo. Using these two infection models multiple research aims were investigated:

- To characterise how fungal pathogens influence host innate immune response in vivo, including neutrophilic and NO responses
- To determine the effect of HIF-1α stabilisation on the outcome of Candida albicans and Cryptococcus neoformans infection
- To investigate how HIF-1α stabilisation alters innate immune response to Candida albicans and Cryptococcus neoformans infection
4.2. Materials and Methods

4.2.1. Zebrafish maintenance and ethics statement

All zebrafish were raised in The Bateson Centre (University of Sheffield, UK) and maintained according to standard protocols (zfin.org) in Home Office approved facilities. All procedures were performed to standards set by the UK Home Office, on embryos less than 5.2 dpf (days post fertilisation) which were therefore outside of the Animals (Scientific Procedures) Act. Adult fish were maintained at 28°C with a 14/10-hour light/dark cycle. Nacre zebrafish were used as a wildtype line for obtaining embryos for fungal burden imaging and mortality experiments, for the imaging benefit of lack of pigmentation. A table of transgenic lines used in this thesis chapter is detailed in Table 4.01.

Table 4.010. - Transgenic zebrafish lines used in this study

<table>
<thead>
<tr>
<th>Zebrafish line</th>
<th>Allele number</th>
<th>Labelling</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tg(mpeg:nls clover)</td>
<td>sh436</td>
<td>Macrophages (nuclei marker)</td>
<td>Bernut et al., 2019</td>
</tr>
<tr>
<td>Tg(mpx:GFP)</td>
<td>i114</td>
<td>Neutrophils</td>
<td>Renshaw et al., 2006</td>
</tr>
<tr>
<td>Tg(lyz:nfsB.mCherry)</td>
<td>sh260</td>
<td>Neutrophils</td>
<td>Buchan et al., 2019</td>
</tr>
<tr>
<td>Tg(phd3:GFP)</td>
<td>i144</td>
<td>phd3 gene expression (Hif/hypoxia reporter)</td>
<td>Santhakumar et al., 2012</td>
</tr>
</tbody>
</table>

4.2.2. Pharmacological Hif-1α stabilisation via compound treatment

Zebrafish larvae were immersion treated with Hif-1α stabilising compound FG4592 (also named Roxadustat, Selleckchem), reconstituted in dimethyl sulfoxide (DMSO, Sigma-Aldrich). FG4592 was diluted to desired concentration for immersion treatment in E3 media (2.5μM FG4592), with DMSO used as a control compound. Zebrafish larvae were dechorionated at 1dpf and transferred to 6 well tissue culture plates (WPI) at a density of 15 larvae in 3ml compound treatment per well. Zebrafish larvae were immersion treated from 4 hours prior to infection until 24 hours post infection (hpi) where they were transferred to clean E3 media.

4.2.3. Genetic Hif-1α stabilisation via microinjection of RNA

Genetic manipulation of Hif-1α towards either stabilisation or suppression was achieved through injection of dominant active *hif-1ab* (DAHIF1) and dominant negative *hif-1ab* (DNHIF1) RNA (previously described in Elks et al., 2013). 1nl 100ng/μl RNA, measured using a graticule, was microinjected into the yolk single cell stage embryos. Injected embryos were
transferred to petri dishes containing E3 media with 10⁻⁵ % (v/v) Methylene blue (Sigma-Aldrich, density of 60 embryos in ~30ml per dish).

4.2.4. Pathogen culture and injection preparation

Infection experiments were performed using the fluorescent *Candida albicans* strains TT21-mCherry (Seman et al., 2018) or SN148-GFP (unpublished, generated by Ms Stella Christou, PhD student at University of Sheffield). Overnight liquid cultures were grown from fungal plates, then prepared for injection as previously described (Seman et al., 2018). Cultures were counted using a haemocytometer (Hawksley) and prepared in 10% Polyvinylpyrrolidone (PVP40, Sigma-Aldrich, w/v in PBS, Oxoid, with phenol red, Sigma-Aldrich) for desired injection dose which was injected into the circulation of zebrafish larvae at 30hpf via the caudal vein.

Infection experiments were performed using the fluorescent *Cryptococcus neoformans* strains Kn99-mCherry (Gibson et al., 2018) or H99-GFP (Voelz et al., 2010). Overnight liquid cultures were grown from fungal plates, then prepared for injection as previously described (Bojarczuk et al., 2016). Cultures were counted using a haemocytometer (Hawksley) and prepared in 10% PVP40 (Sigma-Aldrich, w/v in PBS, Oxoid, with phenol red, Sigma-Aldrich). 500 colony forming units (cfu)/nl injection dose was injected into the circulation of zebrafish larvae at 30hpf via the caudal vein.

4.2.5. Microinjection of zebrafish larvae

Prior to injection, zebrafish were anaesthetised in 0.168mg/ml Tricaine (MS-222, Sigma-Aldrich) in E3 media and transferred onto 1% agarose (w/v, Bioline) in E3+methylene blue plates, removing excess media. All pathogens were injected into the circulation using a microinjection rig (WPI) attached to a dissecting microscope, to create a systemic infection. A 10mm graticule was used to measure 1nl droplets for consistency, and droplets were tested every 5-10 fish and recalibrated if necessary. After injection, zebrafish were transferred to fresh E3 media for recovery and maintained at 28°C.

4.2.6. Fungal pathogen growth curves and *in vitro* imaging of *Candida albicans*

Growth curves were used to assess any effect of HIF modulating compounds on pathogen growth *in vitro*. For *Cryptococcus neoformans*, 10ml Yeast extract peptone dextrose (YPD, Fisher-Scientific) media in 50ml conical flasks was supplemented with either DMOG (100µM), FG4592 (5µM) or DMSO (1:1000 diluted). YPD media only condition was used for a control. Each condition was inoculated with 1.4ml overnight *Cryptococcus neoformans* (H99-GFP strain, Voelz et al., 2010) culture to give starting OD₆₀₀nm measurement of ~0.4. Cultures were incubated at 30°C and shaken at 180rpm. OD₆₀₀nm was measured hourly for 10 hours, diluting 100µl culture in 900µl YPD media for measurement.
For Candida albicans, 20ml YPD media in 50ml falcon tubes was supplemented with either DMOG (100μM), FG4592 (5μM) or DMSO (1:1000 diluted). YPD media only condition was used for a control. Each condition was inoculated with 200ul of overnight Candida albicans (TT21-mCherry strain) culture to give a starting OD$_{600nm}$ measurement of between 0.1-0.2. Cultures were incubated at 30°C and shaken at 200rpm. Every hour 800μl was removed from original 20ml culture and added to a cuvette to measure OD$_{600nm}$. When the OD$_{600nm}$ approached 1, 100μl of culture was removed and diluted in 900μl YPD for further measurements and value was multiplied by 10.

As Candida albicans can take both a yeast and a hyphal morphology, cultures were imaged to assess whether compound treatment influenced fungal morphology. 800μl of growth curve culture was removed at 6 hours post inoculation and centrifuged at 3000rpm for 3 minutes. Pellet was then resuspended in 1ml PBS to wash and wash step was repeated twice. 1μl of 1mg/ml CalcoFluor White (CFW, Sigma-Aldrich) was added to the 1ml washed culture, mixed by inverting and incubated at room temperature for 5 minutes, avoiding direct light. 2μl of stained culture was dropped onto a microscope slide before covering with a coverslip and sealed. Slides were imaged at 150x magnification using IX-81 inverted microscope (Olympus) with a Retiga R3 charge-coupled-device (CCD) camera (QImaging) and Micromanager software.

4.2.7. Imaging of zebrafish larvae

Confocal imaging of live fish and whole-mount immunostaining of fixed larvae was performed using a Leica DMi8 SPE-TCS microscope using a HCX PL APO 40x/1.10 water immersion lens. For confocal microscopy larvae were anaesthetised in 0.168mg/ml Tricaine and mounted in 1% low melting agarose (Sigma) containing 0.168mg/ml tricaine (Sigma) in 15μ-Slide 4 well glass bottom slides (Ibidi).

Stereo imaging was performed using a Leica DMi8 SPE-TCS microscope fitted with a Hamamatsu ORCA Flash 4.0 camera attachment using a HC FL PLAN 2.5x/0.07 and HC PLAN APO 20x/0.70 dry lens. Zebrafish larvae were anaesthetised in 0.168mg/ml Tricaine and transferred to a 50mm glass bottomed FluoroDishTM (Ibidi), before imaging using a Leica MZ10F stereo 14 microscope fitted with a GXCAM-U3 series 5MP camera (GT Vision).

4.2.8. High-throughput imaging of Cryptococcus neoformans infected larvae

High-throughput imaging of infected embryos using a 96 well plate format completed as previously described (Bojarczuk et al., 2016). 150μl of melted 2% agar (w/v in dH$_2$O, Oxoid) was added to each well of a plastic 96 well plate (WPI) before incubating at 4°C to fully set agar. Using a 1.1 mm x 6.5 mm gel cutting tip (Axygen), a rectangle was cut out from the agar for larval placement. Zebrafish were loaded into the wells and positioned prior to imaging for
a high-throughput approach. 96 well plate imaging of Cryptococcus neoformans infected larvae was performed on Nikon Ti-E with a CFI Plan Apochromat λ 10X, N.A.0.45 objective lens, a custom built 500 μm Piezo Z-stage (Mad City Labs) and using Intensilight fluorescent illumination with ET/sputtered series fluorescent filters 49002 and 49008 (Chroma).

4.2.9. Neutrophil counts of Candida albicans infected larvae

Tg(mpx:GFP) larvae were infected at 30hpf with 200cfu/nl TT21 as described above. At 1-day post injection (1dpi) infected larvae were anaesthetised in 0.168 mg/ml tricaine and viewed under a fluorescent dissecting microscope. The number of GFP positive neutrophils were counted by eye in both the entire larvae and the region of the caudal vein.

4.2.10. Measurement of fungal burden of Cryptococcus neoformans and mortality monitoring of Candida albicans infected zebrafish larvae

Image analysis and fungal burden measurements obtained using ImageJ software (Schindelin et al., 2012). Fluorescent images were cropped to remove background of agar wells and a threshold for Cryptococcus neoformans fluorescence was set for each experiment. Area of zebrafish larvae was selected, converted to binary and measured as described previously (Bojarczuk et al., 2016) to obtain fungal burden measurement.

As Candida albicans infection results in the mortality of the zebrafish larvae, after infection the number of larvae was recorded as a starting N value. Each day the number of fish was counted, and mortality recorded once daily as a readout of infection outcome.

4.2.11. Anti-nitrotyrosine immunostaining

At 1dpi, infected larvae were fixed in 4% paraformaldehyde (v/v in PBS, Oxoid) overnight at 4°C, and nitrotyrosine levels were immune labelled using a rabbit polyclonal anti-nitrotyrosine Ab (06-284; Merck Millipore) and were detected using an Alexa Fluor–conjugated secondary Ab (Invitrogen Life Technologies) as previously described (Elks et al., 2014, 2013).

4.2.12. Macrophage depletion using clodronate liposomes

To deplete the macrophage cell population, 1nl clodronate liposomes (ClodronateLiposomes.com) were injected into the caudal vein of 30hpf zebrafish larvae. To validate the depletion was successful, clodronate liposomes (or control PBS liposomes) were injected into Tg(mpeg:nlsclower) larvae and at 1dpi macrophages (GFP+ cells) were counted by eye under fluorescent microscope. Following macrophage depletion, zebrafish larvae were then infected with 100cfu/nl Candida albicans TT21 strain via microinjection into the Duct of Cuvier at 2dpf and mortality of larvae was monitored daily.
4.2.13. Statistics

Graphing of data and statistical analysis was performed using Graphpad Prism software (versions 7 and 9). Relevant statistics for each experiment, along with details of error bars provided with each individual figure. Calculated p values are stated in full either on figure, in legend or in text.
4.3. Results

4.3.1. Fungal pathogens *Cryptococcus neoformans* and *Candida albicans* suppress host innate immunity

To investigate the effect of fungal infection on the host immune response, two separate fungal zebrafish infection models were used. The first infection model was for *Candida albicans*, a commensal fungus that causes opportunistic infection, and is an important cause of mortality and morbidity in neutropenic patients (Mohammadi and Foroughifar, 2016). The second infection model was of *Cryptococcus neoformans*, an environmental and opportunistic pathogen, primarily affecting immunocompromised individuals, especially patients deficient in the CD4+ T cell population (Rohatgi and Pirofski, 2015). I first investigated whether infection with either of these fungal pathogens influenced host production of the anti-microbial factor NO, using immunostaining with α-nitrotyrosine (αNT) as an indirect readout of NO production.
Infection with either *Candida albicans* or *Cryptococcus neoformans* reduces host nitric oxide response: Neutrophil reporter Tg(lyz:NTRmCherry) embryos were infected systemically with 200cfu/ml *Candida albicans* strain SN148-GFP, and wildtype (Nacre) embryos with 500cfu/ml.
Cryptococcus neoformans strain Kn99-GFP at 30hpf. At 1dpi infected embryos were fixed and immunostained with anti-nitrotyrosine antibody. Stained embryos were imaged using confocal microscopy (40x objective, A and C). Scale bars equal to 25μm. Corrected fluorescence intensity was calculated using ImageJ measurements from the 6 brightest cells in 6 different fish per group per experiment. Quantification from N=3 independent experiments, 108 total values per group (B and D). Performed unpaired t test to calculate statistical significance, p values stated on graphs. Error bars represent SEM.

PVP was used as a mock infection control as the fungi were suspended in this. When larvae were infected with Candida albicans strain SN148-GFP, the mean fluorescence of the αNT staining was significantly reduced, from 26.54 in the PVP uninfected controls to 9.59 in SN148 infected larvae (Figure 4.01. A and B). When αNT staining was performed in experiments utilising the neutrophil reporter Tg(lyz:mCherry) larvae, areas of αNT staining overlay with the neutrophil reporter expression, representing the NO response originating from the neutrophil population (Figure 4.01. A), consistent with previous literature (Elks et al., 2013).

Infection of zebrafish larvae with the Cryptococcus neoformans strain Kn99-mCherry also significantly reduced the mean fluorescence of αNT staining compared to uninfected PVP controls (from 15.72 to 10.45, Figure 4.01. C and D). Unfortunately, due to time constraints and disruption from the COVID-19 pandemic, αNT staining of Kn99-mCherry infection was not completed in an immune cell specific reporter line.

This data shows that both fungal pathogens, Candida albicans and Cryptococcus neoformans, reduce the host NO response of infected zebrafish larvae.

Interestingly, one observation from the imaging experiments of Candida albicans infection in the transgenic neutrophil reporter line Tg(lyz:mCherry), showed that infected fish appeared to have fewer neutrophils in the field of view imaged (Figure 4.01. A). To investigate this result further and assess whether Candida albicans infected larvae possessed fewer neutrophils, or if the neutrophil distribution changed upon infection, cell counts were performed using the neutrophil reporter line Tg(mpx:GFP)i114 due to the bright nature of the GFP fluorescence for ease of counting. Candida albicans strain TT21-mCherry was used as to not confound counts with overlapping fluorescence. Neutrophil counts were performed for both the entirety of the zebrafish larvae, but also specifically in the region of the caudal vein (injection site).
**Candida albicans** infection reduces the number of neutrophils present within zebrafish larvae: Tg(mpx:GFP)i114 (Neutrophil reporter) embryos were infected at 30hpf with either 100cfu/nl **Candida albicans** strain TT21-mCherry or control PVP solution (uninfected control). A separate group of non-injected zebrafish larvae were used for injection control. At 1dpi (2dpf) number of neutrophils was counted either across the whole larvae (A, blue box) or specifically within the caudal vein region (B, magenta box). Counts were used to calculate % neutrophils in the caudal vein (C) as a rough measure of neutrophil distribution. Schematics in A and B represent count area used. N=3 independent experiments, 20 fish per group per experiment (60 total) counted. Graphs depict all data points and error bars display SEM. Performed one-way ANOVA with multiple comparisons (Bonferroni post-hoc test) and p values stated on graphs.

Zebrafish infected with **Candida albicans** strain TT21-mCherry possessed significantly fewer neutrophils across the whole body of the larvae, compared to both uninfected PVP controls, and non-injected zebrafish larvae (mean of 105.7 compared to 136.8 and 147 respectively, Figure 4.02. A). The number of neutrophils in non-injected fish and larvae injected with PVP were not significantly different when whole body counts were performed (Figure 4.02. A).

When neutrophils present in the caudal vein were counted, zebrafish injected with a PVP control solution had significantly fewer neutrophils compared to zebrafish that were not
injected (mean of 43.3 compared to 52.3 respectively, Figure 4.02. B). Zebrafish infected with the _Candida albicans_ strain TT21-mCherry possessed significantly fewer number compared to PVP controls (mean of 31.85 to 43.3 respectively, Figure 4.02. B) and non-injected zebrafish (mean of 31.85 to 52.3 respectively, Figure 4.02. B).

As a crude measure of distribution, the percentage of neutrophils present in the caudal vein was calculated using the count data from the whole body and caudal vein neutrophil counts. Zebrafish injected with either PVP control or infected with _Candida albicans_, possessed a smaller percentage of neutrophils in the caudal vein compared to zebrafish that were not injected (mean of 31.5% and 29.4% compared to 35.5% respectively, Figure 4.02. C). There was no significant difference in the percentage of neutrophils present in the caudal vein between PVP control and _Candida albicans_ infected groups (Figure 4.02. C).

Together this data shows that _Candida albicans_ infected zebrafish have fewer neutrophils compared to uninfected controls, but _Candida albicans_ infection does not change the distribution of the neutrophils throughout the larvae.

Alongside host NO and neutrophil responses, the host Hif response to fungal pathogen challenge was also investigated. In order to investigate the host Hif response, the transgenic reporter line _Tg(phd3:GFP)_ was used, as _phd3_ is a downstream target of HIF-α signalling (Santhakumar _et al._, 2012). As this reporter line uses GFP fluorescence, mCherry fungal strains were used; _Cryptococcus neoformans_ strain Kn99-mCherry and _Candida albicans_ strain TT21-mCherry.
Figure 4.03. - **Fungal infections of Candida albicans and Cryptococcus neoformans do not induce a detectable phd3:GFP response:** Hif/hypoxia reporter line $Tg\text{(phd3:GFP)}$ embryos were injected at 30 hours post fertilisation (hpf) with 500cfu of *Cryptococcus neoformans* strain Kn99-mCherry or 200cfu *Candida albicans* strain TT21-mCherry into the caudal vein (A) and imaged at 1 day post injection (dpi, A). Zebrafish anaesthetised and imaged using stereomicroscopy (A). Fluorescence quantified by calculating corrected cell fluorescence as described in methods (B). N=1 independent experiment, 10 fish per experiment. Error bars depict mean +/- SEM. No statistics performed due N=1 dataset. Scale bars depict 25μm.

As a positive control, larvae were treated with FG4592, a prolylhydroxylase inhibitor and HIF-α stabilising agent. DMSO was used as a negative control (Figure 4.03. A and B). Treatment of larvae with FG4592 increased the mean fluorescence of phd3:GFP, from -44313 to 285154 (Figure 4.03. B). Infection of $Tg\text{(phd3:GFP)}$ zebrafish with either Kn99, or with TT21 did not increase the mean fluorescence of phd3:GFP compared to uninfected PVP controls (Figure 4.03. B), and experimental groups possessed negative values for phd3:GFP fluorescence, indicating there was no evidence of phd3:GFP response at the whole fish level at 1 day post injection (Figure 4.03. A and B).
4.3.2. Stabilisation of Hif-1α signalling is protective against *Candida albicans* but not *Cryptococcus neoformans* in zebrafish

Stabilisation of Hif-1α signalling is host-protective in a zebrafish tuberculosis model with *Mycobacterium marinum* (Elks *et al*., 2013). The protective effect was produced due to immunomodulation of host leukocytes towards a more antimicrobial state, via increased nitric oxide, resulting in a decreased bacterial burden and improved infection outcome. I next investigated whether stabilisation of Hif-1α signalling could produce host-protective effects in fungal infections, using *Cryptococcus neoformans* and *Candida albicans* zebrafish infection models. Hif-1α signalling was stabilised using both genetic and pharmacological methods.

To validate that the compounds used to stabilise Hif-1α signalling in the zebrafish larvae had no effect on the fungal pathogens *in vitro*, and that results observed with compound treatment resulted from the host immune system, growth curves for both *Candida albicans* and *Cryptococcus neoformans* were first performed. Fungal pathogens were grown either in YPD media alone, YPD supplemented with a DMSO control, or YPD supplemented with Hif-1α stabilising compounds DMOG (pan-hydroxylase inhibitor) or FG4592 (prolyl-hydroxylase inhibitor).
Hif-1α stabilising compounds do not affect the growth of *Candida albicans* or *Cryptococcus neoformans* in vitro: *Candida albicans* strain TT21-mCherry (A), or *Cryptococcus neoformans* strain H99 GFP (B) was grown in aliquots of either YPD media alone, YPD supplemented with DMSO (1:1000), YPD supplemented with DMOG (100μM) or YPD supplemented with FG4592 (5μM). TT21 cultures grown in 20ml volumes, at 30°C shaking at 200rpm. H99 cultures grown in 10ml volumes, at 30°C, shaking at 180rpm. Optical density (OD$\text{_{600nm}}$) of fungal cultures was measured ever hour for ten hours. N=3 independent growth curve experiments performed; error bars depict the standard deviation. At 6-hour time point of growth curve, an aliquot of TT21 cultures was removed and stained with Calcofluor White (CFW) to visualise cell wall and imaged to assess morphology (C). Imaged taken at 150x magnification, scale bars equal 10pm. N=1 independent imaging experiment.

There was no change in the growth of *Candida albicans* strain TT21 grown in YPD media alone, YPD media supplemented with DMSO control, or YPD media supplemented with Hif-
1α stabilising compounds DMOG or FG4592 (Figure 4.04. A). All conditions had comparable growth rates over the 10-hour period (Figure 4.04. A).

Similarly, there was no significant change in the growth of Cryptococcus neoformans strain H99 GFP grown in YPD media alone, YPD media supplemented with DMSO control, or YPD media supplemented with Hif-1α stabilising compounds DMOG or FG4592 (Figure 4.04. B). All conditions had comparable growth rates over the 10-hour period (Figure 4.04. B).

As Candida albicans can switch between a yeast and a more infectious hyphal morphology, the morphology of the TT21 cultures was assessed by staining with Calcofluor White, which labels chitin present in the fungal cell wall. Cultures were also imaged using the mCherry fluorescence present within the TT21 strain. At the point of imaging (6 hours post inoculation) TT21 grown in all media conditions possessed a yeast morphology, therefore treatment of TT21 with 100μM DMOG or 5μM FG4592 did not induce a hyphal switch in vitro (Figure 4.06. C).

Together this data shows that Hif-1α stabilising compounds DMOG or FG4592 do not affect the growth or morphology of Candida albicans, or the growth of Cryptococcus neoformans in vitro.

To investigate whether Hif-1α stabilisation was host-protective against fungal pathogens, Hif-1α signalling was stabilised both genetically and pharmacologically. For genetic manipulation, dominant active hif-1α (da hif-1α, hereafter referred to as DA1 or DAHIF1), an RNA shown to significantly reduce M. marinum burden by ~50% (Elks et al., 2013) was injected at the single cell stage of zebrafish embryos. Dominant negative hif-1α (DN1 or DNHIF1) was used as a negative RNA control (Elks et al., 2013). For pharmacological manipulation, zebrafish were immersion treated with Hif-1α stabilising compound FG4592 4hours prior to infection. Following these methods to stabilise Hif-1α signalling, zebrafish larvae were infected with Candida albicans and infection outcome was monitored via survival.
Figure 4.038. - Stabilisation of Hif-1α signalling increases survival of Candida albicans infected zebrafish: Zebrafish were infected at 30 hours post fertilisation (hpf) systemically with varying doses of mCherry Candida albicans strain TT21 (A) and mortality was monitored daily (B). N=1 independent experiment, 30 fish per group. Representative image of infection shown in A, scale bars = 200µm. Zebrafish were injected at the single cell stage with dominant active hif-1α RNA (DAHIF1, to stabilise Hif-1α), dominant negative hif-1α RNA (DNHIF1) or phenol red vehicle control. Fish were then infected at 30hpf systemically with 200cfu TT21 and mortality monitored daily (C). N=3 independent experiments, total 102-103 fish per group. Error bars display SEM. Zebrafish were treated from -4 to 24 hours post infection with either FG4592 (to stabilise Hif-1α) or DMSO control. Fish were infected at 30hpf with 200cfu TT21 and mortality was monitored daily (D). N=2 independent experiments, 100-103 total fish per group. Statistical significance determined using Gehan-Breslow-Wilcoxon test. *** = p<0.001, ****=p<0.0001.

To determine a suitable injection dose for caudal vein injection at 30hpf, a range of injection doses were trialled. Injection of TT21 into the caudal vein at 30hpf resulted in a systemic infection of zebrafish larvae (Figure 4.05. A). As systemic infection resulted in mortality of infected fish, survival was used as a readout of infection outcome. The lowest trialled injection dose of 50cfu/nl resulted in a high survival of 90%, with survival decreasing in a dose dependant manner to 46.7% survival at 200cfu/nl and 20% survival at 500cfu/nl (Figure 4.05. B). As the 200cfu/nl dose resulted in a survival of just below 50%, this was determined to be a suitable dose for subsequent survival experiments.
Genetic Hif-1α stabilisation through single cell stage injection of DAHIF1 significantly improved the survival of *Candida albicans* infected fish compared to the phenol red vehicle control group, from 25.5% to 51.5% (Figure 4.05. C). Whereas DNHIF1 reduced survival compared to the phenol red vehicle control group (from 25.5% to 20.4%), this difference was not statistically significant.

To consolidate results from genetic manipulation of Hif-1α signalling, zebrafish larvae were treated with either DMSO as a control, or the prolylhydroxylase inhibitor FG4592, a pharmacological approach to stabilise Hif-1α signalling *in vivo*. Treatment with FG4592 improved survival compared to DMSO control group (from 7% to 18.5% respectively), although this difference was not statistically significant and survival in both groups was low compared to previous survival experiments (Figure 4.05. D).

Together, this data shows that stabilisation of Hif-1α signalling can induce host-protection against *Candida albicans* infection *in vivo*, improving infection outcome.

Unlike the *Candida albicans* zebrafish infection model, which results in the mortality of infected zebrafish, the *Cryptococcus neoformans* zebrafish infection model results in a chronic infection of the zebrafish larvae when administered by caudal vein injection at 30hpf. Therefore, to assess infection outcome, fungal burden of *Cryptococcus neoformans* was calculated opposed to monitoring mortality, through infection with fluorescent *Cryptococcus neoformans* strains and microscopy, from which fluorescent pixel count could be measured. The fluorescent *Cryptococcus neoformans* strain H99-GFP was used for zebrafish fungal infections as H99-GFP is brighter than other fluorescent strains used in this study, for ease of microscopy and fluorescent pixel count as a measure of fungal burden.
Genetic stabilisation of Hif-1α signalling via DAHIF1 RNA injection had no significant effect on fungal burden of *Cryptococcus neoformans* compared to the vehicle control (Figure 4.06. A and C). Injection of DNHIF1 RNA also had no significant effect on fungal burden (Figure 4.06. A and C).

To correlate with genetic stabilisation, pharmacological methods were also used to stabilise Hif-1α signalling. Treatment of zebrafish larvae with FG4592 had no significant effect on fungal burden of *Cryptococcus neoformans* compared to DMSO treatment (Figure 4.06. B and D). Together these results show that stabilisation of Hif-1α signalling has no effect on fungal burden of *Cryptococcus neoformans* in zebrafish.
4.3.3. Stabilisation of Hif-1α is host-protective against *Candida albicans* in the absence of macrophages and restores the host neutrophilic nitric oxide response

As Hif-1α stabilisation improved infection outcome in the zebrafish *Candida albicans* infection model, I aimed to investigate this protective effect further. The neutrophil population are responsible for fungal killing, as macrophages internalise, but do not kill *Candida albicans in vivo*, often acting as trojan horses to disseminate infection in the zebrafish infection model (Brothers *et al.*, 2011). I aimed to further investigate the contribution of leukocyte populations to the host-protective effect of Hif-1α stabilisation, through ablation of the macrophage population prior to infection.

![Figure 4.040. Stabilisation of Hif-1α signalling is protective against *Candida albicans* infection in the absence of macrophages](image)

*Figure 4.040. Stabilisation of Hif-1α signalling is protective against *Candida albicans* infection in the absence of macrophages.* Macrophage nuclei reporter line Tg(mpeg:nlsClover) embryos were injected at 30hpf with either PBS control liposomes or clodronate liposomes into the caudal vein. At 2dpf (1dpi) fish were imaged using 2.5x objective (A) and total body macrophages were counted live at the microscope. Scale bars = 2mm. Injection of clodronate successfully depleted macrophage...
populations (B). N=3 independent experiments, 10 fish per group per experiment. Unpaired t test performed to test statistical significance. Graph displays mean +/- SEM. Nacre embryos were injected at the single cell stage with either phenol red vehicle control or dominant active hif-1α RNA (DA1, to stabilise Hif-1α). At 30hpf fish were injected with either PBS control liposomes or Clodronate liposomes to deplete macrophages. All groups were infected systemically with C. albicans strain TT21 at 2dpf and survival was monitored daily until 5dpf (C). Statistical significance determined via Gehan-Breslow-Wilcoxon test. P values stated on graphs, except for ns which corresponds to p=0.2479.

The macrophage population was depleted in vivo through injection of clodronate liposomes. Clodronate liposomes are engulfed by the macrophage population, causing cell death, yet non-macrophage cell populations remain unaffected (van Rooijen and Hendrikx, 2010). To assess whether the macrophage population was successfully depleted following injection of clodronate liposomes, macrophage counts were performed by counting GFP positive cells in Tg(mpeg:nlsclover) zebrafish. Injection of clodronate liposomes at 30hpf into the caudal vein successfully ablated the macrophage population by 1dpi (Figure 4.07. A), significantly reducing the mean macrophage count in clodronate injected zebrafish compared to zebrafish injected with PBS control liposomes (36.53 compared to 212.6 respectively, Figure 4.07. B). Therefore, injection of clodronate significantly depletes, although does not totally ablate, the macrophage population.

To investigate whether the protective effect of Hif-1α stabilisation against Candida albicans infection remained in the absence of macrophages, Hif-1α signalling was first stabilised genetically by injection of dominant active hif-1α RNA (DA1) at the single cell stage of the zebrafish embryo then macrophages were depleted at 30hpf through injection of clodronate liposomes into the caudal vein. Experimental groups were then infected with 100cfu/nl Candida albicans at 2dpf and survival was monitored daily as a readout of infection outcome. A lower dose of 100cfu/nl, compared to 200cfu/nl used for previous survival experiments (Figure 4.05.), was used due to the immunocompromised nature of the clodronate groups.

In the absence of Hif-1α stabilisation (embryos injected with a phenol red (PR) vehicle control), zebrafish injected with PBS control liposomes possessed significantly higher survival than zebrafish injected with clodronate (88.2% compared to 43.9% respectively, Figure 4.07. C). This suggests immunocompetent zebrafish have a better infection outcome compared to immunocompromised zebrafish.

In experimental groups injected with PBS liposomes (immunocompetent), Hif-1α stabilisation improved survival of Candida albicans infected fish (from 88.2% to 92.7% respectively, Figure 4.07. C). This difference was not significantly different, and survival of both PR PBS liposomes and DA1 PBS liposomes groups was high, potentially due to these larvae being
immunocompetent. Higher survival may also reflect the lower injection dose, or later timepoint of infection, used for this set of survival experiments in comparison to Figure 4.05. C.

In experimental groups injected with clodronate liposomes (immunocompromised), Hif-1α stabilisation via DA1 significantly increased the survival of infected zebrafish compared to PR controls, from 43.9% to 72.7% (Figure 4.07. C). This data indicates that stabilisation of Hif-1α signalling is protective against Candida albicans in the absence of macrophages.

In experimental groups where Hif-1α signalling is stabilised (DA1), zebrafish injected with PBS liposomes had significantly higher survival than zebrafish injected with clodronate liposomes (92.7% compared to 72.7% respectively, Figure 4.07. C). This data suggests that whilst Hif-1α can induce host-protective effects against Candida albicans in the absence of macrophages, this protection is maximised in immunocompetent zebrafish, indicating there is a contribution from the macrophage population to this Hif-1α-mediated protective effect and suggests the macrophage population aid the response to infection.

To investigate how the stabilisation of Hif-1α signalling induces host-protective effects against Candida albicans infection, I investigated how Hif-1α stabilisation influenced host immunity during infection. Hif-1α stabilisation significantly increases the production of host NO, more specifically from the neutrophil population (Elks et al., 2013). Previously, I have shown that infection of zebrafish larvae with Candida albicans suppresses the host neutrophil NO response of the zebrafish larvae (Figure 4.01. A). I therefore investigated the effect of Hif-1α stabilisation on the host NO response during Candida albicans infection.
Figure 4.041. Stabilisation of Hif-1α via dominant active hif-1α RNA restores host neutrophil nitric oxide response that is reduced by *Candida albicans* infection: Neutrophil reporter *Tg(lyz:NTRunCherry)* or Nacre embryos were injected at the single cell stage with either phenol red (PR) vehicle control or dominant active hif-1α RNA (DA1, to stabilise Hif-1α). At 30hpf embryos injected with either PVP control or 500cfu/ml SN148 (GFP *C. albicans* strain). Embryos were fixed at 1dpi and stained with anti-nitrotyrosine (αNT) antibody as an indirect measure of host NO. Stained fish were imaged using confocal microscopy (A). Corrected fluorescence intensity (CTCF) was calculated using
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ImageJ measurements from the 6 brightest cells in 6 different fish per group per experiment. Quantification from N=3 independent experiments, 108 cells total analysed per group (B). Performed One-way ANOVA with multiple comparisons and Bonferroni post hoc test. P values stated on graphs.

In mock-infected zebrafish (PVP vehicle control groups), Hif-1α stabilisation via DA1 significantly increased the mean fluorescence of anti-nitrotyrosine staining (16.4 to 33.3 respectively, Figure 4.08. A and B). Infection with Candida albicans significantly reduced the mean fluorescence of anti-nitrotyrosine staining in groups without Hif-1α stabilisation (from 16.4 in PR PVP to 9.2 in PR SN148, Figure 4.08. A and B) as expected (based on Figure 4.01. B). Hif-1α stabilisation with DA1 during Candida albicans infection, significantly increased the level of anti-nitrotyrosine staining compared to the PR SN148 group (29.2 compared to 9.2 respectively, Figure 4.08. A and B), to comparable levels as the PVP DA1 group (29.2 compared to 33.3 respectively, Figure 4.08. A and B).

This data suggests that Hif-1α stabilisation restores and re-arms the host NO response that is suppressed by Candida albicans infection.
4.4. Discussion

In terms of infection, HIF-1α has proved a promising target for therapeutic intervention for multiple infections and pathogen types, including bacterial infections such as TB (Braverman and Stanley, 2017; Elks et al., 2013; Lin et al., 2015), parasitic infections such as leishmaniasis (Hammami et al., 2018; Kumar et al., 2018) and potentially fungal infections such as candidiasis (Fan et al., 2015; C. Li et al., 2018). In this thesis chapter I add to mounting evidence that manipulation of HIF-1α signalling can improve infection outcome, specifically how stabilisation of HIF-1α signalling can improve infection outcome of Candida albicans in vivo and uncovered a mechanism via restoration of neutrophil NO production.

HIF-1α signalling is part of a mechanism used by the gut to tolerate Candida albicans as a commensal microbe, with activation of HIF-1α resulting in significantly reduced gastrointestinal fungal colonisation and increased host survival against invasive infection in mice (Fan et al., 2015). This corresponds with my data showing that Hif-1α signalling stabilisation improves survival of zebrafish with systemic Candida albicans infection. Previously, leukocyte-specific HIF-1α has also been shown to have a role in the defence against Candida albicans infection, as when HIF-1α was deleted in the murine macrophage population, the pro-inflammatory macrophage response was depleted and fungal burden was higher, creating a detrimental infection outcome for the host, as compared to wildtype controls (Li et al., 2018). Part of the pro-inflammatory response that is affected by HIF-1α is iNOS (and subsequently NO production), and as an increase in NO from HIF-1α stabilisation provides host-protection in some bacterial infection models (Braverman and Stanley, 2017; Elks et al., 2013), I hypothesised that NO could be part of the host-protective effect of HIF-1α stabilisation against Candida albicans infection.

Candida albicans can suppress the host NO response to promote its survival. In vitro, Candida albicans infection suppresses NO production of murine macrophages, reducing Nos2 mRNA expression and Nos2 protein levels and activity (Chinen et al., 1999; Collette et al., 2014; Schröppel et al., 2001; Vazquez-Torres et al., 1996). NO inhibition was produced through both macrophage interaction with fungal cells, and the soluble products produced by Candida albicans (Schröppel et al., 2001). Candida albicans can also modulate the host NO response through L-arginine metabolism. A fungal cell wall polysaccharide, chitin, induces host arginase activity (Wagener et al., 2017). As arginase directly competes with NO producing enzyme iNOS (also known as NOS2) for the substrate L-arginine, this may explain how direct contact between Candida albicans and macrophages reduces NO production. These studies support the observation that Candida albicans reduced NO production in vivo in the zebrafish infection model.
Inhibition of NO response can be detrimental to the host during *Candida albicans* infection. Pharmacological inhibition of NO synthases with L-NMMA impairs the fungicidal response of rat peritoneal neutrophils (PMN) *in vitro* (Fierro *et al*., 1996). In a murine model of oral candidiasis, L-NMMA treatment reduced NO production, resulting in an in *Candida albicans* growth. (Elahi *et al*., 2001). NOS inhibition with other inhibitor compounds L-NAME or Aminoguanidine also significantly reduced the survival of *Candida albicans* infected mice (Molero *et al*., 2005; Navarathna *et al*., 2019). Mice with defective responses involving reactive oxygen and nitrogen species (ROS or RNS) infected with *Candida albicans* have more disseminated infection, lower survival and more severe phenotypes (Balish *et al*., 2005). These studies highlight how host NO production contributes to fungal clearance and infection outcome. As Hif-1α stabilisation both increases NO production and improves infection outcome of *Candida albicans* in the zebrafish model, the increase of NO via Hif-1α could be a key driver of this protective effect.

Modulation of the host NO response can affect fungal survival or growth to benefit the host. p38γ/p38δ deficient mice (which present lower levels of pro-inflammatory cytokines TNFα and IL-1β compared to controls, Risco *et al*., 2012) possess lower fungal burdens and higher survival compared to wildtypes (Alsina-Beauchamp *et al*., 2018). A contributing factor to the host-protective effect of p38γ/p38δ deficiency was an increase in leukocyte iNOS mRNA expression and ROS production, resulting in a more fungicidal phenotype of both macrophages and neutrophils compared to wildtype controls (Alsina-Beauchamp *et al*., 2018). *Nos3*−/− (endothelial nitric oxide synthase, eNOS) mice have significantly higher survival and *iNOS* mRNA expression (52-fold higher) compared to wildtype controls (Navarathna *et al*., 2019). Restoration of NO production through pharmacological arginase inhibition restored the fungicidal capacity of human-monocyte-derived macrophages (Wagener *et al*., 2017). These studies are in line with my observation that HIF-1α stabilisation can restore the host NO response in *Candida albicans* infection, and this may contribute to the host-protective effect of HIF-1α stabilisation. However, the effects of targeting NO can differ based on infection model used. In a murine oral candidiasis model, *iNOS*−/− mice possessed a lower, but not significantly different, fungal burden compared to wildtype controls, with *iNOS*−/− BMDMs displaying comparable candidacidal activity compared to controls (Farah *et al*., 2009). The lack of effect of iNOS manipulation in this study could be due to the choice of mice strain, as some strains, such as BALB/c, are less prone to infection compared to other strains, such as DBA/2 (Elahi *et al*., 2000). This study highlights that different infection models can elicit different responses despite using similar approaches (e.g., increasing NO). In my experiments I have consistently used a model of systemic infection, however other infection models (e.g.,
localised infections in different tissues) in different experimental models could produce different results and could warrant further study as a continuation of this research.

NO is a natural antimicrobial compound used by immune cells in the defence against many different pathogens, including multiple fungal pathogens such as Cryptococcus neoformans. Macrophage cultures can increase NO production (Gross et al., 1999; Rossi et al., 1999) and iNOS expression or activity (Davis et al., 2013; Subramani et al., 2020) in response to Cryptococcus neoformans infection in vitro. In vivo, Cryptococcus neoformans infection increases iNOS mRNA expression and NO production (Lovchik et al., 1995). iNOS expression is upregulated by macrophages, which coincided with granuloma formation and preceded a reduction in pulmonary Cryptococcus neoformans burden in vivo (Goldman et al., 1996). There is a key protective role of iNOS during Cryptococcus neoformans infection, as iNOS deficient mice present lower survival, and higher fungal burden in the lung and brain compared to wildtype mice (Aguirre and Gibson, 2000). Use of a NOS inhibitor aminoguanidine inhibits the fungicidal effects of rat peritoneal macrophages in vitro, and resulted in higher fungal burden and earlier mortality from Cryptococcus neoformans infection in vivo (Rossi et al., 1999). Together, these studies show that NO is a key molecule used in the defence against Cryptococcus neoformans infection, which is upregulated by the host in response to infection. Interestingly, these studies contradict my observations, that Cryptococcus neoformans infection reduced NO in the zebrafish infection model. The differences between the literature and my results could arise from multiple factors, including the fungal strain and the model used. There are key differences in the innate immune response of rodent models and the zebrafish model, including leukocyte population sizes and the NO production of leukocytes. In mice, macrophages readily produce significant levels if NO in response to pro-inflammatory stimuli (Bogdan, 2001) however in zebrafish neutrophils are the key leukocytic producer of NO, accounting for almost the entirety of NO production (Elks et al., 2013). As Cryptococcus neoformans is combated primarily by the macrophage population, not by neutrophils, and that murine macrophages produce NO readily, this may account for the differences between the literature and my own results.

In murine peritoneal macrophages primed with LPS or IFNγ, Cryptococcus neoformans suppressed NO production through direct contact with the macrophage that was only achieved by the live, and not heat-killed, fungus (Kawakami et al., 1997). In a macrophage cell line (J774), Cryptococcus neoformans did not induce NOS when measured through nitrite production (Naslund et al., 1995), and Cryptococcus neoformans could inhibit nitrite production in the presence of iNOS-inducing cytokines (Trajkovic et al., 2000). It is debated whether the capsule of the fungus influences the NO response, as Naslund et al. (1995) show encapsulated Cryptococcus neoformans do not induce NOS, but unencapsulated strains do,
indicating a capsule component could influence immune response. However Kawakami et al. (1997) showed that two unencapsulated strains were able to inhibit NO response. The differences in these studies could be attributed to the murine models used, as iNOS activity resulting from fungal infections can differ between mice strains (Lovchik et al., 1997) or even differences in fungal strains used. Nevertheless, the capsule is important for fungal phagocytosis, with macrophages preferentially phagocytosing fungi with smaller polysaccharide capsules and struggling to phagocytose fungi with larger capsules as infection progresses (Bojarczuk et al., 2016). Trajkovic et al. (2000) predicted that the nitrite reduction from Cryptococcus neoformans resulted from NO consumption from the yeast, opposed to direct inhibition of host-cell NO production. Fungi have multiple enzymatic methods to defend against ROS, including superoxide dismutase (SODs), which target superoxide, reducing the possibility for superoxide to react with NO to produce peroxynitrite. Multiple species of fungi possess SODs, including pathogenic fungi such as Cryptococcus neoformans (Cox et al., 2003; Narasipura et al., 2003) and Candida albicans (Hwang et al., 2003, 2002; Lamarre et al., 2001) which protect against oxidative stresses. Other ROS defences include catalases, which breakdown hydrogen peroxide into non-toxic products, and protect fungi such as Candida albicans from neutrophil killing and peroxide stress (Nakagawa et al., 2003; Wysong et al., 1998). Other enzymes, such as thiol peroxidases, provide defence against ROS and are induced in response to peroxide exposure in Candida albicans (Choi et al., 2003; Enjalbert et al., 2003) and ROS resistance in Cryptococcus neoformans (Missall et al., 2004). Through these multiple enzymatic mechanisms, fungal pathogens can defend themselves against host ROS by breaking them down into less fungicidal metabolites. It is through these mechanisms that both Candida albicans and Cryptococcus neoformans could be reducing the host ROS / RNS response, resulting in reduced αNT levels in zebrafish infected with these pathogens compared to uninfected controls.

Whilst Candida albicans infection reduced NO production in the zebrafish infection model, Hif-1α was able to restore and re-arm the neutrophilic NO response. Stabilisation of Hif-1α signalling has previously been shown to increase neutrophilic NO production in the zebrafish model (Elks et al., 2013), with HIF-1α and iNOS linked in a positive feedback loop (Braverman and Stanley, 2017). Therefore, if HIF-1α stabilisation increase NO production, and both Candida albicans and Cryptococcus neoformans infections are combatted by host NO response, it was hypothesised that the infection outcome in both infection models could be improved by HIF-1α stabilisation. However, there was no effect on the outcome of Cryptococcus neoformans infection following HIF-1α stabilisation. The discrepancy between the two models may result from the innate immune response towards the two pathogens. The host innate immune response to Candida albicans relies heavily on the neutrophil population

156
(Fradin et al., 2005), shown in part by the susceptibility of neutropenic patients to Candida albicans infection (Herbrecht et al., 2000; Walsh and Gamaletsou, 2013; Warnock, 1998). Conversely, Cryptococcus neoformans infection is combated primarily by macrophages with a comparatively minor role for neutrophils. Whilst human neutrophils are capable of killing Cryptococcus neoformans as efficiently as human monocytes in vitro (Mambula et al., 2000; Miller and Mitchell, 1991), neutrophils may be detrimental to infection outcome as neutropenic mice infected with Cryptococcus neoformans possess higher survival and lower fungal burdens compared to controls (Mednick et al., 2003). In the zebrafish Cryptococcus neoformans infection model, macrophages are the key phagocyte for infection control and phagocytose significantly more fungal cells compared to neutrophils (Tenor et al., 2015). When macrophages are depleted using either morpholino or clodronate liposome approaches, survival of Cryptococcus neoformans infected fish is significantly decreased compared to controls (Bojarczuk et al., 2016; Tenor et al., 2015). Therefore, the host innate immune response to Cryptococcus neoformans is predominantly dependant on the macrophage component. Using RNaseq approaches, HIF-1α was identified as differentially expressed in pro-inflammatory, Cryptococcus neoformans infected macrophages (Subramani et al., 2020), indicating there may be a macrophage HIF-1α response to infection. Whilst the stabilisation of Hif-1α signalling in the zebrafish model does influence macrophages as well as neutrophils, priming macrophages with increased Il-1β production (Ogryzko et al., 2019), the effects of Hif-1α signalling may not be enough, or the most suited to improve macrophage response to combat Cryptococcus neoformans infection.

Candida albicans infection requires a strong neutrophil host response to contain and clear infection. Stabilisation of Hif-1α signalling re-armed the host neutrophilic NO response of zebrafish to improve infection outcome. Stabilisation of Hif-1α signalling was even able to improve infection outcome when macrophages were depleted. Macrophages are required for the defence against Candida albicans (reviewed by Austermeier et al., 2020) and this supports the result that zebrafish survival is lower when macrophages are depleted before Candida albicans infection compared to immunocompetent fish. However, as stabilisation of Hif-1α signalling is still host-protective in the absence of macrophages, this indicates that macrophages are not the key cell type providing the Hif-1α-mediated host-protective effects. As stabilisation of Hif-1α signalling increases production of neutrophilic NO, and neutrophils are the key cell type responsible for Candida albicans killing in the zebrafish model (Brothers et al., 2011; Gratacap et al., 2017), it is hypothesised that the host-protective effect is dependent on the neutrophil population. Zebrafish deficient in neutrophilic mpox (myeloperoxidase enzyme involved in oxidative defence) possess higher fungal burdens of Candida albicans compared to wildtype fish (Wang et al., 2015), and in zebrafish where
neutrophil recruitment is inhibited (mpo:Rac2-D57N) survival is drastically reduced (Gratacap et al., 2017). I was concerned that neutrophil knockout experiments would result in high mortality, even with a lower infection dosage, and combined with disruption from the COVID-19 pandemic I was unable to investigate this further.

Whilst neutrophils are a key component in the host defence against Candida albicans infection, in the zebrafish infection model, the number of neutrophils was reduced compared to uninfected controls. It is unclear from these experiments what the cause of the reduced neutrophil number is. The number of neutrophils could be caused from an over-active host response, as many neutrophil defence mechanisms result in cell death. Neutrophil NETosis is a key defence mechanism used to contain and clear Candida albicans (Guiducci et al., 2018; Wu et al., 2019; Zhang et al., 2017), triggered by the fungal cell wall (Zawrotniak et al., 2017), unmasking fungal epitopes to increase immune recognition (Hopke et al., 2016). Degranulation is also a crucial neutrophil defence mechanism against Candida albicans infection, with Cxcr1^−/− mice exhibiting greater susceptibility to Candida albicans infection as a result of defective degranulation and neutrophil fungicidal capacity (Swamydas et al., 2016). Thus, large scale NET release or degranulation events in response to systemic infection may contribute to the reduced neutrophil count. The reduced neutrophil count may also result from the infection, and neutrophil killing by Candida albicans. The cause of neutrophil number reduction in C. albicans infection could be explored in future research.

Whilst fungi do not possess homologues of mammalian HIF (Mills et al., 2018), they do possess homologs of mammalian sterol pathways which respond to hypoxic conditions similarly to HIF, but induce gene expression related to lipid metabolism and synthesis (Hughes et al., 2005; Sakai et al., 1998). Fungal homologs of the mammalian transcription factor sterol element binding protein (SREBP) are functionally conserved and consist of Sre1 and Sre2, and regulate membrane integrity, fungal growth, replication, and even drug susceptibility (Bien and Espenshade, 2010; Chung et al., 2014; Friedrich et al., 2017; Hughes et al., 2005; Karnani et al., 2004). The oxygen sensing role of Sre1 has been shown to be essential for the virulence of multiple fungal pathogens including Cryptococcus neoformans (Chang et al., 2007; Chun et al., 2007) and Aspergillus fumigatus (Willger et al., 2008).

Sre1 is regulated in an oxygen-dependant manner by the prolylhydroxylase Ofd1, in a comparable manner to the regulation of HIF-α via PHDs (Hughes and Espenshade, 2008). Therefore, Ofd1 forms part of the fungal hypoxic response, a crucial mechanism needed for infectious fungal species as hypoxia is present in the foci of most fungal infections (Grahl and Cramer, 2010). In terms of Candida albicans, which can switch between a yeast and more infectious hyphal morphology, hypoxia may play an important factor in hyphal formation and
switching, as under anaerobic conditions *Candida albicans* grows exclusively in the hyphal morphology *in vitro* where hypoxic conditions result in fungal metabolic reprogramming (Burgain *et al*., 2020; Desai *et al*., 2015; Dumitru *et al*., 2004). Multiple transcription factors involved in *Candida albicans* hyphal switching are regulated by Ofd1, including Ume6 and Nrg1, which are stabilised in response to hypoxia or *OFD1* deletion (Lu *et al*., 2013), with dysregulation of either *UME6* or *NRG1* impacting virulence and hyphal formation (Banerjee *et al*., 2008; Saville *et al*., 2003).

It was hypothesised that DMOG (a pan-hydroxylase inhibitor) or FG4592 (prolyl-hydroxylase inhibitor) may influence *Candida albicans* and *Cryptococcus neoformans* *Ofd1* *in vitro*, therefore I investigated fungal morphology and growth. However, neither DMOG nor FG4592 treatment affected the growth of either *Cryptococcus neoformans* or *Candida albicans* *in vitro*, and the effect of hydroxylase inhibitors on fungal growth does not appear to have been thoroughly investigated in the literature. In a study using the yeast *Schizosaccharomyces pombe* DMOG was shown to stabilise Sre1 (even at concentrations as low as 10nM) but there were no comments on the effect on fungal growth or morphology in this study (Hughes and Espenshade, 2008). This may suggest that targeting fungal hydroxylases using hydroxylase inhibiting compounds may not be an efficient strategy to impede fungal growth and virulence *in vitro or in vivo*. However, as FG4592 had promising results improving infection outcome of *Candida albicans*, they are worth perusing in terms of host-immunomodulation, rather than pathogen-targeted approaches.

Whilst the effect of HIF-1α stabilisation was assessed in multiple models it was unclear whether the two infection models induced a host Hif-1α response. The HIF response was only assessed at the level of the whole fish, and not the cellular level. If the cellular HIF response is to be investigated further the use of *Tg(phd3:GFP)* zebrafish crossed with either a neutrophil or macrophage marker could investigate leukocyte specific HIF response. RNAseq approaches found a differential response of HIF-1α in pro-inflammatory macrophages infected with *Cryptococcus neoformans* (Subramani *et al*., 2020). As it is unclear from the literature, and my experimental work, whether both *Candida albicans* or *Cryptococcus neoformans* induce a HIF-1α response this could be investigated in future work using different approaches to the zebrafish line, such as RT-qPCR either of whole fish, or immune cells specifically purified by FACS. However, it would be logical that if these HIF-mediated responses are fungicidal that the pathogens would not activate them, as when I artificially increase Hif-1α, NO is upregulated, and infection outcome is improved.

The anti-nitrotyrosine antibody used in this thesis to indirectly measure NO, can also produce staining from nitrosylated tissues resulting from myeloperoxidase (MPO) activity. The NO
The response to *Candida albicans* is linked to phagocytosis, as it can be inhibited by cytochalasin B in rat polymorphonuclear leukocytes (PMNs, Fierro *et al.*, 1996). However, ROS or RNS are not required for killing of phagocytosed *Candida albicans*, suggesting the role of other anti-*Candida* factors are needed for intracellular pathogen killing (Balish *et al.*, 2005). Rat PMNs treated with phorbol myristate acetate (PMA) have increased superoxide anion release, but unaffected fungicidal activity (Fierro *et al.*, 1996), indicating some ROS released by PMNs are not involved in neutrophil fungicidal activity. Leukocytes use multiple anti-fungal ROS enzyme systems, consisting of phagocyte oxidase (PHOX, to produce superoxide anion), MPO (to create hypochlorous acid and hydroxyl radical), or iNOS (to synthesise NO) (Farah *et al.*, 2009). Whilst the products of each of these systems may not be directly fungicidal *in vitro*, they can cross-react to generate new candidacidal radicals, such as peroxynitrite (ONOO), to create an anti-fungal response from respiratory burst (Vazquez-Torres *et al.*, 1996; Vázquez-Torres and Balish, 1997). Therefore, the antifungal capacity of leukocytes is contributed to by multiple ROS mechanisms, which can act independently, or cross-react to generate other radical species. Due to this, future work continuing this research could be to further investigate the ROS mechanisms used in response to *Candida albicans* infection *in vivo*, using the zebrafish model. Does *Candida albicans* infection reduce MPO, or inhibit its activity? MPO could be visualised using TSA staining and used for investigating whether Hif-1α signalling stabilisation is involved. RT-qPCR could also be used to investigate gene expression of iNOS, and other pro-inflammatory or ROS related genes to aid the investigation of how *Candida albicans* infection influences the host ROS response. To determine whether the host-protective effect of HIF-1α stabilisation against *Candida albicans* is dependent on NO production, survival experiments could be performed using HIF-1α stabilisation and NOS inhibitors such as L-NAME and L-NIL.

As only survival was assessed as a readout of infection, it is also unclear whether HIF-1α stabilisation influences fungal burden *in vivo*, as well as survival. Future work could be to investigate the effect of HIF-1α stabilisation on *Candida albicans* burden to address this, either using fluorescent microscopy and pixel count, or plating out homogenised infected fish for CFU counts. As the neutrophilic NO response was re-armed by HIF-1α stabilisation during *Candida albicans* and that infection reduced neutrophil number, the neutrophil response could be further interrogated. Whether the reduced neutrophil number resulted from neutrophil cell death could be investigated by assessing neutrophil apoptosis with TUNEL staining and combined with HIF-1α stabilisation to assess whether this rescues the reduced neutrophil count. NETosis could also be investigated using the zebrafish NET reporter line (neutrophil histone H2az2a), and once again combined with HIF-1α stabilisation to assess if HIF-1α had a role in NETosis in an infection context.
To conclude, HIF-1α stabilisation was host-protective against *Candida albicans* and was able to restore the host NO response during infection. This result adds to increasing evidence of HIF-1α as an attractive target for immunomodulation, to improve infection outcome. Targeting HIF-1α signalling for immunomodulation is not a blanket approach for all infections and will not be effective against all pathogens, demonstrated by the differences observed in the *Candida albicans* and *Cryptococcus neoformans* models. Whilst HIF-1α has previously been shown as a potential target in bacterial infections, my data suggests that HIF-1α could be a therapeutic target in fungal infection also, primarily in infections combatted with strong neutrophil component. As HIF-1α can modulate production of NO, a key natural antimicrobial compound produced by leukocytes, it is an attractive target for immunomodulation in the context of fungal infection, where NO and ROS mechanisms provide antifungal responses. Both fluconazole and amphotericin B, two key antifungal treatments used to treat patients, cause an increase in ROS and NO as part of their antifungal effect (Kobayashi *et al*., 2002; Mahl *et al*., 2015; Mozaffarian *et al*., 1997; Peng *et al*., 2018). Therefore, targeting HIF-1α therapeutically could provide a way to improve infection outcome without adding to increasing antimicrobial resistance of fungal pathogens.
5. arginase2 is expressed in neutrophils and macrophages during early stages of immune challenge

5.1. Introduction

5.1.1. Arginase

Arginases are a family of ureohydrolases that have multiple biological functions. Arginase cleaves L-arginine into urea and L-ornithine contributing to the urea cycle by catalysing the final step in the detoxification and breakdown of ammonia in the liver (Wu and Morris, 1998). Ornithine is required for the synthesis of amino acids such as proline and polyamines which contribute to cell proliferation, collagen synthesis (Reviewed by Maarsingh et al., 2008; Racke and Warnken, 2010), tissue repair and wound healing (Maarsingh et al., 2008; Wu and Morris, 1998). Vertebrate organisms have two isoforms of the arginase gene, ARG1 and ARG2. The resulting proteins differ in cellular location (ARG1 is cytoplasmic and ARG2 is mitochondrial) and regulation (Dowling et al., 2021; Jenkinson et al., 1996; Munder, 2009). The vertebrate ARG2 isoform is the closer to early evolutionary arginases, with ARG1 only occurring after a genome duplication event following the split between invertebrate and vertebrate species (Samson, 2000). Both isoforms produce the same metabolites, have similar functions and are over 60% homologous with 100% homology in functional regions of the enzyme (Vockley et al., 1996).

In the context of innate immunity, human monocyte-derived macrophages and dendritic cells show no ARG1 protein in a resting state (Munder et al., 2005). Similarly, the murine macrophage cell line RAW 264.7, murine peritoneal and bone marrow-derived macrophages (BMDMs) possess low levels of arginase prior to stimulation (Erdely et al., 2006; Louis et al., 1998; Munder et al., 1999). However, when stimulated towards either a pro- or anti-inflammatory state, arginase is induced, with pro-inflammatory stimuli inducing Arg2 and anti-inflammatory stimuli inducing Arg1 in both murine and human macrophages in vitro (El Kasmi et al., 2008; Khallou-Laschet et al., 2010; Ming et al., 2012). Therefore, in the case of macrophages, arginase expression is relatively low in a resting state but is enhanced in response to multiple immune stimuli.

Neutrophils also express arginase. In humans, polymorphonuclear leukocytes (PMNs) were determined to be a major source of ARG1, expressing it constitutively, despite being poor metabolisers of arginine (Canè and Bronte, 2020; Munder et al., 2005). This is consistent with the containment of inactive ARG1 enzyme within the neutrophilic azurophil granules, where is activated upon extracellular release via degranulation (Jacobsen et al., 2007, 2006; Munder et al., 2005). Release of ARG1 from neutrophil granules suppresses T cell proliferation.
(Vonwirth et al., 2021), acting as a point of regulation with the adaptive immune system. Therefore, alongside metabolic functions, arginase also possesses an immune role, with its expression and localisation in neutrophils and macrophages, and ability to produce products associated with wound healing and tissue repair.

### 5.1.2. Arginase as an anti-inflammatory marker

Arginase is sometimes measured as a hallmark of the anti-inflammatory immune response, including a key marker of anti-inflammatory (M2) macrophage polarisation *in vitro*, due to its ability to create metabolites resulting in the production of wound healing factors and is essential for effector mechanisms of other anti-inflammatory cytokines such as IL-10 (Dowling *et al.*, 2021). IL-10 positively regulates both ARG1 (Lang *et al.*, 2002; Schreiber *et al.*, 2009) and ARG2 (Lang *et al.*, 2002) in macrophages. Macrophages can be polarised to inflammatory subsets *in vitro* through directly stimulation with cytokines or other inflammatory regulators (Modolell *et al.*, 1995; Mosser and Edwards, 2008; Munder *et al.*, 1998; Stein *et al.*, 1992). In macrophages, both iNOS and arginase compete for L-arginine, with iNOS using L-arginine to generate NO and other ROS, and arginase generating repair factors. Control of this competitive inhibitive axis, such as a push towards iNOS and NO production, forms a crucial regulatory role in the innate immune response and impacts infection outcome and dynamics (Hesse *et al.*, 2001).

*In vivo*, macrophages express multiple M1/M2 markers in a much more complex manner compared to that observed *in vitro*. Unlike the *in vitro* context where specific stimuli are applied, *in vivo* macrophages are exposed to a plethora of signals and are potentially capable of phenotypically switching between inflammatory profiles in response to the microenvironment (reviewed by Murray and Wynn, 2011; Stout and Suttles, 2004), however this remains controversial. Therefore, to fully understand the role of polarisation markers, such as arginase, have in innate immune responses to immune challenge (e.g., infection), *in vivo* models are critical.

### 5.1.3. Arginase in infection settings

Arginase or iNOS macrophage responses are context dependant and can be manipulated by invading pathogens. Arginase is induced in response to many different infections, including parasitic infections such as visceral leishmaniasis (Abebe *et al.*, 2013), bacterial pathogens such as *Staphylococcus aureus* (Pang *et al.*, 2020), fungal pathogens such as *Candida albicans* (Wagener *et al.*, 2017), and viral infections including COVID-19 (Derakhshani *et al.*, 2021). Depending on the infection context, upregulating arginase can be a defence mechanism of the pathogen against host leukocytes. Such is the case for *Candida albicans*, where the chitin component of the cell wall promotes an anti-inflammatory response in
macrophages (Lenardon et al., 2020), to suppress a more fungicidal pro-inflammatory state. Mice overexpressing anti-inflammatory cytokines IL-10 or IL-13, both which have significantly elevated Arg1 expression, are more susceptible to mycobacterial infection (Heitmann et al., 2014; Schreiber et al., 2009). As the induction of arginase can be detrimental to the host by holding back pro-inflammatory and antimicrobial responses, the timing of arginase induction during infection is important. As arginase is an anti-inflammatory factor, which aids inflammation resolution and tissue repair, it can be expected that arginase expression and activity would occur later in infection following a pro-inflammatory and antimicrobial host response.

Multiple bacterial pathogens induce an arginase response at early time points following infection. The intracellular pathogen *Heliobacter pylori* stimulates a strong Arg2 response in murine macrophages *in vitro*, increasing expression by 8-fold at 2 hours post infection (hpi) compared to controls, which remained through to 12hpi, also increasing ARG2 protein levels (Gobert et al., 2002). Pharmacological inhibition of arginase using norNOHA inhibited *H. pylori* stimulated macrophage apoptosis *in vitro* (Gobert et al., 2002), and Arg2−/− mice also exhibit a lower bacterial load compared to wildtype controls (Hardbower et al., 2016). In mice infected with *Mycobacterium bovis* bacillus Calmette-Guérin (BCG), ARG1 protein levels were increased from 24hpi in lysates of BMDMs in response to infection, (El Kasmi et al., 2008). At 3 days post infection (dpi) with *Staphylococcus aureus*, mRNA of both Arg1 and Arg2 was significantly increased in the liver, kidney and blood (Pang et al., 2020). Together, these studies indicate that in the context of bacterial infection, an early induction of arginase expression may be detrimental to the host.

In addition to bacterial pathogens, fungal pathogens can also induce arginase at early infection time points. *Aspergillus fumigatus* induces Arg1 mRNA expression and activity in murine lung tissue and alveolar macrophages from 24hpi until 96hpi (Bhatia et al., 2011). Similarly, Arg1 mRNA is induced in lung leukocytes at 3dpi from mice infected with fungus *Histoplasma capsulatum* (Szymczak and Deepe, 2009). In this case of *Histoplasma capsulatum* infection, an M2 response was associated with progressive infection. This was also the case for *Cryptococcus neoformans* infection, where mice that overexpressed IL-13 possessed alveolar macrophages with an anti-inflammatory phenotype that failed to clear infection (Arora et al., 2011; Müller et al., 2007). *Candida albicans* infection induces ARG1 protein in human monocyte derived macrophages (MDMs) after 3 hours of co-culture, with a 40% increase in arginase activity in cell lysates, with more virulent *Candida albicans* strains inducing a stronger arginase response (Wagener et al., 2017).
In the studies above, arginase induction at early infection timepoints was shown to be detrimental to the host, and inhibition of arginase either genetically or pharmacologically was host-beneficial and improved infection outcome.

Arginase can also be expressed at later infection stages and during chronic infection. The later infection stages of tuberculosis (TB) possess a hallmark structure of infection, granulomas. In macaque granulomas, both the \textit{ARG1} and \textit{ARG2} isoforms are upregulated compared to non-granulomatous tissue, with both \textit{ARG1} and \textit{ARG2} expression identified in neutrophils and \textit{ARG1} and \textit{ARG2} proteins identified in granulomatous macrophages (Mattila \textit{et al.}, 2013). This was also true for human granulomas, where also \textit{ARG1} is expressed in type II pneumocytes in granulomas from lung tissue of TB patients, which are the cells responsible for surfactant secretion (Pessanha \textit{et al.}, 2012). The induction of arginase can influence multiple infection dynamics that influence outcome as regulation of the iNOS/arginase axis influences both granuloma size and formation in murine models of granulomatous infections \textit{Mycobacterium avium} and \textit{Schistosoma mansoni} (Hesse \textit{et al.}, 2001). In pulmonary murine macrophages, \textit{ARG1} protein was not detected during earlier infection stages with \textit{Mycobacterium tuberculosis} (7 and 21dpi, where iNOS expression was high at 21dpi and no other time point) however at later and progressed infection stages (35 and 60dpi) \textit{ARG1} protein was strongly expressed (Redente \textit{et al.}, 2010).

Multiple chronic conditions also possess elevated arginase expression and activity. In intestinal and sigmoidal tissue biopsies from patients with inflammatory bowel diseases, biopsies with a more severe inflammatory phenotype had increased \textit{ARG1} mRNA expression (Baier \textit{et al.}, 2020). Murine models of colitis developed a less severe phenotype when \textit{Arg1} was not expressed in hematopoietic and endothelial cells (Baier \textit{et al.}, 2020). In cystic fibrosis (CF), a chronic inflammatory pulmonary disease which leaves individuals susceptible to chronic infections, arginase activity was high in the airway fluid of CF patients and minimal in healthy controls, and negatively correlated with lung function (Ingersoll \textit{et al.}, 2015). In lung tissue from idiopathic pulmonary fibrosis patients, a progressive fibrotic condition where >95% patients possess pulmonary infection with one or more of three herpesvirus (Tang \textit{et al.}, 2003), \textit{ARG1} was abundant in biopsies with extensive fibrosis, in areas of pleura thickening and interstitial fibrosis (Mora \textit{et al.}, 2006). This induction of \textit{ARG1} was suggested to originate from the viral infection, as \textit{ARG1} protein expression is increased weakly from 15dpi, then more strongly at 180dpi in lung tissue of mice infected with murine gamma-herpesvirus 68 (Mora \textit{et al.}, 2006). In infected chronic wounds, arginase and ornithine levels were higher compared to non-infected chronic wounds (Debats \textit{et al.}, 2009), also suggested the role of infection in elevating arginase levels. Together, these studies provide evidence of a detrimental role of \textit{ARG1} in chronic disease.
As arginase expression can be induced by infection, which can be detrimental to the host during early, late, and chronic infection, it is important we understand how leukocytes regulate arginase in response to infection, and the timing of when this expression is induced using \textit{in vivo} models.

5.1.4. Hypothesis and aims

As arginase is induced in response to multiple pathogenic stimuli, negatively regulates iNOS activity and is a key marker of anti-inflammatory immune response and macrophage polarisation, I hypothesised that \textit{arginase} is upregulated in response to infection challenge in the zebrafish model, and a heterogenous macrophage population of \textit{arginase} expression would be observed.

To investigate the anti-inflammatory immune response using the zebrafish model, Amy Lewis (Research Assistant in the Elks lab) generated a transgenic reporter line for arginase (\textit{arg2} isoform) \textit{TgBAC(arg2:eGFP)sh571} using BAC transgenesis. To investigate my hypothesis, I will use this line to achieve various research aims:

- To characterise \textit{arg2:GFP} expression in the transgenic line using fluorescent microscopy
- To challenge the line with injury or infection, to investigate the \textit{arg2:GFP} response to immune challenge at early and later time points
- To assess immune cell expression of \textit{arg2:GFP}, using multiple immune cell-specific transgenic lines
5.2. Materials and Methods

5.2.1. Ethics Statement and Zebrafish Husbandry

All zebrafish were raised in The Bateson Centre (University of Sheffield, UK) and maintained according to standard protocols (zfin.org) in Home Office approved facilities. All procedures were performed on embryos less than 5.2 days post fertilisation (dpf) which were therefore outside of the Animals (Scientific Procedures) Act, to standards set by the UK Home Office. Adult fish were maintained at 28°C with a 14/10-hour light/dark cycle. Transgenic lines used in this chapter are listed below in Table 5.01. Nacre zebrafish were used as a non-fluorescent wildtype control as this is the background of the TgBAC(arg2:eGFP) line, and for ease of microscopy due to their lack of pigmentation.

<table>
<thead>
<tr>
<th>Table 5.01. - Transgenic zebrafish lines used in this study</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Line</strong></td>
</tr>
<tr>
<td>TgBAC(arg2:eGFP)</td>
</tr>
<tr>
<td>Tg(lyz:NTRmCherry)</td>
</tr>
<tr>
<td>Tg(mpeg:mCherryCAAX)</td>
</tr>
<tr>
<td>Tg(cfms:Gal4)i186;Tg(UAS:nfsB-mCherry)i149</td>
</tr>
</tbody>
</table>

5.2.2. Whole mount in situ hybridisation

Zebrafish embryos of selected ages or conditions were fixed in 4% (v/v in PBS:0.1% Tween20) paraformaldehyde (PFA, ThermoFisher Scientific) at 4°C overnight. Whole mount in situ hybridization was performed as previously described (Thisse and Thisse, 2008). Both sense and anti-sense probes for arg2 were designed, synthesised, and provided by Amy Lewis (Research Assistant in the Elks lab).

5.2.3. Light Sheet microscopy

Naïve arg2:GFP zebrafish at 2 and 3dpf were imaged using a Zeiss Z1 light sheet microscope with Plan-Apochromat 20x/1.0 Corr nd=1.38 objective, dual-side illumination with online fusion and activated Pivot Scan at 28°C chamber incubation. Zebrafish were anaesthetised in 0.168 mg/ml tricaine and mounted vertically in 1% Low melting agarose (Sigma) in glass capillary. Images were obtained using 16bit image depth, 1400x1400 pixel field of view and GFP visualised with 488nm laser at 16% power, 49.94ms exposure and user-defined z-stack depth (400-600 slices, 0.641μm slices). Light sheet microscopy performed at the Wolfson Light Microscopy Facility (University of Sheffield, UK). Images processed using Arivis 4D viewer.
software via stitching together fields of view to create composite image and subsequent fly-through video.

5.2.4. Tail fin transection
To induce an inflammatory stimulus, 2- or 3-days post fertilisation (dpf) zebrafish were anaesthetised in 0.168 mg/ml Tricaine (Sigma-Aldrich) in E3 media and visualised under a dissecting microscope. Using a scalpel blade (5mm depth, WPI) the tail-fin was removed via cleanly slicing immediately after the circulatory loop as previously described (Renshaw et al., 2006), ensuring the circulation remains intact.

5.2.5. Pathogen culture and preparation for injection
Bacterial infection experiments were performed using *Mycobacterium marinum* strain M (ATCC #BAA-535), containing the pSMT3-Crimson vector, with liquid cultures prepared from bacterial plates (Schindelin et al., 2012). Liquid cultures were washed and prepared in 2% polyvinylpyrrolidone40 (PVP40, Sigma-Aldrich) solution as previously described for injection (Benard et al., 2012; Cui et al., 2011). Injection inoculum was prepared to 100 colony forming units (cfu)/nl for all *M. marinum* experiments, which was injected into the circulation at 30hpf via the caudal vein to create a systemic infection.

Infection experiments were performed using the *Candida albicans* strains TT21-mCherry (Johnston et al., 2013) or SN148-GFP (Unpublished). Overnight liquid cultures were grown from fungal plates, then prepared for injection as previously described (Chapter 2, section 2.10.2.). Cultures were counted using a haemocytometer and prepared in 10% PVP40 for 200cfu/nl injection dose (unless stated otherwise) which was injected into the circulation at 30hpf via the caudal vein.

Infection experiments were performed using the *Cryptococcus neoformans* fluorescent laboratory strains Kn99-mCherry, Kn99-GFP and H99-GFP (Gibson et al., 2018; Voelz et al., 2010). Cryptococcal culture was performed as previously described (Chapter 2, section 2.9.4.) and after counting on a haemocytometer, inoculum was prepared in 10% PVP40 for 500cfu/nl injection dose which was injected into the circulation at 30hpf via the caudal vein.

5.2.6. Microinjection into zebrafish embryos
Prior to injection, zebrafish were anaesthetised in 0.168 mg/ml Tricaine (MS-222, Sigma-Aldrich) in E3 media and transferred onto 1% agarose in E3+methylene blue plates, removing excess media. All pathogens were injected systemically using a microinjection rig (WPI) attached to a dissecting microscope. A 10mm graticule was used to measure 1nl droplets for consistency, and droplets were tested every 5-10 fish and recalibrated if necessary. Final
injection volume of 1 nl was injected to produce doses calculated for each pathogen. After injection, zebrafish were transferred to fresh E3 media for recovery and maintained at 28°C.

5.2.7. Confocal and Stereomicroscopy
For confocal microscopy larvae were anaesthetised in 0.168 mg/ml Tricaine and mounted in 1% low melting agarose (Sigma) containing 0.168 mg/ml tricaine (Sigma) in 15μ Slide 4 well glass bottom slides (Ibidi). Confocal images obtained using a Leica DMi8 SPE-TCS microscope using a HCX PL APO 40x/1.10 water immersion lens.

Zebrfish larvae were anaesthetised in 0.168 mg/ml Tricaine and transferred to a 50mm glass bottomed FluoroDish™ (Ibidi). Zebrfish were imaged using a Leica DMi8 SPE-TCS microscope fitted with a Hammamatu ORCA Flash 4.0 camera attachment using a HC FL PLAN 2.5x/0.07 dry lens. Whole mount in situ staining was imaged using a Leica MZ10F stereo 14 microscope fitted with a GXCAM-U3 series 5MP camera (GT Vision)

5.2.8. Anti-nitrotyrosine staining
Larvae were fixed in 4% (v/v) paraformaldehyde in PBS overnight at 4°C, and nitrotyrosine levels were immune labelled using immunostaining with a rabbit polyclonal anti-nitrotyrosine antibody (06-284; Merck Millipore) and detected using an Alexa Fluor–conjugated secondary antibody (Invitrogen Life Technologies) as previously described (Elks et al., 2014, 2013).

5.2.9. Image analysis
Measurements of fluorescence across the granuloma taken using ImageJ (also named Fiji) software (Schindelin et al., 2012). Scale was set for image selection prior to taking measurements. The ‘straight line’ tool was selected, and a line was drawn from one side of granuloma to the other, crossing through cells of interest to measure. From the analysis tab, ‘plot profile’ was selected to provide XY values of fluorescent profiles. Data was plotted using GraphPad Prism software.

5.2.10. Statistical analysis
Plotting of data and statistical analysis was performed using Graphpad Prism software (versions 7 and 9). Relevant statistics for each experiment, along with details of error bars provided with each individual figure. Calculated p values are stated in full either on figure, in legend or in text.
5.3. Results

5.3.1. arginase2 is the most abundantly expressed arginase isoform in zebrafish and is highly expressed in ionocytes

To further characterise zebrafish arginase, the expression levels of leukocyte arginase expression was assessed using publicly available RNAseq datasets. Similarly, to mammalian organisms, zebrafish possess two isoforms of arginase, arg1 and arg2. Therefore, expression of zebrafish arginase isoforms was also compared with human ARG1 and ARG2 expression in leukocytes.

Figure 5.02 - Zebrafish leukocytes express more arg2 than arg1 in immune cells at both larval and adult developmental stages, similar to ARG expression of human macrophages: Expression of both human (ARG1 and ARG2, A) and zebrafish (arg1 and arg2, B, C and D) arginase isoforms were
determined through RNAseq analysis datamined from publicly available datasets. CD14+ monocytes were isolated from peripheral blood mononuclear cells from healthy donors and polarised for three days with either IFN-γ (200 U/ml), TNF-α (800 U/ml) or ultrapure LPS (10 µg/ml) towards a pro-inflammatory state (Ai) or IL-4 (1,000 U/ml) and IL-13 (100 U/ml) towards an anti-inflammatory state (Aii). Human macrophages were then lysed and RNA extracted for RNAseq (as described in Beyer et al., 2012). N=4 replicates. Human neutrophils were extracted from healthy donors and enriched before genetic material was extracted for RNAseq analysis (Aiii, as described in Chatterjee et al., 2016). N=4 replicates. Error bars in A depict SEM. Statistical significance determined via unpaired t test, p values stated on graph.

Zebrafish macrophages sorted via FACS of ~30 pooled 5 days post fertilisation (dpf) Tg(mpeg1:Gal4-VP16)gl24/(UAS-E1b:Kaede)s1999t larvae and RNAseq performed on mpeg:kaede+ (macrophages, Bi and Ci) or mpeg:kaede- (rest of fish) cells (Ci). Zebrafish neutrophils sorted via FACS of ~30 pooled 5dpf Tg(mpx:GFP)i114 larvae and RNAseq performed on mpx:GFP+ (neutrophils, Bii and Cii) or mpx:GFP- (rest of fish) cells (Cii). Zebrafish T cells sorted via FACS of ~30 pooled 5dpf Tg(lck:GFP)cz2 larvae and RNAseq performed on lck:GFP+ (T cells, Biii and Ciii) or lck:GFP- (rest of fish) cells (Ciii). Datasets in B and C obtained from Rougeot et al., 2019, data is an average value from 3 replicates as presented in the published study. Gene expression of adult zebrafish leukocytes was determined using the zebrafish bloodatlas (Athanasiadis et al., 2017). Each point represents separate scRNAseq replicates performed across multiple zebrafish wildtype and transgenic strains. Each arm of schematic indicates separate blood cell population (labelled). Deeper colour indicates higher expression (log10 Scale bars described for each gene).

Human monocyte derived macrophages (MDMs) polarised either towards pro- or anti-inflammatory states expressed significantly higher levels of ARG2 compared to ARG1 (5.252 FPKM compared to 0.2875 FPKM, Figure 5.01. Ai, and 6.781 FPKM compared to 0.3959 FPKM, Figure 5.01. Aii). Expression levels of ARG2 are comparable in the anti-inflammatory macrophage subset compared to the pro-inflammatory subset (6.781 FPKM and 5.252 FPKM respectively). Unlike human MDMs, human neutrophils possess more abundant levels of ARG1 compared to ARG2 (16.17 FPKM compared to 0.5054 FPKM, Figure 5.01. Aiii).

Zebrafish macrophages, neutrophils, and T cells all express arg2 as the most abundant arginase isoform. No expression of arg1 was detected by RNAseq in macrophages, neutrophils or T cells (Rougeot et al., 2019, 0.0 TPM for all datasets, Figure 5.01. Bi, Bii and Biii). Zebrafish macrophages expressed a lower number of arg2 transcripts compared to neutrophils (50.2 TPM compared to 81.0 TPM, Figure 5.01. Bi and Bii), which expressed a lower number of arg2 transcripts when compared to T cells (96.8 TPM Figure 5.01. Biii).

In all zebrafish datasets where immune cells have been sorted by FACS (Figure 5.01. C), non-fluorescent cells (Kaede or GFP negative) represent all other cell types of the zebrafish larvae. Compared to expression in remaining fish tissues, arg2 expression in macrophages (mpeg:kaede+ cells, 154.0 TPM compared to 50.2 TPM), neutrophils (mpx:GFP+ cells, 172.0
TPM compared to 81.0 TPM) and T cells (lck:GFP+ cells, 143.2 TPM compared to 96.8 TPM) was less abundant and was therefore not enriched in the specific immune cell populations (Figure 5.01. Ci, Cii and Ciii).

At the adult developmental stage (>3 months post fertilisation), similarly to the larval stage, zebrafish leukocyte populations express arg2 more abundantly than arg1 (Figure 5.01. D). Not only do more scRNAseq datasets report expression for arg2 than arg1, but they also report a more abundant expression level depicted by a deeper blue colour (scale of arg2 is max 3 compared to scale of arg1 which a max of 1, Figure 5.01. D).

Together, this data suggests that similarly to human macrophages, zebrafish leukocytes express arg2 more abundantly than arg1. This is in part the reason that the arg2 isoform was chosen for generation of a transgenic zebrafish line to investigate the roles of zebrafish arginase expression in vivo.

To further characterise expression of arg2 within zebrafish larvae, a newly generated TgBAC(arg2:GFP)sh571 transgenic line, that was developed by Amy Lewis, (research assistant in the Elks Lab), was characterised using both light sheet and confocal microscopy. To validate that the arg2:GFP expression from the transgenic zebrafish was specific to arg2, expression was first compared against expression patterns of arg2 via whole mount in situ hybridisation.
Figure 5.043. Transgenic arginase2 reporter line closely recapitulates arg2 expression pattern from in situ hybridisation, marking ionocyte but not leukocyte populations: Nacre embryos were fixed at either 2- or 3-days post fertilisation (dpf) in 4% paraformaldehyde before whole mount in situ hybridisation performed with arg2 antisense probe. Representative images from each timepoint displayed from N=17-20 fish imaged per group from one independent experiment (A). Magnified view of stained cells shown in Ai. Images of arg2 transgenic reporter TgBAC(arg2:GFP)sh571 larvae acquired at 2dpf (B) and 3dpf (C) using light sheet microscopy. Magnified view of arg2:GFP+ cells from 3dpf larvae shown in Ci. Transverse slice of lightsheet imaging shows arg2:GFP+ cells on outer edge of yolk sac extension (Cii). Associated schematic depicts location of slice (blue line), direction of view (magenta arrow) and dorsal / ventral (D or V) labels for orientation. TgBAC(arg2:GFP)sh671 fish were outcrossed with either macrophage reporter Tg(mpeg:mCherryCAAX)sh378 (D) or neutrophil reporter Tg(lyz:NTRmCherry)sh260 (E) and imaged using fluorescent confocal microscopy. Representative
images from each outcross shown in D and E. N=1 independent experiment, 6 fish imaged per outcross. Scale bars = 200µm (A, B and C) or 25µm (D and E).

Expression of arg2 is primarily expressed in cells dispersed across the yolk sac in a dotted pattern, when investigated using whole mount in situ hybridisation (Figure 5.02. A and Ai). This is consistent with previous in situ hybridisation staining of arg2 (Thisse and Thisse, 2004) with the dots of signal corresponding to ionocytes, a cell population responsible for ion transfer into the zebrafish larvae. This ionocyte expression pattern is matched by the transgenic zebrafish line at 2 and 3dpf (Figure 5.02. B, C and Ci respectively), indicating that the arg2:GFP expression from the transgenic line is specific to arg2 gene expression. The arg2:GFP+ cells observed were located on the outside of the yolk sac extension when investigated via a transverse view with the light sheet microscope (Figure 5.02. Cii). This recognisable pattern of dots over the yolk was used as a screening method for GFP+ embryos moving forward.

The arg2:GFP line was crossed to other transgenic lines reporting for innate immune cell populations, to investigate leukocyte specific arg2 expression in macrophages (crossed with mpeg:mCherry line) and neutrophils (crossed with lyz:mCherry line). Double transgenic embryos were imaged using confocal microscopy in the area of the caudal vein, a region of the larvae where large numbers of leukocytes are situated. In a resting state, macrophages (shown in magenta, Figure 5.02. D) did not appear to express arg2:GFP, which was distinct to ionocytes (GFP+ cells, Figure 5.02. D). Similarly, also in a resting and unchallenged state, neutrophils (shown in magenta, Figure 5.02. E), were not arg2:GFP+ and therefore did not appear to express arg2.

Therefore, the primary source of arg2:GFP expression in the zebrafish larvae is the ionocyte population.
5.3.2. Neutrophils are the predominant leukocytes to express arg2:GFP in response to early injury or early-stage mycobacterial infection challenge

As there were no examples of macrophages or neutrophils expressing arg2:GFP in unchallenged zebrafish larvae, responses of arg2:GFP expression to either injury or infection was assessed. To confirm that any change in arg2 expression resulted from response to the immune challenge (either injury or infection), Tg(arg2:GFP) zebrafish were imaged without challenge, either at the tail tip (site of injury challenge) or in the caudal vein region (injection site) following injection with PVP, a saline solution which is the vehicle for the infection inoculum (mock infection).

**Figure 5.044.** - Injection of saline solution PVP does not induce a neutrophilic arg2:GFP response: arg2 reporter TgBAC(arg2:GFP)sh571 was crossed with neutrophil reporter (lyz:mCherry).
Larvae were mounted in low melting agarose and imaged using confocal microscopy. Images were taken of 2dpf larvae at the tail tip, the region where the injury model is based. Without an injury challenge, there were no observed arg2:GFP+ leukocytes at the tail tip (A). N=3 independent experiments, 2 fish imaged per experiment. Larvae were injected at 30 hours post fertilisation with PVP, a saline solution which is the vehicle for the infection inoculum, into the caudal vein. At 1- and 4-days post injection (dpi), larvae were imaged with confocal microscopy in the region of the injection site (B and C). N=1 independent experiment, 12 fish (B) or 10 fish (C) imaged per condition. Representative images displayed for each condition. White arrowhead indicates arg2:GFP+ lyz:mCherry+ cell. Scale bars = 25µm.

At the tail tip, very few lyz:mCherry+ neutrophils were observed, and no examples of arg2:GFP+ leukocytes were observed in the absence of immune challenge (Figure 5.03. A). When fish were injected with PVP, no examples of arg2:GFP+ leukocytes were observed at 1dpi, despite a large number of lyz:mCherry+ neutrophils present at the injection site (Figure 5.03. B). At 4dpi, a single example of an arg2:GFP+ neutrophil was observed in one fish out of six imaged (example 3, Figure 5.03. C), but no other example of arg2:GFP+ cells were observed, other than ionocytes (present in example 1, Figure 5.03. C).

Together these observations suggest that leukocytes do not express arg2 in an unchallenged state, or in response to a small challenge from PVP injection. This corresponds with observations that neutrophils and macrophages do not express arg2 in a resting or naïve state (Figure 5.02.).

To model the effect of injury, a tail fin transection challenge was used. Tg(arg2:GFP) zebrafish were outcrossed with either macrophage reporter mpeg:mCherry, or neutrophil reporter lyz:mCherry transgenic lines and the tail fin of resulting embryos were transected using a sterile scalpel blade at 2dpf. Larvae were then imaged at various time points post wounding, including 4 hours post wounding (hpw), the peak time of neutrophil recruitment to a wound site (Loynes et al., 2018).
Figure 5.045. – **Neutrophils heterogeneously display arg2:GFP expression after injury challenge:**

arg2 reporter TgBAC(arg2:GFP)sh571 was crossed with either neutrophil reporter (lyz:mCherry, A) or macrophage reporter (mpeg:mCherry, B). Nacre zebrafish were used as a non-fluorescent control (C). Larvae were wounded by tail fin transection at 2 days post fertilisation, mounted in low melting agarose and imaged using confocal microscopy at 1-, 4- and 6-hours post wounding (hpw). Grey dashed lines in images show wound edge. Some, but not all, neutrophils at the tail wound expressed arg2 (A, white arrow denotes lyz+ arg2- neutrophil, yellow arrows denote lyz+ arg2+ neutrophils). No examples of arg2 expressing macrophages (mpeg+ arg2+ macrophages) were observed at the wound edge (B). Nacre embryos (non-fluorescent line) have auto-fluorescent skin pigment cells (orange arrows) which can also be observed in transgenic fish (B), but otherwise display no non-specific fluorescent signal on either channel used (C). Representative images from each line shown (N=3 fish imaged per line). Scale bars = 25µm.
Early timepoints post wounding were selected to assess if there was an early \textit{arg2} response to an injury challenge. As early as 1hpw, an \textit{arg2:GFP} \textit{lyz:mCherry} neutrophil was visible at the wound edge, with multiple double positive neutrophils visible at both 4hpw and 6hpw (Figure 5.04. A, highlighted magnified view in orange box). This expression was heterogenous in the neutrophil population as not all \textit{lyz:mCherry} neutrophils were \textit{arg:GFP} (Figure 5.04. A). At all investigated time points, there was no examples of \textit{arg2:GFP} \textit{mpeg:mCherry} macrophages (Figure 5.04. B).

To validate the fluorescence was specific to the \textit{arg2:GFP} reporter, non-fluorescent wildtype (Nacre) embryos were injured and imaged at the wound site at 1, 4 and 6hpw. In the Nacre controls, auto-fluorescent cells (on both GFP and mCherry channels) can be seen which correspond to skin pigments (Figure 5.04. C). They can be identified by their large morphology and spotted fluorescence that is not uniform like the specific fluorescence of the transgenic reporter lines. Due to the pigmentation patterning of the zebrafish larvae, these are commonly observed in the tail fin. Apart from the auto-fluorescent skin cells, in the Nacre controls there are no fluorescent cells at the wound edge (Figure 5.04. C). Therefore, the fluorescent observed in the \textit{lyz:mCherry} and \textit{mpeg:mCherry} crosses is specific to the transgenic lines.

These observations indicate that neutrophils, not macrophages, produce an early \textit{arg2} response to injury challenge in the zebrafish model.

As \textit{arg2:GFP} signal was observed in multiple \textit{lyz:mCherry} neutrophils, the \textit{arg2} response of neutrophils in early injury timepoints was further investigated. Zebrafish were screened for both \textit{arg2:GFP} and \textit{lyz:mCherry} fluorescence, injured at 2dpf and imaged every 30 minutes from 0.5hpw to 3hpw.

After the initial imaging experiment of injury challenge (Figure 5.04.), observation of \textit{arg2:GFP}+ neutrophils at the wound site was rare and the brightness of the early \textit{arg2:GFP} expression was only detectable in 14\% (6/43) of the larvae imaged in subsequent experiments (N=7 independent experiments). As \textit{arg2:GFP}+ neutrophils were present as early as 1hpw from previous imaging (Figure 5.04. A), imaging was started as early as possible post wounding.
Figure 5.05. - Neutrophils can express arg2:GFP at early timepoints after injury: arg2 reporter TgBAC(arg2:GFP)sh571 was crossed with the neutrophil reporter (lyz:mCherry) and larvae were wounded by tail fin transection at 2 days post fertilisation, mounted in low melting agarose and imaged using confocal microscopy every 30 minutes from 0.5 to 3 hours post wounding (hpw). Grey dashed lines in images show wound edge. Representative images from each time point shown in A. Scale bars = 30µm. Total number of neutrophils and number of arg2:GFP+ neutrophils in the field of view at wound edge were counted (B). N=2 independent experiments with 1 larva imaged per experiment.

As early as 0.5hpw, arg2:GFP+ lyz:mCherry+ neutrophils are observed at the wound edge, and are present throughout imaging, all the way through to 3hpw (Figure 5.05. A). As observed previously, there was heterogeneity of arg2:GFP signal across the neutrophils present at the wound edge, with between 30-60% of neutrophils expressing arg2:GFP across all the time points (Figure 5.05. B).

Alongside using a ‘sterile’ wound as an immune challenge, I also utilised well established zebrafish infection models, for various infection challenges. Mycobacterium marinum, a fish-
specific pathogen and close genetic relative of the human pathogen *Mycobacterium tuberculosis* (Davis *et al.*, 2002; Tobin and Ramakrishnan, 2008), provided a bacterial infection challenge. *Tg(arg:GFP)* zebrafish were infected with a fluorescent *M. marinum* strain to investigate how this pathogen influenced *arg2* expression *in vivo*. Infected fish were imaged at 1 day post infection (dpi), an early infection time point, in the region of the caudal vein (the infection site) where *M. marinum* was present.

Figure 5.0

Figure 5.047. – More neutrophils express *arg2:GFP* at early stages of *Mycobacterium marinum* infection compared to macrophages: *arg2* reporter *TgBAC(arg2:GFP)sh571* was crossed with either neutrophil reporter (*lyz:mCherry*, A) or macrophage reporter (*mpeg:mCherry*, B). Larvae were infected at 30 hours post fertilisation with 100cfu/nl of fluorescent *Mycobacterium marinum* via injection into the caudal vein. At 1 day post infection, larvae were imaged with confocal microscopy in the region of the injection site. Representative images from neutrophil *lyz:mCherry* reporter (A) and macrophage *mpeg:mCherry* reporter (B). Scale bars = 30µm. White asterisks denote *arg2:GFP+* cells. Grey dashed
line in A depicts the outline of granuloma. Total number of neutrophils (C) or macrophages (D), and number of arg2:GFP+ mCherry+ cells were counted in the field of view for each individual fish. Counts from N=3 independent experiments, 3-5 fish per experiment. These counts were used to calculate the percentage of arg2:GFP+ cells (E). Error bars display SEM. Statistical significance determined using t test. P value stated on graph.

At 1dpi, examples of both arg2:GFP+ neutrophils (Figure 5.06. A) and macrophages (Figure 5.06. B) were observed. In the majority (12/15) of infected lyz:mCherry larvae, arg2:GFP+ neutrophils were observed at the infection site (Figure 5.06. C), and the number of arg2:GFP+ neutrophils could vary from 0 (fish 13-15, Figure 5.06. C) to all neutrophils observed at the infection site (fish 4 and 7, Figure 5.06. C). The number of arg2:GFP+ neutrophils observed at the injection site was mostly above 2, up to 8, with 7/15 fish possessing 1 or 0 examples of arg2:GFP+ neutrophils (Figure 5.06. C).

Compared to neutrophils, arg2:GFP+ macrophages were observed at a lower frequency at the same timepoint with 4/13 fish presenting examples of arg2:GFP+ macrophages (Figure 5.06. D). In fish that did possess arg2:GFP+ macrophages at the infection site, the number of arg2:GFP+ macrophages was low, with only 1-3 double positive cells observed per fish (Figure 5.06. D). Fewer macrophages had arg2:GFP expression compared to neutrophils, as the percentage of arg2:GFP+ neutrophils observed was significantly higher than the percentage of arg2:GFP+ macrophages (Figure 5.06. E).

To conclude, during early-stage M. marinum infection, zebrafish neutrophils express more arg2 compared to macrophages. This corresponds with the observation that zebrafish neutrophils, but not macrophages, upregulate arg2:GFP at early timepoints in response to injury challenge.
5.3.3. arg2:GFP is upregulated at later stages of *Mycobacteria marinum* infection

As well as investigating *arg2* expression during early infection time points, later time points of infection were also examined. *Tg(arg:GFP)* zebrafish were infected with a fluorescent *M. marinum* strain into the caudal vein, and imaged at 4dpi, a later time point where infection is more developed and larger granuloma-like structures have formed. Infected zebrafish larvae were imaged around the infection site, focusing on regions with possessing granuloma-like structures or where leukocytes were present in areas of high levels of infection.

![Image of zebrafish larvae infected with *M. marinum* showing granuloma-like structures and leukocytes expressing arg2:GFP](image)

**Figure 5.048.** - More neutrophils express *arg2:GFP* at granuloma-like stages of *Mycobacterium marinum* infection compared to macrophages: *arg2* reporter *TgBAC(arg2:GFP)sh571* was crossed with either neutrophil reporter (*lyz:mCherry*, A) or macrophage reporter (*mpeg:mCherry*, B). Larvae
were infected at 30 hours post fertilisation with 100cfu/ml of fluorescent *Mycobacterium marinum* via injection into the caudal vein. At 4 days post infection, larvae were imaged with confocal microscopy in the region of the infection site. Representative images from neutrophil *lyz:mCherry* reporter (A) and macrophage *mpeg:mCherry* reporter (B). Scale bars = 30µm. White asterisks denote *arg2:GFP*+ cells. Total number of neutrophils (C) or macrophages (D), and number of *arg2:GFP*+ *mCherry*+ cells were counted in the field of view for each individual fish. Counts from N=3 independent experiments, 2-9 fish per experiment. These counts were used to calculate the percentage of *arg2:GFP*+ cells (E). Error bars display SEM. Statistical significance determined using t test. P value stated on graph.

At 4dpi, examples of both *arg2:GFP*+ neutrophils (Figure 5.07. A) and macrophages (Figure 5.07. B) were observed. In the majority (13/15) of infected *lyz:mCherry* larvae, *arg2:GFP*+ neutrophils were observed at the infection site (Figure 5.07. C), and the number of *arg2:GFP*+ neutrophils could vary from 0 (fish 1 and 11, Figure 5.07. C) to all neutrophils observed at the infection site (fish 15, Figure 5.07. C).

Compared to neutrophils, fewer *arg2:GFP*+ macrophages were observed at 4dpi, with 3/16 fish presenting examples of *arg2:GFP*+ macrophages (Figure 5.07. D). In fish that did possess *arg2:GFP*+ macrophages at the infection site, only a single *arg2:GFP*+ *mpeg:mCherry*+ cell was observed (fish 7, 9 and 13, Figure 5.07. D). Macrophages presented less *arg2:GFP* expression compared to neutrophils, as the percentage of *arg2:GFP*+ neutrophils observed was significantly higher than the percentage of *arg2:GFP*+ macrophages at 4dpi (Figure 5.06. E).

To conclude, at 4dpi with *M. marinum*, zebrafish neutrophils express more *arg2* compared to macrophages. This corresponds with the observation that during early infection time points, zebrafish neutrophils, but not macrophages, upregulate *arg2:GFP*.

To further investigate the neutrophilic *arg2* response to *M. marinum* infection, it was investigated how *arg2:GFP* expression changed across infected areas. To do so, images from infected *Tg(arg2:GFP)* zebrafish with the *lyz:mCherry* neutrophil reporter were analysed and fluorescent signal across the image was measured using ImageJ software.
Neutrophils present in regions of *Mycobacterium marinum* infection can express *arg2:GFP*, including neutrophils with internalised bacteria: *arg2* reporter *TgBAC(arg2:GFP)sh571* was crossed with neutrophil reporter *lyz:mCherry* and larvae were infected at 30 hours post fertilisation with 100cfu/nl of fluorescent *Mycobacterium marinum* via injection into the caudal vein. At 4 days post infection, larvae were imaged with confocal microscopy in the region of the injection site with areas possessing *M. marinum* infection. Two examples of representative images used for quantification shown in A and B. Scale bars = 25µm. Grey dashed line drawn through the largest number of neutrophils possible in the field of view and represents X axis plot in plotted fluorescent profiles. Numbers on images and graphs highlight cells of interest and correspond between both. Representative examples from 3 independent experiments.

Neutrophils in the region of *M. marinum* infection at 4dpi express *arg2:GFP* in multiple examples (Figure 5.08. A and B). In the first example, neutrophils closest to *M. marinum* express *arg2:GFP* (cells 1-3, Figure 5.08. A), with neutrophils further away possessing comparatively weaker *arg2:GFP* fluorescence (cells 4-5, Figure 5.08. A). One neutrophil in the field of view has internalised *M. marinum* which also expresses *arg2:GFP* (cell 2, Figure 5.08. A).

In the second example, all neutrophils plotted displayed *arg2:GFP* expression, including neutrophils closer to *M. marinum* (cells 3-4, Figure 5.08. B) and those further away (cells 1-2, Figure 5.08. B). One neutrophil in the field of view has internalised *M. marinum* (cell 3, Figure 5.08. B) which had the strongest *arg2:GFP* expression out of all the neutrophils plotted (Figure 5.08. B).
Together, this data shows that neutrophils in areas of *M. marinum* infection at the later infection time point of 4dpi are heterogeneous in their *arg2* expression. Neutrophils can express *arg2* when in proximity to, directly in contact with or possessing internalised *M. marinum*.

During imaging experiments with *M. marinum* infection at 4dpi, many *arg2:GFP*+ cells that did not correspond to the neutrophil or macrophage reporters used were observed. To further investigate these unidentified cells, a second macrophage reporter line, *fms:mCherry*, was used. As the initial macrophage reporter *mpeg:mCherry* uses a membrane fluorescent marker, with a macrophage-specific promoter that can be downregulated by *M. marinum* infection (Benard et al., 2015; Ellett et al., 2011), the *fms:mCherry* reporter was chosen as it uses a separate macrophage promoter.
Figure 5.050. – At later stage (4dpi) *Mycobacterium marinum* infection, *arg2:GFP*+ cells that do not correspond with neutrophil or macrophage reporters possess internalised bacteria: *arg2* reporter *TgBAC(arg2:GFP)sh571* was crossed with either neutrophil reporter (*lyz:mCherry*, A and B) or macrophage reporter (*fms:mCherry*, C and D). Larvae were infected at 30 hours post fertilisation with 100cfu/ml of fluorescent *Mycobacterium marinum* via injection into the caudal vein. At 4 days post infection, larvae were imaged with confocal microscopy in the region of the injection site. Representative
images from neutrophil marker line (A and B) from N=3 independent experiments, 2-9 fish imaged per experiment. Representative images from macrophage marker line (C and D) from N=1 independent experiment, 6 fish imaged. Scale bars = 25µm. For each representative image, magnified views highlight arg2:GFP+ cells without neutrophil or macrophage marker with internalised bacteria (orange, blue and olive-green boxes). White arrowheads indicate arg2:GFP+ Mm+ cells with weaker GFP fluorescent 'compartment' where internalised Mm is located.

In both the neutrophil and macrophage reporters (Figure 5.09. A and B, and C and D respectively), arg2:GFP+ cells that did not correspond with leukocyte markers were observed with internalised bacteria. These unidentified arg2:GFP+ Mm+ cells were observed clustered around areas of infection and did not share the regularly distributed localisation patterning of arg2:GFP+ ionocytes (Figure 5.02. B and C). Some examples of the arg2:GFP+ Mm+ cells appeared to have a ‘compartment’ type structure, where GFP fluorescence was weaker in the same space as the internalised M. marinum (white arrowheads in Figure 5.09. A, orange box and C, orange box).

As macrophages play a major role in the internalisation of M. marinum compared to neutrophils (Clay et al., 2007), it was hypothesised that these arg2:GFP+ Mm+ could still be macrophages, that could not be identified using the mpeg:mCherry reporter due to downregulation of the mpeg promoter by the infection. A second macrophage reporter, fms:mCherry, was used to attempt to circumvent this. The unidentified arg2:GFP+ Mm+ cells were still present when using the fms:mCherry reporter and were fms:mCherry- (Figure 5.09. C and D).

Therefore, the identity of these arg2:GFP+ cells with internalised bacteria at 4dpi is still unclear from these imaging experiments.
5.3.4. Neutrophils express arg2:GFP in response to fungal pathogen challenge

Alongside using a bacterial infection model, the arg2 response to fungal infection was also investigated. Arginase is an anti-inflammatory factor associated with Th2 response (Munder et al., 1999), and Th2 immune responses are associated with susceptibility to fungal infection (Blanco and Garcia, 2008). Therefore, the arg2 response to two medically relevant zebrafish fungal infection models; Cryptococcus neoformans and Candida albicans, was assessed.

Figure 5.51. – Fluorescent strain of Cryptococcus neoformans Kn99-mCherry is identifiable from its circular morphology: Wildtype (Nacre) non-fluorescent zebrafish were infected with 500cfu/ml Kn99-mCherry (mCherry fluorescent strain of Cryptococcus neoformans) at 30 hours post fertilisation via the caudal vein and imaged using confocal microscopy at 1 day post infection. Representative image shown in A. N=1 independent experiment, 3 fish imaged. Scale bars = 25µm. Kn99-mCherry identified by its circular morphology, highlighted in magnified view (B, blue and orange boxes). GFP channel included to show fluorescent bleed through. Some Kn99-mCherry visible on GFP channel (B).

The mCherry fluorescent Cryptococcus neoformans strain Kn99-mCherry was used due to a lack of other fluorescent strains that did not use GFP and would therefore overlay arg2:GFP signal. Kn99-mCherry can be identified in vivo through its circular morphology and is usually found in small clusters at 1dpi (Figure 5.10. A). Some Kn99-mCherry microbes are also visible on the GFP channel despite being mCherry labelled (Figure 5.10. B). As Kn99-mCherry is identifiable not only from its fluorescence, but also morphology, arg2:GFP larvae with either a neutrophil or macrophage marker were infected with Kn99-mCherry to assess arg2 response.
In response to infection with *Cryptococcus neoformans*, both neutrophils and macrophages can express `arg2:GFP`: `arg2` reporter TgBAC(`arg2:GFP`)sh571 was crossed with either neutrophil reporter (`lyz: mCherry`, A) or macrophage reporter (`mpeg:mCherry`, B). Larvae were infected at 30 hours post fertilisation with 500cfu/nl of fluorescent *Cryptococcus neoformans* strain Kn99-mCherry via injection into the caudal vein. At 1 day post infection, larvae were imaged with confocal microscopy in the region of the injection site from yolk sac extension to tail tip, focusing on regions of interest. Representative image from neutrophil marker line (A) from N=1 independent experiment, 3 fish imaged. Representative image from macrophage marker line (B) from N=1 independent experiment, 4 fish imaged. Scale bars = 25µm. For each representative image, magnified views highlight `arg2:GFP`+ cells (orange box (A) and blue box (B)).
At 1dpi, examples of both arg2:GFP+ neutrophils (Figure 5.11. A) and macrophages (Figure 5.11. B) were observed in response to Cryptococcus neoformans infection. In the example image of the neutrophil marker line, three arg2:GFP+ neutrophils are responding to a single microbe of Kn99-mCherry in the centre of the image (Figure 5.11. A). Other than these examples, no other arg2:GFP+ neutrophils were observed in response to Cryptococcus neoformans at this timepoint.

Using the macrophage reporter line mpeg:mCherry, an example of an arg2:GFP+ macrophage was observed in response to Cryptococcus neoformans infection (Figure 5.11. B). The mpeg:mCherry reporter uses a membrane bound fluorescent marker and the mpeg:mCherry fluorescence follows the outer membrane of the macrophage’s dynamic morphology (Figure 5.11. B, blue box). The arg2:GFP+ macrophage is in contact with a cell of Cryptococcus neoformans situated below it (Figure 5.11. B). Other than this example, no other arg2:GFP+ macrophages were observed in response to Cryptococcus neoformans at this timepoint.

Together, these observations show that both neutrophils and macrophages can upregulate arg2 in response to Cryptococcus neoformans infection.

**Figure 5.53.** - Fluorescent strain of Candida albicans TT21 (mCherry) displays both yeast and hyphal morphology in vivo: Wildtype (Nacre) non-fluorescent zebrafish were infected with 100cfu/nl TT21-mCherry (mCherry fluorescent strain of Candida albicans) at 30 hours post fertilisation via the caudal vein and imaged using confocal microscopy at 1 day post infection. Representative images shown in A and B. N=1 independent experiment, 3 fish imaged. Scale bars = 25µm. TT21-mCherry was observed in either its yeast (A) or hyphal (B) morphology. GFP channel included to show fluorescent bleed through.
The second fungal infection model, *Candida albicans*, was investigated using an mCherry fluorescent strain, TT21. Unlike *Cryptococcus neoformans*, *Candida albicans* can exhibit multiple morphologies, such as a yeast and hyphal morphology. Both of these forms were observed in the zebrafish infection model, with the smaller rounded yeast morphology appearing in clusters (Figure 5.12. A) and hyphal form identifiable by the longer elongated morphology (Figure 5.12. B).

![Figure 5.54](image)

*Figure 5.54.* In response to infection with *Candida albicans*, both neutrophils and macrophages can express *arg2:GFP*. *arg2* reporter *TgBAC(arg2:GFP)sh571* was crossed with either neutrophil reporter (*lyz:mCherry*, A) or macrophage reporter (*mpeg:mCherry*, B). Larvae were infected at 30 hours post fertilisation with 100cfu/ml of fluorescent *Candida albicans* strain TT21-mCherry via injection into the caudal vein. At 1 day post infection, larvae were imaged with confocal microscopy in the region of...
the injection site from yolk sac extension to tail tip, focusing on regions of interest. Representative image from neutrophil marker line (A) from N=2 independent experiments, 4-6 fish imaged per experiment. Representative image from macrophage marker line (B) from N=2 independent experiments, 6-8 fish imaged per experiment. Scale bars = 25µm. For each representative image, magnified views highlight arg2:GFP+ cells (orange box (A) and blue box (B)).

At 1dpi, examples of both arg2:GFP+ neutrophils and macrophages were observed in response to Candida albicans infection (Figure 5.13. A and B). In the neutrophil reporter, arg2:GFP expression was heterogenous across the neutrophils in the field of view, with an example of an arg2:GFP+ neutrophil highlighted in the orange box (Figure 5.13. A). In this highlighted example, the arg2:GFP+ neutrophil is situated to the left of a second neutrophil which is arg2:GFP- but appears to have some internalised Candida albicans (Figure 5.13. A, orange box).

In the macrophage reporter, only two examples of arg2:GFP+ macrophages were observed in the 12 total fish imaged, with an example shown in Figure 5.13 (B, blue box). This particular arg2:GFP+ macrophage is situated above an unidentified arg2:GFP+ cell (Figure 5.13. B, blue box).

Together, at 1dpi both neutrophils and macrophages can express arg2 in response to Candida albicans infection.
Figure 5.55. — During high levels of infection, arg2:GFP is expressed in the liver: Zebrafish larvae were infected at 30 hours post fertilisation with either 100cfu/nl *Mycobacterium marinum* (A), 500cfu/nl *Cryptococcus neoformans* (Kn99-mCherry, B and C), or 100cfu/nl *Candida albicans* (TT21, D) via injection into the caudal vein. Expression of arg2 was assessed with either arg2 reporter TgBAC(arg2:GFP)sh571 (A and B) or whole mount in situ hybridisation (C and D). At 4 days post infection (dpi), *M. marinum* infected fish were imaged with stereomicroscopy, and representative image of liver expression shown in A. N=1 experiment, 11 fish imaged. At 3dpi, Kn99-mCherry infected fish were imaged using stereomicroscopy to depict arg2:GFP expression in the liver (B). N=1 experiment, 3 fish imaged. Kn99-mCherry infected fish were fixed at 2dpi and arg2 liver expression was detected in infected fish via whole-mount in situ hybridisation (C). N=1 experiment, number of fish with phenotype and total fish numbers stated in figure. At 3dpi, TT21 infected fish were fixed and arg2 liver expression was detected in infected fish via whole mount in situ hybridisation (D). N=1 experiment, number of fish with phenotype and total fish numbers stated in figure. Scale bars = 500µm.

It was observed that in some highly infected larvae, arg2:GFP was expressed in the liver. To further investigate this, arg2 expression was assessed either using the arg2:GFP reporter or whole mount in situ hybridisation. At later stages of *M. marinum* infection (4dpi), arg2:GFP could be observed in the liver in 4/11 of the fish imaged (Figure 5.14. A).

Larvae that were highly infected with *Cryptococcus neoformans* possessed strong arg2:GFP expression in the liver (Figure 5.14. B). When investigated using whole mount in situ hybridisation, 7/26 infected fish possessed arg2 expression in the liver (Figure 5.14. C). Only
infected fish presented liver expression, as none of the uninfected PVP controls had a liver phenotype (Figure 5.14. C). Similarly, larvae infected with *Candida albicans* also expressed *arg2* in the liver (8/21 fish, Figure 5.14. D), but no hepatic *arg2* expression was detected in the uninfected PVP controls (Figure 5.14. D).

Therefore, during high levels of infection (including both bacterial and fungal infections), *arg2* expression can be upregulated in the liver.
5.4. Discussion

Arginase is a hallmark of the anti-inflammatory response, associated with wound healing, tissue repair and a defining factor of anti-inflammatory "M2" macrophage polarisation (Caldwell et al., 2018; Debats et al., 2009; Kämpfer et al., 2003; Munder et al., 1999, 1998). Despite its association as a macrophage marker in mice, here I observe that in the zebrafish model, arg2 is expressed in neutrophils more frequently than macrophages in response to immune challenge. This was true at both early and later time points of *M. marinum* infection, the zebrafish model of TB infection. In both human patients and experimental models of TB, infection does induce an arginase response. TB granulomas from human patients express ARG1, contributed to by granuloma-associated macrophages (Pessanha et al., 2012). In macaque granulomas, both the ARG1 and ARG2 isoforms are upregulated compared to non-granulomatous tissue, with both ARG1 and ARG2 expression identified in neutrophils and ARG1 and ARG2 proteins identified in granulomatous macrophages (Mattila et al., 2013). In mice infected with a human isolate of *M. tuberculosis*, Arg1 mRNA expression was increased in response to infection (El Kasmi et al., 2008). A macrophage arginase response can be induced through incubation with *M. tuberculosis* proteins, such as *Mtb* heat-shock protein 16.3, which increased production of ARG1 and IL10, pushing towards an anti-inflammatory macrophage phenotype in a CCRL2 and CX3CR1 dependant manner (Zhang et al., 2020). Therefore, induction of an arg2 response to the TB zebrafish infection model is consistent with other experimental TB models which also induce arginase expression. In murine macrophages, ARG1 protein expression was not detected in macrophages until later infection time points (35 and 60dpi, Redente et al., 2010), consistent with studies observing arginase expression at the later granuloma stage of infection. However, early induction of arginase after TB infection cannot be ruled out as protein and mRNA levels of arginase may differ. In murine BMDMs stimulated with supernatant from BCG or *M. tuberculosis* infected BMDMs upregulated Arg1 mRNA as early as 12 hours post stimulation, significantly increasing at 48 hours (Qualls et al., 2010). In the zebrafish TB model, I observe arg2 expression as early as 1dpi. This provides evidence that arginase gene expression may be induced earlier than previously thought, or that the zebrafish arginase response occurs more rapidly than the murine.

The leukocytic arg2 expression in the zebrafish TB infection model originates from the neutrophil population, rather than macrophages, similar to the injury immune challenge. Neutrophils are strongly associated with arginase. Polymorphonuclear leukocytes (PMNs) were determined to be a major source of ARG1 in human immune cells (Canè and Bronte, 2020), and neutrophils contain arginase within their azurophil granules to be activated upon release at sites of infection (Jacobsen et al., 2006; Munder et al., 2005) or via stimulation with
cytokines such as IL8 (Rotondo et al., 2009). Some mammalian species share this constitutive expression, such as horses, whose neutrophils constitutively express ARG2 (Lavoie-Lamoureux et al., 2014). Rats constitutively express Arg2 in their lungs, which act as a break to the pro-inflammatory response, as in response to sepsis Arg2 constitutive expression is lost to allow iNOS upregulation (Carraway et al., 1998). Other mammalian species however, such as mice, do not share this constitutive expression as unstimulated murine PMNs show no arginase protein or activity (Munder et al., 2005). Zebrafish neutrophils did not express arg2 in a resting or unchallenged state, so it appears that zebrafish do not constitutively express neutrophilic arg2 like other mammalian systems or do so at a low expression level that was undetectable with the transgenic reporter line.

Whilst zebrafish neutrophils did not express detectable neutrophilic arg2 expression in a resting state, arg2:GFP+ neutrophils were observed at both early and later Mycobacterium marinum infection timepoints, and in a significantly higher frequency than macrophages. Other than ARG isoform expression being detected in neutrophils in macaque granulomas (Mattila et al., 2013), few studies report a neutrophilic response in a TB context. In Nos−/− mice, ARG1 protein is increased in the lungs of infected mice, and macrophages were the main cellular source of ARG1 (Duque-Correa et al., 2014). A small percentage of neutrophils also expressed Arg1 in the infected Nos2−/− lung granulomas, but this was assumed to be from phagocytosis of Arg1+ macrophages (Duque-Correa et al., 2014). However, there are key differences in the NO responses of mice and zebrafish, suggesting a difference in iNOS and arginase response. In mice, macrophages are the key leukocytic producer of NO and via iNOS produce large amount of NO in response to stimuli (Bogdan, 2001), whereas in the zebrafish it is the neutrophil population that is responsible for NO production, with almost the entirety of detectable NO originating from neutrophils and not macrophages (Elks et al., 2013). Therefore, if arginase directly and competitively inhibits iNOS, it is logical that the cell type responsible for the majority of iNOS activity would also possess arginase to counteract it and balance inflammatory signals. Murine macrophages display high levels of both NO (Bogdan, 2001) and arginase (El Kasmi et al., 2008; Khallou-Laschet et al., 2010; Ming et al., 2012) in response to inflammatory stimuli in vitro. Human neutrophils also produce both NO (Saini and Singh, 2019) and arginase, expressing arginase constitutively (Canè and Bronte, 2020; Munder et al., 2005). Arginase can be increased by inducers of NO, such as lipopolysaccharide (LPS), and may respond alongside the iNOS response (Klasen et al., 2001). As TB granulomas are hypoxic environments, production of NO is likely suboptimal, and in a murine TB model where Nos2 (gene responsible for iNOS) was absent, Arg1 was able to induce immunity through Nos2-independent mechanisms such as regulating T cell immunity (Duque-Correa et al., 2014). However, as the zebrafish used in this thesis chapter...
were used at the larval developmental stages, where the adaptive immune system is not yet developed and functional. Therefore, if the neutrophilic $arg2$ response is beneficial to the host, it may be unlikely to be via this mechanism.

NO production is a vital anti-microbial defence against *M. marinum* infection in the zebrafish model (Elks *et al.*, 2013). Arginase uses L-arginine to create repair factors such as ornithine, and products of ornithine metabolism, such as the polyamine spermine, can inhibit NO synthesis of pro-inflammatory macrophages (Mössner *et al.*, 2001; Zhang *et al.*, 1997). Inhibition of NO production, or pushing towards an anti-inflammatory state, can be detrimental to the host in the context of intracellular bacterial infection, including TB. Mice overexpressing IL-10 or IL-13 (two key anti-inflammatory cytokines), both of which have significantly elevated Arg1 expression, are more susceptible to infection (Heitmann *et al.*, 2014; Schreiber *et al.*, 2009). Mice lacking macrophage Arg1 had better infection outcomes to intracellular pathogens, including *M. tuberculosis*, with reduced bacterial burden in multiple organs, smaller granulomas in the lungs and increased infiltration of lymphocytes compared to wildtype controls (El Kasmi *et al.*, 2008). As arginase can suppress crucial anti-microbial responses, it could be possible that the neutrophilic $arg2$ response produced by the zebrafish in response to *M. marinum* is not to the benefit of the host, potentially even induced by the pathogen as an immune-suppressive method to promote pathogen survival and infection. *M. marinum* has been shown to suppress the host immune response (Cambier *et al.*, 2014), and due to the neutrophil's key role in *M. marinum* control and clearance (Elks *et al.*, 2013), it would be understandable if the pathogen was manipulating the host neutrophil response to promote its survival.

Different tissue resident macrophages elicit different responses to *M. tuberculosis*. Murine Kupffer cells are a more efficient resident macrophage type at limiting *M. tuberculosis* growth compared to alveolar, peritoneal or bone derived macrophages, despite the pathogen inducing equal cytokine responses and arginase activity across the different macrophage types (Sivangala Thandi *et al.*, 2020). Ornithine, the metabolite produced from arginase catabolism of L-arginine, is elevated in Kupffer cells at 72hpi, and aided the clearance of *M. tuberculosis* via autophagy, which could be reversed by inhibition of arginase with norNOHA (Sivangala Thandi *et al.*, 2020). Ornithine also inhibited *M. tuberculosis* growth in alveolar macrophages and significantly reduced bacterial burden in the lungs (Sivangala Thandi *et al.*, 2020). Therefore, arginase and arginase metabolic products are not always detrimental to the host during infection. Whilst neutrophilic $arg2$ is observed in the zebrafish model in response to *M. marinum* infection, it is unclear from this data what the consequences of the $arg2$ expression are, and whether they are beneficial or detrimental to the host.
Neutrophils and macrophages also use different mechanisms to contribute to host defence against *M. marinum* in the zebrafish. Macrophages (not neutrophils) phagocytose *M. marinum* directly (Clay *et al*., 2007), whereas neutrophils act to phagocytose dying infected macrophages (Hosseini *et al*., 2016) or use NADPH oxidase-dependent mechanisms to kill *M. marinum* (Yang *et al*., 2012), amongst other key anti-microbial mechanisms. Very few examples of *arg2:GFP*+ macrophages were observed after immune challenge, and none were observed in resting states. This corresponds with human monocyte-derived macrophages and dendritic cells, which displayed no ARG1 activity in a resting, unstimulated state (Munder *et al*., 2005). Phagocytosis of pathogens is performed more efficiently by macrophages polarised towards a pro-inflammatory state, whereas anti-inflammatory macrophages efficiently clear apoptotic cells, partly due to a difference in surface markers like 12/15-lipoxygenase (Uderhardt *et al*., 2012). Therefore, the lack of *arg2:GFP*+ macrophages could be explained by the majority of macrophages being polarised to a more inflammatory “M1” state, where they can more efficiently phagocytose *M. marinum*. Zebrafish macrophages produce pro-inflammatory cytokines IL-1β and TNFα in response to *M. marinum* (Lewis and Elks, 2019; Ogryzko *et al*., 2019), supporting the pro-inflammatory macrophage phenotype.

As macrophages are the key phagocyte of *M. marinum* in the zebrafish model (Clay *et al*., 2007), it was expected that the *arg2:GFP*+ *Mm*+ cells at later *M. marinum* infection stages would turn out to be macrophages. In macrophages from macrophage-specific SOCS3-deficient mice (a feedback inhibitor of IL-6, which have higher susceptibility to infection), infected with *M. tuberculosis*, high levels of Arg1 expression preceded high levels of Nos2, and at early time points of infection, mycobacteria were mostly identified in Arg1 positive cells (Schmok *et al*., 2017). Despite the likelihood these unidentified cells would be macrophages, they did not correspond with either *mpeg:mCherry* or *fms:mCherry* macrophage specific markers. Aside from leukocytes, there may be epithelial cells in the surrounding tissues that contribute to the observed *arg2:GFP* expression. It is possible that the unidentified granuloma-associated cells could still be macrophages but lack specific macrophage marker expression. During *M. marinum* infection, macrophages can become reprogrammed by epithelial modules to facilitate mycobacterial granuloma formation (Cronan *et al*., 2016). These reprogrammed macrophages express epithelial markers like E-cadherin and formed adherens junctions and adherence structures (Cronan *et al*., 2016). This process was associated with type 2 immune signalling and mediated via *stat6* (Cronan *et al*., 2021). As arginase is associated with Th2 response (Munder *et al*., 1999) and that STAT6/Arg1 signalling can regulate macrophage phenotype (Cai *et al*., 2019) it is highly likely that *arg2* is involved in the process of macrophage reprogramming and these unidentified *arg2:GFP*+ *Mm*+ cells could be macrophages undergoing epithelial reprogramming.
Whilst few incidences of arg2:GFP+ macrophages were observed following infection challenge, some examples were observed following fungal infection with either *Candida albicans* or *Cryptococcus neoformans*. Many different fungal pathogens induce an arginase response. *Aspergillus fumigatus* induces *Arg1* mRNA expression and activity in murine lung tissue and alveolar macrophages from 24hpi until 96hpi (Bhatia *et al*., 2011). Both *Penicillium marneffei* and *Pneumocystis murina* infection induces *Arg1* mRNA expression in alveolar macrophages compared to healthy controls, and *Arg1* was associated with increased fungal clearance (Dai *et al*., 2017; Nelson *et al*., 2011). In manganese supplemented media, *Candida albicans* infection led to an increase in arginase activity, corresponding to an increase in fungal killing by PMNs *in vitro* (Munder *et al*., 2005). Pharmacological inhibition of arginase with norNOHA reduced the fungicidal capacity of human neutrophils responding to *Saccharomyces cerevisiae*. (Munder *et al*., 2005). In the zebrafish model of *Candida albicans*, only neutrophils possessed killed *Candida albicans* (Brothers *et al*., 2011), and both neutrophils and macrophages contribute to fungal dissemination (Scherer *et al*., 2020). It is unclear from my experiments if the arg2:GFP+ neutrophils are contributing the anti-fungal host defence, and the imaged example of a neutrophil with internalised *Candida albicans* did not express arg2:GFP.

Whilst a neutrophilic arginase response is suggested to increase *C. albicans* killing, conversely macrophage arginase responses may prove detrimental to the host. *C. albicans* infection induces both iNOS and ARG1 protein in human monocyte derived macrophages (MDMs), with a 40% increase in arginase activity in cell lysates, with more virulent *C. albicans* strains inducing a stronger arginase response (Wagener *et al*., 2017). This increased activity was dependant on chitin, a component of the fungal cell wall (Lenardon *et al*., 2020), as *C. albicans* chitin stimulated macrophages showed increased ARG1 protein and activity (Wagener *et al*., 2017). Inhibition of host arginase using inhibitor norNOHA increased both phagocytosis and killing of *C. albicans* by pro-inflammatory human MDMs, and phagocytosed *C. albicans* had shorter hyphal extensions (Wagener *et al*., 2017). Therefore, a lack of macrophage arg2 response may be beneficial to the host, and very few examples of arg2:GFP+ macrophages were observed in response to *Candida albicans* infection.

Like other fungal infections, *Cryptococcus neoformans* can also induce an arginase response. Murine alveolar macrophages with high uptake of *Cryptococcus neoformans* polarise to an anti-inflammatory state with increased *Arg1* expression (Hansakon *et al*., 2019; Hardison *et al*., 2010). *Cryptococcus neoformans* can even suppress the antifungal effects of pro-inflammatory macrophages by upregulating *Arg1* amongst other anti-inflammatory factors (Heung and Hohl, 2019). Following infection with *Cryptococcus neoformans*, only one
example of an $\text{arg2:GFP}^+$ macrophage was observed, suggesting that there is not a prominent macrophage $\text{arg2}$ response to $\text{Cryptococcus neoformans}$ in the zebrafish model.

Despite a low frequency of $\text{arg2:GFP}^+$ macrophages observed in response to infection, strong $\text{arg2}$ expression was observed in the liver following high level of bacterial or fungal infection. Arginase contributes to the urea cycle by catalysing the final step in the detoxification and breakdown of ammonia in the liver (Wu and Morris, 1998). In the liver, cytosolic ARG1 is highly expressed (Jenkinson et al., 1996; Wu and Morris, 1998), and is induced strongly in response to glucocorticoids in hepatocytes and hepatoma cell lines (Dizikes et al., 1986; Haggerty et al., 1982; Nebes and Morris, 1988). However, arginase expression in the liver resulting from infection is not well described in the literature. At 3dpi with $\text{Staphylococcus aureus}$, mRNA of both $\text{Arg1}$ and $\text{Arg2}$ was significantly increased in the liver, kidney and blood (Pang et al., 2020). Arginase activity was increased in liver homogenates of rats infected with $\text{Candida albicans}$ at 3dpi compared to non-infected controls (Correa et al., 2004). Therefore, there is evidence of arginase response being induced in the liver in response to infection, however its purpose remains unclear.

Whilst hepatic and leukocytic $\text{arg2}$ expression was induced in response to infection, in a resting and unchallenged state the predominant source of $\text{arg2}$ expression was the ionocyte population. Ionocytes are a cell type described in teleost fish species and are responsible for the transfer of ions such as $\text{Na}^+$, $\text{Cl}^-$ and $\text{Ca}^{2+}$ (Garciaromeu and Maetz, 1964; Höbe et al., 1984), and regulation of blood pH by the release of acidic or basic ions back into the surrounding water (Goss and Wood, 1990a, 1990b). Ionocytes have been labelled with various evolving nomenclature from “mitochondrion-rich cells” or “chloride cells” with different sub-types of ionocytes identified from various fish species (reviewed in Dymowska et al., 2012). From light sheet microscopy of the $\text{arg2:GFP}$ transgenic line I observe ionocytes on the skin of the larvae, correlating with the function of ion transfer in and outside the larvae.

Whilst ionocytes may be a teleost fish specific cell type, single-cell sequencing studies have identified a novel cell type in humans, named ‘pulmonary ionocytes’ due to their similarities with the teleost ionocytes (Montoro et al., 2018; Plasschaert et al., 2018). Pulmonary ionocytes were found to be the primary source of $\text{CFTR}$ expression in the airway epithelium, the gene whose dysregulation is responsible for cystic fibrosis (CF, Plasschaert et al., 2018). $\text{ARG1}$ expression is also elevated in the airway fluid of CF patients compared to healthy controls, with $\text{ARG1}$ expression in neutrophils from the airways of CF patients correlating with worse lung function (Ingersoll et al., 2015). Similarly, $\text{in vitro}$, human neutrophils migrating to CF milieu have enhanced $\text{ARG1}$ expression, resulting in reduced phagocytic capacity and bacterial killing (Forrest et al., 2018). An excessive neutrophilic response pushes the
pathogenesis of CF, also observed in the zebrafish model where cftr depletion results in enhanced neutrophil recruitment and retention at wound sites (Bernut et al., 2020) and increases susceptibility to mycobacterial infection (Bernut et al., 2019). As the zebrafish has aided the research into the role of neutrophils in CF, that neutrophils expressing ARG1 have a role in driving CF pathology and that pulmonary ionocytes are a key source of CFTR in humans, our line labelling zebrafish ionocytes with high arg2:GFP expression, and neutrophils expressing arg2:GFP in response to immune challenge, may present a new tool with which to study ionocyte function and arginase in the context of CF further.

To conclude, in this chapter I have used a novel transgenic line to characterise zebrafish arg2 expression, which is expressed in ionocytes in an unchallenged state and upregulated primarily in neutrophils compared to macrophages in response to infection. This new transgenic line is the first to report an anti-inflammatory marker in zebrafish and will aid future research of immunity, disease, and infection. Arginase is an important factor as it is a hallmark of the anti-inflammatory response and has key roles in inflammation resolution, tissue repair and regulation of both innate and adaptive immune responses. It is generally considered a macrophage marker, due to the wealth of literature performed using murine models, yet here I show a potentially larger role for neutrophilic arginase, at least in the zebrafish model. Whilst this thesis chapter has provided evidence for how arg2 expression changes in response to immune challenge, future directions using this line will be to modulate arginase, and to assess how the modulation of arginase could be beneficial and applied in an infection context. Due to its pathogenic role in chronic conditions such as cystic fibrosis, targeting arginase therapeutically is a research avenue of interest. Similarly, as many infection contexts result in an upregulation of arginase, inhibiting it genetically or pharmacologically has been suggested as potential method of improving infection outcome. My research, and the development of this novel transgenic, will provide an additional tool to investigate arginase, its role in immune response, and the effects of its modulation. It also opens new experimental avenues to study the biological role of arginase, including its functional roles in the liver, metabolism of L-arginine and its competitive axis with iNOS in vivo.
6. Discussion

In this thesis I have investigated the role of three immune factors, \textit{trib1}, \textit{hif-1α}, and \textit{arg2} in the innate immune response to infection to assess how immunomodulation of these targets could improve infection outcomes, using the zebrafish model. These investigations have uncovered novel mechanistic insight \textit{in vivo} and build upon existing evidence for their potential as therapeutic targets to improve infection outcomes.

The first gene, \textit{trib1}, was of interest due to its regulatory role of inflammation and leukocyte responses (Arndt \textit{et al.}, 2018; Johnston \textit{et al.}, 2015). As the zebrafish model has not previously been used to study \textit{trib1}, its expression was determined, and was comparatively low to the other zebrafish \textit{trib} isoforms across the entire zebrafish but also in leukocytes specifically. This is the opposite of human \textit{TRIB} expression, where \textit{TRIB1} is the most abundantly expressed \textit{TRIB} isoform in human leukocytes. Despite this low level of expression, \textit{trib1} knockdown was detrimental to \textit{M. marinum} infection outcome suggesting a role of \textit{trib1} in infection defence in the F0 \textit{trib1} CRISPants. Conversely, when \textit{trib1} was overexpressed, production of antimicrobial factors was increased and burden of \textit{M. marinum} was reduced, improving infection outcome. This data provides evidence of a novel role of \textit{trib1} in mycobacterial infection, a connection previously potentially hinted at by the overabundance of \textit{TRIB1} transcript in TB-IRIS patients (Lai \textit{et al.}, 2015). It also identifies \textit{trib1} as a possible therapeutic target in the context of infection, as its modulation by overexpression was host-protective in the zebrafish TB model and warrants further study. Alongside identifying \textit{trib1} as a potential therapeutic target, I also discovered that the host-protective and antimicrobial effects of \textit{trib1} overexpression were dependant on \textit{cop1}, a key interacting partner of the TRIB1 protein that aids the regulation of multiple, downstream signalling pathways. This offers a mechanistic insight as to how \textit{trib1} is acting during infection and how host-protective effects are instigated. The new \textit{in vivo} tools developed in this thesis to investigate the immune roles of \textit{trib1} (and other \textit{trib} isoforms) using zebrafish, create opportunities to further investigate Tribbles as a potential therapeutic target, not only in an infection, but a wider range of disease contexts.

Whilst the role of TRIB1 in infection is understudied, the role of HIF-1α is better established, and modulation of HIF-1α has host-protective effects in experimental models of bacterial (Braverman and Stanley, 2017; Elks \textit{et al.}, 2013; Lin \textit{et al.}, 2015) and parasitic infections (Hammami \textit{et al.}, 2018; Kumar \textit{et al.}, 2018). However, the role of HIF-1α in the context of fungal infection is less well known. Using zebrafish infection models, I show that stabilisation of Hif-1α signalling is host-protective against \textit{Candida albicans}, but not \textit{Cryptococcus neoformans} infection. This adds to existing evidence where HIF-1α had a protective role
against *Candida albicans*, reducing fungal colonisation in the murine gut and contributing to macrophage antifungal response (Fan *et al.*, 2015; Li *et al.*, 2018). The host-protective effect of Hif-1α stabilisation is potentially mediated by neutrophilic NO, as *Candida albicans* infection ablated the host NO response, which was restored and re-armed following Hif-1α stabilisation. This result builds on *in vitro* evidence of *Candida albicans* suppressing host cell NO production (Chinen *et al.*, 1999; Collette *et al.*, 2014; Schröppel *et al.*, 2001; Vazquez-Torres *et al.*, 1996), and provides a potential mechanism of the protective effect that presents an avenue for future research. Together, this research result adds to increasing evidence of HIF-1α as an attractive target for immunomodulation, to improve infection outcome.

Both TRIB1 and HIF-1α can modulate, and are associated with pro-inflammatory responses, however arginase is a hallmark of the anti-inflammatory response. Numerous zebrafish-based tools, such as transgenic lines exist to study the pro-inflammatory immune response, however there is a current lack of means to investigate the anti-inflammatory response. Using a newly developed transgenic reporter line for *arg2* expression (unpublished, developed by Amy Lewis in Elks lab), I was able to begin characterisation of zebrafish *arg2* and how it is regulated during multiple immune challenges. Zebrafish *arg2* is expressed primarily in ionocytes in an unchallenged resting state, however in response to immune challenge, neutrophils are the primary leukocyte to express *arg2*, and do so at early time points of infection and injury. This data expands on existing knowledge of arginase expression, which is generally perceived as a macrophage factor, due to the wealth of studies using murine experimental models. Arginase is also associated with inflammation resolution and is upregulated in chronic infection and therefore is associated with later infection timepoints, yet here I add to increasing evidence of an early upregulation of arginase (Gobert *et al.*, 2002; Hardbower *et al.*, 2016; Wagener *et al.*, 2017). Together, I have begun to characterise a new tool to study arginase expression in the zebrafish model, which will be a useful tool not only for the zebrafish community to study anti-inflammatory immune response, but for the investigation of the roles of arginases in other immune or disease contexts, with the power of genetic or pharmacological immunomodulation applications.

Whilst each results chapter of this thesis has focused on a specific host gene, and the modulation of host factors Trib1 and Hif-1α, there is potential for overlap between, or approaches which combine these different factors. Approaches to overexpress pro-inflammatory factors Trib1 and Hif-1α, could be investigated in combination, to assess whether overexpressing both factors simultaneously have a cumulative effect, further improving infection outcome compared to overexpressing a single factor alone. To maximise a pro-inflammatory effect, approaches to overexpress pro-inflammatory factors, whilst simultaneously inhibiting anti-inflammatory factor arginase could also be investigated, using a
combination of genetic and pharmacological experimental approaches. Potential synergy between these chosen factors may depend on their interactions, such as in the case of Trib1 and Hif-1α, where Hif-1α may act upon Trib1 to produce a host-protective effect. If both factors are activating similar or a singular pathway to induce host protection, an additive effect may not be observed when both are overexpressed. However, as both of these pro-inflammatory factors modulate multiple different inflammatory and immune pathways, an additive effect may be produced and should be investigated further. The ability to combine potential therapeutics to improve infection outcome, including combining multiple host-directed approaches, or a combination of host-directed and pathogen-targeted approaches (e.g. antimicrobial compound use) could be beneficial from a clinical perspective.

6.1. Potential clinical applications

Due to the rise of drug resistant pathogens enhancing the threat of bacterial and fungal infection to global public health, alternative treatments to failing antimicrobials are needed. One potential alternative is host-directed therapy (HDT), targeting the host immune system opposed to the pathogen directly, circumventing the opportunity for drug resistance to develop. The first step to developing HDTs is to find suitable targets. As the innate immune system has multiple cellular components that can be targeted, this also widens the scope of candidate choice for HDTs. Neutrophils and macrophages are key cellular players in the defence against pathogens, as well as modulating inflammatory profiles and co-ordinating the immune response, therefore targeting the functions of these cell types could be beneficial in the context of infection. To select a therapeutic target, the molecular drivers of immune response to invading pathogens and the suppression or modulation of the host response by the invading pathogen first needs to be understood. Following this, it can then be determined how the therapeutic target can be beneficially modulated to improve infection outcome.

To use HDTs clinically, a compound treatment that immunomodulates the therapeutic target that is safe for patient use and improves infection outcome is required. In the case of TRIB1, which is implicated in multiple disease contexts including cardiovascular disease (e.g., atherosclerosis) and several cancer types, development of TRIB1 modulating compounds is of research interest. Due to the substrate binding pocket of the TRIB1 protein, there is the potential for the development of small molecule inhibitors (Jamieson et al., 2018). Small molecule inducers have also been shown to induce TRIB1 in vitro in human HepG2 hepatoma cells (Nagiec et al., 2015). Small molecule modulators have the potential for broad efficacy and tissue penetrance, and many are clinically used, such as small molecule inhibitors of the NF-κB pathway (Ramadass et al., 2020) and kinase inhibitors (Xie et al., 2021). In vivo models are crucial in the initial steps of drug development, and the zebrafish model has the potential
to aid the development of TRIB modulating compounds, both via toxicity and functional screening.

Unlike TRIB1, multiple pharmacological approaches exist to both inhibit and activate HIF-1α signalling. Multiple prolylhydroxylase inhibitors such as Roxadustat (FG4592) and Vadadustat (AKB-6548), have been taken through to clinical trials, all of which are and have shown promising safety data for patient use (Böttcher et al., 2018; Brigandi et al., 2016; Chen et al., 2019; Martin et al., 2017). Whilst these trials were performed in the context of anaemia, having HIF-1α modulating compounds that are safe for human use means that there is the potential to apply them to other disease contexts. Previous studies have highlighted the protective effect of HIF-1α in bacterial infections, especially in TB models (Braverman and Stanley, 2017; Elks et al., 2013; Lin et al., 2015), and the data from my thesis has added to this, showing a protective effect against Candida albicans infection in vivo, and highlighting the potential of the protective effect of HIF-1 to be translated to other infections.

Both TRIB1 and HIF-1α signalling can promote NO production through iNOS, adding to the pro-inflammatory and antimicrobial immune response. Therefore, targeting NO production, or iNOS is another potential therapeutic avenue. As iNOS is directly linked to, and competitively inhibited by arginase, one method of modulating iNOS is to inhibited arginase, promoting iNOS. Genetic knockout, or pharmacological inhibition of arginase has shown to be beneficial in multiple experimental models, including bacterial (El Kasmi et al., 2008; Hardbower et al., 2016; Pang et al., 2020) and fungal (Wagener et al., 2017) infections. Suppression of arginase to allow antimicrobial NO responses may even be part of how the host initiates or supports innate immune response to infection, as host metabolites that are released in response to infection, such as L-valine, suppress arginase activity and increase NO production in serum, which protected mice from lethal Staphylococcus aureus challenge, but also enhanced phagocytosis and bacterial killing in both mouse and human blood (Pang et al., 2020). Multiple arginase inhibitors, including norNOHA, are available for preclinical use and have generated promising results in the context of coronary artery disease and type 2 diabetes mellitus (Kövamees et al., 2014; Shemyakin et al., 2012), heart failure (Quitter et al., 2013), and hypertension (Holowatz and Kenney, 2007). Beneficial effects were achieved in these studies by increase NO because of arginase inhibition, increasing microcirculation and blood flow. However, the potential adverse side effects of treatment with these compounds are not well reported due to lack of data from larger clinical settings and long-term treatment. As arginase is a key part of ammonia detoxification in the liver (Wu and Morris, 1998), the hepatic effects of these drugs must be carefully monitored. The development of the zebrafish arg2 transgenic reporter line will allow further investigation of modulating the iNOS/arginase axis in an infection
context, and how modulating this axis effects not only infection outcome, but also potential off-target effects of modulating compounds.

6.1.1. Challenges of HDTs
As highlighted with both the hepatic and immune role of arginase, the candidate genes studied in this thesis are not solely involved in immunity but have other biological roles. Therefore, as with any treatment, there is potential for off-target and potentially adverse side effects of HDTs. For example, NO is non-specific in its effects (does not target pathogens explicitly) and can damage host cells when released extracellularly (Evans, 1995; Nathan and Xie, 1994). Subsequently, reactive species must be carefully modulated to minimise damage to host tissue and prevent pathological hyper-inflammatory states. To reduce off-target effects, cell-specific targeting methods can be employed. In the case of HIF signalling, targeting the correct cell type may be important and cells may even need to be targeted separately, as different cell types in close proximity can regulate HIF signalling differently (Rao and Suvas, 2019). Multiple methods for cell-specific targeting of HIF-1α modulating effects have been investigated, including enclosing compounds in pH-sensitive liposomes or liquid emulsion drug delivery systems for delivery to the colon (Tambuwala et al., 2015; Yao et al., 2019), and micellar nanoparticles carrying siRNA that when delivered systemically, inhibited tumour growth in a PC3 prostate cancer xenograft murine model (Liu et al., 2012). HIF-1α modulating compounds could also be combined with immune cell-specific targeting methods, including pH-sensitive nanoscopic polymersomes which effectively targeted macrophages and were able to directly deliver antibiotic compounds (Fenaroli et al., 2020). Macrophage targeted antibiotic delivery via this method significantly enhance the efficacy of the antibiotics killing multiple bacterial pathogens both in vitro and in vivo, and delivery could penetrate TB-like granuloma tissues in the zebrafish Mycobacterium marinum infection model (Fenaroli et al., 2020). Through approaches such as polymersome drug delivery, immunomodulating compounds can be directly delivered to macrophages, targeting their function, and avoiding influencing other surrounding cell types.

In addition to cell-specific delivery methods, the timing and degree of expression modulation should be carefully assessed. Modulating expression of the same gene can have different effects in early or later stage infection. In the case of HIF-1α in the context of TB infection models, early stabilisation is host-protective, improving infection outcome and pathogen clearance (Elks et al., 2013; Lewis and Elks, 2019; Ogryzko et al., 2019). However, in later infection stages, HIF-1α stabilisation can be detrimental to the host, leading to excessive inflammation and increased bacterial load (Braverman and Stanley, 2017). In this thesis I have
continued to study the early infection context, where early HIF-1α stabilisation was also shown to be protective in the context of Candida albicans infection and early TRIB1 overexpression was protective in the zebrafish TB model. I have not investigated the effect of immunomodulation of these factors at late/chronic infection stage, as only early infection timepoints are possible using the larval zebrafish development stages, therefore this would be a future avenue of investigation, potentially utilising adult zebrafish infection models where late and progressed infection timepoints can be reached.

Just as stabilising HIF-1α at later infection stages can result in detrimental results, the degree of genetic modulation must be carefully considered. If a hyper-inflammatory state is generated, this could aggravate infection and impair infection outcome. Consequently, a transient response could prove beneficial, as the signal will wane and avoid both a prolonged effect and constant immune cell activation which could produce a hyperinflammatory state. In the case of TB-IRIS, a hyper-inflammatory state resulting from TB infection, TRIB1 is an overly abundant transcript (Lai et al., 2015), indicating that overexpressing TRIB1 in later stage infection could be detrimental to infection outcome. However, I have shown that overexpression of trib1 is host-protective in the zebrafish TB model, indicating that early overexpression of TRIB1 could improve TB infection outcome. Targeting early infection is not always a possibility as rapid diagnosis is key, and in the case of many infections, early diagnosis is missed due to either lack of resources or misdiagnosis. The zebrafish TB model, at the larval development stages, can investigate the innate immune response to bacteria soon after exposure. In a human TB disease context, new immune cell exposure to bacteria occurs at multiple infection stages, including the switch from latent to active TB, and in granulomas as new immune cells enter the granuloma microenvironment. Using polymersome drug delivery methods, antibiotic compounds could penetrate TB-like granuloma tissues in the zebrafish model (Fenaroli et al., 2020), highlighting how later and progressed infection stages could also be targeted with HDTs. Therefore, HDTs have the potential to be effective during active or chronic disease on a cellular level. Critically, the zebrafish model could be modelling more than just the initial infection exposure stage of disease and provides a useful tool to model not only the efficacy of HDTs, but also their delivery methods.

6.2. Future research

Whilst this thesis builds upon our knowledge of the roles of multiple immune factors in multiple infection contexts, and their potential as therapeutic targets to improve infection outcome, there are still gaps in the knowledge to address and future research avenues to pursue. In terms of trib1, there are gaps in knowledge not only in the context of infection, but general
biology of zebrafish *trib* isoforms. Translational studies could further elucidate whether the zebrafish *trib* isoforms behave as the mammalian TRIBs. The innate immune role of zebrafish is conserved in many aspects with mammalian TRIB1, yet it is unclear whether other zebrafish *trib* isoforms share functional conservation with their mammalian counterparts. It could be investigated whether zebrafish *trib3* (or any other *trib* isoform) is able to regulate glucose and lipid metabolism as it can in other experimental models (Prudente *et al*., 2012; Qi *et al*., 2006; Zhang *et al*., 2013). As my research focused on the genetic level, investigating the effects of *trib1* modulation at the protein level is important as regulation occurs through protein interaction and binding, however I lacked suitable tools to interrogate this in the zebrafish model such as antibodies for immunohistochemistry. As such, the development or optimisation of protein level tools to investigate zebrafish Trib1 would be an asset to future research, including via immunohistochemistry. As the overexpression of *trib1* was able to influence the production of inflammatory and antimicrobial factors, further research could assess what other processes and genes are influenced by *trib1* modulation. One approach could be to use RNA-seq and assess differences between unchallenged and *trib1* overexpressed zebrafish, not only at the scale of the whole zebrafish, but also immune cell populations specifically. Using RNA-seq at the whole-fish level, I would detect what cellular processes are influenced by zebrafish *trib1*, as related genes can be functionally grouped, which could be further correlated with mammalian TRIB1 functions and roles. Targets of interest can be identified by using a cut off of most positively or negatively regulated between groups (e.g., 25%), and select targets can be investigated more thoroughly using genetic approaches such as CRISPR-Cas9.

Alongside differences in gene expression resulting from *trib1* overexpression, the mechanism of the host-protective effect of *trib1* in the zebrafish TB model could be further interrogated. Bacterial burden experiments with additional iNOS inhibitors and tools such as *il1β* knockout lines could determine if the protective effect is dependent on NO or Il-1β, or if it is independent of these factors. Genetic approaches such as CRISPR-Cas9 technology could be further used to assess if the protective effect is dependent on C/ebp family transcription factors, such as C/EBPα, as these are mediated by TRIB1 and COP1 (Dedhia *et al*., 2010). As C/EBPα and C/EBPβ are both modulated by *Trib1* to modulate leukocyte differentiation and migration in mice (Liu *et al*., 2013; Satoh *et al*., 2013), these should be two starting points. Can the protective effect of *trib1* overexpression occur in the absence of these transcription factors? CRISPR-Cas9 approaches could investigate if they contribute to the protective mechanism. As C/EBPβ and TRIB1 influence murine macrophage migration, leukocyte migration can be assessed in the zebrafish model following modulation of *trib1* or *c/ebpβ*, using the tail fin transection injury model and time lapse imaging.
Using translational models, it could be assessed whether the host-protective effect of *trib1* overexpression translates to mammalian models of mycobacterial infection, either using murine infection models or infection of human leukocytes *in vitro*. Transgenic mice which either overexpress *Trib1* in myeloid cells, or have conditional myeloid *Trib1* knockout or deficiency, such as those used in previous studies (Johnston *et al.*, 2019; Niespolo *et al.*, 2020), could be used for infection experiments either with *Mycobacterium tuberculosis* or BCG, to assess whether *Trib1* modulation influences survival, infection progression (e.g. granuloma size) and successful immune responses (NO production, cytokine production, which could be measured from isolated macrophages for example) in a mammalian infection model. Phagocytosis assays (of both zebrafish *in vivo* and mammalian leukocyte *in vitro* approaches) could determine if the protective effect of *trib1* overexpression is contributed to via an increase in phagocytosis, and if this effect is translatable.

Future research could also expand on the host-protective effect of Hif-1α stabilisation in the *Candida albicans* infection model. The cause of decreased neutrophil count in infected fish remains unclear, and potential reasons could be investigated using multiple tools. Neutrophil apoptosis could be assessed using TUNEL staining, which can be applied to fixed zebrafish samples with or without *C. albicans* infection. As the neutrophil count is lower in infected fish, it is highly likely the level of apoptosis will also be much higher in infected fish and could be combined with the neutrophil transgenic line to assess neutrophil apoptosis specifically. NET production could be determined using the histone transgenic reporter line (Isles *et al.*, 2021), to investigate whether NET production and release is increased in response to *C. albicans* infection. These are both experiments I had planned to perform prior to the completion of this thesis, however due to disruption from the COVID-19 pandemic I was unable to. As HIF-1α influences neutrophil function such as NET formation (McInturff *et al.*, 2012), and activation of HIF-1α signalling increases neutrophil life span (Hannah *et al.*, 1995; Walmsley *et al.*, 2005), the effect of Hif-1α stabilisation on neutrophil count and fate during *C. albicans* infection could be evaluated.

HIF affects multiple infections, but in different ways, highlighted by the host-protective role in the *Candida albicans* but not *Cryptococcus neoformans* infection model that I described in chapter 4. Investigating the effects of Hif-1α stabilisation using comorbid, poly-microbial infection models, or dual immune challenge models (Schild *et al.*, 2020), would be an interesting avenue of future research. Activation of HIF-1α was shown to reduce colonisation of *Candida albicans* in the murine gut, a process aided by commensal gut bacteria such as *Bacteroidetes thetaiotaomicron* which induced Hif1α mRNA expression in murine colons (Fan *et al.*, 2015). As commensal microbes can modulate HIF-1α signalling, how does the HIF-1α response and its modulation change when multiple infections, or a mix of pathogen and
commensal microbes are introduced? In the context of *Staphylococcus aureus* infection, the presence of non-pathogenic microbes at the point of infection, dramatically increases *S. aureus* pathogenicity (Boldock et al., 2018; Gibson et al., 2021). Having multiple pathogens present can also modulate gene expression and alter infection outcome. Co-infection of mice with *M. tuberculosis* and influenza A virus (IAV), resulted in reduced control of *M. tuberculosis* infection and worse infection outcome due to the IAV elevating host IL-10 (Ring et al., 2019). Similarly, co-infection with the helminth *Schistosoma mansoni*, increases the incidence of *Arg1* expressing macrophages in the lung, exacerbating lung inflammation and infection severity, mimicking human patients with helminth co-infections who possess elevated serum ARG1 (Monin et al., 2015). As polymicrobial infection models are more representative of physiological conditions where multiple pathogens (either opportunistic or obligate) can be present this would be an interesting avenue to investigate further.

The modulation of *trib1* or Hif-1α signalling produced host-protective effects in multiple zebrafish infection models, yet the modulation of *arg2* in an infection context has yet to be assessed in zebrafish. As inhibition of arginase improved infection outcome in murine infection models, (El Kasmi et al., 2008; Hardbower et al., 2016; Pang et al., 2020; Wagener et al., 2017), zebrafish *arg2* could be inhibited using genetic methods (CRISPR-Cas9 technologies) or pharmacologically (inhibitors such as nor-NOHA) to assess the effect on various infection models. Alongside infection outcome, it could also be assessed as to how arginase modulation influences the macrophage phenotype, and if epithelialised macrophages are present during later stages of *Mycobacterium marinum* infection. If not epithelialised macrophages, the identity of the granuloma-associated *arg2:GFP*+ cells could be elucidated using new markers, including those for epithelial cells, and use approaches such as L-Plastin staining to determine if these cells are leukocytes. The *arg2:GFP* transgenic line opens up new research avenues to study the role of arginase, not only in immune cells and infection but also how it is implicated in other disease contexts such as for cystic fibrosis.

Using the zebrafish model also allows the study of these three candidate immune factors in combination with other approaches. One advantage of HDTs is that they could be used in combination with existing treatments and antimicrobial compounds, which may bolster treatment efficiency or reduce the development of pathogen drug resistance. Genetic approaches of modulation (e.g., *trib1* overexpression or Hif-1α stabilisation via DAHIF1) can be combined with immersion treatment of antimicrobial compounds to assess whether they have a cumulative effect on reducing or clearing burden.
6.3. Conclusion

To conclude, in this thesis I have identified new, and further characterised existing, potential candidates for HDTs (trib1, hif-1α and arg2) using the zebrafish model. For each of the candidates I have expanded on existing knowledge of inflammatory and innate immune roles both in the context of infection and the regulation of inflammatory profiles. Immunomodulation through either overexpression of trib1 or stabilisation of Hif-1α signalling, increased the production of antimicrobial factors and improved infection outcome against mycobacterial and fungal infection respectively, hence their potential as a HDT to improve infection outcomes is highlighted. Pharmacological approaches to modulate these candidates are either available for pre-clinical use (arginase inhibitors such as norNOHA) or are already approved (e.g. prolylhydroxylase inhibitor Roxadustat to stabilise HIF signalling) and the development of other drugs is being studied (small molecule manipulators of TRIB1) in other disease contexts, creating the potential for repurposing these drugs for infectious disease. Therapeutically targeting the candidates has the potential to improve infection outcome in patients and warrants further study for their use as HDTs. The zebrafish model and the tools for which have been either used or developed in this thesis, potentiates the ability to further investigate the immune roles of the candidates, as well as their immunomodulation in multiple disease contexts, their efficacy, delivery, and safety as potential HDTs. HDT development is critical due to the growing global threat to public health posed by bacterial and fungal infections which are growing resistant to common antimicrobial treatments. My studies have highlighted and further validated potential candidates for HDTs, uncovered novel mechanistic insights to their protective effects in vivo, generated and characterised novel tools to advance the study of potential HDT targets (not only in infection but multiple disease contexts) and built upon our existing knowledge of innate immune response to infection.
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