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Abstract

Coal is going to play an important role in meeting future energy demands but it
produces carbon dioxide, which is considered to be a major contributor towards cli-
mate change. Oxyfuel technology is a promising carbon capture technology where
the N2 in the oxidiser stream is replaced with CO2 to enhance the capture process
at the exit of the power plant. The oxyfuel technology results in changing the com-
bustion environment, which may affect the flame characteristics, fuel efficiency, the
emissions and overall boiler performance. The aim of this research was to develop
an ignition model, which provides further understanding of the flame characteristics
due to fuel switching and changes in the combustion environment.

An investigation was conducted analysing predictions of different coal devolatili-
sation models. The three models analysed were CPD, FG-DVC and PC-Coal Lab
where the models simulated hot wire mesh experimental conditions. The results
showed that the PC-Coal Lab and CPD is able to accurately predict the devolatil-
isation behaviour for a broad range of coals whereas FG-DVC is less effective. The
CPD model is chosen for further investigations over PC-Coal Lab as it entails a
licensing cost whereas CPD is open source and proves to be less demanding.

An ignition model is developed to understand the fundamental ignition mecha-
nisms of a single particle of a solid fuel, which are categorised as either homogeneous
or heterogeneous. The model accurately couples kinetics, heat and mass transport
phenomena between the interior and exterior of the particle. The study accounts
for variation in ambient conditions (including oxyfuel conditions) and fuel proper-
ties where the results are validated against experimental data. On extending the
ignition model to different particle size, a correlation is obtained for the ignition
mechanism based on particle size and ambient oxygen concentration. The correla-
tion developed is useful in investigating ignition in pilot/full scale boiler assisting
in any design and operational changes.

Baseline CFD simulations were conducted on an IFRF and Utah furnace repli-
cating their respective experimental flows. The simulations were repeated with
integration of the correlation using the methodology developed in previous study.
The results are compared against the experimental data suggesting that ignition
model improves the overall predictions of the flame lift (i.e ignition zone) and thus
the model can be used for further investigating novel combustion environments
and fuels. The validated ignition model is applied in investigating the pilot scale
burner, which indicated a small improvement in the species prediction but a further
development will be required in the turbulent chemistry model.
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1 Introduction

There has been an increase in energy consumption in the last two decades, which
is mainly due to economic growth in developing countries [1]. A broad energy mix
has been achieved by most countries with the advent in renewable technologies [2]
and the evolution of micro grids [3–5], which has helped in meeting the growing
energy demand. The population is predicted to increase around 36% by 2036 and
it is expected that the energy demand will grow twice as fast [1]. Coal is a stable
source of fossil fuel, globally distributed and can be a reliable source for the next
150 years or so [6, 7]. The consumption of energy from coal has played a vital
role in the global energy mix, and will continue to play a critical role in meeting
the increasing energy demand, despite the increase in renewable energy sources [8].
There has been a steady increase in the consumption of coal overall, primarily due
to industrial and economic growth in India and China [9]. This is evident from
the increase in use of coal in the power generation sector as shown in Figure 1.1.
Asian countries consumed around 60% of coal produced globally in 2015 [1]. The
primary benefits of using coal as a source of fuel for power generation are cost, ease
of storage and availability which has seen a rapid increase in coal consumption.

The disadvantages are the toxic and harmful pollutants produced from coal, which
are hazardous for human health and the environment such as nitrogen oxides NOx
and sulphur oxides SOx as well as carbon dioxide (CO2) which contributes towards
global warming. A number of technologies have been implemented on power plants
when it comes to curbing harmful pollutants such as SOx and NOx [10–14]. CO2

is one of the main products from coal combustion which is one of the greenhouse
gases (GHG) which contributes towards the global warming [15].

There is a decline in electricity produced from coal fired powerplants in Europe
and United States [16]. This is attributed to decarbonistion of the grid, increase
in the development and commercialisation of renewables followed by a significant
drop in oil prices due to fracking and availability of shale gas [17]. Zamani et al.
highlight that the fossil fuel dependency for energy production still remains high and
the drop in coal consumption is impacted with the oil and gas prices [17]. Zamani
et al highlighted the impact of the Fukushima nuclear disaster in Japan (2011) on
the behaviour of Europe’s coal consumption. The closure of nuclear power plants
in Japan increased the consumption of liquefied natural gas (LNG) in Japan, which
increased the prices of LNG. The European power utilities responded by using more
coal and less gas for two years until the gas prices came down [16, 17]. Regardless,
the use of coal in the power generation is going to be high which will be the driving
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Chapter 1. Introduction

force in increasing the CO2 emissions unless there are cleaner energy sources and
global adaptation of climate change policies [9, 18].

0

5

10

15

20

25

30

1990 1995 2000 2005 2010 2015 2020

P
W

h

Year

Coal
Oil

Natural gas
Biofuels
Nuclear

Hydro
Renewables

Figure 1.1: Fuel sources for power generation world wide between 1990-2018 [16].

The aim of thesis is to contribute towards a technology which has the poten-
tial to reduce the CO2 emissions from the power plants. Oxyfuel technology is a
demonstrated technology where N2 is replaced with CO2 and H2O in the combus-
tion environment for ease of CO2 capture at the downstream of the power plant
[19]. The changes in the combustion environment can introduce changes in the
flame structure, efficiency of the fuel and emission from the overall power plants.
The aim is to look at develop a mathematical model which focuses on ignition char-
acteristics of a fuel which can help in accurate predictions of the flame parameters.

This chapter discusses the motivation for this thesis. Section 1.1 discuss the need
of a carbon capture and storage and the different capture technologies available for
capture. Section 1.3 discusses the motivation to investigate ignition characteristics
for different fuels and its significance in oxyfuel conditions.

1.1 Carbon capture and storage (CCS)

A GHG is defined by either the temporary or permanent dipole propetry which
traps the electromagnetic heat radiaton from earth and absorbs the outgoing heat
[15]. This acts as a blanket on the earth’s surface and results in increasing the aver-
age temperatures [20]. There are many GHG responsible for global warming apart
from CO2 such as CH4, N2O and fluorinated gases. In 2016 CO2 accounted for
74.4% of the total GHG emissions (calculated based on CO2e) which indicate that
CO2 is primarily responsible for global warming [21] and it is the biggest concern
for forced climate change. Figure 1.2 shows a direct impact of increase in CO2 on
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global temperatures (pre-industrial). Currently the rise of ≈ 1.23 K is calculated
due to use of fossil fuels and it is recognised that any increase beyond 2 K will
be too drastic for the planet [22]. The energy demand and the trends suggest an
increase the CO2 emissions and the overall global temperatures unless there are
cleaner sources of energy and changes in the government policies.

There has been a global effort in reducing CO2 emissions which first came in
the form Kyoto protocols where countries part of United Nations framework of cli-
mate change commitmented to reduce GHG emissions. Most recently the Paris
agreement in 2016 brought together many countries to commit to a reduction in
GHG the emissions and limiting the global wamrning temperatures well below 2 oC.
Different countries submitted their Intended Nationality Determined Contributions
outlining their post 2020 climate action [23]. The UK has already taken several
steps towards reducing CO2 emissions by passing the ‘Climate Change Act’ in 2008
[24, 25]. The Act has generated public awareness and produced few institutions,
such as UKCCSRC (United Kingdom Carbon Capture & Storage Research Centre)
which provides cleaner energy innovation.
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Figure 1.2: The rise in global temperatures relative to 1850-1900 due to increase in
CO2 concentration [26, 27].

As a result of GHG emissions there is a drive towards renewables, but in certain
situations they fail to meet the energy demand [1]. Apart from the increase in the
population and energy demand there are mainly two reasons for this:

i Renewable energy sources such as wind and solar are highly dependent on
the weather conditions, which can be unpredictable and intermittent [28].
There are many research departments in the world looking at efficiently storing
the excess power produced by renewables, but there are many limitations
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in scaling up the power storage facility [29]. This makes supply of power
unreliable and cannot be used to control the power grid [30].

ii The other obstacle with renewables is the amount of land (offshore for wind
turbines) required to set the infrastructure compared to fossil fuel power
plants. There are many socio-technical challenges involved which are still
not understood [31–34] which stagnates the application of renewables on a
large scale.

Biomass energy is agreed to be carbon neutral because the biomass consumes
the CO2 produced during its combustion which can help in reducing the overall
emissions of CO2 [35]. However, the challenge lies in the sustainability of the
technology, where biomass production can be limited by the growing location, high
usage of land and water for production [36–40]. Nuclear, on the other hand, has not
proven to be safe [41] and cheap [42, 43]. Abbot has explained the limiting factors
on scaling up nuclear power supply to meet the energy demand which highlights
the debate about the nuclear waste disposal, the price volatility of the fuel and
its implications on the overall cost of energy [44, 45]. It is the energy produced
from fossil fuels which will allow the flexibility to meet the demand. This indicates
that the fossil fuels will continue to play a significant role in future energy supply.
Therefore it is essential to maintain an electricity grid system that can provide a
reliable and cheap supply of energy for sustainable growth in economy but also
reduce or nullify the carbon footprint at the same time. The following are some
options that can reduce CO2 :

i Increasing the overall efficiency of the coal/natural gas fired plants [46].

ii Switching/transitioning from high carbon intensity fuel, such as switching
from coal to natural gas [47].

iii Installing a carbon capture facility to directly capture the CO2 released from
the power plant [47].

Increasing the efficiency of the existing coal power plants will require retro fitting
or building new power plants with higher efficiency (apart for the investment point
of view). In both the scenarios there will be a requirement of CO2 clean up to meet
the current emissions target. The volatility in natural gas prices makes it difficult
for a smooth transitioning and reduction in dependency on coal [16]. The Carbon
Capture, storage and utilisation (CCSU) is one such technology which can allow
the use of fossil fuels and CO2 can be prevented from being released into the at-
mosphere. The technology is to isolate CO2 before, during or after the main fuel is
combusted in a power plant and either store it or utilise it in multiple applications.
The CO2 captured is transported and stored in depleted oil & gas reservoirs/saline
aquifiers or can be used for utilisation e.g. enhanced oil recovery [48]. The energy
penalty associated with operaing a CCS facility is very expensive [49] and hence, it
has not been commercially deployed at a significant scale. The returns from the in-
vestment in the CCS technology in the industry is debatable unless the government
increases the carbon emission prices and thus there is no drive from the industry to
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integrate CCS into their power station. In the UK, currently there are no commer-
cial retrofitting power plants that accommodates CCS technology. This is because
most of the UK coal power plants in operation today were built in the 1980’s.
Therefore the retrofitting of them with CCS facility will be not only expensive but
there are also other factors, such as restrictions caused by the existing plant layout,
capture bypass provisions and proximity of the facility to a sequestration site that
affects the integration of CCS [50]. The Boundary dam integrated CCS project in
Canada, the world’s first commercial-scale CCS project at a coal-fired power plant
is able to capture upto 1 Mt per year of CO2 but the capital cost was about $C 1.5
billion where federal government funded $C 240 million which illustrates that CCS
is an expensive but a useful and effective technology [51]. An in-depth analysis of
technological developments and barriers are discussed in [47] which highlights why
CO2 capture is very expensive and a barrier to entry.

1.2 Capture technologies
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Figure 1.3: Schematic of the three main CO2 capture technologies [52].

There is a decrease in coal power plants in the UK and this is due to more stringent
Industrial Emissions Directive from 2015. This has resulted in premature closure
or decommissioning of unabated coal power plants. If UK want to reduce the pre-
mature closure of the asset(coal power plants) it holds it needs to invest in CCS
technology, which can negate the impact of CO2 due to the use of coal. As the
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technology is expensive government needs to incentivize the CCS or CCSU. There
are three aspects to CCS i.e. CO2 capture, transport and storage or utilisation.
This section briefly discusses all the three elements of CCS. There are many tech-
nologies, which can be used to capture CO2. The three primary technologies are
pre-combustion, oxy-fuel combustion and post combustion. Figure 1.3 gives an
overview and path to these technologies.

1.2.1 Pre-combustion

A pre-combustion process consists of removing CO2 at source by converting solid,
liquid or gaseous fuel into a mixture of synthesis gas, i.e. hydrogen (H2) and carbon
monoxide (CO) via gasification or reforming. The synthesis gas is then processed
via a shift-conversion reaction to produce CO2 and more H2. The CO2 can be
separated by the absorption process. The H2 obtained can be used as fuel to heat
our homes, produce electricity or power vehicles [53, 54]. Integrated gasification
combined cycle (IGCC) with CCS would be an ideal process to extract synthesis
gas from coal combustion. The main drawback of this technology is the cost of
building a new power plant since retrofitting an existing coal fired power plant is
not a viable option.

1.2.2 Post-combustion

The post-combustion process involves separation of CO2 from the flue gas at the
exhaust of a combustion processas shown in Figure 1.3. The CO2 is separated by
a suitable solvent scrubing and later liberated for compression, transport and stor-
age. For coal/biomass combustion, the flue gas goes though NOx and SOx (flue gas
desulphurisation unit) clean up process. This is done to avoid rapid degradation of
the CO2 capture solvents and SO2 adversely affects the capture process [55]. After
getting filtered is usually passed through amine solvents such as monoethanolamine
(MEA). The MEA absorbs the CO2 and releases the CO2 upon heating the mix-
ture and the solvent is regenerated, which is recyled for capture process. A major
challenge with the application of this technology is the low concentration of CO2

in the flue gas which results in significant energy required for separation of CO2

which is used from the power plant cycle. This results in a power plant efficiency
penalty of approximately 10% [56]. There are other methods for separating CO2

at the exhaust, such as cryogenic separation and high pressure membrane filtration
[57].

1.2.3 Oxy-fuel combustion

Oxy-fuel combustion process involves burning fuel in oxygen diluted with the recy-
cled flue gas (RFG) which is mainly composed of CO2 and H2O. Pure oxygen (O2)
is produced by an air separation unit (ASU), which separates the (O2) and nitrogen
(N2) prior to the combustion process. The O2 is then mixed with the RFG and
the pulversied fuel is entrained into the mixture shortly before entering the burner.
The O2 rich and N2 free environment mainly produces CO2 and H2O which results
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in producing more concentrated CO2 which is easier for purification of CO2 and
eliminating incondensable gases [54, 58]. It also helps in reducing NOx produced
during combustion as there is a reduction in N2. To obtain similar temperatures
and heat characteristics as air-fired combustion the ratio of O2/RFG has been re-
ported to be about 30%/70% by volume on a dry basis [59, 60].

At the exhaust of the boiler, the flue gas goes through four steps before the CO2

and H2O is recycled from the flue gas. The small ash particles are removed using
electrostatic precipitators which has the potential to block the recycling line and
damage the burner. After that a significant fraction of moisture is removed to ac-
count for any corrosion in the pipework. In some cases the flue gases can either be
recycled without drying or dried with a drying unit before re-entering the burner.
As per the regulations the SOx and NOx requires a clean up which is done with
desulphurisation unit and selective catalytic reduction (or non selective catalytic
reduction) respectively. This is done to reduce SOx in order to avoid any corrosion
in the recycle pipeline due to formation of sulphuric acid and curb the NOx emis-
sions. For the combustion in power plant, a large volume and high purity of O2 is
required and instead of ASU, cryogenic distillation units are used. These cryogenic
units generate an efficiency penalty of approximately 10% points [56]. However,
emerging techologies, such as membrane separation technology can potentially use
less energy than cryogenic distillation and could reduce efficiency penalty [56].

1.2.4 Transport and storage of CO2

SO2 NO H2S H2 CO CH4 N2/Ar/O2 Total

Coal Fired Plants
Post- combustion capture <0.01 <0.01 0 0 0 0 0.01 0.01
Pre-combustion capture (IGCC) 0 0 0.01-0.6 0.8 -2.0 0.03-0.4 0.01 0.03-0.6 2.1-2.7
Oxy-fuel 0.5 0.01 0 0 0 0 3.7 4.2

Gas Fired Plants
Post- combustion Capture <0.01 <0.01 0 0 0 0 0.01 0.01
Pre-combustion capture 0 0 <0.01 1.0 0.04 2.0 1.3 4.4
Oxy-fuel <0.01 <0.01 0 0 0 0 4.1 4.1

Table 1.1: Concentrations of impurities in dried CO2 % by volume [50, 61]

Trasportation of CO2 is fairly common in the USA for the shale gas industry and
Table 1.1 shows the CO2 purity requirement that may need to be met in order to
transport CO2 from coal or gas fired plants. Impurities can create a phase change
in CO2 which can cause pipe ruptures and release a high quantity of CO2 into the
atmosphere [62, 63]. In order to tackle the high impurities, the number of stages
require to compress the gas can be increased, this results in increasing the overall
cost of transport [63]. In order to reduce the probability of phase changes in the
CO2 during transport, the future pipelines would require CO2 to be compressed
above 7.38 MPa, i.e. its critical pressure [64]. Thus appropriate compression im-
proves the transport efficiency and reduces structural damage losses.
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The CO2 currently is considered to be stored at geological formations, oceans,
saline aquifers, gas or oil reservoirs. The CO2 injected in the underground rock
formation for storage posses a natural impermeable cap-rock to prevent the CO2 to
escape. In the North sea, the Utsira formation off Norway has been used for CO2

storage since 1966 [65]. The other option is to inject the CO2 into depleting oil
reservoirs to displace the oil and increase the oil production which has proven to be
a more economically viable option [51, 66].

1.3 Importance of ignition

With regards to CCS, oxy-fuel combustion is the technology where the combus-
tion process can be changed by changing the flame environment. By changing the
combustion environment, the ignition and flame characteristics change. In order
to successfully apply oxy-fuel technology, ignition and flame stability should be
foreseen for safe and efficient operation of power plants. The combustion process
also determines the amount of CO2 produced. In order to predict the CO2, and
other harmful emissions downstream, it is important to understand the phenomena
upstream purely because it is the source at which these harmful emissions are gen-
erated. If the ignition and flame propagation phenomena is understood well then
it becomes easier to control the combustion process and propose emissions control
technologies.

Generally, coal fired power plants are designed and tested to meet specifications
of a coal. The power plant works most effectively firing its design coal at design
conditions but it is difficult to keep using the same coal due to its variability in
cost and availability. Thus, the boilers have an allowable limit of coal properties
which enable them to operate different coals with reduced efficiencies [67]. However,
substantial deviation from design coal properties may lead to flame instability and
can result in deterimental combustion performance and potentially causing serious
damage to the boiler [68]. The operational issues that can affect the boiler are the
pulveriser capability, incomplete combustion of fuel [69], production of pollutants
beyond the regulated limits or operation of the power plant [70], flame stability [71]
and also slagging [72].

Incomplete combustion of coal is characterised by measuring carbon in ash and
acts as an indicator whether the fuel is releasing its potential heat. Operating with
higher levels of unburned carbon leads to increasing the fuel consumption to ensure
enough heat is released in the furnace and incurs additional operational losses [73].
Cloke et al. [69] tested around 16 world coals on a 1 MW pulverised fuel combus-
tion rig and concluded that the very early stages of combustion has a dominant
effect on carbon burnout. Thus, the study of ignition becomes a very important
aspect when considering the application of cheaper coals. Another consequence of
switching could be operating the power plant at a lower load. This situation would
result in a decrease in the overall output from the power plant and this indicates a
careful evaluation of true savings/cost due to fuel switching [72, 74]. Improving the
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fundamental understanding of the ignition can also lead to better plant performance
and flexibility by expanding the turn-down ratio of the burners. The optimum use
of low value coal would be to co-fire it with the design coal or bituminous coal [75].
The effect of blending is a difficult process to predict but there has been work done
in the past to predict the ignition behaviour [75–77]. Carpenter has shown that
the behaviour of coal blends from bench and pilot scale tests differ from the actual
performance in a utility boiler [78].

Flame stability depends highly on the successful ignition of the incoming fuel and
rate of burning. A stable flame will not be generated based only on successful igni-
tion because the exothermic reaction heat produced during ignition can be lost due
to dissipation in the furnace environment before neighbouring molecules/particles
can reach the activation energy (high temperature). Ignition and flame stability is
a function of mixing. It is necessary for a flame to heat up to the point where the
heat generation is balanced by the loss of heat during ignition. If the ignition point
for a non design coal is offset with the burner design and aerodynamics, the flame
formed can be unstable and violent in nature [78]. It is important to note that
coals with the same proximate analysis may not ignite in a similar manner as the
ignition is depended on the early heat release rather than the volatile release [76].
This provides another reason for ignition being a crucial topic on which to focus.

Fuel switching is generally based on experience and is heavily reliant on experi-
mental tests [79]. According to authors knowledge, at the current stage, there is no
ignition model in literature which could reduce the lead time in trouble-shooting
and improve the development of new burners. This EngD was focused on develop-
ing an ignition model using Computational fluid dynamics (CFD), which can assist
in accurate predictions of the ignition location in pulverised fuel flames.

1.4 Ignition modelling

Mathematical modelling can provide an insight into the combustion process. It
allows low-cost exploration of parameters that may affect the ignition process in a
burner. Experimental testing can be expensive and time consuming because of the
overall set-up and operational cost. With the help of mathematical modelling it is
possible to investigate the influence of various parameters on the system. Oxyfuel
combustion or switching to low rank pulverised fuels (Carbon lean fuels) has been
proposed as a potentially viable technology to help reduce CO2 emissions from a
power station and mitigate global warming. Changing the combustion environment
from air to oxy-coal or switching to different fuels will change the ignition and
flame behaviour. In other words, to achieve flexibility to operate under different
conditions proposed above, the burner design should demonstrate wide range of
operability, which relies on the ignition and flame characteristics.

Mathematical modelling can help predicting the changes in the ignition and the
overall combustion process. Over the years CFD has been identified as an im-
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portant engineering tool to evaluate ignition and flame characteristics of various
combustion process. The principle fluid is modelled in a continuum medium and
the macroscopic properties of the fluid are solved across a discretised space, which
are represented as the transport equations for mass, momentum, energy and species.
Many sub-models can be included into CFD solutions which make it a robust tool
and can be applied in various engineering problems. The results obtained from CFD
can be used to improve product design. Modelling coal/biomass combustion process
is complex as it needs to account for interaction of turbulence, chemical kinetics,
heat transfer and two-phased fluid dynamics. Each phenomena would require an
accurate sub-model which can result in a reliable CFD simulation. However, in or-
der to gain confidence in a CFD simulation, the results should be validated against
experiments which can justify any modelling assumption considered.

1.5 Thesis outline

This thesis outlines the development and validation of an ignition model for sim-
ulating flames for pulverised fuel burners. This chapter highlights the background
and motivation for the thesis. A review of the experimental and CFD techniques
for air and oxyfuel combustion is presented in Chapter 2. Experimental and CFD
modelling studies are evaluated in Chapter 2 focusing on ignition, ranging from
single particle to pilot scale facilities. Chapter 3 investigates capability of three
different devolatilisation network models where the results from the model are com-
pared against the experimental data from hight temperature wire mesh experiments.

In Chapter 4, a single particle model for ignition is developed and validated
against experimental data for a drop tube furnace analysing two different rank of
coals. A correlation is developed between particle size and ambient O2 concentration
differentiating ignition mechanism. A number of sensitivity study are conducted to
propose suitable sub-models for predicting ignition of a single particle.

In Chapters 5 and 6, CFD simulations are conducted on IFRF and Utah fur-
nace which tested bituminous coal in coaxial burners. The facility at IFRF and
Utah tested pulverised fuel flames in air and oxyfuel conditions respectively. The
methodology developed to obtain the correlation differentiating ignition mechanism
is used for the fuels under investigation. The benchmark CFD simulations are per-
formed, replicating the models used in the literature for simulating the coaxial
burners. The correlation developed is integrated in the benchmark model and the
results from both the cases are compared with the experimental data for validation.
Furthermore, sensitivity analysis is conducted on radiation models and gas phase
turbulence-chemistry models for Utah furnace(oxyfuel combustion).

In Chapter 7, the ignition model developed in Chapter 5 is tested for a 250
kW pilot scale combustion facility, which had a pulverised fuel swirled burner. The
model is implemented in CFD simulations with two-dimensional axis-symmetric and
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three dimensional geometries. The study compares the predicted CFD simulation
results with the experimental data. The final chapter, summarises the conclusions
of this thesis and makes suggestions for improvements and potential future work.
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2 Literature review

This Chapter focuses on investigating the work referred in the past and the cur-
rent techniques to predict ignition, ranging from single particle to full scale furnace
conditions. In the first half of the Chapter, a review of literature surrounding igni-
tion of a single particle, multi particles and pilot scale burner is presented in Section
2.2. The other half of the chapter reviews the literature regarding CFD modelling
where governing equations required for modelling are presented. The mathemati-
cal sub-models required for modelling coal combustion using CFD, are discussed in
Sections 2.6–2.9

2.1 Single particle combustion

(a) Single particle combustion process[80].

(b) Volatile Evolution and gas
phase flame behaviour [81].

Figure 2.1: Single particle combustion process and volatiles evolution.

A coal particle is heated by convection and radiation as it enters the furnace. A
coal particle goes through a series of stages during combustion, as illustrated in
Figure 2.1a. Coal upon heating releases the moisture but complete dehydration of
the coal does not occur below 350 oC [82]. As the particle approaches 400 oC, the
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devolatilisation process begins and volatiles (gaseous products and vapours) from
the coal particles are released. The amount of volatiles released depends on the
type of coal, size and its thermal history.

The chemical process involved during devolatilisation is very complex. This com-
plexity exists beacuse coal is a mixture of various minerals and compounds [83, 84],
even if there are two coals with the same rank, the geological and elemental com-
position varies the way coal will devolatilises [85]. It is dependent on the type of
the bonds packing within the coal [81]. The evolution of the species are subject
to disintegration of the chemical bonds and the kinetics are thus highly non-linear.
The result of this complexity makes it difficult to predict the devolatilisation, and
minor differences in the coal, which are not necessarily prevalent from simple anal-
ysis, can have a significant impact on the behaviour. Work done by Strezov et
al. [86] concluded that weaker carboxyl, hyrdroxyl and aliphatic bonds break up
at lower temperatures, whereas the stronger heterocyclic components decompose
at higher temperatures. The physical change during devolatilisation is primarily
the swelling of the coal [87, 88]. It is during this stage, bubbles are formed inside
the particle and the volatiles are released. These bubbles move to the surface and
rupture releasing gases. The bubble grouping, movement and size is a function of
the vapour pressure inside the bubble and the ambient pressure [88]. The volatiles
are released faster through the core of the particle, and not from the surface/pores,
and thus results in a build-up of internal pressure and in an initial swelling and
then shrinking as the bubbles burst. This is followed by rapid contraction and this
occurs until the particle re-solidifies [89].

After the volatiles are released, they react with the available oxygen. A film of
gas is formed around the particle which consumes any oxygen transported towards
the surface [90]. This prevents the heterogeneous oxidation of char [81]. The flame
formed by the gas film and oxygen is away from the particle but comes closer and
eventually adjacent as time elapses [91]. This is illustrated in figure 2.1b, as the
volatile release is slowed down, there is no volatile film available to combust with
the incoming oxygen. After the volatiles evolved are combusted, the remaining sub-
stance, char, burns heterogeneously and this is relatively a slow process ≈1000(milli
seconds) slower than the volatile reaction [92]. This process dominates the total
time a coal particle would take to burn. Thus, the ignition of coal mainly relies
on the devolatilisation process in the furnace conditions as it is the volatiles that
react faster and are responsible for initiating the increase in temperature [93]. Char
combustion mainly involves oxidation of carbon to CO or CO2 at the surface [94].
CO2 oxidation is dominated at low temperatures and CO at high temperatures [95].
This process is controlled mainly by the rate of oxygen diffused into the particle.

2.2 Basics of ignition and flame propagation

Ignition can be defined as the non-stationary process which can be divided into
three stages:
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i The fuel initially absorbs the heat (endothermic process), initiating formation
of free atoms/radicals (reactants).

ii The free atoms diffuse with the available O2 forming a reactant mixture.

iii The mixture starts reacting, releasing products and resulting in a rapid in-
crease in the temperature. This occurs due to the exothermic nature of the
reactions. Ignition is the point when the release of heat by the mixture is
greater than or equal to that absorbed by the reactants.

The basic principle of continuous combustion is a self-sustaining exothermic re-
action of the fuel and oxygen [96]. The phenomena is goverened by both chemical
and physical processes. The process can be defined as the heat released from the
chemical reactions and transported through the fluid in motion [96]. In terms of
coal combustion, a stable and rooted flame is an indication of successful combustion
of the incoming fuel. Successful ignition does not imply flame stability, as ignition
will determine the point of heat release, whereas for a flame propagation, ignition
should be accompained by a matched burning velocity [76].

(a) Ignition of intermediate coal particle.

(b) Aerodynamics of a burner.

Figure 2.2: Ignition of the multiple particle combustion process [97].

The aerodynamics of a burner plays a critical role in determining the position
of ignition. A typical wall fired burner is shown in Figure 2.2b. The coal particles
are carried by the transport of air in the primary air register. The secondary air
producing swirling air, which generates a recirculation zone of hot gas towards
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the burner inlet, thus allowing the rapid heating of the incoming fuel. After the
particles are introduced in to the boiler, they get caught in the recirculation region.
The volatiles are released in the early stages due to the heat transfer from the
recirculating hot gases and the flame. The volatiles mix with the ambient oxygen
and ignite in the continuous phase 2.3.

Figure 2.3: Schematic of the flame propagation in a furnace [97].

After the initial ignition, if the concentration of the particles/volatiles is high
enough the heated coal particle’s flame also ignite the nearby particles (Figure 2.3
& 2.2a). The clusters of ignited coal particles combine together and form a flame
and ignite the other coal particles which have not been ignited and this is how the
flame propagates,see Figure 2.3. The secondary air mixes with the recirculation zone
and assists in completing the combustion of the coal particles (basically supplying
sufficient oxygen). Generally, in a rooted flame, the particles ignite very close to
the burner. This is one type of sequence for flame propagation, the particles may
also get trapped in the shear layer of the flame and ignite in the layer itself which
is made up of the swirling secondary air, primary air and recirculating gas forming
the outer boundary of the flame. This also creates an extra layer of complexity
in terms of locating ignition point. In either situation it is important to note that
flame propagation is a fluctuating phenomena because of the very fast chemistry
(non-linear consumption of oxygen) and mixing. Thus the ignition point is not
always stable at one location but keeps shifting in a certain range. It should be
realised that the mechanism of ignition in a furnace is difficult to detect because of
the complex interactions between the aerodynamics, chemistry and heat transfer.
Any major deviation in these interactions can change the ignition point and as a
result change the shape of the overall flame.

2.2.1 Single particle ignition mechanism and modelling

The ignition mechanisms can be categorized into three regimes: homogeneous (HO),
heterogeneous (HI) and hetero-homo (HI-HO) ignition as shown in Figure 2.4 [98].
The HO is where the ignition of the volatiles preceeds the ignition of the char,
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whereas in the case of HI, the coal particle is combusted due to the direct attack
of the oxygen on the surface of the particle and HI-HO is a region where ignition is
due to both volatiles and direct coal combustion. These phenomena highly depend
on the following properties [98]:

i Size of the coal particle,

ii Heating rate,

iii Temperature,

iv Oxygen concentration around the particle, and

v Reactivity of the coal.

Figure 2.4: Ignition mechanism as a function of particle heating rate and particle
diameter [99].

Jüntgen et al. [99] experimentally observed three ignition regimes i.e. HO, HI
and HI-HO for different coals at lower heating rates (<103 oC/s). At lower heating
rates, smaller particles (<100 µm) undergo HI and bigger particles (>100 µm)
undergo HO as shown in Figure 2.4. The HI-HO can occur for a wide range of coals
and the ignition behaviour is very difficult to predict [98]. The heating process is
a significant factor as the heating rate of coal particles can affect the chemical and
physical nature of its product, which is char [100]. In a furnace, typical heating
rates are in the order of 104 – 105 K/s [101]. Every particle heats up independently
and this depends on local factors such as particle diameter, shape, composition, etc.
as well as global factors such as particle residence time, aerodynamics, surrounding
combustion environment, etc. There are many other factors inside a furnace which
has a secondary influence on ignition e.g. ambient conditions for the incoming
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fuel. This makes the prediction of the ignition point in the furnace very difficult.
Many studies have qualitatively predicted ignition behaviour but they have failed
to provide a quantitative model.

Single particle modelling

In practical coal power plants, turbulence and non linear aero dynamics are present
which make the study of coal ignition difficult. Examining the combustion of a
single particle allows for these complexities to be neglected and provides an insight
into fundamentals of coal ignition.

Figure 2.5: Variation of heat generation (QG) and heat loss (QL) with temperature:
criterion for ignition [98].

Semenov [102] was the first person who developed an elementary model for ther-
mal explosions which acts as the basics for simple ignition theory. He stated that
the requirement for steady state ignition is that the heat absorbed by the particle is
equal to the heat produced by the particle. Essenhigh and co workers were the first
to investigate single particle combustion [103–105]. Single particle ignition theory
was mathematically developed by Taffanel & le Floch (tangency requirement) and
Van’t Hoff (equivalence requirement) [98]. The theory had two criteria, the first
being the heat loss QL is equal to the heat gain QG and the other being the QG and
QL curves are tangent to each other. The heat rate at which the particle having
mass mo and specific heat cp is governed by

mocp

(
dT

dt

)
= QG −QL = Q (2.1a)

mocp

(
d2T

dt2

)
=

(
dQG

dT
− dQL

dT

)
Q

mocp
=

(
dQ

dT

)
Q

mocp
(2.1b)

where Q is the net heat supply rate to the particle. The ignition theory is satisfied
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when

Q = 0(Van’t Hoff equivalence requirement) (2.2)

dQ

dT
= 0(Tangency requirement) (2.3)

Chen et al. [106] and later Smooth et al. [107] identified a limitation to the ig-
nition theory and Equations (2.2) & (2.3) where the ignition can also occur if the
heat produced is greater than the heat loss and suggested that Q ≥ 0. As the
temperature plays an important role in the ignition conditions, many ignition stud-
ies have focused on measuring or predicting the ignition temperature [106, 108, 109].

It is difficult to quantify the ignition mechanism i.e. HO, HI or HI-HO. A few
studies have been conducted in the past which have attempted to quantify the igni-
tion mechanism. Annamalai and Du [110] presented a mathematical model for HO
or HI ignition using the Semenov and Chen criteria for the ignition, see Equations
(2.2) & (2.3). It suggested that the transition to HO does not take place until the
diameter of the particle is about 400 µm. The investigation considered gas at 1500
K and 23% oxygen concentration. The particle temperature was time dependant
but there were clear limitations in the model, where the particle temperature being
spatial uniform. In reality the particle has thermal gradients across the coal parti-
cle which changes the way that the particle behaves in the initial stages. Thermal
gradients have been shown to play an important role in larger particles [111, 112].
Many hydocarbons are released during devolatilisation but the kinetics of volatiles
were limited to methane. These modelling limitations were removed by Rocha and
Veras who considered thermal gradients within the particle and more species were
considered for the gas phase combustion using an advance devolatilisation model,
i.e. chemical percolation devolatilisation-nitrogen and light gases (CPDNLG) [113].
The advantage with this model was that it can predict the amount of nitrogen and
different gases released during devolatilisation. The ignition conditions were kept
similar and it was found that the transition from HI to HO for different ranks of
coal was very small and thus they displayed HI-HO ignition.

Improvements to a model similar to that of Annamalai was made by Zhu et
al. [114] by considering intra-particle conduction but kept the volatiles reaction
limited to CH4. They found that the thermal gradients had very little effect on
the transition of HI to HO. They concluded that small particles generally ignited
heterogeneously (which also is dependent on the ambient conditions). Again, the
simplification of assuming volatiles as CH4 can tend to over predict the ignition phe-
nomena. The assumption of CH4 being released as all the volatiles was overcome
by Liu et al. [115] by integrating H2 and CO along with CH4. They compared their
modelling results with the micro gravity experiment conducted in the drop tower
at the National Microgravity Laboratory. The results obtained agree well with the
experiments but the conditions in a furnace are quite different. The particle size
analysed here are around 2 mm at a heating rate of 150-200 K/s, which is fairly
low when compared to furnace conditions. The model is not validated for particles
undergoing high heating rates and thus this model did not provide high confidence
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in using only a few equations for the reaction mechanism.

A similar study on single particles was conducted by Glushkov et al. [116] for
low temperature (600 K) ignition by considering the interconnected process of heat
and mass transfer between intermediate particles, where it is discovered that the
particle undergoes HO for particles ranging from 100-1000 µm. The heat from HO
is not enough for intermediate HI but multiple particles in close proximity allows
surface ignition.

Wendt et al. [117] created a model assuming an axisymmetric coal particle of
three different shapes by modifying the model for a single particle ignition by An-
namalai and Du [110], where ignition is identified by an increase in the gas phase
temperature. It considered the temperature gradient across the particle with intra-
particle heat & mass transfer, external radiation and surface oxidation. The model
agrees with the ignition prediction for small particles in [110] but for particles above
300 µm deviates from the results primary due to the uniform temperature assump-
tion considered Annamalai and Du [110].

Goshayeshi et al. [118] compared the particle size, devolatilisation and chem-
istry models to investigate the effect on ignition delay of a single coal particle. It
highlights how the current state of CFD models are not able to predict ignition.
They defined the ignition delay between the particle inflection point and the peak-
ing of CO mass fraction during devolatilisation and char combustion. Also it took
into account, the simultaneous behaviour of vaporisation, devolatilisation and char
oxidation, where the sequencing of the processes do not impose any restriction on
the disintegration of the particle. Also they compared the detail chemistry mech-
anism (GRI 3.0) and flame sheet model(infinitely fast reactions) in their model.
Goshayeshi concluded that to successfully predict ignition the detailed devolatilisa-
tion and gas phased chemistry models are required.

Similar work done by Veras et al. [119] to simulate char combustion and devolatil-
isation process simultaneously. This work was done in order to see the interaction of
the char combustion rate on volatiles evolution rate during HI. It shows the effects
of particle size, ambient temperature and oxygen temperature affecting the ignition
process in a furnace. This work is of much significance as it gives an indication to
as what occurs to the volatiles in the particle during HI.

Vascellari et al. [120] developed an ignition model for a single particle during
devolatilisation, where a detailed flow is resolved near the coal particle transiently
which assists in obtaining a predicting HO. This work was the next leap in ignition
modelling as it considered semi detail chemical reactions of a few species rather
than a few simplified equations for CH4. The ignition model used CPD to predict
the volatiles evolution where the composition was assumed to be CO, CH4, N2 and
C2H2. They used the DRM mechanism [121], a reduced version of GRI mechanism,
which solved about 103 reactions for 22 chemical species to maintain a trade-off
between accuracy and computational cost. The GRI 3.0 mechanism is considered
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to be more accurate as it includes more species and reactions but results in being
computationally expensive. The integration of GRI 3.0 was done using flamelet
model proposed by Pierce et al. [122] where lookup tables are generated to pro-
vide the chemistry variables. This approach was applied by Watanabe et al [123],
which also includes the char gasification and oxidation reactions. It compares this
approach with the detailed chemistry model (GRI mechanism) for a very small do-
main with scaled down parameters (coal particles being less than 5 µm in diameter)
to save computational cost. The results obtained show that the flamelet modelling
approach is able to predict the peak temperature of the flame with an accuracy of
4% but an error of 35% is observed when predicting the ignition position. Modi-
fying the choice of the progress variable for the formation of the lookup table can
improve the ignition phenomena but currently the detailed chemistry model pro-
vides an appropriate solution for the ignition prediction.

The model developed by Jimenez and Gonzalo-Tirado [124] analysed the volatile
flame of an isolated particle. They used a single rate Arrhenius expression to sim-
ulate devolatilisation and used the kinetics from the experiments conducted previ-
ously. The composition of the volatiles was obtained from the CPD model and the
composition considered was H2O, CO2, CH4, CO and C2H2. The reactions in the gas
phase are accounted for by using GRI 3.0 mechanism which considers 53 species and
325 reactions. The model focused on predicting the flame peak temperatures and
voaltile flame location but did not capture the heternogenous ignition behaviour.
The model also ignored the investigation of the peak temperatures produced in the
flame due to the char oxidation. The results agreed with the trends but were dis-
persed when compared to different experiments, the errors were attributed to the
assumption of no soot formation in the model. Tufano et al. [125] investigated the
coupling of devolatilisation and homogeneous ignition for a single particle where
they had a similar approach to model the devolatilisation using CPD. In this case,
the chemical reactions were accounted by the POLIMI TOT 1407 which included
52 species and 452 reactions. Also they compared the results for air and oxy-fuel
environment where they observed that the ignition delay is reduced with a increase
in O2. The oxyfuel environment has longer delays compared to air. Tufano and co
workers more recently further developed this model into an advance single particle
ignition model [126], where each sub-model was developed and validated with exper-
imental data in isolation [127],[128]. The sub-models developed are their in-house
model which accounts for the detail gas phase chemistry, advance char kinetics
[129], and a porous media transport model [130]. The ignition model accounted
for the shortcomings discussed above e.g accounting for various species evolution in
the volatiles composition based on particle properties instead of purely assuming
CH4, considering intra-particle heating etc. The overall model is computationally
expensive, which a major limitation and can not be a viable option as a pre-cursor
tool in industrial application. On the other hand, the methodology can be useful
approach if the sub-models are simplified and the computational expense can be
reduced.

Maryam et al. [131] developed a 1D ignition model to analyse large biomass
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particles. The model was able to consider thermal gradients which allowed the sim-
ulation of suddenly heated particle surfaces and keeping the inner region relatively
cold. The intra particle process is important for biomass as they are not easy to
pulverise and they are generally fired larger in size. The results from the model show
that, in general biomass ignites heterogeneously but at temperature above 523 K
a significant decomposition of hemicellulose and cellulose starts and this results in
the releasing of large amounts volatilies which quenches the primary HI and forms
a flammable gas mixture around the particle which starts a secondary HO.

2.2.2 Experimental work on single particles

Experiments have characterised ignition by the visual detection of light omitted
from the coal particles upon heating [132–134]. Similarly, some researchers have
defined ignition semi-quantitatively by measuring the intensity of the light through-
out a coal particle’s combustion phase [135, 136]. Most of the experimental work
on ignition have been conducted on either a drop tube furnace (DTF), entrained
flow reactor or by TGA [137]. TGA gives experimental data that is important
for the ignition modelling, such as the volatiles released but at a low heating rate
below 100 oC/min which is not representative of furnace conditions [138]. These
limitations are overcome by the DTF and entrained flow reactors where the heat-
ing rate of 104 - 105 K/s can be achieved with maximum temperatures about 2000
oC and more realistic conditions make it more suitable for predicting the igntion
behaviour [78, 139, 140]. However, the limitations of these tests are that they may
not replicate the furnace conditions due to the lack of intense turbulent conditions.
The aerodynamics is very complicated and varied for different burners due to the
introduction and mixing of the air at various stages to meet the combustion require-
ments. Thus, pilot scale testing is highly desired in order to obtain a representative
performance of the combustion process. These small scale laboratory studies can
be very useful to validate numerically developed sub-models of combustion. The
sub-models developed can be applied in the CFD code to simulate the furnace con-
ditions with higher confidence.

The ambient gas temperature effect the overall ignition mechanism as well as the
ignition time delays. Duarte et al [140] studied four Turkish fuels, i.e. two biomass
(almond shells and olive residual) and two lignite coals (Tunçbilek lignite and soma
lignite) in a Mckenna flat flame burner with a varying temperatures between 1460
K - 1660 K and in TGA at 20 K/min. They found that the ignition times delay
decreased with an increase in the ambient gas temperature. Another significant con-
clusion of the study was that both the biomass ignited homogeneously for both low
and high heating rates and this was mainly due to its high volatile content. Simoes
et al. [141] analysed five different biomass fuels (wheat straw, kiwi branches, vine
branches, sycamore branches and pine bark) and a bituminous coal in an optical
flat flame Mckenna burner. The operating temperatures were varied between 1500
- 1800 K and the results show that the biomass generally ignited homogeneously
and all the fuels showed a consistent trend of decreasing ignition delay time with
increasing ambient gas temperature. When the ignition time delay is compared for
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the bituminous coal and the biomass fuels, biomass always took longer because of
the moisture content release during the drying stage which tends to cool the gas
temperature around the fuel during the ignition process.

It is experimentally shown by Fan and co-workers [142, 143], using the drop tube
furnace (DTF), that an increase in O2 concentration does not have an effect on the
mechanism of the ignition but the ignition temperature reduces with an increase in
the O2 concentration. This is mainly due to the higher reactivity of the fuel-oxidiser
mixture. Also it shows that bituminous coal is affected most by the O2 concentra-
tion and temperature compared to lignite and anthracite. The rate at which the
ignition temperatures decrease was much higher with between 21-30% O2 compared
to the decreased rate between 40-60% O2.

Figure 2.6: Ignition regimes for the different experimental conditions tested [144].

Ponzio et al. [144] conducted a study of single particle ignition in a batch type
reactor where the O2 influence on the ignition mechanism was monitored. After
performing an experimental analysis, it was discovered that the ignition mechanism
was divided into three regimes as shown in Figure 2.6. Regime 1 was the direct
ignition of coal (HI), regime 2 is the direct ignition of the char mainly at low
temperature and low O2 concentration (HI), and regime 3 was the ignition of the
volatiles at high temperatures and low O2 concentrations (HO). Ponzio et al. [144]
proposed a mathematical model based on the experiments where the three regime
are quantified by the following conditions:

i Regime 1: The rate of coal surface oxidation is greater than the rate of de-
volatiliation rhot,coal >rdevol.
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ii Regime 2: The rate of devolatilisation exceeds the rate of oxidization of non-
devolatilised coal (rdevol >rhet,coal and that the rate of oxidation of the char
surface is higher than the rate of volatile combustion (rhet,char >rhom,vol).

iii Regime 3: The rate of devolatilisation exceeds the rate of oxidization of non-
devolatilised coal (rdevol >rhet,coal) and that the rate of volatile combustion is
higher than the rate of oxidation of char surface (rhom,vol >rhet,char).

Jovanovic et al. [145] implemented this theory in a commercial CFD software,
where he considered the simultaneous evaporation, devolatilisation and char com-
bustion rather than a sequential process in the combustion model and they were
unable to predict the ignition position in an entrained flow reactor for oxyfuel con-
ditions. The ignition position was identified based on the temperature change of
the particle and the regimes suggested by Ponzio above [144]. They also conducted
experiments for a high volatile Russian coal of 85 µm diameter in a vertical reac-
tor at the ignition test facility in Warsaw, Poland. The facility is able to handle
high temperatures that are similar to the DTF which makes the results comparable
to the furnace conditions (excluding the aerodynamic behaviour). They tested the
coal in air and oxyfuel conditions. Also, the experimental ignition points for varying
conditions are determined based on the observation of the first visual flame in the
reactor. The ignition results compare well with the numerical model predictions
but the reaction mechanism was limited to one equation which is not sufficient to
capture a detail homogeneous ignition and the ignition criteria are taken from an
experiment which uses relatively larger coal pellets for analysis [144]. Another lim-
itation of the study, is that the species evolving was kept as a single hypothetical
component CxHyOz which is converted into CO2 and H2O. This over simplifies
the species evolving and the final products they are converted to. Further, this
approach increases the error in predicting HO. Later this work was extended to
study different devolatilisation models to predict the ignition [93]. They kept the
reaction mechanism limited to two equations for CPD and single rate models but
increased the reactions for a FG (functional group) model which showed improve-
ments in the ignition mechanism and prove to be a better devolatilisation model.
The improvements can be attributed to the behaviour of the overall model and the
increase in the reaction equations integrated. This work was replicated by Zou and
Zheng [146] to study the ignition mechanism but had similar limitations.

Conflicting experimental data is given in the literature for definitions of the ig-
nition regimes. For example, the effect of a change in the oxygen concentration
was studied by Annamalai and Du [110], where at lower O2 concentration HO was
the outcome but the transition point varied with particle diameter. The transition
from HO to HI was at 15% O2 concentration for 100 µm diameter, at 23% O2 for a
300 µm and at 30% O2 for a 600 µm diameter. This phenomena is contradicted by
the experimental analysis in [147] where at 10% O2 concentration the particles with
600, 800 and 1000 microns ignites at the surface (HI). The contradictions not only
arise due to limitations in the visualisation technique and modelling assumptions
but also the differences in the bituminous coal used for validating the model and the
experimental analysis. Another study by Howard and Essenhigh [148] stated that
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HI occurs for particles of 0-15 µm diameter, 15-65 microns is HI-HO and beyond
that is HO but this was experimentally validated only for one coal. Another study
by Sun et al. [149] in TGA concluded that, the ignition of small size particles occurs
heterogeneously.

The influence of the coal rank and particle size is well documented in the work
performed by Chen et al. [150] where they suggested that the ignition mechanisms,
for small to large (37 to 4000 µm) particles goes from HI-HO to HO. In addi-
tion, varying the coal rank from lignite-bituminous-anthracite displays HO,HI-HO
and HI using differential thermal analysis (DTA) and thermogravemetric analysis
(TGA). The influence of the coal rank on the ignition was analysed by Faundez et
al. [139] experimentally in a laminar entrained flow reactor where subbituminous,
low volatile bituminous and semianthracite coals undergo HI and high volatile bi-
tuminous coals undergo HO. A similar work by Conti et al. [151] suggests a similar
finding where carbon rich coal, such as anthracites, ignite at higher temperatures
with more activation energy being required.

Figure 2.7: Comparison of results from coal particles combustion in different gaseous
atmospheres (two-stage combustion: homo- and heterogeneous, one-
stage combustion: heterogeneous or no ignition) [152].

The poor ignition behaviour of coal in oxy-fuel conditions was first answered by
Kiga et al. [153] where they described the ratio of cp/R of CO2 is an important
property which delays the combustion process. Many researchers have looked into
the ignition behaviour of coal and biomass in oxy-fuel conditions [142, 154? –156]
and the experimental studies by Shaddix and co-workers have shown that in order to
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obtain the ignition characteristics similar to that of air, the O2 concentration should
be about 30% (depending on the coal rank), the devolatilisation and ignition delay
reduces with higher O2 concentrations. The rate of devolatilisation is decreased
due to the higher mass diffusivity of the volatiles in CO2, whereas an increase in O2

increases the mass flux of oxygen to the volatiles flame, which thereby increases the
rate of devolatilisation. Khatami et al. [152] also studied three different coal ranks
under O2/N2 and O2/CO2 (oxy-fuel) environments by varying the O2 concentra-
tion in a DTF. The results are shown in Figure 2.7 and these show the influence of
the O2 concentration on the ignition mechanism. It was observed that in oxy-fuel
conditions that the volatile flames are suppressed and the fuel undergoes HI. In
air the bituminous coals combusted in two stages but at high O2 concentration it
combusted heterogeneously without producing a volatile flame. In the operating
conditions in the DTF, the furnace wall temperature for the experiment was set to
1400 K and the effect of the particle size variation was not taken into account and
this was kept in a range between 75-90 µm while O2 was varied from 20 -100%.

A similar study was performed by Riaza et al. [157] on the same facility by ex-
tending the study to different ranks of coal (anthraccite, semi-anthracite, medium-
volatile bituminous and high-volatile bituminous) which ranged for particle sized
between 75-150 µm. The ignition behaviour was anaylsed based on the observations
performed in high speed high resolution cinematography and three colour pyrome-
tery. The results show that the higher rank coal (anthracite and semi-anthracite)
ignites HI and bituminous coals ignite HO. The ignition temperature increased with
increasing the coal rank. The increase in the O2 concentration reduces the time and
temperature required for the ignition, which was previously observed in the exper-
iments conducted in DTF [152]. When the N2 is replaced by CO2, with the same
oxygen levels, the intensity of the combustion process is impaired. The combustion
temperature is reduced and the burnout times of the particles are increased. Fur-
ther, on increasing the O2 concentration restores the intensity of the combustion
process. Riaza et al. [158] used the same facilities to evaluate four different biomass
particles (sugarcane bagasse, pine sawdust, torrefied pine sawdust and olive residue)
at the same conditions used in [157]. It was discovered that the all biomass ignited
homogeneously and it had very little difference on the way they combusted. The
oxy-fuel conditions again impared the intensity of the combustion process and was
restored when the O2 concentration was between 28-35%.

There has been conflicting studies in the literature when comparing the pyrol-
ysis in air and oxy-fuel conditions. Rathnam et al. [159] and Al-Makhadmeh et
al. [160, 161] reported that the pyrolysis rate is higher in oxy-fuel conditions at
temperatures above 1000 K in DTF whereas below 1000 K it is the same as air.
On the other hand, Brix et al. [162] found no differences in the pyrolysis rate for
the bituminous coal in DTF. Borrego and Alvarez [163] analysed high and low bi-
tuminous coals in DTF and found that the oxyfuel conditions reduced the pyrolysis
rate. Wall et al [164] obtained higher volatiles in the oxy-fuel environment for the
experiments conducted in DTF at 1673 K. They attributed the increase in volatiles
to the Boudouard reaction and concluded that the phenomena is rank dependent
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and may require further investigation.

Flammability limits of the gas determine where HO begins. The flammability
limit is defined as the limit within which a gaseous mixture in air can ignite. The
volatiles ejected from the coal particles need to ignite or propagate gaseous com-
bustion and determining the flammability limits can assist to detemine the onset of
HO. The upper and lower flammability limits are governed by the mixture of the
fuel and oxidant. The mixture is quantified as fuel rich region if the fuel to air ratio
is greater than one, the mixture is fuel lean region where the fuel to air ratio is less
than one. The degree of mixing, oxygen concentration and temperature are impor-
tant variables for determining the flammability limit at which the fuel-air mixture is
present [165, 166]. In gaseous combustion systems, many reduced chemical mecha-
nisms have been used to simulate a detail flame [167–170]. In order to quantify HO,
having a reduced chemical mechanism in a single particle model becomes important.

Table 2.1: The main parameters influencing the ignition delay times

Ignition time delay References
Ambient gas temperature Increase Decreases [140, 141, 152, 171]
O2 concentration Increase Decreases [142, 143, 152, 154]
CO2 concentration Increase Increases [152, 154]
Coal Increase in coal rank Decreases [139, 150, 152]
Biomass - Reduced influence [140, 158]

To summerise, single particle ignition experiments have focused on the following
parameters:

i Coal particle ignition temperature.

ii Change in coal surface temperatures during ignition.

iii Determining the combustion mechanism HI, HO or HO-HI.

iv Monitoring the particle burnout time as a function of the particle size and
changing temperature.

v Determining the ignition delay (the period between when the coal ignites and
a visible flame can be observed).

vi Quantifying the mass loss with varying the heating rate (devolatilisation pro-
cess).

vii Obtain the kinetic constants for the reactions at given measurement conditions
[137].

As described in this chapter, the literature can be contrary in quantifying the
ignition and flame propagation mechanism. This mainly arises due to the experi-
mental set-up, measurement methodology, using different coals/biomass for analysis
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and different operating conditions. It is because of variations in these factors that
the ignition phenomena is very complicated. In order to quantify the ignition mech-
anisms, a single particle ignition model would be desirable and the model should be
flexible enough to simulate various single particle experiments to include different
heating rates. The model should account for variation in coal rank, particle diam-
eter, ambient gas composition. Also, the model should be capable of being able to
simulate the simultaneous vaporisation, devolatilisation and char combustion. The
advantage of such a model will be that it will provide an understanding of the main
governing phenomena of particle ignition.

2.2.3 Multiple particle ignition

There have been only a few studies that bridges the gap between single particle
combustion and pilot scale studies. Similar to single particle combustion, a few
modelling and experimental analysis have been conducted on a stream of coal par-
ticles. Cassels and Libemann [172] first studied coal clouds experimentally and
since many researchers have focused on investigating the specifics of combustion.
Xiangyang et al. [173] developed a model for predicting the transient ignition of HO
or HI. The model considered a cylindrical cloud of pulverised coal particles where
HO occurs for a dense cloud while HI for a diluted cloud. The HI occurs at lower
temperatures and transits to HO at a higher temperature. The HO time reduces as
the temperature increases for denser clouds since more volatiles are available. The
results suggested that the ignition is highly dependent on particle number density,
particle size, coal volatile matter, cloud radius, and ambient conditions.

The modelling approach by Xiangyang [173] was taken further by Wang et al.
[174] who maintained the same ignition criteria but in a stationary phase. Wang et
al. [174] discovered that the ignition time delay in a stream of particles reduces with
an increase in ambient temperature and oxygen concentration. The shortcomings of
the model are that it fails to simulate any convective heat transfer as the particle is
simulated at stationary conditions. Experimentally, the cloud of coal particles burn
in a turbulent jet flow and the quantification of the ignition in such conditions is
difficult. This is mainly due to the velocity with which the coal disintegrates and it
is difficult to track a particle in the early stages of combustion, which can describe
the onset of the ignition. There have been many imaging technologies where higher
frames per second can ease the quantification but these are relatively expensive.
Therefore, generally the global behaviour of the flame is monitored and the ignition
is quantified based on the intensity of the flame [175–178].

There is a significant impact of the ambient temperature on the ignition be-
haviour of the coal and this was highlighted by Ye et al. [136]. They studied the
ignition behaviour of dispersed coal and analysed three different types of coal (lig-
nite, high ash bituminous and low ash bituminous) in a Hencken burner, by varying
the ambient temperature between 1200 - 1800 K and the oxygen mole fraction in
the range 10-30%. The ignition delay times are indicated by 10% of the maximum
intensity of the flame and the ignition delay time is reduced with an increase in the
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temperature and this is mainly because of early release of volatiles as a consequence
of higher heating rate. This is because of this early volatiles release, the HO and
formation of the volatile flame is dominant at higher temperatures otherwise the
ignition phenomena is simultaneous (HO-HI) at temperatures below 1500 K. Also
the ignition delay decreases with an increase in the O2 concentration. Coal rank also
plays an important role in the ignition time, the differences are mainly attributed
to the volatiles content in the coal. The bituminous coals exhibited a lower ignition
time when compared to lignite.

Another important factor, which contributes towards ignition is the fuel to air
ratio and the activation energy. It has been highlighted in the Section 2.2.2 the
importance of the O2 concentration and the heat that the reactants recieve but the
concentration of the fuel is also important [179]. Man and Gibbins [180] analysed
13 coals of different rank in a 20 l explosion chamber in order to investigate the
effect of coal concentration in a O2/CO2 atmosphere. The ignition was measured
when the pressure ratio of the vessel exceeded 2. They varied the energy released
by the igniter and found that the higher rank coals required more energy to ignite,
whereas lower rank coals can be ignited at lower energy levels. This is mainly due to
the amount of volatiles released by low rank coals, which means that the volatiles
in a gaseous state could combust more easily undergoing HO. Higher rank coals
mainly contain carbon, which takes relatively more time for cobustion as the igni-
tion would be due to the surface oxidation. The fuel concentration required also
decreased with an increase in O2. The importance of the particle concentration
is described by Taniguchi et al. [181], where they distinguished the ignition and
flame propagation phenomena. They improved the flammability limit by adjusting
the burner design to increase/shift the coal concentration in the region where the
oxygen concentration is higher.

Taniguchi et al. [97] qualitatively analysed the ignition process by dividing the
combustion regime into three separate regions, i.e preheating region, ignition region
and continuous flame region. The ignition region in this work was defined as the
region where the flame visually initiates and clouds of burning particles were formed
due to the ignition particles. CFD analyses have been performed by Yamamamoto
et al. [182, 183] in an attempt to qualitatively define the region where ignition
occurs and this is defined as the region where particles individually ignite and pro-
duce bright spots just after the lift-off region and the flame propagation is defined
at the initial stages of the flame. They simulated the experimental conditions using
LES and RANS and compared the results obtained by quantitatively using the gas
temperature and the lift height. They discovered that the k − ε turbulence model
is unable to accurately simulate the flow, whereas, the LES results agree well with
the experimental data.

An attempt was made by Muto et al. [184] to simulate the dispersed coal particles
ignition conditions by using detailed chemical reaction mechanism. They analysed
the region where two stream of fluid are mixed and the primary stream transports
the coal particles and the secondary stream mixes with the primary in the mixing
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plane. CPD-NLG was used as model devolatilisation and the composition of the
volatiles species was H2, H2O, CO, CO2, CH4, C2H2, C2H6, C3H6, C3H8, C6H6. A de-
tail chemical reaction mechanism was considered where about 158 species and 1804
reactions were applied to simulate the flame combustion. This model provides an
insight into multi particle detailed interactions and gives detail combustion char-
acteristics. A major limitation of the model was that the coal particles were pre
heated upto 2000 K in the mixing plane in order to simulate the radiative heat-
ing. This would result in releasing high volatiles in the mixing plane and a forced
ignition would be observed rather than radiative heating between the particles.
This work was improved by Rieth et al. [185], where they extended the work to
three-dimensional turbulence modelling where they considered particle heating. The
model provides an insight into the mechanism of solid particle ignition and burning,
stabilised by hot combustion products as well as the flame structure and combus-
tion mode. It was observed that ignition initially occurs at very lean conditions
when particles are entrained in to the hot gases. Subsequently volatile combustion
proceeds in non-premixed as well as premixed combustion modes, characterized by
means of the flame index, with an overall higher heat release in non-premixed zones.
At later times, two flames can be clearly distinguished, an upper flame burning into
the air carrying the particles and a lower flame burning into the lean products.
In all the small scale experimental rigs, it is difficult to get inflame measurements
to validate the CFD model. The experiments where the impact of recirculation
is minimal, is suitable for model validation. The investigation on coaxial burners
[85, 186–189] can prove to be ideal for modelling and validating multi particle igni-
tion as the flame lift-off are sensitive to ignition phenomena. The testing conducted
by Mitchel et al. [186] in IFRF furnace has tested a number of flames on co-axial
burners and has reported inflame measurements for combustion parameters. Many
numerical modelling studies have been conducted on that furnace but not with a
particular focus on ignition.

2.2.4 Ignition in furnace/pilot scale studies

As mentioned above, ignition is a very fast phenomena. There have been plenty of
experimental studies in litertaure examining pulverised fuel flames [190–194]. It is
diificult to quantify ignition source and mechanism due to non linear complex tur-
bulence and chemistry interactions. The inflame measurements of the combustion
properties close to the burner can provide an insight to the ignition and flame char-
acteristics. Such pilot scale facilities are few due to the operational and equipment
costs. CFD simulations can play a critical role in visualising such a fast phenomena
[195, 196], as it can capture the region where the ignition is initiated. With the
advent in comuptational resources, there has been a rapid development in numerical
studies in the literature developing sub-models for pulverised fuel flames but there
is lack of dedicated study on ignition. Asotani et al. [197] predicted the ignition
behaviour in a tangentially fired boiler by comparing the CFD and experimental
results qualitatively. The CFD simulation is performed focusing on the radiation
properties of the particles as the heat transfer prior to ignition is mainly due to
radiative heat transfer [198]. The CFD model is verified by qualitatively comparing
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the results obtained with the experimental captured images.

Al-abbas et al. [199] analysed the behaviour of lignite in a 100kW furnace at dif-
ferent oxyfuel ratios and air-fired conditions, both experimentally and using CFD.
The model was validated by comparing the temperature distribution profiles and
species concentration (O2, CO2 and H2O) profiles at the most intense combustion
location of the furnace. Another study on the ignition was conducted by Khare et
al. [200] which monitored flame temperatures experimentally using pyrometry and
was compared to CFD model. It was concluded that the ignition delay occurs at
partial loads and in results obtained by the oxy-fuel cases. The ignition is defined
as the point where the temperature of the flame starts increasing. The temperature
profiles do not compare well with the CFD results due to the lack of boundary
conditions and limitations in the sub-models.

As mentioned about the work performed by Taniguchi et al. [181] in predicting
flame stability, they proposed a model for predicting the lean flammability limit
based on the flame propagation velocity, flammability limits and fuel concentration.
The model first defined a basic flame propagation phenomena based on two particles,
where the distance between the particles, capability of the ignited particle to ignite
the adjacent particle and the speed at which they ignite was analysed. This was
verified for both fundamental and pilot scale experiments for a wide range of coals.
The model was replicated using CFD where the flammability limit is predicted based
on the flame propagation velocity which are dependent on the fuel concentration and
flame propagation. The flammability limits was judged based on the minimum flame
propagation velocity for a certain amount of fuel and oxidizer, which was calculated
using the experiments previously. This flammability analysis defines the overall
flame stability. A RANS case when compared to experiments does not provide a
clear indication of flame stability whereas the LES case was able to replicate the
experimental flame characteristics. RANS is generally used to capture a steady state
behaviour whereas flame stability is an unsteady phenomena which makes it difficult
to analyse flame stability using RANS. The flammability analysis in this work was
conducted using RANS case near the recirculating region and the results for the
flame stability correlated well with the experimental data. The assumption used in
their CFD model was that the coal particles ignite homogeneously. In summary, the
model proposed was able to define the parameters, which indicates flame stability
using a RANS model in CFD and this was verified with the experimental pilot scale
studies.

2.3 Governing equations

The CFD models are developed based on Finite control volume (FCV) method.
Consider Figure 2.8a, where the closed volume defines the control volume CV and
CVS is a closed control volume surface which is sufficiently large. The equations ob-
tained by applying the fundamental physical principles to FCV are in integral form
and these equations can be manipulated into partial differential equations. These
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method can be classified into two forms, the first being an Eulerian approach where
the CV is fixed and the equations obtained after manipulation are called the conser-
vation form of the governing equations. The other approach is shown on the right of
Figure 2.8a is known as as the Lagrangian approach which are a non-conservation
form of the governing equations where the control volume is moving and changing
in shape with the fluid and the behaviour of the same fluid is analysed. Certain
flow analyses require the combination of both the Eulerian and Lagrangian ap-
proach. Pulverised fuel flames are generally modelled using combination of the two
approaches where the gas phase is modelled as continuous phase and the particles
are modelled using the Lagrangian method. Recently, there has been attempts in
the literature where both the phases are modelled using Euler-Euler approach [201].
The approach generates few numerical instabilities and hence not widely adopted.
The governing equations in this chapter are determined in Cartesian co-ordinates
which are used to describe transport equations.

(a) Finite volume approach.

(b) Infinitesimal fluid element approach.

Figure 2.8: Schematic models of the flows [202].

The fluid is modelled in a continuum medium, where the macroscopic properties
determine the continuous fluid flow. The macroscopic property Φ includes the
velocity, pressure, density, temperature and species concentration. The fluctuations
in the fluid flow in a control volume is described by the partial differential equation,
which includes any source or sink of Φ into account:

∂Φ

∂t︸︷︷︸
time derivative

+
∂Φuj
∂xj︸ ︷︷ ︸

convective term

=
∂

∂xj

(
D
∂Φ

∂xj

)
︸ ︷︷ ︸

diffusion term

+ SΦ︸︷︷︸
source term

, (2.4)
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where t, D, xj and uj represents time, diffusion constant, spatial vector compo-
nent and velocity vector component, respectively.

2.3.1 Conservation of mass

∂ρ

∂t
+

∂

∂xj
(ρuj) = Sm (2.5)

In equation (2.5), ρ stands for the density and is valid for reactive and non
reactive flows where the first law of thermodynamics is taken into consideration.
Sm is the mass added to the continuous phase from the dispersed phased (e.g., due
to vaporization of liquid droplets) and any user-defined sources.

2.3.2 Conservation of momentum

By using Newtons’s second law, F=ma or Fi = ∂t(ρui) using equation (2.4) the
conservation of momentum is given by

∂

∂t
(ρui) +

∂

ρuiuj
=

∂

∂xj
τij −

∂p

∂xi
+ ρgi, (2.6)

where the ρ, ui, p and gi represents density, velocity, pressure and gravitational
forces, respectively. The stress tensor τij is given by:

τij = µ
(∂ui
∂xj

+
∂uj
∂xi

)
− 2

3
µ
∂uk
∂xk

δij, (2.7)

where µ denotes the dynamic viscosity and δij is the Kronecker delta (δij = 1ifi =
jandδij = 0ifi 6= j).

2.3.3 Species transport equation

The mass fraction Yk for species k is the ratio of mass of species k in the mixture
mk, with respect to the total mass of the mixture mtotal:

Yk =
mk

mtotal

(2.8)

The species transport equation becomes

∂

∂t
(ρYk) +

∂

∂xj
(ρYkuj) =

∂

∂xj

(
ρDk

∂Yk
∂xj

)
+ SYk , (2.9)

where SYk is the source term which determines the production and destruction of
chemical species. The term Dk represents the diffusion coefficient assuming Fick’s
first law [96].
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2.3.4 Energy equations

Energy is neither created nor destroyed and it can only be converted into other forms
of energy and thus it is always conserved. The energy in combustion simulations
takes the form of chemical and thermal energy. The specific energy equation can
be used to define the energy equation, i.e. E = H− p

ρ
+ (u2

1 +u2
2 +u3

3)/2, as follows:

∂

∂t
(ρE) +

∂

∂xj
(uj(ρE + p)) =

∂

∂xj

[ µ
σh

∂H

∂xj
−

k∑
j

HρDk
∂Yk
∂xj

+ (τu)
]

+ Srad + Srxn,

(2.10)
where Srad is the source terms for the radiation, Srxn is the source term for any
change in enthalpy due to chemical reaction, the dynamic viscosity and Prandtl
number are given by µ and σh, respectively and the Prandtl number is given by:

σh =
cpµ

Kth

, (2.11)

Prandtl number represents the rate of thermal to viscous forces where cp and Kth

represents specific heat and thermal conductivity.

Le =
Kth

ρcpDm

(2.12)

2.4 Particle description

Coal combustion is a multiphase flow, as the density of the particles are high rela-
tive to the continuous phase, it is necessary to model both the phases separately. In
this section the coupling between coal particles and the continuous phase is briefly
discussed The particles in the continuous phase occupy a small mass fraction and
thus they are tracked using Lagrangian frame of reference. The particles are cou-
pled with continuous phase using source terms described in Equations above. The
particles in this research has been assumed to be spherical and have uniform heat-
ing (thermal gradient absent) for model simplicity. In the Lagrangian tracking, the
particle position, trajectories and the velocity are mainly described by the drag
forces and the gravitational forces acting on the particle. For a spherical particle,
the forces are calculated using Equations (2.13) and (2.14).

dxp
dt

= up (2.13)

dup
dt

= FD(ug − up) +
g(ρp − ρg)

ρp
(2.14)

where xp is the position of the particle, up is the velocity f the particle, FD is
the drag force and ρg is the density of the continuous fluid. The drag force on the
particle in turbulent flows is calculated using Equation (2.15).

FD =
3

4

µCDRe

ρpd2
p

(2.15)
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Re =
ρgdp|up − ug|

µ
(2.16)

where CD is the drag coefficient and Re is the Reynolds number. The value
of CD is calculated by assuming the particle shape i.e spherical. Apart from the
drag forces, there are other forces such as thermophoretic (caused due to thermal
gradients) and Brownian forces (interaction of the two phases at a molecular level)
which can be added into Equation (2.14) but calculating these forces for each par-
ticle is expensive. As the density of the particles are high, these forces are often
ignored and the more dominant forces described above are taken into consideration.

The heat transfer between the particle and the surrounding is calculated by ac-
counting the mass loss, chemical reactions, convective and radiative heat transfer.
The underling assumption being the particle is uniformly heated.

mpcp
dTp
dt

= Q̇devol + Q̇char + Q̇con + Q̇rad

As the particle heats up and experiences devolatilisation, there is heat and mass
transfer with the continuous domain. There is a small reduction in the particle
temperature as the volatiles are released in the gas phase. The heat loss from the
particle is proportional to the mass loss and the latent heat of evaporation of the
volatiles. Mathematically it is represented in Equation (2.17)

Q̇devol = −ṁpvol∆Hvol (2.17)

ṁpvol is the mass loss due to devolatilisation and ∆Hvol is the latent heat of evap-
oration of the volatiles. Similarly, the heat released during char combustion is
represented by Equation (2.18) where ṁpchar is the mass loss due to char combus-
tion and ∆Hc is the heat heat released from char combustion, which is absorbed by
the particle.

Q̇char = ṁpchar∆Hc (2.18)

The convective heat exchange between the particle and the ambient gas is expressed
using Equation (2.19) where Nu is the Nusselt number, which describes the ratio
of convective to conductive heat transfer across a boundary.

Q̇con =
ApKthNu(Tg − Tp)

dp

Nu = 2 + 0.552Re1/2
p Pr1/3 (2.19)

Q̇rad = εσAp(T
4
rad − T 4

p ) (2.20)

The most dominant heat transfer to the particle is the radiative heat transfer, which
is represented by Equation (2.20) where σ is the Stefan-Boltzmann constant. The
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different models used to produce the value of radiation temperature Trad is discussed
in Section 2.5.

mpcp
dTp
dt

= −ṁpvol∆Hvol + ṁpchar∆Hc +
ApKthNu(Tg − Tp)

dp
+ Apεσ(T 4

rad − T 4
p )

(2.21)
The final form of the heat transfer equation to the particle is shown in Equa-
tion (2.21). The value of Nusselt number can be simplified for spheres in accordance
with correlation provided by Rans-Marshall in Equation (2.19) [203].

2.5 Radiation modelling

In furnace conditions, thermal radiation is the dominant heat transfer process when
the particles enter the furnace as it is dependent on the fourth power of the tem-
perature [198]. The radiation heat transfer equation (RTE) is described as follows:

Iλ(r, s)

dt︸ ︷︷ ︸
Rate of change

= kλIλ,b(r, s)︸ ︷︷ ︸
Emissions

− (kλ + σs,λ)Iλ(r, s)︸ ︷︷ ︸
Absorption

+
σs,λ
4π

∫
4π

I
′

λ(si)Φ(si, s)dωi︸ ︷︷ ︸
Scattering

(2.22)

λ represents an arbitrary wavelength, r and s describes the position and direction
and Iλ(r, s) describes radiation intensity for a specific λ with respect to its position
and direction. The radiation becomes attenuated as it travels through the partic-
ipative media. The attenuation is mainly due to scattering and absorption of the
gases and particles present in the combustion environment. kλ and σs,λ represents
the absorption and scattering coefficients which describes the amount of attenua-
tion. A scattering phase function I

′

λ also contributes to the scattering of radiation
which is dependent on the direction and wavelength.

∇.qλ(r) = kλ(4πIλ,b −Gλ)

Gλ =

∫
4π

Iλ(r, s)dω (2.23)

In Equation (2.10) the Srad term is described by the radiative flux qλ(r) repre-
sented in Equation (2.23). The radiation heat transfer is called gray if it is assumed
that the radiation is independent of λ which implies that integration over the spec-
trum is not required in Equation (2.22). There are many methods to solve the RTE,
Monte Carlo is one such method based on the statistical methods to track the ra-
diation intensity. The method tracks a certain amount of rays until the intensity
of the ray are terminated by absorption by the wall or the gas. The accuracy of
the method is improved as the number of rays tracked are increased which is also
directly proportional to the computational time required. Discrete transfer method
(DTM) [204] is another ray tracing method where the rays are tracked between
two surfaces and the directions are predefined. Similar to Monte Carlo method the
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accuracy can be improved by increasing the number of rays tracked.

Discrete ordinates [205] is the most popular method applied in combustion prob-
lems [206]. Instead of ray tracing the RTE is solved by discrete solid angles which
are based on the Cartesian grid. The RTE is converted into coupled differential
equations which solves for each direction over the solid angle 4π, the number of
directions discretised is user dependant. The scattering term becomes a weighted
summation of the directions chosen as input.

The radiative heat transfer at the molecular level is generally quantified by the
change in the energy level of the interacting molecule. Tri-atomic molecules such as
CO2 and H2O show a strong emission/absorption properties in the infrared spec-
trum [207]. On the other hand, in the combustion environment N2 and O2 do not
absorb or emit radiation [208]. Hence CO2 and H2O plays a more significant role
in radiative heat transfer but the mass fractions are relatively low for combustion
in air and thus the combustion gases are generally treated as gray. Considering the
same modelling assumptions may induce errors, when simulating oxyfuel combus-
tion cases as it has higher mass fraction of CO2 and H2O. Calculating radiative
heat transfer for each spectral is computationally expensive and difficult due to
large variation in the spectral absorption coefficient as solving each RTE will scale
up linearly. There has been developments in spectral models which reduces the
computational time effort for predicting radiative heat transfer. The modelling ap-
proaches are categorised in three groups i.e. line-by-line models, band models and
global models. In this section only global models are discussed which are exten-
sively applied in solving combustion problems as it is computationally cheap and
have provided reasonable results [209–211].

Global models provide mean values of absorption and emissivity based on the
temperature , pressure and gas mixture. Tables or polynomial correlations are cre-
ated from experiments or the narrow band models [208]. The Weighted Sum of gray
gas model (WSGG) is one such model that is developed on the basis of polynomials
dependent on temperature, partial pressure of species and the path length. The
model uses a number of gray gases and one transparent gas to represent the entire
spectrum. The modelling constants developed by Smith et al. for air conditions
are extensively used in the literature where the polynomials are available for par-
tial pressure ratios of H2O/CO2 of 1 and 2. These polynomials are not applicable
in the oxyfuel conditions as the partial pressure ratios are very different. Many
models have been developed in the literature adapted for oxyfuel conditions based
on narrow band models [212] and modification of WSSG constants based on the
partial pressure ratio[209, 212]. The full spectrum k-distribution method (FSCK)
is another global modelling technique to represent the entire spectrum. This model
has gained popularity as it has proven to improve the overall results [213]. The
investigation by Yang et al. [195] has shown that the impact of radiation model is
minimal for pilot scale studies whereas it has a greater impact(more sensitive) for
combustion simulations of a complete furnace as the beams are tracked for longer
distance.
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2.6 Turbulence Models

Turbulence is a state of the fluid, which can be characterised by random and chaotic
3-D vorticity. Turbulence dominates the flow phenomena which increases properties
such as the drag, heat transfer, mixing and energy dissipation. In the coal com-
bustion process, the mixing rate of species is influenced by the turbulent flow. The
flow can be quantified by the Reynolds number [214] which is the ratio of inertial
to viscous forces acting upon fluid,

Re =
uL

υ
(2.24)

where u, L and υ are the velocity, characteristic length and kinematic viscosity, re-
spectively. High Reynolds numbers indicate turbulent flow whereas small Reynolds
numbers indicate laminar flow. The other major properties of turbulence is the
chaotic nature of the flow and higher diffusivity of the flow. Diffusivity enhances
mixing and heat transfer, which is mainly due to the eddying motion observed in
a wide spectrum of sizes of length. The numerical approach to simulate turbulent
flow completely would be to solve the Navier-Stokes and continuity equations, this
is known as the Direct Numerical Simulation (DNS). Computationally this method
is not viable to solve these equations for combustion problems and therefore other
methods should be used to describe turbulent flow:

i Direct numerical simulation: This methodology resolves all the scales of ed-
dies and it does not require any additional turbulence model. The unsteady
Navier-Stokes equations are solved for a very fine grids which is able to re-
solve the Kolmogorov length scales. At high Reynolds numbers, Kolmogorov
theorised that the small-scale eddies lose their directional orientation and be-
come isotropic and the smallest scales of turbulence are known as Kolmogorov
scales ηL [215]. The energy dissipation takes place in a very small time step,
to resolve the fast fluctuations. This is very expensive technique to resolve
the fluid flow.

ii Large Eddy Simulation (LES): This particular method resolves the unsteady
Navier-Stokes equations by tracking only the large eddies and models the
small eddies. A fine mesh is desired in to apply this method, and a good mesh
will be very close to a DNS mesh. This makes this method computationally
expensive relative to RANS.

iii Reynolds-averaged Navier-Stokes (RANS) equation: This method focuses on
the statistical mean flow and simulates the mean flow properties interacting
with turbulence. The turbulence flow is computed using different eddy viscos-
ity models It is the cheapest and the fastest method to simulate turbulence
but a grid independence study is highly recommended.

The selection of the turbulence model for RANS or LES application depends on
the complexity of the flow physics, practice established for a specific problem, level
of accuracy required, computational resources available and the amount of time
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available per simulation. As coal combustion is a very complex and non-linear phe-
nomena, the overall computational cost increases with the use of other sub models
and thus the RANS method may be more suitable for industrial application. There
will be compromise in terms of accuracy but in-order to maintain a balance between
accuracy and computation cost, RANS is a viable option.

Reynolds averaging
The flow simulated with the RANS method then consists of statistical mean val-
ues. The instantaneous values are decomposed into time averaged and fluctuating
components:

u = ū+ u
′

(2.25a)

Φ = Φ̄ + Φ
′

(2.25b)

(2.25c)

where Φ denotes a scalar quantity, such as the pressure, energy or species concen-
tration and Φ̄ and Φ

′
are the statistical mean and fluctuating components respec-

tively. The statistical mean is averaged between the initial time and a large time
(theoretically infinity) for a steady flow. The density- weighted averaged equations
for combustible flow can be represented by

∂ρ

∂t
+
∂[ρūj]

∂xj
= 0, (Reynolds Continuity equation) (2.26)

∂[ρūi]

∂t
+
∂[ρūiūj]

∂xj
= −

∂[ρu”
iu

”
j ]

∂xj
+
∂τij
∂xj
− ∂p

∂xi
+ρgi, (Reynolds Momentum equation)

(2.27)

∂ρȲk
∂t

+
∂[ρȲkūj]

∂xj
= −∂[ρu”

iY
”
k ]

∂xj
+

∂

∂xj

(
ρDk

∂Ȳk
∂xj

)
+SYk ,

(Reynolds Species trans-
port equation)

(2.28)

∂ρh̄

∂t
+
∂[ρh̄ūj]

∂xj
= −

∂[ρu”
jh

”]

∂xj
+

∂

∂xj

( µ
σh

∂h

∂xj

)
+
∂ρ

∂t
+Srad(Reynolds Energy equation)

(2.29)

In the Reynolds momentum equation, a non-linear term u”
iu

”
j is the Reynolds

stress term which is unresolved and is caused by the variations in the turbulent
fluctuations which can be closed by eddy viscosity models or Reynolds stress mod-
els. Prandtl introduced the concept of the mixing length with a boundary layer
where for the wall bounded turbulent flows, the eddy viscosity factor varies with
the distance from the wall.
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There are a range of models in literature that are used to simulate turbulence,
the most popular being k-ε and k-ω models [216–221] which provides a solution to
the closure problem by introducing a further two transport equations. On of the
main drawbacks to these eddy viscosity methods is that all turbulence is treated as
isotropic, which can be inaccurate assumption in cases with dominant anisotropic
turbulence. In case of high swirling flows in burners these models can provide in-
accurate solutions and therefore an alternative model is required. Reynolds stress
model (RSM)[222–224] have been developed which have additional transport equa-
tions to account for the Reynolds stress terms, however the additional equations
require further constants to close specific terms. It is clear that it is important to
have an accurate turbulence model if the swirling behaviour during combustion is
to be captured. Studies done in [225–229] has shown the advantage of RSM model
over other eddy viscosity models especially around the near burner region where
ignition is really important.

2.7 Devolatilisation Models

The decomposition of a single particle is often modelled sequentially in four stages:

i Evaporation/drying: The particle is heated and the moisture is evaporated.

ii Devolatilisation: The volatile matter is released.

iii Volatile Combustion: The volatile matter released in the continuous phase
reacts with the oxygen present around it.

iv Char combustion: The remaining material is char and ash, where char com-
busts slowly with the oxygen and

v Ash loading: The mineral matter in the coal is heated and this is followed by
the inert heating law after the char combustion.

.
Each stage for the particle is governed based on mass loss from the particle and

heat transferred to the particle. The drying process of the coal particle begins as
soon as the particle temperature reaches its evaporation temperature when it loses
all its moisture. The devolatilisation process begins after the particle temperature
exceeds the evaporation and boiling temperature between 600-700 K. The remain-
ing char particle is combusted with oxygen after all the volatile matter has been
released.

Coal pyrolysis and coal devolatilisation are the two terms used to describe the
process of coal conversion. The thermo-chemical decomposition of the organic mat-
ter at high temperatures in the absence of oxygen is known as pyrolysis, whereas
devolatilisation occurs in the presence of oxygen [230]. The physical changes during
this process is the softening of the coal and undergoing plastic deformation. The
bonds inside the coal start disrupting and breaking and volatiles are released but
they are still contained in the particle. Bubbles are formed inside the particle which
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leads to the internal swelling of the particle, and finally the bubbles burst and the
volatiles are released [231]. This process is followed by the particle shrinking and
rapidly contracting, this occurs until the particle re-solidifies [83, 231]. The volatiles
are released when the particle temperature is between 600-700 K [83, 232, 233] and
they are transported via the pores in the coal structure. During this process, the
volatile matter that is release is made up of tar or heavy hydrocarbons (CaHbOc),
light hydrocarbons (CaHb) and light gases such as CO, CO2, H2 and H2O. The
emitted gaseous species mix homogeneously in the gas phase. The solid residue
that remains is known as char, and it mainly consists of carbon and ash. It is gen-
erally difficult to predict the species evolving from the coal particle and hence they
are modelled as empirically defined species which are predicted from proximate and
ultimate analysis.

(a) Effect of final temperature on de-
volatilization weight loss from Montana
lignite [points data (experimental time =
5 to 20 sec, mean particle diameter=70
µm, atmosphere=helium)] [234].

(b) Effect of particle-size on weight loss
from coal heated in helium and hy-
drogen atmospheres. (Final tempera-
ture = 1000oC; residence time = 5-20 s;
nominal heating rate = 650-75OoC/s; •
hydrogen = 7 MPa; ◦ helium = 1 atm)
[235]

Figure 2.9: Effect of the particle size and temperature on the volatiles release.

The devolatilisation process is generally represented in the form of a single rate
Arrhenius expression as shown in Equation (2.30).

dmp

dt
= −mvolAvolexp

(−Evol
RTp

)
(2.30)

where mvol is the mass of the volatiles and Avol and Evol are empirical parameters
fitted to experimental data. At higher temperatures, the amount of volatile matter
that evolves can be larger than that measured in the proximate analysis. This is
also referred to as the high temperature volatile yield [236]. In furnace conditions,
the volatile matter released is generally higher then that measured during the prox-
imate analysis. The ratio between high temperature volatiles yield over volatiles
measured by the proximate analysis is known as the Q factor. Experiments con-
ducted by Kimber et al. [237] and Badzioch et al. [238] demonstrated that at higher
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temperatures the volatile yield increases and the Q factor increases in the range 1.3
to 1.8. Anthony et al. [234] experimentally studied the rapid devolatilisation of
bituminous and lignite coal, where parameters such as temperature, residence time,
heating rate, particle size and pressure were varied. The effect of the particle final
temperature showed a clear variation of the volatile release as shown in Figure 2.9a.
Another experimental study, by the same authors [235], showed that if the final
temperature of the coal is kept constant and the size of the particle is varied, the
amount of the volatiles released decreases with an increase in the particle size, Fig-
ure 2.9b, which shows the amount of volatiles released is dependent on the heating
rate and the final temperature of the coal.

Generally for CFD modelling the percentage of volatiles released from each coal
particle, the volatiles measured during the proximate analysis is multiplied by a
constant called Qvol factor which gives the high temperature volatile yield. Once
the ratio is set, it does not vary in accordance to the final temperature of the par-
ticle. The model will release the same amount of volatiles set at high temperatures
even if the coal particles are heated at lower temperatures. This limitation in the
combustion modelling sometimes over predicts the volatile release for the particles
at lower temperatures and under predict the volatiles release if the particle is heated
higher than the temperature used to measure the Qvol factor.

In CFD modelling, the particle heating is generally calculated using the Equa-
tion (2.21) where it assumes that the temperature is uniform throughout the par-
ticle, and neglects any internal resistance to heat transfer. In reality there is a
temperature gradient across the diameter of the particle which may affect the re-
lease of moisture, volatiles and char oxidation [111, 112]. Even if the temperature
is considered to be uniform, it is a common CFD modelling assumption that char
oxidation occurs after the particle has been fully devolatilised [239, 240] but it can
occur simultaneously without following the sequencing processes or even before the
volatiles are released (HI). This limits the detection of HI not possible.

The rate at which the volatiles are released from the particles can be modelled
using a single rate Arrhenius equation which is empirically fitted to experimental
data or results from other models, which was first proposed by Badzioch and Hawk-
sley [238]. A single rate can be inadequate to determine the volatile release [241]
because the volatile evolution is sensitive to heating rate and the single rate is not
capable of adjusting to the higher heating rate [242]. Thus, there are many de-
volatilisation models used to predict the the volatile release. The method proposed
by Kobayashi et al. [236] and Ubhayakar et al. [243] is to use the two competing
rate model. The milestone report by Fletcher et al. [244] for the Sandia National
Laboratories conducted experiments and compared the results produced after us-
ing the unknown constants proposed by both the competing rate models and found
that the Ubhayakar et al. [243] model provides a better agreement with the experi-
mental data. There are mainly three network models, namely, Chemical Percolation
Devolatilisation (CPD), Flashchain and Functional group-depolymeroisation vapor-
isation cross linking (FG-DVC). These network models have been developed in the
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past which requires the detail composition of the coal and chemical structures to
predict accurate volatile release and a semi composition of the species evolved which
are discussed.

2.7.1 Chemical Percolation Devolatilisation (CPD)

The network models were proposed because it is not practical to describe the com-
plete devolatilisation process in the simulation. The CPD model uses the elemental
composition to describe the coal structure and percolation statistics to describe
the generation of tar precursors based on the number of cleaved liable bridges in
an infinite coal lattice. It was first proposed by Grant et al. [245], and later de-
veloped by many researchers, for predicting some specifics during devolatilisation,
e.g.nitrogen released during the volatile evolution [246]. Many researches have used
the model to simulate the coal devolatilisation process in their combustion models
[113, 120, 247–249]. Yan et al [250] produced a paper of significant interest where
they modified the CPD code to include the thermal gradient across the particle and
this enhances the kinetic rates of the volatiles evolved during the devolatilisation
process. Fletcher and co-workers optimised this model for various applications and
this has made it a very reliable model for many coal combustion problems over the
years [251–255].

CPD assumes that the coal has a molecular network of aromatic ring clusters
of many types, sizes and a variety of chemical bridges of different bond strengths.
Only two types of bridges are considered, i.e. liable and stable/char bridges. These
bridges and bonds breaks are based on the activation energy. The bridges are
modelled based on the chemical structure determined from 13C NMR (solid state
nuclear magnetic resonance) spectroscopy. Generally, the solid-state spectroscopy
data is generally unavailable as it is expensive experimentaly and thus a non-linear
correlation was developed by Genetti et al. [246, 256] that predicts the chemical
structure parameters of the coal based on proximate and ultimate analyses of the
coal. The parameters include:

i the average molecular weight per side chain (Mδ),

ii the average molecular weight per aromatic cluster (M cl) ,

iii the ratio of bridges to total attachments and (po),

iv the total attachments per cluster (σ +1).

The correlation by Genetti [246] was based on 30 different coals from different
research centres in the USA. This enabled data for different ranks of coal to be
included in the correlation. The complete data of these coals is provided in [246]
and the four variables of the correlation are calculated using a quadratic fitted
curve:

Variable for CPD model = c1 + c2X2 + c3X
2
C + c4XH + c5X

2
H + c6XO

+c7X
2
O + c8XVM + c9X

2
VM
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The correlation only describes the average variance of the 13CNMR parameters as
a function of the elemental composition and ASTM volatile matter. The accuracy
of the structural properties is reduced when the correlation is used in the model.
This becomes a limitation for unusual coals and the correlation exhibits limits on
the structural properties to be used in the model. The solution obtained outside the
limits are extrapolated and the results cannot be trusted [246]. The coal structural
properties is mainly based on the coal rank but it is shown in [246, 257] that the
maceral/lithotype content of the coal plays a vital role in defining the coal proper-
ties.

Rezaei et al. [85] studied two coals with similar proximate and ultimate analyses
which suggests that subtle differences in the coal structural properties plays a key
role in the stability of complicated turbulent flames which may have implications
on the coal ignition mechanism in furnace conditions. Work done in [118] concludes
that CPD is a better model than the Kobayashi model and it is able to predict
ignition delay in a much more comprehensive way when coupled with the detailed
gas-phase chemistry. Also Andrew et al. [258] has shown the limitations of six
different single and competing rate models even after modifying them to match
the CPD model results. After modification, they fail to predict the devolatilisa-
tion process over an entire range of heating rate and thus it is was concluded that
CPD is a more reliable devolatilisation model. A sensitivity analysis on the igni-
tion conducted for a Russian coal (high volatile bituminous) by Rastko et al. [93]
suggests that the CPD and FG-DVC (Functional Group Deployment Vaporisation
Cross Linking) agrees well with the ignition behaviour in an entrained flow reactor
compared to the single rate and competing rate models. It is concluded that the
FG (Functional group) model compares better than the other models.

2.7.2 Functional group-depolymerization vaporisation cross
linking (FG-DVC)

Figure 2.10: Illustration of an interpolation scheme used to create FG-DVC input
files for a coal with an unknown pyrolysis behaviour [259].
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The FG-DVC model relies on elemental composition to predict devolatilisation be-
haviour in the absence of experimental data. The FG model considers the spe-
cific functional group to decompose and predict the light gases evolved and the
DVC model describes the de-polymerisation of the macromolecular network (bridge
breaking, cross-linking and tar formation) [260]. The model relies on the TG-FTIR
(thermogravimetry—Fourier transform infrared) spectroscopy data which assists in
the prediction of the kinetic rate for species evolution [261]. In the absence of
TG-FTIR data of coal, the model creates a TG-FTIR file based on the elemental
composition (coal rank). The model has experimental data of nine coals which
forms a two-dimensional triangular mesh (each coal acts as a node and three nodes
together make a triangular grid) on a H/C vs O/C coalification diagram or the
Van Kervelen diagram as shown in figure 2.10. For an unknown coal, the elemen-
tal composition determines the appropriate triangular grid boundary it falls under
and the structural parameters were interpolated from the parameters correspond-
ing to the three coals as shown in figure 2.10. If the coal is outside the mesh, the
model extrapolates the structural parameters [262]. These can induce errors as it
is assumed in the model that the coal with the same rank classification behaves
in a similar manner. The model requires an accurate elemental composition which
positions the coal in the Van Kervelen diagram. Coals with high sulphur content
can cause difficulties in obtaining the calculated oxygen content by difference and
the calculation of the hydrogen can be obscured by the moisture present during the
analysis [261]. Again, this model is targeted towards simulating the mean pyrolysis
behaviour of the coal which can result in producing discrepancies. FG-DVC has
an advantage of predicting the species evolved as well as the amount of NH3 and
HCN that is released for a given coal (Helpful for NOx modelling) but for better
accuracy, the TG-FTIR file is highly desired. The species evolved can be useful in
predicting the reactant involved during the ignition process.

2.7.3 Flashchain

Details of this particular network model is well documented in [263–270]. The model
could also predict the kinetics of the volatiles released based on an ultimate analysis
[271]. It is the building block of the PC Coal lab developed by Niksa and co workers.
The code is not bounded by any experimental data requirement, other than the
ultimate and proximate analysis. Particle size is taken into consideration and the
resistance to volatiles escape increases with an increase in size, which sometimes over
predicts the total yield for larger particles. Many other researchers have predicted
devolatilisation kinetics using a modified single kinetic rate equation and they have
achieve satisfactory results [250, 272–274].,

2.8 Volatile combustion

In order to capture a detailed chemistry in the flow accurately, it is favourable to
predict the species evolved during devolatilisation and use detailed chemical re-
actions. Detailed chemical reactions requires accounting for intermediate species.
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Calculating each intermediate species involved in the reaction requires an imprac-
tical amount of computational power. This is due to the increased number of
transport equations and the solution becomes numerically stiff when coupled with
the reactions. It is because of this reason that the unneccesary chemical reactions
in the specific combustion problems are discarded. Mechanism such as GRI. 3.0
mechanism [275], FFCM [276], Aramco [277] etc have been used in the past to cal-
culate detailed chemical reactions for various hydrocarbons fuels. GRI 3.0 considers
methane combustion which considers 325 reactions for 53 species. The combustion
process in diffusion flames is limited by mixing [96] but there are regions in the
flame, which are controlled by the kinetics. The reaction rate of the volatiles can be
dominated by either mixing, kinetics or the combination of both in diffusion flames
[278]. Based on these phenomena three hypothesis can be discussed where it is as-
sumed that tturb>treact, tturb<treact and tturb

∼= treact. The term tturb implies to the
time taken by large eddies to break up and reduce to small eddies where molecular
interactions can occur and treact represents the time required for the species to react
completely to equilibrium. These hypothesis are explained in detail in [278, 279].

2.8.1 Turbulence-chemistry interactions

There are many turbulence chemistry models used in combustion CFD. The most
commercially used for RANS simulation are described in this section. The reaction
rate for turbulent flows are calculated using the following approach:

i Finite rate chemistry model: Turbulence chemistry interactions are ignored,
the reaction rates are determined by the finite rate chemistry by only comput-
ing the chemical source terms using general reaction rate expressions. In other
words, it is assumed that the time scale for the chemical reactions are greater
than the mixing (tturb<treact). This model is more applicable in laminar flow
where the flame is controlled by the reaction rate at which a fuel is burnt.

ii Eddy dissipation model (EDM): This model assumes that the reaction rate
is very fast compared to the turbulent mixing rate and mixing is the rate
limiting factor (tturb>treact). The chemical reactions are assumed to achieve
instantaneous equilibrium as soon as the reactants are mixed. This model
was developed by Magnussen and Hjertager [280] which was on the basis
of the Eddy Break-Up model(EBU) proposed by Spalding [281]. The EBU
determines the local reaction rate by the rate of break-up of the eddies. In
EDM, the reaction rate was determined by the mean concentration of the
reactants, rate of dissipation of the turbulent eddies and the turbulent kinetic
energy. The overall reaction rate would be calculated based on the presence
of a minimum number of reactants and products. The model neglects the
kinetically controlled regime, which is important to ignition. However in high
temperature regions, where kinetics are much faster than mixing, the model
works reasonably well. This model is generally preferred in the industrial
applications where as it provides a good compromise between accuracy and
computational expense. The mathematical representation of the reaction rate
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in this model is given by the two following equations:
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′

react,kMWkAρ
ε

k
min<

(
Yk<

ν
′
<,rMW<

)
(2.31)

Rk,r = ν
′

react,kMWkABρ
ε

k

∑
P

YkP

N∑
j

ν”
j,rMWj

(2.32)

where,

k = species
r = reaction
Rk,r = the net reaction rate to produce k
Ykp = the mass fraction of any product species,P
Yk< = the mass fraction of a particular reactant,<
A = an empirical constant equal to 4.0
B = an empirical constant equal to 0.5
k
ε

= large eddy mixing time scale

Combustion proceeds when k/ε>0 is accompanied with reactants and prod-
ucts. In this model, every reaction has the same turbulent rate, and this is
due to the intermediate species reactions not being considered in this model
and global reactions are generally applied. Detailed reactions (intermediate
reactions) are based on the Arrehenius rate and this is different for each re-
action. Therefore this model fails to look into the ignition mechanism where
the intermediate reactions play a vital role.

iii Finite rate-eddy dissipation model(FRED): To overcome the limitations of
the EDM, Eaton et al. [278] proposed a model where the reaction rate is
calculated based on the minimum rate of dissipation of the eddies for reactants
and products and the chemical reaction rate (Arrhenius rate). The reaction
rate for this model is calculated as follows:

R̄k,r = min

(
R̂k,r︸︷︷︸

Arrhenius term

, R̄k,r
(react), R̄k,r

(prod)

)
(2.33)

The Arrhenius reaction rate is calculate based on the equation:

R̂k,r =(ν
′

prod,k − ν
′

react,k)MWk

(
gforwardΠk,reactCT

αreact,k

react,k

− gbackwardΠk,prodCT
αprod,k

prod,k

)
where νprod and νreact are the stoichiometric coefficient for product species and
reactant species, respectively, CTr and CTp are the volumetric concentration
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of the reactants and products, and there are related to their concentration
exponents, αreact,k and αprod,k. The backward constant gbackward is defined by
the equilibrium hypothesis where,

gbackward =
gforward
Gk

(2.34)

gforward = AkT̄
βkexp

(
−Ek
RT̄

)
(2.35)

iv Eddy dissipation concept model(EDC): This model [282] is an extension of
the EDM that allows inclusion of detail chemical mechanism in turbulent
flows, the flow domain (finite volume) is subdivided into the reaction space,
known as fine structures, and non-reaction zone. Inside the fine structures, re-
action takes place at the molecular scale where the energy has been dissipated.
The model was derived by describing the dissipative process in detail and this
allows simulation of the detailed chemical kinetics of the combustion process.
The model is based on three key factors:mass fraction in the fine structures,
mass transfer rate between the fine structures, and the surrounding fluid,
reacting fraction of the fine structures. This model becomes computation-
ally expensive as it simulates detailed kinetics and also the mechanisms are
invariably stiff (convergence issues).

2.8.2 Simplification of the species evolved and the reaction
mechanisms

In terms of a RANS simulation, using detail chemistry model for volatiles combus-
tion will be computationally expensive. Hence using global reactions mechanism for
modelling such a comptational expensive flow is practical. It is also depended on
the choice of turbulence-chemistry model. The use of global mechanism has been
demonstarted in the past, Westbrook and Dryer [283] developed a set of global
reaction mechanisms and validated the reactions with experiments using different
hydrocarbon fuels, where they assumed that the hydrocarbons oxidises into CO2

and H2O. They observed that the 1-step mechanism was over predicting the flame
temperature. Therefore it was concluded that the formation of CO and H2 is sig-
nificant and thus Dryer and Glassman [284] introduced a global 2-step mechanism
for methane oxidation. The global 2-step mechanism used by Peters et al. [285]
in simulating a 2.4 MWth swirling burner flame assumed that the volatile matter
from the coal oxidises to CO, CO2, H2O and N2. The amount of the CO2 was
predicted based on the assumption that the carbon in the volatiles completely burn
to form CO. The 3-step reaction mechanism developed by Hauntman [286], which
introduced the oxidation of hydrocarbon to CO & H2 which are further oxidised to
CO2 & H2O. Ruckert [287] presented a comparison of different global mechanism
for coal fired boilers and used a different reaction rate for the irreversible CO and
H2 oxidation. A four step mechanism was presented by Jones and Linstedt [288]
because the other mechanisms were incapable of accurately predicting H2 & CO
in flames. A reversible H2 reaction and one water shift reaction was taken into
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consideration.

The volatiles released are generally composed of hydrocarbons (CaHbOc), light
hydrocarbons (CaHb) and light gases (CO, CO2, H2, H2O). The hydrocarbons react
with the available oxygen to form carbon dioxide and water whereas nitrogen and
sulphur react to form NOx and SOx . It is difficult to quantify the evolved species
as it is highly dependant on the heating rate and fuel chemical structure. In order
to model species evolved, a simplification is required based on the fuel ultimate
and proximate analysis. In coal combustion, volatiles can be computed as a single
species CxHyOz giving the reaction:

CxHyOz + αO2 → xCO +
y

2
H2O

α =
x− z

2
+
y

4

CO +
1

2
O2 → CO2 (R2.1)

(R2.2)

Coal also comprised of other elementary substances such as Nitrogen and Sul-
phur and therefore volatiles are modelled to contain nitrogen and sulphur species
(CaHbOcNdSe). These simple reactions can be enhanced by the addition of nitrogen
and sulphur.

CxHyOzNdSe + (
x

2
+ e− c

2
)O2 → (1− fvc)xCO + fvcxCO2 + (

y

2
)H2 + (

d

2
)N2 + eSO2

(R2.3)

Equation (Equation (R2.3)) represents a simple two step global mechanism where
the conversion of CO to CO2 is considered. Hauntman in his model assumes that
the carbon in the volatiles first burn to CO and then CO is converted to CO2 where
H2 is converted to water:

CxHyOzNdSe + (
x

2
+ e− c

2
)O2 → xCO + (

y

2
)H2 + (

d

2
)N2 + eSO2

CO +
1

2
O2 → CO2

H2 +
1

2
O2 → H2O (R2.4)

These reactions in EDM are limited and beyond 3-step is not useful because the
reactants burn whenever there is turbulent mixing and thus incorporating multiple
intermediate reactions does not substantially increase the accuracy. Whereas in
other models the chemical reactions can be increased in order to improve the accu-
racy but this is very expensive in 3-D simulations of coal combustion. Application
of fewer equations using EDC has been demonstrated for a very simple case as it
is able to track the rate at a molecular level but very impractical for industrial
applications.
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2.9 Char combustion

After the volatiles are released then the remaining substance is known as char. Char
is a porous hollow sphere and it disintegrates as it reacts with oxygen. In reality
the char reaction rate is complex and is controlled by porosity, pore size, surface
area, O2 available and the reactivity of the particle itself. Also the coal rank has
an effect on the rate at which char is burned.

2.9.1 Char reaction and combustion regime

Char burns heterogeneously and mainly reacts with O2, CO2, H2 and H2O [107].
The reaction between H2 and char is smaller than the other species, approximately
three orders of magnitude [91, 107, 289]. According to single film theory [290],
the char particle is assumed to be surrounded by a boundary layer of the gas CO.
The CO for small particles (<100µm) oxidises to CO2 outside the boundary layer,
whereas CO2 and CO may oxidise inside the boundary layer for larger particles
(>1mm) [291]. The char reactions are given by

C(s) +
1

2
O2 → CO2 (R2.5)

C(s) + H2O→ CO + H2 (R2.6)

C(s) + CO2 → 2CO (R2.7)

Figure 2.11: Combustion regimes of coal combustion [107].

A general regime of coal combustion is shown in Figure 2.11. At low temperatures,
the combustion chemical reaction is rate limited (Zone I). For higher temperatures,
the combustion process is controlled by the chemical reaction rate and diffusion
through pores (Zone II). On increasing the temperature further, the combustion
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process is limited by only the diffusion rate (Zone III). The apparent density, ρap in
zone I decreases while the particle diameter dp remains constant. This is due to the
diffusion gas reacting from the surface towards the centre of the particle through the
pores and cracks. It is the opposite in zone III, where the density remains constant
and the diameter decreases [292].

2.9.2 Global reaction rate

Levenspie provided a way to calculate the global reaction rate of coal and the char
particle [293]. The chemical kinetics is assumed to control the entire combustion of
char in zone I and thus the burning rate per external surface area Rs,c is equal to
the chemical reaction rate.

Rs,c = Rch,c = RKin,c(PO2)
nap (2.36)

where, Rch,c is the chemical reaction rate, RKin,c is the kinetic rate, PO2 is the partial
pressure of O2 at the surface of the particle and the nap is the apparent order of the
reaction.

2.9.3 Intrinsic model

In order to simulate the zone III combustion, Baum and Street [233] considered the
overall reaction rate to be limited by the diffusion of oxygen neglecting the chemical
kinetics. To simulate zone II, Field [294] proposed a kinetic/diffusion model where
the kinetic rate is included and it is assumed that the diffusion is either by diffusion
or the kinetic reaction of char. The diffusion rate coefficient is given by:

Do = Cdiff
[(Tp + T∞)/2]0.75

dp
(2.37)

and the kinetic rate, similar to the Arrhenius equation, is given by

Rs,c = Ak,chare
−(Eak,char/RTp) (2.38)

which gives the char combustion rate assuming a spherical shape of the particle
with an external surface area of Ap (=π d2

p):

dmp,char

dt
= −ApP nap

O2

DoRs,c

Do +Rs,c

(2.39)

This model fails to account for char swelling, internal diffusion of the reactant gas
in the porous char and the intrinsic rate of chemical reaction of the reactant with
the internal surface of the char particle. The model proposed by Smith [295] is a
correlation between an overall burning rate of char per external surface area and
the intrinsic chemical reactivity and this is simplified as:

Rs,c = η
dp
6
ρpAgRk,c (2.40)
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where η is the effectiveness factor and it is introduced because of the decrease in
the oxygen concentration from the surface to the centre of the particle. It describes
the ratio of the actual combustion rate to the rate attainable if no pore diffusion
resistance existed (particle oxygen constant) and is given by:

η =
3

φ2

(
φcothφ− 1

)
(2.41)

where, φ denotes the Thiele modulus [296]

φ =
dp
2

[ΩρpAgRi,cPO2

Deρox

]0.5

(2.42)

where ρox is the density of the oxidant in the bulk gas and De is the effective
diffusion coefficient in the particle pores. When the pores are very small ≈ 0.001
µm the oxygen molecules collide more frequently with the walls of the particle than
the other molecules, and such diffusion is known as Knudsen diffusion which takes
into account in the effective diffusion.

De =
ε

τ2

[ 1

DKn

+
1

Do

]−1

(2.43)

where DKn and Do are the Knudsen and bulk molecular diffusion coefficients, and
ε is the porosity of the char particle given by ε = 1− ρp/ρt. The Knudsen diffusion
coefficient is given by:

DKn = 97.0r̄p

√
Tp

MWox

(2.44)

2.10 Summary

2.10.1 Experiment and modelling

The single particle studies in the literature provide an insight into many different
phenomena, which are generally neglected in many numerical models. There are
many studies dedicated on quantifying HO, HI or HO-HI. The other studies have
focused on the effect of the devolatilisation process coupled with the ignition phe-
nomena. The effect of coal rank, particle size, oxidizer concentration and ambient
gas temperature on the ignition phenomena have been studied experimentally and
numerically. A few studies have been performed the effect of the particle temper-
ature during ignition. There are contradicting predictions sometimes because of
differences in experimental set up, operating conditions and fuel analysed. The
most significant studies are highlighted as follows:

i Work done by Du and Annamalai [110] on the prediction of transient ignition
of single particle of coal has become the corner stone of all the new single
particle model developed in the past few years.

ii The study by Veras et al. [113] in implementing the particle gradient and us-
ing the CPDNLG devolatilisation model in developing a single particle model
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is a massive step towards simulating single particle ignition. The contribu-
tion from Goshayeshi et al. [118] shows that in order to obtain an accurate
ignition delay model then the integration of the detail gas phase chemistry is
important.

iii The modelling study on volatile flame by Jimenez et al. [124] has the potential
to be further developed in ignition studies and it can also be extended to HI.

iv The experimental contribution from Ponzio et al. [144] for a single particle
study on defining the affect of the oxygen concentration and temperature has
been very significant but has its own experimental limitations. The ignition
criteria used by Jovanovic et al. [145] in CFD simulations of a particle is good
contribution in mathematically defining ignition mechanism.

v The model developed by Tufano and co-workers [126] is probably the most
advance single particle combustion model but is computationally very expen-
sive. However, a simplified version of the model will be suited for quantifying
ignition mechanism for a particle.

vi Khatami et al. [134] studied the variation of the oxygen concentration for
three different ranks of coal in DTF which provides a good understanding of
the basic phenomena of HO, HI or multi stage HO-HI.

There are a few experimental studies that have focused on the ignition of the stream
of coal particles and tried to bridge the gap between single particle phenomena and
multi particle ignition. Many experiemntal investigations focused on the intensity
of the flame and quantified ignition based on the percentage of flame intensity de-
tected. Taniguchi et al. [97] qualitatively predicted the ignition in experiments by
dividing the combustion regime into three regions. The ignition region was defined
based on the visual detection of the particle clouds burning. Yamamamoto et al.
[183] defined the ignition in a similar way for CFD simulations of a pilot scale com-
bustion process in RANS and LES. They highlight that the RANS is not suitable for
quantifying the proposed ignition model, even in the absence of swirl and recircu-
lation. The experimental work done by Shaddix and co workers [154, 155, 297–299]
in the laminar flow reactor on multi-particle combustion has been useful in under-
standing some of the coal ignition characteristics. The experiments conducted on
co-axial burner [85, 186–189] can be useful literature for modelling multi particle
ignition, as the inner recirculation region of the flame is absent (less sensitive to
turbulence model) and the flame lift-off is generally sensitive to ignition phenomena.

There are plenty of studies in the literature where a pilot/full scale test facility are
studied experimentally or numerically [300–304]. They generally focus on the overall
behaviour of the flame as the numerical models used were developed to focus on the
global combustion process rather than the ignition process itself. Asotani et al. [197]
qualitatively compared experimental images with post processed CFD contours in
order to indicate ignition, assuming that the primary source of heat transfer is
radiation. The study by Taniguchi et al. [181] on flame stability is very important
as it simulates a RANS model and highlights the limitation of the method. They
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created a model based on the flame propagation velocity and fuel concentration for
a few particles and validated the predictions against the experimental data. The
useful parameters from the pilot scale RANS simulation are extracted, analysed
and validated for flame stability. The experimental studies which provide in flame
data close to the burner can be useful for model validation as it is sensitive to the
ignition phenomena.

2.10.2 CFD modelling

There are many limitations in the use of commercial CFD sub-models. The following
are a few identified during the literature search which affects the simulation of
ignition.

i The devolatilisation models require experimental data which in general is
difficult to obtain for unknown coals and thus it requires the integration of a
suitable network model.

ii The coal combustion process is restricted by the sequencing of vaporisation,
devolatilisation and char combustion.

iii The particle heating is calculated using a lumped equation where thermal the
gradient across the particle is neglected. The intra particle heat and mass
transfer should be taken into account especially when modelling ignition of a
particle.

iv The CFD code is unable to permit HI or simultaneous HO-HI.

v The restrictions of the turbulence chemistry model, in terms of integrating the
detailed chemistry with the turbulence mixing. The EDC and FRED models
are able to integrate detailed chemistry but is computationally expensive and
the equations are very stiff for practical applications.

vi The current models used in the literature fail to predict the source of ignition
in pulverised fuel flames or predict the combustion behaviour close to the
burner. Despite this, previous studies have managed to demonstrate that
accurate coupling of various sub-models have come close to predicting inflame
parameters.
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devolatilisation network models

Coal combustion modelling using CFD requires a variety of inputs that act as
precursors to the overall combustion model. The experimental data of the coal under
investigation would be ideal, however, this is generally unknown and expensive to
generate. This chapter focuses on investigating devolatilisation network models,
the output from the models are used in the CFD calculations of coal combustion.
In this chapter, three widely used devolatilisation models are validated against the
High Temperature Wire Mesh (HTWM) experimental values for 36 coals. These 36
coals are from different geographical regions of the world and varies in coal ranks.
This study will validate and provide confidence in the devolatilisation model to be
used for investigating novel fuels for future CFD simulations. The novelty of this
study is investigating three different network models, testing 36 different coals and
concluding the optimum devolatilisation to be used for investigating virgin coal.

3.1 Devolatilisation models

Three devolatilisation models are tested in this section, namely, CPD, FG-DVC and
Flashchain, which is a building block of the PC-Coal Lab software package. The
basic concept of all the three models is to form the type of bonds in the coal, based
on the elemental composition, and decomposes, based on the boundary conditions.
The decomposition occurs based on the kind of bonds and structural property of
coal which varies for different coal. These models are able to predict the major
species and the high temperature volatile release during devolatilisation. Measure-
ments by Gibbins et al. [305] during HTWM experiments provide the values of high
temperature volatile and the nitrogen partitioning. The aim of this investigation is
to compare predictions from all three devolatilisation models with the experimental
data which can provide confidence in using this model as a precursor for future
CFD calculations.

The experiments used a very fine mesh made up of molybdenum, which can
operate at high heating rates. This type of mesh assists in the investigation of the
coal pyrolysis and char gasification reactions at high pressure and heating rate. The
coal samples were placed between the two layers of wire mesh, which were weighed
before and after the pyrolysis in order to determine the HTVY. The coal sample
were heated up to 1873.15 K with a heating rate of 10000 K/s which is similar
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to that experienced in a furnace. The operating conditions of the experiments are
summarised in Table 3.1. In the experiments, 36 different coals were analysed, and
the coal properties and its origin are highlighted in Table 3.2.

Table 3.1: HTWM devolatilisation experimental conditions for the 36 coals [305]

Experiment type High temperature Wire Mesh(HTWM)
Heating rate 10000 K/s
Final temperature 1873.15 K
Hold time 2 s
Amount of coal 10-12 mg
Size of the coal 125 - 150 µm

Table 3.2: Coal origins, properties and high temperature wire mesh test results [305]
Coal Country TGA micro-proximate analysis Elemental analysis(%daf) HTWm volatile Volatile N

of origin Ash(wt% db) VM (wt % daf) C H N yield (% daf) (% coal N)
1 VEN 4.3 38.3 83.0 5.5 1.8 54.3 58.2
2 COL 9.4 38.6 82.8 5.6 1.8 59.1 62.2
3 COL 3.0 38.5 77.4 5.2 1.6 60.7 74.2
4 BLN 8.9 32.4 80.8 4.8 1.9 50.9 68.4
5 BLN 9.8 32.0 81.1 4.7 2.0 50.7 65.4
6 COL 3.5 38.7 78.1 5.2 1.8 60.4 72.0
7 SA 13.1 28.5 82.0 4.4 2.2 43.7 64.5
8 BLN 11.8 35.3 80.1 5.0 1.9 54.5 68.1
9 SA 17.3 30.2 82.0 4.6 2.0 47.8 63.4
10 BLN 11.8 36.7 81.7 5.4 2.1 52.0 67.9
11 IND 4.5 40.9 79.7 5.5 1.8 58.2 68.4
12 NSW 11.6 38.2 83.9 5.4 1.9 56.4 68.7
13 RUS 9.6 37.4 81.7 5.3 2.6 55.2 72.1
14 VEN 6.1 40.3 81.6 5.4 1.7 59.0 68.6
15 10.3 46.0 76.8 6.0 1.5 63.8 77.8
16 RUS 6.8 32.2 80.2 4.9 2.4 44.3 66.8
17 CHI 9.4 33.0 83.8 4.9 1.2 46.6 55.8
18 POL 16.2 35.1 88.0 5.6 1.7 50.1 66.7
19 SA 22.5 30.2 84.6 4.6 2.2 49.2 64.8
20 IND 0.3 47.8 71.1 5.2 0.9 61.2 74.7
21 21.6 37.2 83.3 5.5 1.6 49.7 65.3
22 5.4 39.7 81.2 5.6 1.7 53.0 58.1
23 RUS 10.4 36.7 84.5 5.6 2.8 49.6 66.1
24 IND 12.8 48.1 81.2 6.6 1.5 63.3 71.8
25 SA 10.6 36.2 78.9 5.1 2.2 50.6 69.8
26 IND 4.2 41.3 77.4 5.6 1.8 60.5 71.6
27 SA 18.8 29.5 79.7 4.4 2.0 45.1 63.7
28 COL 5.4 39.0 82.3 5.7 1.7 52.5 57.5
29 BLN 9.7 38.3 81.9 5.7 1.7 55.7 65.2
30 BLN 8.4 37.9 80.2 5.5 1.7 52.3 60.3
31 BLN 10.1 36.5 81.6 5.5 1.6 50.7 60.5
32 US 17.4 33.7 87.4 5.5 1.8 49.5 59.2
33 COL 5.3 37.6 79.9 5.4 1.8 54.1 61.3
34 COL 6.1 38.8 79.1 5.4 1.6 53.0 61.4
35 BLN 13.2 34.2 82.8 5.1 1.8 54.1 64.0
36 BLN 17.0 31.3 82.3 5.0 1.8 49.6 54.0

On analysing the coals under investigation based on the ASTM coal classifi-
cation [306], it was observed that the coal rank varies from Semi-anthracite to
Sub-bituminous coal B which covered a wide range of coal ranks. The coal rank
classification showed that none of the coals have extreme properties, including such
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as anthracites and peat.

CPD is an open source code developed by the Sandia National Laboratory and the
University of Utah [246]. The fundamentals of the model are described in Section
2.7.1 but the solid state spectroscopy data was not available for the 36 coals under
investigation and thus the 13C NMR calculator developed by Genetti et al. [246]
was used to predict the average chemical structure parameters in the form Mδ, Mcl,
po and σ + 1. These output parameters, together with the ultimate analysis of the
coal, are used as the input to the CPD model. Out of the 36 coals, 4 coals were
out of the range of the interpolation data set of the 13C NMR calculator, i.e. coal
no. 15,18,24 and 32. The calculations suggest that the results for the four coals are
not reliable but are included in the analysis to check the relative error in the final
predictions. The Van Kervelen diagram of the coals under investigation and the
library coals used by the 13C NMR calculator for correlations are shown in Figure
3.1. It can be observed that the model uses a wide range of coals for generating the
correlations and thus, is able to predict the devolatilisation kinetics and mass loss
during devolatilisation process for a majority of the coals under investigation.
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Figure 3.1: Coalification chart of the 30 coals used for the CPD model and the coals
under investigation [246, 305].

FG-DVC is semi commercial and is developed by Solomon and workers [260, 261].
The code for the FG-DVC model was available at the University of Sheffield and
the methodology to use the model is described in Section 2.7.2. Similar to CPD,
in the absence of detail experimental data then the FG-DVC generates the input
parameters for the model based on the elemental composition of the coal. The
elemental composition defines the position of the coal in the triangular mesh of nine
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library coals on the Van Kervelen diagram. The coals fitting inside the mesh produce
reliable interpolated input files for the model whereas the input files generated for
the coals outside the mesh are extrapolated and cannot be relied on. It can be
observed from Figure 3.2 that 20 coals are inside the two dimensional mesh and 16
coals are outside the mesh which implies that the prediction cannot be relied on and
may have relatively high error. The CPD model has a better spread in comparison
with FG-DVC and its library coal includes a few anthracites, bituminous, sub-
bituminous and lignites. This spread in the CPD model in comparison with the
FG-DVC model, has an advantage when it comes to predicting the devolatilisation
behaviour.
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Figure 3.2: Position of the 36 coals on the triangular mesh of the FG-DVC model.
[262, 305].

The PC Coal Lab software was developed by Niksa and his group which requires
licensing. The industrial partner, Doosan Babcock Ltd uses the PC Coal Lab to
predict many pre-cursors for the CFD calculations of coal. The primary input for
the model was also elemental and proximate analysis similar to CPD and FG-DVC.
The devolatilisation results for the 36 coals investigated in this work were provided
by Doosan Babcock Ltd. The coals under investigation are in the interpolation
range of the PC-Coal Lab library coal.

There were few limitations when using the coal elemental analysis for the de-
volatilisation predictions. The elemental data required were that of carbon, hydro-
gen, nitrogen, oxygen and sulphur. However, the elemental data available is only
for C, H and N and the value for sulphur was kept at zero (as the sulphur content
is relatively negligible in most coals) and oxygen was calculated by difference (100 -
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C% - H% - N%). This allowed the user to keep the structure of the coal the same for
the CPD,FG-DVC and the PC-Coal Lab. It is highly debatable as to whether the
real structure of the 36 coals are not analysed and totally different coals are used
for comparison of the experimental results. (A parametric study was conducted
by varying oxygen and sulphur content for the FG-DVC model but the results on
comparing with the experimental results kept getting worse and therefore it was
decided to keep sulphur at zero). Finally, the codes are independent of the particle
size and therefore it will be difficult to comment on the accuracy of the results.
Since different coals under investigation may have a size effect on the overall de-
volatilisation behaviour.

All three models provide the particle mass loss with time which enables the user
to obtain the kinetics of the devolatilisation. The final value of the mass loss is
used for comparison with the measured values provided by the experimental data.
The results for the mass loss and nitrogen evolved during devolatilisation are pre-
sented in Figure 3.3. The PC Coal Lab provides an excellent agreement with the
measured data while the CPD, apart from the four coals that are outside the of
range provides a reasonable agreement with the experimental results. It is evident
from Figure 3.3 that this FG-DVC model is not capable of analysing a wide va-
riety of coals and FG-DVC is the least reliable for the devolatilisation behaviour.
The coals in this range exhibit a wide range of error for FG-DVC, whereas few
coals that are out of the range of the interpolating mesh are able to predict well
the final mass loss during devolatilisation. However, it would be a heuristic ap-
proach to rely on the results as a few out of the range coals exhibit a large error
in the mass loss. It is important to highlight that the missing TG-FTIR files for
the coals under investigation could have improved the prediction of the behaviour
for the FG-DVC model. This investigation shows that the FG-DVC model is more
dependent on the accurate experimental data while the CPD and PC Coal Lab
interpolation scheme are more reliable in predicting the mass loss during volatile
release. The nitrogen partitioning in CPD is dependent on the following correlation:

fst = max(0.5, 0.0182 ∗ (Cdaf%)− 1.062) (3.1)

where the value of fst determines the amount of nitrogen inside the char particle
which probably had a significant impact on the overall predictions. According
to Genetti et al. [246] the value of fst, the fraction of nitrogen in the char is
higher for high rank coals, only the coals 18 and 32 had a value higher than 0.5
which are out of the range of the interpolating library coals. As a result of the
correlation The rest were capped at a value of 0.5. The impact of this value is
evident in the prediction of the nitrogen evolved where the prediction is clustered
around 60% nitrogen evolution. The results suggest that the assumptions in the
CPD model provides reasonable predictions and can be used for future calculations.
The volatiles evolution stops after reaching a particle temperature of 1400 K for all
three models and no volatiles are released after. The CPD and PC Coal Lab models
release nitrogen even after the volatiles are released but the FG-DVC code stops as
soon as the volatile release is stopped which results in an under prediction of the
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Figure 3.3: Comparison of the predicted Volatiles(left) and Nitrogen in
volatiles(right) vs experimental for the 36 coals by CPD, FG-DVC and
Flashchain.
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nitrogen evolved. This may depict a greater error in the results when comparing the
predicted and measured values for the FG-DVC model which is shown in Figure 3.3.
A comparisons of the three models displays the accuracy of the models prediction. It
was concluded that the PC Coal Lab is able to predict the Devolatilisation behaviour
better than the other two models for the 36 coals investigated. However, at the same
time the CPD is a good alternative option as it is an open source model and can
be integrated in any future combustion model without any licensing requirement
unlike the PC Coal Lab.

3.1.1 Summary

i Three network models for predicting the devolatilisation behaviour of the
coals have been evaluated and compared against the experimental data of 36
different coals.

ii The PC-Coal Lab covers a wider range of coals for the correlation compared
to the other two models whereas the FG-DVC accommodates very few coals,
thus making it the least effective model for investigating the devolatilisation
behaviour of coals.

iii Both the PC-Coal Lab and the CPD model have a reasonable agreement with
the experimental data set, however some limitations were identified in this
work for the FG-DVC model. As the PC-Coal Lab entails a license cost, the
CPD proves to be a better and less demanding model of the three models
investigated.
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4 Mathematical model for ignition
of a single particle

It is well established from the conclusions of previous investigation that visu-
alising a single particle combustion process in absence of turbulence will enable
quantifying the ignition mechanism. This chapter develops a model to simulate the
ignition process of a single particle and validate the model against experimental
results for air and oxy-fuel cases. A sensitivity analysis is conducted on the differ-
ent reaction mechanisms for better accuracy. The validated model is then used to
generate a correlation between particle diameter and oxygen concentration, which
describes the ignition mechanism of the particle.

The CFD simulation for combustion of a single particle can suggest the short-
comings of standard modelling approaches used in simulating pulverised fuel flames,
e.g. a common modelling assumption that char combustion occurs after complete
devolatilisation. Treating all the particle sizes with this assumption can induce
errors. CFD simulations for ignition of a single particle will allows the process of
devolatilisation and char combustion to coincide and can indicate the impact of
those assumptions. Quantifying the ignition mechanism is of industrial relevance as
it can qualitatively indicate the flame stability, flame size and improve the existing
burners fuel flexibility. Hence, the model will not only suggest improvements for
the CFD modelling of pulverised fuel flames but will also provide economic benefit
to the industry in modification and operation of the power plant.

The different modelling approaches for simulating single particle ignition are dis-
cussed in Section 2.2. The ignition of a coal particle are generally modelled using a
lumped mass assumption, which ignores any thermal gradients inside the particles.
The significance of thermal gradients for modelling a particle’s ignition is discussed
in Chapter 2. There are char combustion model, which accounts for the changes
inside the particle but does not model the flow variations outside the particle [307–
310]. The models developed by Yang et al. [311] and Tufano et al. [126] resolved
the flow the inside as well as outside the particle. The approach provided an insight
into the conversion process inside the particle during the combustion of a particle.
This study focuses on adopting a similar methodology to quantify ignition mecha-
nism.

The novelty of this investigation is to obtain a correlation for critical particle
diameter which can quantify the ignition mechanism with respect to the ambient
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O2 concentration. According to the author, the quantification methodology has
not been implemented in the literature to differentiate the ignition mechanism for
varying O2 concentration and particle size. The precursors and sub-models used
to predict the thermo-conversion are open source and derived from coal proximate
and ultimate analysis, which are validated in the past for different applications but
have not been implemented together in the past to predict the ignition mechanism.

This Chapter is divided into three sections, Section 4.1 describes the experiment
chosen for modelling, the model structure, case set up and the mathematical equa-
tions used in the model are described in Section 4.3 and the results of the model
are discussed in Section 4.4.

4.1 Reference experiment

There have been a number of experimental investigations to quantify the ignition
mechanism and combustion characteristics of a single particle, which are sum-
marised in Section 2.2.2. Experiments conducted in DTF, entrained flow reactor
and most recently in Hencken burner’s are able to replicate the heating rate expe-
rienced in a furnace by the particles. The experimental work described in Section
2.2.2 concluded that ignition mechanism of a single particle is dependent on the
ambient gas composition, particle size, heating rate and fuel rank. Work done by
Khatami et al.[134, 152, 157, 312–314] varies all the above parameters in a DTF and
primarily focuses on the ignition delay of the particles at different conditions. The
authors observed HO, HI and HO-HI ignition mechanisms for extensive conditions
which make it a suitable study to validate this particular model.

Figure 4.1: Schematic of the drop-tube furnace and the gas temperature measure-
ment setup inside the furnace [134].
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4.1. Reference experiment

The schematic of the laminar flow DTF is shown in Figure 4.1 where the temper-
ature of the wall is kept constant at 1400 K. The cavity in which the particle heats
up is 25 cm long providing enough residence time for particles to ignite. A sealed
transparent quartz tube was fitted around the furnace. The ignition videos were
obtained using a high speed cinematographic camera, through the observation ports
available at the sides of the furnace. Three colour pyrometry is used to calculate the
temperatures in the domain. The pyrometric observations were conducted from the
top which followed the path of the particle. The gas temperature inside the DTF
was measured from the tip of the injector at the centreline using a thermocouple.
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Figure 4.2: Centreline gas temperatures in different ambient conditions (corrected
for radiation) [134].

The heating rate experienced by the particles ranged from 5000 -10000 K/s. The
measured values of the ambient gas temperatures are shown in Figure 4.2, the values
shown are corrected for radiation on the thermocouple. There is a visible difference
in the gas temperatures for O2/N2 and O2/CO2 condition. It can be seen that in
the early stages of the furnace that the heating rate experienced by the particle is
not constant. This change in the heating rate is important to account for when
considering particle temperature and species evolution from the particle which will
have an overall impact on the ignition model.

Four different coals varied across three ranks, varying under O2/N2 and O2/CO2

conditions were tested in the DTF and their respective ignition delay were measured
i.e. one bituminous coal, one sub-bituminous coal and two lignites. The two lignites
undergo similar ignition mechanism and thus only one lignite is discussed in the
study. Their fuel properties and ignition mechanism is described in Tables 4.1 and
4.2 respectively. The moisture content of sub-bituminous coal and lignites were
tested prior to experiment which was different to the one provided from Penn state
coal sample bank. The change in moisture content, changes the proximate analysis
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Chapter 4. Mathematical model for ignition of a single particle

of the coal tested in the DTF and thus this study uses those values for consistency.

Table 4.1: Proximate and Ultimate analysis of the coals used in this study

PSOC -1451 DECS-26 DECS-11

Rank and fuel source

Bituminous High
Volatile A
Pittsburgh #8,
Pennsylvania

Sub-bituminous B
River basin,
Wyodak,
Wyoming

Lignite A
Beulah,
North Dakota

Proximate analysis as received and(upon re-evaluating moisture)
Moisture (%) 2.5 26.3 (13.1) 33.4 (13.2)
Volatile matter (%) 33.6 33.1 (39.0) 37.4 (48.6)
Fixed carbon (%) 50.6 35.1 (41.4) 22.9 (29.8)
Ash (%) 13.3 5.6 (6.5) 6.4 (8.4)

Ultimate analysis (on a dry basis)
Carbon (%) 71.9 69.8 66.2
Hydrogen (%) 4.7 5.7 4.0
Oxygen (%) (by diff.) 6.9 15.6 18.6
Nitrogen (%) 1.4 0.9 0.9
Sulfur (%) 1.4 0.4 0.7
Sodium (%) 0.06 0.09 0.66
Ash (%) 13.7 7.6 9.6
Heating value
dry fuel (MJ/kg)

31.5 28.2 25.7

Table 4.2: Ignition mechanism observed by Khatami et al. [134, 152] in DTF.

O2 (mole fraction) Bituminous coal Sub-bituminous coal Lignite A

N2 background (All fragmented)

21% HO HO HO
30% HO HO HI(HO-HI)
40% HO HO HI(HO-HI)
50% HO or HI (HO-HI) HI(Fragmentation) HI(HO-HI)
60% HO or HI(HO-HI) HI(Fragmentation) HI(HO-HI)
70% HI(HO-HI) HI(Fragmentation) HI(HO-HI)
80% HI(HO-HI) HI(Fragmentation) HI(HO-HI)

CO2 background (All fragmented)
30% HI HI HI
40% HI HI HI
50% HI HI(Fragmentation) HI
60% HI HI(Fragmentation) HI
70% HO-HI HI(Fragmentation) HI
80% HO-HI HI(Fragmentation) HI

HO:Homogeneous ignition HI:Heterogeneous ignition HO-HI:Simultaneous ignition
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4.2. Computational domain for case set up

Only two ranks of coals are simulated in this study (Bituminous and and Lignite
A). These two coals are tested for a range of conditions and exhibit different types
of ignition mechanism in the DTF. These conditions will suffice enough to validate
the ignition model for different fuels and across conditions. Experimentally, the HO
mechanism for Bituminous coal is described by the combustion of volatiles in the gas
phase outside the particle, the HI on the other hand is described by simultaneous
combustion of volatiles i.e. very close to the particle surface or by oxidation of the
char. In case of Lignite, the volatiles burn before or after the fragmentation of the
particle. The experimental observation for bituminous coal show both the ignition
mechanism over 50% O2 content due to the difference in the chemical and physical
structure of the coal [152, 314]. Another contributing factor for such a behaviour is
that the particles at those conditions are in transition phase and hence it exhibited
dual ignition mechanism. The transition of ignition mechanism was also observed
by Molina and Shaddix for bituminous coal [155].

4.2 Computational domain for case set up

It will be favourable to simulate a particle moving through an entrained flow reactor
or a DTF but it will require modelling of the complete domain and the movement
of the particle itself (dynamic meshing). In addition to the governing equations
in gas phase, the thermo chemistry conversion of particle happening inside the
porous particle increases the computational time required. Hence, to reduce the
computational time, a leaf was taken from wind tunnel testing where the body
under investigation is static and the fluid flows over the body. In this CFD model
the particle is static and the ambient gas flows over it at low velocity. This particular
approach has been implemented in the past [126, 311, 315] to validate various single
particle combustion models. It is important to model the particle as a porous shell
to simulate the thermal conversion inside the particle. This will enable the thermal
resistance as well as the resistance to the transport of species via particle pores.

solid + gas

Oxidiser Inlet

dp33dp 66dp

33.5d
p

Outlet
Wall

gas Coal particle

axial up-
stream axial downstream

Figure 4.3: Computational Domain(not to scale)

The model configuration is shown in Figure 4.3, which can replicate a DTF
or an entrained flow reactor. In order to reduce the computational time a 2D-
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Chapter 4. Mathematical model for ignition of a single particle

axisymmetric flow is considered where the particle is assumed to be a sphere. The
geometry is modelled in a way that the particle diameter dp will determine the
height and width of the domain. The length of the domain in the direction of the
flow is 100dp and 33.5dp wide in radial direction. The geometry scales with the
change in size of the particle, it is done because the far field flow do not affect the
particle as the flow is laminar in the DTF. A similar geometry is used by Tufano et
al [126] to simulate combustion of single particle combustion in the Hencken burner
used by Molina and Shaddix [298].

The flow in the case set-up is separated in two zones, i.e. the flow inside the
particle and the ambient gas flowing over the particle. At t = 0 s, the particle
is modelled as a porous medium with uniform porosity across the particle which
consists of both solid and gas phase(pores inside the particle). In the model the
particle is static, the gas flows over the particle and thus to replicate experimental
heating rate the incoming gas temperature needs to be adjusted according to the
temperature experienced in the DTF.

The velocity of the particle was not measured experimentally but rather it was
calculated [134]. In the model in order to replicate similar time temperature profiles
experienced by the particle, it is assumed that the gas that flows over the particle is
equal to the experimental particle velocity. The overall particle velocity is calculated
by calculating the particle terminal velocity in the experiment, which is around 0.02
m/s. The particle terminal velocity is calculated using Equation 4.1 [134].

Vt = (ρpd
2
pg)/(18µ) (4.1)

where, µ is the dynamic viscosity, Vt is the particle terminal. The particle ter-
minal velocity changes due to particle mass loss and the buoyancy effect due to
volatile gases and flame around the particle are neglected. This may reduce the
overall particle velocity experienced in the experiments. The model assumes that
the terminal velocity is achieved instantly by the particle as it enters the furnace.
These assumptions may overpredict the velocity of the particle inducing a small
error which over predicts the heating rate of the particle. In reality, the particle
will never achieve terminal velocity due to continuous thermo-conversion processes
but this assumption will suffice for further investigation.

The particle terminal velocity increases with increase in particle size and thus the
heating rate for each particle size will be different. There are four particle size inves-
tigated in this Chapter i.e. 50 µm, 90 µm, 150 µm and 200 µm. The temperature
experienced by different particle sizes with respect to time in different conditions
are shown in Figures 4.4 and 4.5. The temperature profiles during the experiments
did not change with increase in O2 concentration and hence the same temperature
profiles can be used for various concentration of O2. Many researchers have ignored
the cooler temperature around the injectors and used a constant temperature pro-
file in the domain phase for model simplification [110, 131, 316, 317]. The model in
this work accounts for this variation by setting up a temperature gradient between
particle-inlet and transiently changing the inlet temperature (see more details in
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Section 4.3.4).
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Figure 4.4: Calculated centreline gas temperatures for different particle size in
O2/N2 conditions.
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Figure 4.5: Calculated centreline gas temperatures for different particle size in
O2/CO2 conditions.

The velocity of the ambient gas which flows around the particle at t = 0 s in the
model is the experimental velocity of the particle + the ambient gas velocity (0.02
m/s) measured experimentally. The inlet conditions are initialised in accordance
with the velocity and temperature of the ambient gas, for e.g. when t = 0 s a particle
with diameter of 90 µm will experience a gas velocity of 0.27 m/s and there will be a
temperature gradient across the domain from inlet (1255 K) upto particle (1115 K)
whereas there will be a constant temperature of 300 K from particle upto the outlet.
The temperature of the inlet will increase with increase in time upto 1330 K. This
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initialisation simulates the particle entering the furnace and replicate accurate heat
transfer to the particle. The calculations of time and temperature profiles discussed
earlier in this section will govern the temperature field at t=0 s. Radiation in the
domain is neglected apart from the heat transfer at the particle surface as it is one
of the main mode of heat transfer into the particle in the initial stages of particle
heating. This approach has been implemented in the past by various authors to
simulate the contribution of radiation [126, 307, 309, 310, 317]. Particle upon
heating decomposes with the process of devolatilisation and char conversion which
leads to chemical reactions, heat and mass transfer between the porous particle and
the gas phase. Ignition is detected by the increase in temperature relative to the
ambient gas and concentration of species like OH within the particle or gas phase.
The model can be easily extended to three dimension and different shapes of the
particle for biomass ignition. The following assumptions are made in the model :

i The main ambient gas passing over the particle is laminar as the flow inside
the drop tube furnace is laminar.

ii The radiation heat exchange exists only at the particle exterior surface and is
neglected everywhere else in the geometry.

iii At t=0 s, particle is assumed to have uniform porosity which increases locally
with mass loss from the particle.

iv The mass loss during thermo chemical conversion do not change the particle
volume.

v The gas and solid components inside the particle are in thermal equilibrium
i.e. the temperature of the gas inside the porous particle is same as the particle
on evolution from the particle.

vi The transport of species from the particle to the gas phase is governed by
Darcy’s law.

4.3 Mathematical model

The transient simulations were performed using ANSYS Fluent v19.0. The gas
phase is governed by the conservation equations described in the Section 2.3. The
governing equations for the gas phase inside the porous particle are in a similar form
of equation 2.4 which are modified to account for the variation in the porosity. The
governing equations are coupled with the governing equations of gas phase using
source terms with the help of User Defined Function (UDF’s) and User Defined
Scalars (UDS’s) in Fluent. The details of the operation and applicability of UDF’s
and UDS is described in Fluent UDF manual [318]. This section describes the
governing equations used to model the flow inside the particle. The general form of
UDS in Fluent is same as Equation (2.4) which is solved as an additional transport
equation. Four UDS’s are used in the model to pre-define the volumetric mass source
of four components of the particle, i.e. moisture, volatiles, char and ash. The ash in
the particle is assumed to be inert and hence the density is constant. The particle
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4.3. Mathematical model

in the model is stagnant, the diffusive and convective terms are hence neglected and
the changing variable in the UDS’s is the unsteady term which described the change
in the values of overall density with time (which is made up of the four scalars).
The mass loss of the particle or the rate of change of the scalar values is described
below.

∂ρp
∂t

=
∂ρm
∂t

+
∂ρv
∂t

+
∂ρc
∂t

+
∂ρa
∂t

(4.2)

The mass balance in solid phase is given by Equation (4.2), where ρm for water,
ρv for volatiles, ρc for char and ρa for ash are the density of the solid phase which
are defined by the UDS (kg/m3 − s). The procedure to calculate the value of the
UDS is described in section Section 4.3.1. As the particle heats up transiently, the
thermochemical conversion takes place and the change in the particle density is
described by:

∂ρp
∂t

= Sm = −ṙM − ṙV − ṙC (4.3)

where Sp is the the net mass loss rate due to the particle drying (ṙM), volatile
release (ṙV ) and char combustion (ṙC). Coal upon heating releases the moisture
but complete dehydration of the coal does not occur below 350 oC [82]. The mass
of the particle moisture per unit volume is given by ρm and the rate of moisture
loss is given by Equation (4.4) [311]

∂ρm
∂t

= −ṙM = −(Tp − Tboil)ρmcpm
∆Hlatent∂t

(4.4)

where, Tp represents the temperature of the particle, Tboil represents the boiling
temperature of water and ∆Hlatent is the latent heat of evaporation (2.260 x 103

kJ/kg). The devolatilisation rate for different species is derived represented by a
single rate Arrhenius equation, namely

∂ρv
∂t

= −ṙV = −ρvAvexp
Ev
RTp (4.5)

The kinetics for the devolatilisation are obtained from the CPD. Then they are fitted
into single rate parameters giving the pre-exponential factor (Av) and the activation
energy (Ev). The kinetics for each species evolved during devolatilisation are split
by multiplying Equation 4.5 by the mass fraction of the species evolved. The species
evolution and the mass fraction of each species is discussed in Section 4.3.1. The
reactions in the gas phase are calculated using FFCM or Westbrook-Dryer reduced
mechanism. The char mass loss in the particle is determined as follows:

∂ρc
∂t

= −ṙC = −ṙCO2

MWC

ΩO2MWO2

− ṙCO2

MWC

ΩO2MWO2

− ṙCCO2

MWC

ΩCO2MWCO2

−ṙCH2O

MWC

ΩH2OMWH2O

(4.6)

The char reaction rates are represented in the following form for coal [129],

ṙCi = Aciexp
(
−Eci
RTp

)
[CTChar][CTreact,k]

αreact,k (4.7)
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for biomass[308, 319] ,

ṙCi = TpScharAciexp
(
−Eci
RTp

)
ε[CTchar][CTreact,k]

ρc
ρp

(4.8)

The biomass char kinetics have an extra term to account for the reaction order
αreact,k which is assumed by Bryden et. al. [308] to be a unity. Thermal annealing
is ignored as it will not have a major impact in the overall ignition phase. The re-
action involved in the coal char consumption and biomass char consumption due to
the oxidation and gasification are presented in Tables 4.4 and 4.5 respectively. Here
i represents the reaction number, k represents the reacting species, [CT ] represents
the volumetric concentration of the reacting species, Ω is the stoichiometric coef-
ficient, Schar is the specific internal surface area (m

2

m3 )of the char porous structure
and MW is the molecular weight of the species involved in the reaction.

Table 4.3: Species added as source terms SYk in the particle gas phase due to mois-
ture loss and devolatilisation

Species Source term (SYk)

H2O SH2O= ṙM

N2 SN2= YN2 ∗ ṙV
CO SCO= YCO ∗ ṙV
CO2 SCO2= YCO2 ∗ ṙV
CH4 SCH4= YCH4 ∗ ṙV
H2 SH2= YH2 ∗ ṙV
C2H4 SC2H4= YC2H4 ∗ ṙV

Table 4.4: Char reactions, kinetic constants and heat of reactions for coal

Reaction Aci Eci Reaction order ∆Hc Ref.
(m/s) (kJ/kmol) (kJ/kg)

C + 1
2

O2 −−→ CO 1.5e9 1.6e5 [C][O2]0.78 9208.33 [129]
C + O2 −−→ CO2 7.3e7 1.35e5 [C][O2] 32808.33 [129]
C + CO2 −−→ 2 CO 8.1e7 2.07e5 [C][CO2] 14416.6667 [129]
C + H2O −−→ CO + H2 2.6e8 2.03e5 [C][H2O] 10941.66 [129]
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Table 4.5: Char reactions, kinetic constants and heat of reactions for biomass

Reaction Aci Eci ∆Hc Ref.
(m/s·K) (kJ/mol) (kJ/kg)

C + 1
2

O2 −−→ CO 0.658 74.8 9212 [308]
C + CO2 −−→ 2 CO 3.42 130 14370 [319]
C + H2O −−→ CO + H2 3.42 130 10940 [319]

The governing equation for gas species transport inside the particle is given by

∂

∂t
(ερgYk)+

∂

∂x
(ερgYkux)+

∂

∂y
(ερYkuy) =

∂

∂x

(
Dkeff

ερg∂Yk
∂x

)
+
∂

∂y

(
Dkeff

ερg∂Yk
∂y

)
+SYk

(4.9)
where ε is the porosity of the particle and the diffusivity of each specie is calculated
using kinetic theory in the domain and in the particle it is a function of porosity
and Knudsen diffusion. Fluent does not allow separating the diffusivity of porous
and non porous phase. Hence the transport property was calculated using a UDF.
The equations used for calculating diffusivity in the particle are as follows:

Dkeff =
[ 1

Dkm

+
1

DkKn

]−1
.
ε

τ
(4.10)

DkKn
=
dpore

3
.

√
8RTp
MWkπ

(4.11)

Dkm =
1−Xk∑
l,l=k

Xl

Dkl

(4.12)

Dkl =0.0188

[
T 3
p .
(

1
MWk

+ 1
MWl

)]0.5

Pabs.ς2
kl

ΩD

(4.13)

ς2
kl

=0.5(ςk + ςl) (4.14)

ΩD =f(T ∗) (4.15)

T ∗ =
T

($
σ

)k,l
(4.16)

(
$

σ
)k,l =

√
(
$

σ
)k(

$

σ
)l (4.17)

Dkm is the diffusion coefficient of species k in mixture m, DkKn
is the Knudsen

diffusion coefficient obtained from [320], τ is the tortuosity of the particle, X is
the mole fraction of species, Dkl is the diffusion in binary mixture, ςkl and the $kl

are the Leonard-Jones parameter which are also known as the characteristic length
and the energy parameter. The kinetic theory used is based on Chapman-Enskog
formulation to obtain the binary diffusion coefficients [321, 322]. The diffusion in
the domain is calculated using Dkm and inside the particle it is calculated using
Dkeff .
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In order to maintain conservation of species, the species evolved in the pores
of the particle (gas phase) due to the decomposition of the solid structure of the
particle are hooked in the term SYk of equation 4.9 for each specie. The values of
mass fraction of each specie are given in Tables 4.3 and 4.6. The methodology to
calculate the values of mass fraction of species presented in Table 4.3 are discussed
in Section 4.3.1.

Table 4.6: Species added as source terms (SYk) in the particle gas phase due to char
combustion

Species Source term (SYk)

O2 SO2= -
(
ṙCO2

)
CO
−
(
ṙCO2

)
CO2

CO2 SCO2= - ṙCCO2
+ ṙCO2

MWCO2

ΩO2MWO2

H2O SH2O= - ṙCH2O

CO SCO=ṙCO2

MWCO

ΩO2MWO2
+ ṙCCO2

MWCO

ΩCO2MWCO2
+ ṙCH2O

MWCO

ΩH2OMWH2O

H2 SH2=ṙCH2O

MWH2

ΩH2OMWH2O

The changes in the mass fraction of the species due to gas phase reaction are not
described in Table 4.3. There are no additional source terms required to hook into
the model, as Ansys Fluent Finite rate model is able to account for the variation
of the species because of the gas phase reactions in the species transport equation.

∂(ερg)

∂t
+

∂

∂x
(ερgux) +

∂

∂y
(ερguy) = Smchar

+ Smvol
(4.18)

The gas phase density (varying with ideal gas law) is calculated Equation (4.18).
The Sm is the mass source terms added in order to conserve the mass of the par-
ticle in the gas phase. The source terms required conserving the species continu-
ity/density due to devolatilisation and moisture release is given by:

Smvol
= SH2O + SN2 + SCO + SCO2 + SCH4 + SH2 + SC2H4 (4.19)

The source term Smvol
added to conserve the mass inside the particle in gas phase is

the summation of all the species released during moisture and devolatilisation phase.
Similarly, the source terms for each specie to maintain overall gas density/continuity
conservation due to char reaction are given as follows:

Smchar
= −(−ṙC) = ṙCO2

MWC

ΩMWO2

+ṙCO2

MWC

ΩMWO2

+ṙCCO2

MWC

ΩMWCO2

+ṙCH2O

MWC

ΩMWH2O

(4.20)

The energy conservation equation for the gas phase is governed by Equation (4.21).
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ερg
∂Hg

∂t
+
∂(ρguxHg)

∂x
+
∂(ρguyHg)

∂y
=

∂

∂x

(
ρgcpgkeffg

∂Tg
∂x

)
+

∂

∂y

(
ρgcpgkeffg

∂Tg
∂y

)
+ Srxn

(4.21)

where enthalpy in an individual cell is calculated using Hg =
∑k=n

k=1 YkcpkTk.

Similarly the thermal conductivity, keffg is calculated using keffg =
∑k=n

k=1 Ykkeffk .
The value of thermal conductivity for individual specie is calculated using kinetic
theory and the specific heat capacity cpg is calculated using the piecewise polynomial
function which varies with change in temperature(in built in Fluent). The energy
transferred from reaction is added as a source term Srxn in the cell. Similarly, the
conservation equation for the solid phase is given by equation 4.22

ρp
∂Hp

∂t
=

∂

∂x

(
keffp

∂Tp
∂x

)
+

∂

∂y

(
keffp

∂Tp
∂y

)
+ Srxn + Srad (4.22)

The value of source term due to reaction is integration of all the heat release
from the combustion for e.g. the heat release from char reaction is defined by
Srxnchar

=
∑ ∂ρc

∂t
∆Hc. The value of keffp and cpp is calculated using the correlation

in Equations (4.23) and (4.24) provided in [323] and [324] respectively.

keffp =
[ Yc

1.47
+

YH
0.0118

(√273.15

Tp

)]−1

(4.23)

cpp =


1.15(kJ/kg)if Tp 6 573.15K

1.15 + 2.03e−3(Tp − 573.15)− 1.55e−6(Tp − 573.15)21.15(kJ/kg)

ifTp > 573.15

(4.24)

As thermal equilibrium is assumed between the gas and solid phase the energy
equation for the particle, which includes both gas and solid phase is governed by
combination of Equations (4.21) and (4.22) which is represented in Equation (4.25).
Thermal equilibrium assumption defines the temperature field of the particle where
the gases inside the pores reaches the temperature of the solid instantaneously. In
this approach the temperature increase due to reaction inside the particle is going
to be for both the phases (i.e. the energy released is added to a cell containing both
solid and gas phase of the particle).

ερg
∂Hg

∂t
+ ρp

∂Hp

∂t
+
∂(ρguxHg)

∂x
+
∂(ρguyHg)

∂y
=

∂

∂x

(
keff

∂T

∂x

)
+

∂

∂y

(
keff

∂T

∂y

)
+ Srxn + Srad

(4.25)

The value for effective thermal conductivity of the particle is given by Equa-
tion (4.26).
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keff = εkeffg + (1− ε)keffp (4.26)

Srad =
Apsurface
Vpsurface

εσ(T 4
wall − T 4

p ) (4.27)

Radiation is ignored everywhere in the domain apart from the surface of the
particle. The source term Srad is only added to the surface cells of the particle and
is ignored everywhere else. This approach has been validated in multiple studies to
account for the radiation contribution [126, 131, 307–310, 316, 317]. The value of
Srad is given by Equation (4.27) where σ is the Stefan-Boltzmann constant and ε is
the emissivity of the particle. The porosity of the particle increases as the particle
loses mass upon heating. The porosity of the particle varies according to equation
4.28.

∂ε

∂t
=
ρtrue − ρp
ρtrue

(4.28)

where,

ρtrue =
ρp0

1− ε0

(4.29)

ρp0 and ε0 are the initial particle density and porosity. The momentum of the
species in x-direction in the porous media is governed by the following equation:

∂(ερgux)

∂t
+
∂(ερguxux)

∂x
+
∂(ερguyux)

∂y
= −∂εpg

∂x
+

∂

∂x

(
µ
∂ux
∂x

)
+
∂

∂y

(
µ
(∂ux
∂y

+
∂uy
∂x

))
− µ

K
ux −

C2

2
ρguxux

(4.30)

The last two terms on the right side includes two parts a viscous loss (Darcy) and
an inertial loss term where K is the permeability and C2 is the inertial resistance
factor.

K =
d2
poreε

3

150(1− ε)2
(4.31)

C2 =
3.5(1− ε)
dporeε3

(4.32)

The value of permeability and the inertial resistance factor is obtained from the
correlation proposed by Yang et al. [311] described Equations (4.31) and (4.32)
where, dpore is the local pore diameter inside the particle.

ux = −K
µ

∂p

∂x
(4.33)

The local superficial velocity of the gases are calculated based on the permeability
and the pressure gradient in the particle. The equations presented above are for
conservation of momentum in x direction the governing equations are similar for y
direction.
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4.3.1 Model Precursors
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Figure 4.6: Methodology for the model precursor
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There are three important precursors required for this model, kinetics of the fuel,
mass fraction of the devolatilising species and the split of particle solid components
(the value of four UDS’s). These parameters are not available because of the exper-
imentation cost. The only parameters generally available for a virgin fuel are the
proximate & ultimate analysis and the heating value of the fuel. A methodology
shown in Figure 4.6 is used to obtain all those parameters. The kinetics of water
and char mass loss are discussed in Section 4.3 and it has already been concluded
in Section 3.1 that the CPD provides an accurate predictions for volatiles evolution
kinetics. The total volatiles released is determined using CPD.

Methodology for using the CPD model devolatilisation

Table 4.7: Chemical structure parameters of the coal

Basis Bituminous Lignite A

Carbon (%) daf 83.31 73.23
Hydrogen(%) daf 5.45 4.43
Nitrogen(%) daf 1.62 0.996
Oxygen(%) daf 7.99 20.58
ASTM Volatile(%) daf 39.91 62.023

Mδ 30.7 37.9
MWcl 351 284.9
Po 0.501 0.631
σ +1 4.97 5.16
C0 0 0.113

Mδ: the average side-chain molecular weight, MWcl: the
average molecular weight of an aromatic cluster, Po: the
fraction of intact bridges of total attachments, σ +1: the
average number of attachments per cluster and C0: the
population of char bridges.

The CPD requires coal’s ultimate and proximate analysis, the heating rate of
the coal particle and the final temperature. The work done in Section 3.1 used the
CPD model, which used constant heating rate as input. It was important to ac-
count for the variation in the heating rate of the particle. There is another version
of CPD, which allows particle time-temperature profiles as input. A series of sen-
sitivity analysis was conducted on the CPD model to use the correct methodology
to obtain accurate devolatilisation kinetics. The coal used for investigation was the
bituminous coal described in Table 4.1. The other input values for the CPD model
are calculated from the proximate and ultimate analysis of the coal according to
Genetti et al. [246]. The input values for the CPD model for the coals under investi-
gation are described in Table 4.7. The first sensitivity focused on the impact of final
temperature with constant heating rate where the heating rate was set at 5 x 103

K/s and final temperature of the particle varied from 1200-2500 K. The results in
Figure 4.7 (top right) suggest that final temperature had negligible impact as input
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on the volatile release profiles. The other sensitivity was conducted on the impact
of heating rate with constant temperature where the heating rate varied from 5 x
101 - 5 x 105 K/s and temperature was kept constant at 1300 K. An addition case
was investigated in the same analysis where the input parameters were set at 5 x
105 K/s and 2500 K as final temperature in order to see the combined effect on the
CPD model predictions. The results in Figure 4.7 (top left) show that there is a
small and subtle impact on the devolatilisation behaviour where the volatile release
rate profiles changes and there is an increase in HTVY with increase in heating
rate. The increase in final temperature from 1300 K to 2500 K at 5 x 105 K/s had
negligible impact on the overall profiles. Thus showing that the heating rate is an
important factor and should be accounted for by calculating the devolatilisation
kinetics.

The heating rate of the coal under analysis is not constant as it is moving through
a temperature profile in the DTF and hence time temperature profiles are used as
input to provide accurate heating rate of the coal particle. The time temperature
profile for a single particle was obtained by setting up a a simple case in Fluent to
simulate inert heating of the particle. The case consisted of a simple rectangular
box initialised with the temperature profile described in Figure 4.4. The initial
particle temperature is 300 K and wall temperature was set at 1400 K. A time
temperature profile is obtained for a desired particle size, from the particle tracks.
This was done to account for the variation of ambient temperature experienced by
the particle in the drop tube. There will also be an impact of combustion of char
and volatiles on the overall heating rate and hence it was decided to investigate the
devolatilisation behaviour for temperature profiles of two cases which includes com-
bustion of volatiles (i.e. the cases with ambient O2 concentration of 21% and 80%),
they are discussed later in detail in Section 4.4 . The results are shown in Figure 4.7
(bottom left), it also compares the results from the case where heating rate is set at
5 x 103 K/s and final temperature is set at 1300 K. This was chosen for comparison
as experiments suggests that the particle experiences average heating rate of 5 x
103 K/s in the drop tube reactor. The profile with constant heating rate shows that
there is significant impact of variable heating rate and it is not recommended for
further investigation. The results show that the volatile release profiles with inert
heating are very close for the profiles with the two cases where combustion of the
volatiles is included. They start to deviate at particle temperature of ≈ 950 K when
particle for the combustion cases ignites and there is sudden spike in heating rate.
The deviation is not significant for the inert heating cases and the profiles are very
close to each other. A comparison of the HTVY is shown for the four cases in Fig-
ure 4.7 (bottom right). There is difference of 1.5% in the final predictions of HTVY
between inert and the two cases with combustion. This shows that higher heating
rate after combustion did not change the final volatile release significantly. Using
detail kinetics to predict the combustion behaviour of a particle is computationally
expensive. The investigation, which includes the combustion does not change the
volatile release profiles significantly and recalculating the temperature profiles it-
eratively for each condition will be computationally expensive and not impact the
solution significantly as the three profiles are very similar to each other. Hence, it
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Figure 4.7: Sensitivity analysis on the heating rate and the final temperature to be
used as an input for the CPD model.

was decided to use the particle temperature profiles from the inert heating of the
particle which will provide a good agreement with the experimental conditions.

The CPD model provides results, which are used in predicting the devolatilisation
kinetics, high temperature volatile yield and species distribution. The kinetic rate
for devolatilisation are fitted into single rate Arrhenius expression and its Ev and
Av are obtain. The HTVY is also obtained from the CPD, which provides the
qratio. The model does not take into consider the change in the molecular structure
during the decomposition phase and hence it is important to account for the HTVY
while calculating the UDS’s. The proximate analysis of the fuel provides the mass
fraction of moisture, volatiles, char and ash. In order to account for the HTVY the
volatiles mass fraction is multiplied by the qratio. It is assumed that the increase in
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the final volatiles is from the reduction in overall char content. The final values of
the UDS’s are calculated based on Equation (4.34).

UDS ′s =


ρm = ρpMoisturear

ρa = ρpAshar

ρv = ρpqratioV olatilesar

ρc = ρp − ρm − ρa − ρv

(4.34)

The species evolved during the devolatilisation of coal is a very complex process
to predict as it consists of heavy tar, light hydrocarbons, water, CO2 and many
other species. It hence requires a simplification, which are good representative of
the volatiles evolved. The volatiles released can be assumed to decompose according
to the Reaction ?? which is stoichiometrically consistent [325]. It uses the ultimate
analysis of the fuel in dry ash free basis and uses splitting factors to decompose
volatiles into H2s, N2, CO, CO2, CH4, H2, C2H4 and C6H6. In Reaction R4.1 a, b,
c, d and e are the mole fraction of component C, H, O, S, N. ζCO, ζC2H4 and ζC6H6

are the splitting factors for dividing the amount of carbon and oxygen to different
species.

CaHbOcSdNe −−→ dH2S + (0.5 e)N2 + (ζCOc)CO + 0.5 c(1− ζCO)CO2 +

[(1− 2 ζC2H4 − 6 ζC6H6)a + 0.5 (ζCO + 1) c]CH4 +

[0.5 e− 2 (1− ζC2H4 − 4.5 ζC6H6)a + (ζCO + 1) c− d]H2 +

a ζC2H4C2H4 + aζC6H6C6H6 (R4.1)

The assumptions presented by Petersen and Werther [325] are applied here as well
with the addition of ζC6H6 is kept to zero for modelling simplicity and reduction
in computation time of the reactions from C6H6. It is a good assumption that
heavy hydrocarbons are reduced to methane of other light gases and just from the
perspective of ignition detection it can be neglected. Similarly, soot modelling is
also ignored for reducing the computational time. The procedure for mass and
energy balance is as follows:

i The ultimate analysis and proximate analysis provided are converted to dry
ash free basis (daf). The calorific value of the fuel is converted to daf basis
by using the correlation provided by Given et.al [326]. This provides the heat
energy contribution from the volatiles.

ii The HTVY predicted from the CPD are used to generate the ultimate analysis
of the volatiles in daf basis.
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Molesvolatiles =



Cvol = (Cdaf − FCdafCPD
)/V oldafCPD

)/MWC

Hvol = (Hdaf/V oldafCPD
)/MWH

Ovol = (Odaf/V oldafCPD
)/MWO

Svol = (Sdaf/V oldafCPD
)/MWS

Nvol = (Ndaf/V oldafCPD
)/MWN

(4.35)

The ultimate analysis of the volatiles(daf) lead to the mole fraction of each
component using Equations (4.35) and (4.36). This mole fraction is nothing
but a, b, c, d and e in Reaction R4.1.



a = Cvol/
∑
Molesvolatiles

b = Hvol/
∑
Molesvolatiles

c = Ovol/
∑
Molesvolatiles

d = Svol/
∑
Molesvolatiles

e = Nvol/
∑
Molesvolatiles

(4.36)

iii The total energy of the volatile species should match with the overall energy
contributed by the volatiles. The splitting factors in the Reaction ?? are
calculated using iterative guessing where each species is ≥ 0. The split factors
are adjusted until the summation of the calorific value of all the volatiles
species matches the above calculated calorific values of volatiles.

4.3.2 Ignition criteria for the model

The criteria for homogeneous ignition is evident by the increase in domain tem-
perature accompanied with increase in volatiles combustion products such as OH
[120, 135, 327, 328] or CO [329, 330] Mathematically it can be detected when(dTg
dt

)
max

condition is achieved after the heat up stage, caveat being that the rise
in domain temperature is not because of heterogeneous ignition. The ignition of
volatiles can happen inside the particle, on the surface of the particle or in the
domain but only the latter is quantified as homogeneous ignition. In this study the
homogeneus ignition is quantified by the increase in the domain temperature and
the increase in the OH mass fraction in the domain.

The heterogeneous ignition can be quantified using the inflection condition pro-
posed by Du and Annamalai [110] which was based on the theory of thermal explo-
sion postulated by Semenov [102]. This criterion has been applied in many single
particle studies for detecting heterogeneous ignition [117, 131, 316, 330–332]. The

inflection condition can be mathematically represented by d2Tp
dt2

= 0 and dTp
dt

> 0.
As the particle heats up due to the heat transfer from the ambient conditions the
heat transfer rate reduces. The inflection condition is described as the point (time)
when the heating rate of the particle starts increasing due to energy released from
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the reactions inside or at the surface of the particle. The increase in the heating
rate could also be due to the development of the volatile flame (heat transfer during
homogeneous ignition). Thus, the reactions on the surface and inside the particle
are monitored to quantify heterogeneous ignition.

Mathematically only one of the ignition mechanism will initiate first. According
to the experimental definition of the heterogeneous ignition, the ignition can be
due to simultaneous burning of char and volatiles close to the surface. The basic
understanding of the simultaneous combustion of volatiles and char imply that the
ambient O2 has managed to diffuse through the outer flame or the volatiles concen-
trated region up to the surface or inside the pores of the particles.

Many research groups simulating a single particle model who ignored the flow
inside the particle observed that the overlapping of volatiles burning on the surface
of the particle during heterogenous ignition but did not quantify the simultaneous
ignition mechansim [110, 117, 119]. There are no accurate methods in the literature
to quantify such a mechanism, which has made it difficult in the past to quantify
such a phenomena [333]. Most recently, Lili et al. [316] defined that in order to
detect simultaneous ignition, the ignition delay time for both the mechanisms should
happen close to each other. It also described that after the simultaneous ignition
is established, most of the volatiles burn inside the particle heterogeneously or in
other words inside the solid boundary of the particle. The research did not obtain a
correlation or provide any mathematical quantification for detecting simultaneous
ignition. In order to mathematically quantify the criteria to detect such a condition,
the difference between the ignition delay time for both the mechanism should be
very small. The parameters influencing such a scenario (mechanism) will be the
fluctuations in reaction rate (indicated by the combustion products) and the increase
in heating rate in both the phases which should happen one after the other in short
space of time. The difference in the ignition time delay are very small for the
particles under investigation and thus the time difference for the overlapping of
both the mechanism will be a fraction of the time of which ever ignition happens
first. As the ignition mechanism are fast and small in time scale, to quantify the
overlapping mechanism a reasonable assumption of addition of 10% to the which
ever ignition happens first will prove to be sufficient barrier for the second ignition
to initiate. Any additional time taken for the second ignition mechanism to initiate
will imply that the first ignition process has a pronounced relevance and the overall
ignition process for the particle is dominated by the first mechanism. For e.g. if
volatiles ignite first in the domain and then heterogeneous ignite inside the particle
after that, the mathematical criteria for simultaneous ignition will be as represented
in equation 4.37.

tHI
tvol
− 1 6 0.1 (4.37)

To summarise the following criteria are used to quantify ignition mechanism in
this model:

i HO will be described by significant increase in the temperature gradient of the
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gas phase outside the particle accompanied with increase in mass fraction of
OH[120, 135, 327, 328]. The criteria is similar for reduced mechanism, instead
of monitoring OH, the reaction rate of methane is monitored.

ii HI can be quantified in three ways

a) When the volatiles released in the domain fail to reach flammability
limits and the ambient oxygen diffuses inside the particle which leads to
particle undergoing char mass loss with increase in the overall particle
temperature due to char reaction [152], i.e. the inflection condition.

b) The increase in particle temperature (inflection condition) due to com-
bustion of volatiles inside the particles [316] with increase in OH in the
particle accompanied with rise in particle temperature (surpassing the
ambient temperature). Similar to HO, methane reaction rate is moni-
tored instead of OH for global reaction mechanism [98].

c) HI due to simultaneous combustion of volatiles and/or char inside the
particle boundary and in domain phase which are quantified by the time
it takes for OH to increase inside the particle. The time is calculated
based on formulation described in equation 4.37.

4.3.3 Validation of the particle heat up and devolatilisation

It was important to obtain confidence in the methodology of the model for the
particle heat up and mass loss during thermochemical conversion. Hence, the results
are compared with Fluent’s default model for particle heat up and devolatilisation.
The model in Fluent does not account for any thermal gradient across the particle
and assumes uniform heating. The particle heat up equation also known as lumped
model equation is described in Equation (2.21).

Inlet

1m 0.5m

Outlet
Wall

Wall

Coal particle

Figure 4.8: Computational Domain(not to scale).

In order to calculate the inert particle heating of the Fluent lumped model equa-
tion a case set up is required. The configuration is shown in Figure 4.8. The
geometry is a rectangular box (similar to drop tube furnace) with a particle in-
jected in a hot domain which is carried by pure N2. The different particle sizes
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simulated are 50, 90, 200 and 1000 µm. The geometry inlet temperature was set at
1300 K, the wall temperatures at 1400 K, the initial particle temperature at 300 K
with zero slip velocity, gas inlet velocity of 1e-3 m/s and the domain is initialised
at 1300 K. The density of the particle is 1180 kg/m3. The particle cp and keffp
is calculated using Equations (4.23) and (4.24). The time temperature profiles are
calculated for a purely N2 environment. The particle is assumed to be inert and
does not undergo any mass transfer.
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Figure 4.9: Comparison of the particle heat up between the model and the Fluent
lumped model for different particle sizes.

In the porous coal particle model the same conditions are considered with the
exception of particle being stationery and the ambient N2 flows over it at the same
velocity. The comparison results for the time temperature profiles of different parti-
cle sizes are shown in Figure 4.9. There is a decrease in heating rate with an increase
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in particle size due to increase in thermal resistance. The impact of thermal gradi-
ent is pronounced with increase in the particle size, which is evident by the lag in
the increase in heating rate at the center of the particle. The assumption of lumped
model generates error for particle size ≥ 250 µm, which was also observed by Lu et
al. [310]. The predictions of the time temperature profile between the model and
Fluent lumped model is fairly good and hence the modelling methodology can be
used for further investigation.
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Figure 4.10: Comparison of the particle volatiles mass loss between the model and
the Fluent default model.

A similar strategy is used to validate the devolatilisation model where the par-
ticle in the fluent default model is assumed to lose mass uniformly throughout the
particle. The same boundary conditions as mentioned above is used with the ad-
dition of particle having an initial porosity of 17% for a particle diameter of 90
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µm. The coal used for validation is the bituminous coal described in Table 4.1.
The mass transfer from particle to gas phase, change in particle porosity and the
transport of volatile species inside the pores is governed by the equations described
in the Section 4.3. The particle devolatilisation kinetic rate is calculated using the
methodology described in Section 4.3.1 using the CPD model. In this part of the
validation, reactions are ignored, the char mass loss is ignored and the particle is
simulated on dry basis i.e. the validation is purely focused on devoltilisation. The
devolatilisation kinetics obtained after fitting the CPD results in a single rate ex-
pression are Ev = 5.61 x 104 kJ/kmol and Av = 5.6 x 104 s−1 . The same kinetics
are used in Fluent to predict mass loss due to devolatilisation. The input parameter
are kept the same wherever possible to obtain consistency.

The default Fluent model does not account for the porosity change in the particle
during devolatilisation as it assumes uniform mass loss. The impact of change
in porosity and transport of volatiles species through the pores is evident in the
heating rate of the particle in the model. As the devolatilisation starts the particle
strts displacing the N2 in the pores with the release of volatiles in the pores. As
the devolatilisation rate increases the early released volatiles are displaced. The
thermal equilibrium assumes that the volatiles released in the pores are at the
same temperature as particle. The volatiles when transported through the pores
into the domain reduces the heating rate as it briefly convective cools the solid
surface of the particle accompanied with a generation of a cool film surrounding
the particle relative to the domain. These two phenomena when compared to the
Fluent’s default model reduces the devolatilisation of the particle. In the model,
once the volatiles are released through the pores and are diffused away, the heating
rate is increased and the temperature reaches the domain temperature achieving
equilibrium state. In the Fluent default model the heating of the particle is not
interrupted due to the evolution of the volatiles. The difference in the volatiles loss
is shown in Figure 4.10 where there is decrease in the mass loss rate in the model
and is evident by the lag in the model when compared to the Fluent’s default model.
The two model shows similar mass loss rate and the trends are in good agreement
with each other, hence the methodology used in the work can be used to simulate
devolatilisation.

4.3.4 Boundary conditions for the O2/N2 cases

The numerical set up used a 2-D axisymmetric flow, which is meshed in ICEM with
35326 cells. The simulations are performed in Ansys Fluent v19.0. The viscous
model was set to Laminar and the finite rate chemistry was used to ignore the
turbulent chemistry interaction. The coupled scheme was used for pressure velocity
coupling, all the discretisation are set to second order and the transient formulation
was calculated using bounded second order implicit. In terms of the materials prop-
erties of the species, the viscosity and thermal conductivity of each were calculated
using kinetic theory and the Cp was calculated using a polynomial function which
is inbuilt in Fluent.
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At t=0, Tp = 300 K, Twall = 1400 K, Tg and ug varies with particle size and are
initialised in accordance with Figures 4.4 and 4.5. For e.g. a 90 µm particle case
the maximum domain temperature in O2/N2 conditions is around 1250 K(from the
inlet but around 1150 K at the particle surface) which increases transiently upto
1300 K. Similarly, for oxyfuel conditions the maximum domain temperature starts
from 1100 K increasing to 1300 K.
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The diffusion and thermal conditions for the species mass fractions and the tem-
perature fluxes for both the phases the above equations are used. The diffusion coef-
ficeints and thermal conductivity inside the particle is account by Equations (4.11)
and (4.26). The particle is initially saturated with the same gas as ambient gas
which satisfies a zero gradient conditions across the particle and domain. The Srad
is the radiation absorption at the external surface and is neglected everywhere else
[330]. Initially, the particle pores are saturated with the ambient gas and as the
particle heats up, the species are evolved in the pores of the particles, after which
the ambient gases in the pores (including the oxidant) are pushed outwards in the
domain.

Initial porosity (ε0) was kept at 17% and 25% for bituminous and lignite coals
respectively [314, 334]. The value of dpore and ρp0 = 1180 kg/m3 are obtained from
the values provided in [334]. The mass loss due to devolatilisation predicted by
the CPD model fitted into a single rate expression. The results for both the coal
are reliable as both the coals under investigation are CPD library coals [246]. The
other parameters for both the coals are described in Table 4.8.

Lastly, volatiles homogeneous gas phase kinetics are described by using two mech-
anism, FFCM [276] which has 38 species and 291 reactions and Westbrook-Dryer
mechanism [283] which uses 6 species and 3 reactions. The FFCM includes reactions
for C0–2 and is validated for methane combustion but also includes limited reac-
tions for C2H4. A sensitivity was conducted where the predicted volatiles species
was assumed to compose of H2S, N2, CO, CO2 and CH4. This approach is applied
in multiple studies in literature for modelling simplification [110, 117]. The splitting
factor ζCO kept as unity which predicted a higher mass fraction of CH4. There is
also an over prediction of the heat release (around 9%) from the volatiles species
when checked for the heat balance of the volatiles calorific value. The sensitiv-
ity is conducted to compare the predictions with reduced mechanism and simpler
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hydrocarbons. The reduced mechanism is used to test if the model can provide ac-
curate results with Westbrook-Dryer mechanism, which could significantly reduce
the computational time required by the model.

Table 4.8: Model Precursors

Bituminous coal Lignite

Devolatilisation
Kinetics

Av (s−1) 5.60 x 104 5.30 x 103

Ev (kJ/kmol) 5.61 x 104 4.16 x 104

HTVY 1.30 0.93

Modified
Proximate
analysis (ar)

Fixed Carbon (%) 40.48 33.04
Volatiles (%) 43.73 45.36
Moisture (%) 2.5 13.2
Ash (%) 13.3 8.4

Split
factors

ζCO 1.0 1.0
ζC2H4 0.387 0.0934

4.4 Results and discussion/validation of the ignition
model

This section discusses the model behaviour in O2/N2 and oxyfuel conditions and
the development of corelation for critical particle diameter. The first part focuses
on the validation of the model, the experimental parameters used for validating
the model are ignition delay time [134] and the peak flame temperature [152]. The
experiments were conducted for particles in the range of 75-90 µm and the model
is validated against the upper limit i.e. 90 µm. The second part extends the
model for different diameters and produces a correlation differentiating the ignition
mechanism for different particle sizes at varying O2 concentrations.

4.4.1 O2/N2 cases

Bituminous coal

The sequence of the combustion for the Bituminous coal is illustrated in Fig-
ures 4.13–4.15, the simulation of the combustion process is upto the point where
the volatiles have devolatilised completely. The overall burnout times of each par-
ticle are fairly high and thus it was decided to simulate the ignition process and
the impacts it have on volatile combustion. There are two cases used as reference
examples to describe the combustion behaviour at various time instance. The re-
sults of the two reference cases are for the bituminous coal simulated with FFCM
mechanism under air conditions and 80% O2 in N2 which are showed in Figures 4.11
and 4.12. As there will be a small recirculation zone downstream of the particle the
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Figure 4.11: Temperature and species distribution in the particle and domain for
air conditions at different time instances using FFCM. The plots are
at the axial location of the geometry near the particle surface and the
recirculation region (i.e. downstream of the particle).
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Figure 4.12: Temperature and species distribution in the particle and domain for
80% ambient O2 conditions at different time instances using FFCM.
The plots are at the axial location of the geometry near the particle
surface and the recirculation region (i.e. downstream of the particle).
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volatiles and the ambient O2 mixes and ignite first in the wake formed downstream
of the particle (right side of the particle). The region of interest was in the vicinity
of the particle surface and around the small recirculation region down stream of
the particle. Hence, it was decided to represent the profiles from the center of the
particle to a small distance down stream of the particle (This was done to get a
better understanding of ignition). The profiles in Figures 4.11 and 4.12 are along
the axial plane of the overall geometry. (The results do not represent that the parti-
cle’s thermo-conversion is symmetrical in nature. As the combustion of the volatile
flame happens close to the particle, only a small region of interest is presented in
Figures 4.11 and 4.12). The results in the Figure 4.13 describes the maximum tem-
perature of particle and gas phase domain for simulations using FFCM (left) and
Westbrook-Dryer mechanism(right). Figure 4.14 describes the maximum OH mass
fraction produced in the particle and the domain when using FFCM and minimum
reaction rate of CH4(right) to describe the consumption rate of CH4 while using
Westbrook-Dryer mechanism. The normalised maximum volatiles and char mass
loss is shown in Figure 4.15. The ignition mechanism is quantified based on the
time taken for the volatiles to burn inside and outside the particle as described
by Equation (4.37) in Section 4.3.2. In this section particle size of 90 µm is sim-
ulated varying from air to 80% O2 in N2 conditions. Each condition exhibited its
unique combustion history but the general combustion behaviour stayed the same.
The generic behaviour of the thermo-chemistry conversion of the bituminous coal
in O2/N2 cases is discussed in this part of the section.

As the particle is placed in a hot environment, there is a steady increase in the
particle temperature in the radial direction(from surface to the interior of the par-
ticle) due to ambient heat transfer to the particle (convective and conductive and
the radiative heating at the surface). At first, the moisture evolves with respect
to the temperature of the particle followed by the volatiles release, both dependent
on the thermal gradient in the particle. The kinetics are such that there is very
brief overlap between the moisture release and initiation of devolatilisation. The
species are released in the pores of the particle, which pushes the gas inside the
pores outside the particle into the domain. As the outer edge gets heated first,
the early moisture and volatiles are released from the outer edge of the particle. It
is observed in the simulation results that a small amount of devolatilisation from
the edges of the particle is enough to saturate the particle pores with the volatiles
and also create a small volatile cloud around the particle. The temperature of the
evolved gas species and the particles are at lower temperature relative to the am-
bient gas, this forms a relatively cool envelope around the particle, which reduces
the heating rate briefly. The increase in porosity and the reduction in heating rate,
decreases the rate of transport of volatiles in the domain after initial devolatilisation
which was also observed by Veras et al. [119]. It briefly promotes diffusion of O2

back towards the particles and volatile cloud surrounding the particle, which was
displaced initially. At this point the volatiles released are not in flammability limits
because either the O2 around the particle has not diffused significantly (decreased
O2 concentration) or the temperature of the volatiles is fairly low for ignition. As
time increases, the ambient gas diffuses with the volatiles and gradually increases
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the volatiles temperature and increases the O2 concentration in and around the
volatile species. Combustion is not established until the volatiles released from the
particle reaches flammability limits. Once volatiles reaches flammability, there is a
sudden rise in the domain temperature, which indicates ignition. The combustion of
volatiles can also be signified by increase in OH mass fraction [120, 135, 327, 328].
Figure 4.14 shows the increase in OH mass fraction in the domain and particle
just after the ignition. The volatile flame encircle the particle, the effect of rise in
surrounding temperature results in accelerating the particle heating which in turn
increases the volatile release from the particle and the inner core. This creates a
feedback loop between volatile mass transfer, combustion of volatiles and particle
heating which can be seen in Figure 4.15 where the devolatilisation is accelerated
after the increase in temperature.

After ignition, the flame temperature in the domain reaches peak as the volatiles
release in the domain peaks (Figures 4.13 and 4.16). The volatile release reduces
which gradually reduces the flame temperature. Due to this phenomena flame from
moves close to the surface with depleting volatiles and into the particle. Mean-
while, a certain amount of volatiles released in the core of the particle fail to reach
the surface due to the resistance of the porous structure. While approaching peak
temperature, a tiny amount volatiles burn inside the particle boundary, which gen-
erally happens close to the surface of the particle (primarily due to fast reaction of
volatiles with the diffusing O2). The reactions inside the particle is controlled by
the O2 diffusion and it can be said that the reaction is diffusion controlled. In case
of air conditions the volatile flame is lifted in the particle wake and takes longer
time to burn in the domain and it also takes longer time for flame front to reach
the surface and inside the particle. This is denoted by the production of OH inside
the particle which begin to increase after 6.5 ms (i.e. ≈ 26.5 ms) of combustion of
volatiles in domain whereas in case of 80% O2 in N2 the OH starts appearing with
a time delay of 1 ms signifying combustion of volatiles inside the particle.

The volatile flame front (reaction zone) shifts towards the particle surface from
the domain with the following phenomena. It is observed in the simulation results
that the peak temperatures are sustained for longer duration or the volatile flame
in the domain burns for longer time with decrease in ambient O2. As the reactivity
is high for cases with higher ambient O2 the volatiles released react faster which
consumes the volatiles in the domain faster and reaches higher peak temperature
but for a shorter time. The higher peak flame temperature also result in greater
amount of volatiles loss (dotted red lines) from the particle when compared for the
two reference cases in Figures 4.11 and 4.12 by comparing the instantaneous plots
at respective peak temperatures. After reaching the peak temperature, the flame
begins to cool down and reduces the heat transfer rate. As the volatile flame begins
cooling down,the devolatilisation rate starts reducing, this results in decreasing the
overall pressure inside the particle and the volatiles release rate in the domain starts
reducing Figure 4.16. The depletion of volatiles in the domain results in further
diffusion of O2 towards and inside the particle and burn the volatiles released in
the pores of the particles. This phenomena happens in both the reference cases but
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Figure 4.16: Maximum methane mass fraction in the domain for a) Bituminous and
b) Lignite

97



Chapter 4. Mathematical model for ignition of a single particle

as the volatile flame is sustained for longer in the domain for air conditions, the
amount of volatiles burn in the particle is much lower compared to the case of 80%
O2 in N2. This is signified by the production of OH in the particle before and after
ignition. It can be observed in the instantaneous plots when the flame reaches it’s
peak temperature in Figures 4.11 and 4.12. A small amount of volatiles are com-
busted at the particle surface for ambient O2 of 80% case (formed OH with a mass
fraction of around 1 x 10−3) but for air case it is negligible where OH mass frac-
tion is ≈ 1 x 10−5. This shows that the fundamental combustion behaviour is very
similar but the combustion history is very different which allows the quantification
of the ignition mechanism as homogeneous for air case and HO-HI for the latter.
The increase in OH mass fraction in the particle is also shown in Figure 4.14, which
confirms the combustion of volatiles inside the particle pores which combust inside
the boundary of the particle surface. During the combustion of volatiles in both
the phases there is feeble char mass loss at the surface (not shown in the Figures)
which does not contribute significantly in the overall combustion process. As the
volatiles are combusted, the products of volatiles combustion such as CO, CO2 and
H2O diffuses in the particle pores. They react with char accelerating the char mass
loss and increases the particle temperature. Figure 4.15 shows the initiation of char
mass loss as the particle finishes the devolatilisation process. The contribution of
char happens downstream in the furnace which increases the particle/flame tem-
perature is not described as it does not play a vital role in the ignition stage of
the particle. The ignition delay time are calculated/quantified based on the sharp
increase in the domain/particle temperature and OH mass fraction.
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Figure 4.17: Model validation using reduced mechanism and detailed mechanism by
comparing ignition delay time for Bituminous coal with particle size of
90µm(simulation) and 75-90µm(experiment).
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The model is validated by comparing three parameters i.e ignition time delay,
peak flame temperatures and the ignition mechanism. The results shown in the
Figure 4.17 shows a comparison for the model prediction and the experimental re-
sult of ignition time delays for bituminous coal in O2/N2 environment. The model
predictions for the ignition time delay are in good agreement with the experimental
data for both the mechanism. The modelling predictions are within the error limits
of the experimental results. The model predictions are in the range of upper error
limits as the particle size in the experimental work ranged from 75-90 µm and the
model predicts the ignition time delay for 90 µm. As stated previously the reduced
mechanism predicts shorter ignition delay due to its increase in CH4 mass fraction.
The ignition time delay predicted by the FFCM reaction mechanism are approxi-
mately constant for different O2 concentration, whereas there is a slight decrease in
the ignition delay time for Westbrook-Dryer mechanism for cases with ambient O2

between 21% to 40% and a constant time delay after that. The comparison provides
confidence in the model and can be used with both the mechanism to predict the
ignition delay times of individual coal particles.
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Figure 4.18: Comparison of Peak temperatures of domain and particle using FFCM
and Westbrook-Dryer mechanism for Bituminous coal.

The validation of the peak temperatures predicted by the model for each condi-
tion provides confidence in methodology used in obtaining modelling pre-cursors.
Levendis and co-workers presented the experimental data in multiple publications.
The maximum flame temperatures were deduced using the three colour pyrometry
for the bituminous coal which are presented in [152, 334]. The experimental ambi-
ent conditions used in [334] are same as the one used for model case set up except
for the O2 concentration and hence the results can be used for direct comparison.
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The experimental ambient concentration of O2/N2 presented in [152] are not ex-
actly the same but the trends of peak flame temperature are used for validating
the methodology. The advantage of comparing the trends of the peak temperature
is that Khatami et al. differentiates the peak temperatures with respect to the
ignition mechanism. The comparison of the results between the experiments and
the model are shown in Figure 4.18. There is an overlap in the measured values
of the peak temperatures for one and two mode ignition which suggest that the
two different mechanism display similar peak temperatures. The model with both
the mechanism is able to predict the trend of increase in flame temperature with
increase in O2 concentration. The primary reason being increase in reactivity of
the volatiles. The model predicts the peak temperatures for the particle size of
90 µm and thus the predictions are in the upper error limit of the trends. The
model predictions with FFCM reaction mechanism are in excellent agreement with
the measured results. The flame temperatures are over predicted when the reduced
mechanism of Westbrook-Dryer is used. The main reasons for the limitations are
discussed previously. A contributory factor could be the energy and mass balance
for reduced mechanism had 9% error(i.e 9% increase in total calorific value) which
is over predicting the flame temperatures.

According to the model definition for ignition mechanism, the coal particle ignites
heterogeneously with increase in ambient O2. The ignition is quantified primarily
based on time taken for the particle heating rate (inflection condition) and the OH
mass fraction or the consumption rate of methane which depends on the reaction
mechanism used. The heterogeneous ignition is also quantified based on the in-
flection condition which is indicated by the particle heating rate. In 4.19 particle
heating rate of two cases are described i.e. air conditions and 80% O2 in N2. In
the case of air conditions the particle heating rate increases as the volatile flame in
the domain encircles the particle and it drops until the domain reaches to its peak
flame temperature. There is an inflection point around 25 ms, which confirms that
flame front is away from the surface. It also confirms that in air conditions the
particle ignites homogeneously.

In case of 80% O2 in N2 there are three inflection points on the heating rate curve
which coincides with the formation of OH in the particle. The first one is after the
volatile combustion in the domain due to brief combustion of volatiles inside the
particle. This was possible as the higher O2 concentration enables diffusion inside
the particle even before the combustion of volatiles in the domain which was not
in flammability limits and achieved flammability just after the initial combustion
of volatiles in the domain. The first peak was brief and the heating rate dropped
significantly quickly. The second inflection point signifies the flame front where
the volatiles burn simultaneously in the particle and in the domain (confirmed by
OH formation). The particle heating rate drops briefly as the reaction rate of the
volatiles inside the particle drops (This is due to the end of devolatilisation where
the pressure inside the particle drops and volatiles are not pushed towards the
surface at the same rate as before) and picks up as the volatiles in the domain
depletes completely. There is an increase in O2 diffusion into the particle which
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Figure 4.19: Particle heating rate used to quantify the ignition mechanism.
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Figure 4.20: Particle heating rate to quantify the transition of the ignition mecha-
nism.
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reacts with the char and the volatiles inside the pores of the particle. The time
scale for the presence of second inflection point is very small which according to the
ignition criteria demonstrates that the particle experiences heterogeneous ignition.
It should also be highlighted that particle experiencing HI(HO-HI) combust a much
greater amount of volatiles inside the particle which can be seen by comparing the
OH mass fraction produced during combustion of the particle. This is generally
ignored when modelling combustion of particles in a large scale furnace.

Table 4.9: Comparison of the ignition mechanism between experiments and model

O2 concentration Ignition mechanism

in N2 background Experiment [134, 152] Model

21% HO HO
30% HO HO
40% HO HO
50% HO or HI(HO-HI) HO
60% HO or HI(HO-HI) HI(HO-HI)
70% HI(HO-HI) HI(HO-HI)
80% HI(HO-HI) HI(HO-HI)

The comparison for the ignition mechanism predictions are shown in 4.9. In am-
bient conditions of 640% O2 concentration in N2 background, homogeneous ignition
of bituminous coal particles are predicted by the model which are in agreement with
the experimental observations. The model is also able to predict the experimental
observations of heterogeneous ignition of coal particle for >70% which is due to si-
multaneous combustion of volatiles and char. There is a transition of ignition mech-
anism between 40-70% O2 concentration and the experimental observation suggests
that coal particles displayed both the ignition characteristics due to differences in
the physical and chemical properties. The model can only predict one mechanism
for a certain condition and mathematically it is not possible to predict two ignition
mechanism for one condition. The results in Figure 4.20 show similar heating rate
curves for ambient O2 of 50 and 60 % in N2. The inflection points are apart by 1 ms
i.e for conditions at 50 % ambient O2 the increase in heating rate occurs at 23 ms
and 22 ms for 60% ambient O2. The model predicts the transition of the ignition
mechanism for the bituminous coal happens between these two conditions i.e. 50-
60% ambient O2 which is in agreement with the observations and predictions made
in [312]. Hence, the model is able to define the transition of ignition mechanism
and performs well for differentiating between the ignition mechanism. The model
predictions are in good agreement for the ignition behaviour of a particle and thus
can be used for future investigation of ignition mechanism.

Impact of O2 concentration

The increase in the O2 concentration did not significantly affect the ignition delay
times of the bituminous coal. The phenomena of volatiles released and a formation
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4.4. Results and discussion/validation of the ignition model

of volatiles rich region around the particle is consistent because there is very little
difference in the heating rate of the particle, which is attributed to the volumetric
heat capacities of O2 and N2. The diffusion of O2 in the volatiles and reaching
flammability limits almost happens at similar times. The peak temperature of the
volatile flame increases with increase in O2 concentration making a brighter flame
which matches with the experimental results [134, 142, 143, 152]. This is due to
higher reactivity of volatiles with increase in O2 concentration. The increase in reac-
tivity of volatiles at higher O2 decreased the overall burnout times of the volatiles
or increase the consumption rate of volatiles, resulting in increasing the peak of
OH mass fraction in the domain. The increase in peak temperature also results in
quicker devolatilisation (post ignition) and this increased the volatiles release rate
from the particle into the gas phase(which also includes the pores in the particle).
The higher volatiles reactivity implied that the volatiles are consumed at a higher
rate in the domain. This is evident in Figure 4.16 where the second peak of CH4

reduces with increase in O2. It also explains the observation made in the experi-
ments that there is reduction in the volatile flame size as the volatiles burn very
close to the particle [152]. The increase in O2 also increases the diffusion of O2

inside the particle, resulting in the volatiles combusting inside the particle and the
initiation of char mass loss. It is evident in Figure 4.14 that the OH formation
inside the particle happens early with increase in ambient O2. The char and the
volatiles inside the particle competes for the diffused O2 inside the particle leads to
a brief time of simultaneous combustion, which can be seen from Figure 4.15.

The particle size chosen experimentally exhibit a complete transition in ignition
mechanism and thus there were instances when particles examined in certain condi-
tions displayed multiple mode of ignition. This has been attributed to physical and
chemical properties of the particle. At higher O2 content( >50%) the experimental
observation states that the coal displays both ignition mechanism i.e. HO-HI or
HO. It is clear from the model that there is this point where the particle burns
simultaneously but it ignites first in the domain. Experimentally, it is very difficult
to capture this phenomena as homogeneous flame burns very close to the particle
at higher O2 concentrations and then it switches to simultaneous combustion very
quickly (≈6 3ms). In addition, the flames burns bright which makes it difficult to
capture such a phenomena. The general trend from the model suggests that there
is simultaneous combustion at low O2 concentrations but the time overlap is much
greater than the cases with higher O2 due to lower reactivity and longer burnout
times in the domain. This reduces the O2 diffusion in the particle. As a result the
simultaneous combustion of volatiles is feeble that it is no significant enough to be
detected during visualisation but with increase in O2 content and increase in O2

diffusion, this phenomena amplifies and leads to quicker simultaneous combustion
and reduction in the time for observation of a relatively smaller volatile flame. This
particular model is able to clear the doubts presented experimentally regarding the
reduction in the flame size and the simultaneous combustion behaviour of the par-
ticle at higher O2 concentrations. According to the criteria set for defining ignition
mechanism in the model, the model is able to define the transition points where the
ignition mechanism changes for bituminous coal as later shown in Figure 4.23.

103



Chapter 4. Mathematical model for ignition of a single particle

In summary the increase in O2 does not impact the ignition time delay but in-
creases the O2 diffusion. The increase in O2 diffusion increases the tendency of the
particle to ignite heterogeneously. The other contributory factor of heterogeneous
ignition is the shorter volatile burnout times due to higher reactivity which increases
the O2 diffusion in the particle.

Impact of the reaction mechanism on the model predictions

A major advantage of using the reduced mechanism is reduction in the compu-
atational time. It also makes this model more applicable for industrial use where
time and computational power are massive constrains. In terms of volatiles evolved,
there is an increase in mass fraction of methane for Westbrook-Dryer mechanism
when compared to FFCM because the mechanism does not include species such
as H2 or any heavy hydrocarbons. This increases the amount of CH4 around the
particle during devolatilisation and predicts an early ignition when compared to the
FFCM mechanism as heavy hydrocarbons take up more time to reduce in simpler
hydrocarbons. The peak flame temperature predicted by the global mechanism
are very high and not practical. Apart from higher CH4, the contributory reason
for high temperature might be neglecting reactions for H2 in the global mechanism
[335]. Higher flame temperatures leads to quicker devolatilisation and early volatiles
burnout. This also results in early char mass loss as shown in Figure 4.15.

As mentioned previously the particle at higher O2 content displays both simul-
taneous (one mode) ignition as well as gas phase ignition and then char loss (two
mode). Figure 4.18 shows a comparison of the peak flame temperature with the
model. The FFCM mechanism are in excellent agreement with the prediction with
the flame temperatures, whereas Westbrook-Dryer mechanism over predicts the
flame temperature. It was difficult to distinguish the ignition type at higher O2

content because of the quicker switch to volatiles burning inside and close to the
surface of the particle. The experimental results shows that the maximum differ-
ence between the upper limits for peak temperatures of the two different modes are
around ≈ 200 K. There are also instances when the limits of experimental peak
temperature overlap which shows that there was not much to distinguish between
the two ignition mode experimentally. The difference in the temperature maybe
due to reduction in the volatiles content for those particles exhibiting one mode
which was explained by Howard and Essenhigh [148]. The particle size used in the
calculation are for 90 µm and hence the results are compared with the upper limits
of the error bars in Figure 4.18. The peak temperature predicted by the FFCM
model are in 5-8 % error for HO-HI (one mode).

A major limitation of using global mechanism is the absence of OH radicals in
the reaction which fails to signify detection of ignition mechanism. Instead the net
reaction rate of CH4 is monitored which provides an insight to burning of volatiles
inside and outside the particle as shown in Figure 4.14. An increase in the reaction
rate of CH4(i.e negative) suggests the beginning of the ignition and consumption
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rate of CH4. The ignition mechanism can also be quantified based on the time
history of the consumption rate of CH4 in the domain and particle. The time gap
between which volatiles ignite in the domain and the volatiles burning inside the
particle reduces with increase in O2 content (similar to OH monitoring). The results
show a similar trend as FFCM in predicting the ignition mechanism. The only ma-
jor limitation for using the reduced mechanism was the prediction of volatile species
which over predicts the CH4 released and that drives the flame temperature to non
practical levels.

Model extension to different particle sizes

The comparison of peak flame and particle temperatures for the four particle sizes
are shown in Figure 4.21. There is a steady increase in peak temperatures with
increase in particle diameter and O2 concentration. The temperature predictions
with Westbrook-Dryer mechanism are unrealistic and are not reliable. The FFCM
mechanism provide a more realistic peak temperatures for different particle sizes.
The increase in flame temperatures are attributed to increase in volatile content with
increase in size. Accompanied with the particle size distribution, the predictions
of the peak temperatures provide an insight into the operating temperatures of
the coal furnace. This can help in modification of burner design or changing the
aerodynamics to control the emissions (e.g. NOx) of the furnace.
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Figure 4.21: Peak temperatures for different particle size for bituminous coal using
FFCM kinetics (left) and Westbrook-Dryer(right).
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The variation in particle size also impacts the ignition delay time of the particle.
The ignition delay time predictions for the four particle size are presented in Fig-
ure 4.22. There is a general trend of increase in ignition time delay with increase
in size. The other evident trend is that the ignition time delay stays approximately
constant for same particle size with increase in O2 concentration. The parameters
influencing the ignition delay times are the particle heating rate, the volatile con-
tent and the velocity of the particle (In the model, the velocity of the gas). The
primary factor decreasing the heating rate is the increase in surface area of the par-
ticle (Equation (2.21)), and the factor accelerating the heating rate is the velocity
of the particle as it travels faster into the furnace. It should be noted that in the
model, the ambient gas which passes over the particle at higher velocity and thread
through the cooling region around the injector faster. The results suggest that the
impact of increase in the surface area reduces the heating rate, which results in
longer ignition time delay. The reduction in heating rate reduces the volatile re-
lease rate and hence increase the time taken for the volatile concentration to reach
above lower flammability limits. Hence the increase in particle size also increases
the ignition temperature required as the bigger particles will require longer times
and will travel further in the furnace (In the model it ignites at a higher ambient gas
temperature which flows over the particle). Another contributory factor for increase
in time is the transport of volatiles as it has to overcome the particle resistance and
the volatile transport reduces the heating rate(as observed in Section 4.3.3 which
increases with particle size. The increase in particle size (increase in volatile con-
tent) increases the volatile burnout time and there is a reduction in burnout times
with increase of O2 concentration due to increased reactivity.
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Figure 4.23: Ignition mechanism and correlation of critical particle diameter for the
bituminous coal particles in O2/N2 conditions.

The concept of critical particle diameter was introduced by Howard and Essen-
high [148], where they reported that the ignition mechanism is a function of particle
size. The particles below or equal to the value of critical particle diameter ignites
heterogeneously(HO-HI) whereas above that ignites homogeneously. The concept
was based on the lack of volatiles concentration enveloping the particle whose reac-
tion zone is close to the particle surface for a given particle size, it enables diffusion
of O2 in the particle initiating simultaneous combustion of char and volatiles on
or inside the particle surface. A correlation is developed between the ambient O2

and particle size based on the assumption that the relationship between ambient
O2 and particle size is either linear or a quadratic fit. The basic methodology to
produce the relationship is that the critical diameter fit should pass between the
ignition transition points. In case of bituminous coal, the transition of ignition
mechanism happens twice. Once for 50 µm and second for 90 µm which enables a
linear correlation. The particles in a coal furnace are fired with a size distribution
for a better control over the flame aerodynamics. The results highlighting the igni-
tion mechanism and the critical particle diameter with increasing O2 concentrations
for the four particle sizes is shown in Figure 4.23. A limitation of this correlation
is that the heterogeneous ignition is accounted for particle burning simultaneously
and not for a particle experiencing pure char ignition/combustion due to lack of
volatiles or volatiles diffusing away from the particle surface. Inaddition, Howard
and Essenhigh [148] discovered that such behaviour is observed for particle sizes
of 615µm. Hence, it important to account for the this behaviour which generally
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depends on grindability of the coal, burner optimisation and the particle size dis-
tribution (which determine the mass fraction contribution of small particles) when
applying this correlation.

The transition of ignition mechanism for particle diameter of 90 µm has been
discussed previously. The higher volatile content for particle diameter of 150 and
200 µm illustrate consistent homogeneous ignition. The particle diameter with 50
µm ignite heterogeneously except at O2 concentration of 21% (molar) which ignites
homogeneously. The tendency of smaller particles to ignite heterogeneously was
also observed in [98, 119, 148, 336]. The lack of volatiles and increase in O2 content
(increase O2 diffusivity) results in simultaneous combustion of volatiles inside and
outside the particle. At 21% O2 the diffusion is longer in the particle and results
in favouring the homogeneous ignition. The model is able to quantify the ignition
mechanism across different conditions as shown in Figure 4.23 for bituminous coal.
It illustrates that the smaller bituminous coal particles are sensitive to ignition
mechanism because of its volatile content, heating rate and O2 concentration. The
capability of model to quantify ignition mechanism produces a linear correlation for
critical particle diameter. A correlation which differentiates the ignition mechanism
with respect to particle size and O2 concentration. The correlation obtained can be
used in quantifying the ignition mechanism and improving the ignition/combustion
modelling of pulverised fuel burners, which burns a variety of particle sizes. The
critical diameter correlation was also modelled by Khatami and co-workers [312] us-
ing the equation proposed by Howard and Essenhigh [148]. That particular model
requires few key experimental values such as ignition time delay, ignition temper-
ature, O2 around the particle surface and the amount of volatiles evolved prior
to ignition. The correlation predicted by Khatami and co-workers is presented in
Figure 4.23. The correlation is very close to the predictions by the single particle
model in this chapter. The model used by Khatami et al. requires accurate experi-
mental parameters, and it is tricky to investigate a novel coal. In such scenario the
methodology used in this chapter can be used to predict the correlation of critical
particle diameter. There is another limitation for applying this correlation in a sim-
ulation of a pilot scale facility. It is difficult to quantify for the amount of volatiles
burning inside the particle. This limitation is overcome by making a few modelling
assumptions and this is discussed in the next chapter.

Lignite

The tendency of particle fragmentation increases with decrease in coal rank. The
particle fragmentation is attributed to the mechanical strength of the particle, the
porosity, particle surface structure and the chemical composition. The Scanned
Electron Microscope (SEM) results show that the lignites before combustion have
rough abrasive surfaces and further analysing a partially devolatilised particle sug-
gests that the cracks on the particle increases compared to its raw form [312]. Other
studies in which lignite particles were tested experimentally after the removal of
moisture demonstrated that the particles displayed fragmentation on further heat-
ing which is because of the increase in the porosity (which also increases the pres-
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sure from the devolatilised volatiles on the walls of the particle) which results in
increasing the cracks on the particle surface [337, 338]. This model does not take
any fragmentation into consideration due to lack of modelling data (mechanical
strength of the coal particles at high temperature) in the literature but it should
be able to detect the ignition mechanism and the ignition delay time accurately as
this phenomena will be dominated by the combustion of the volatiles.

The combustion sequence of the lignite coal is shown in Figures 4.16 and 4.24–
4.26. The combustion sequence and the general trends for the combustion of lignites
are similar to the one of bituminous coal. The ignition process for the particle diam-
eter of 90 µm using FFCM mechanism is discussed in this part of the section. The
moisture content and the initial porosity of the lignite particle is higher when com-
pared to bituminous coal. This results in greater mass loss of the particle in shorter
time and reduction in the heating rate of the particle. The heating rate is reduced
because of the water released from the particle in the domain at lower temperature
which reduces the average ambient temperature around the particle. This results
in increasing the time for devolatilisation and eventually the ignition of the particle.

As the devolatilisation begins the volatiles from the particle outer edges are
ejected in the domain but fail to ignite as they do not reach the lower flamma-
bility limits. A reason being the high moisture content which dilutes the O2 diffu-
sion in the volatiles ejected and delaying the ignition process. The longer ignition
delay increases the amount of volatiles released in the domain when compared to
the bituminous coal, which is evident in Figure 4.16. The higher mass loss of the
particle and longer ignition delay time increases the porosity of the particle which
enhances the diffusion of the O2 into the particle. The combustible volatile and O2

coexisted inside the particle as the particle temperature is relatively low for eith
volatiles or char to react. This phenomena increases the probability of simultaneous
ignition/combustion of volatiles inside and outside the particle. Once the O2 dif-
fuses with the volatiles inside and/or outside the particle and reaches flammability
limits, ignition is achieved. This is signified by the increase in OH as shown in
Figure 4.25. In air conditions the particle ignites homogeneously as small delay is
evident in the combustion of volatiles inside the particle. The particle simulated in
O2 concentration of 30% is in the transient phase and is close to be quantified as
igniting homogeneously but the results suggests that they ignite heterogeneously.
The onset of ignition for the lignite particles > 30% is due to simultaneous burning
of volatiles inside and outside the particle, i.e. heterogeneously.

After ignition the overall flame temperature increases and undergoes the feedback
loop of increase in devolatilisation rate similar to bituminous coal. Experimentally,
the particles fragments just after the ignition and spherical flames are observed. It
results in increasing the O2 available for volatiles and fragmented char to combust.
As the fragmentation is not accounted in the model, the volatiles inside the par-
ticle are not exposed to the ambient O2 (increase in O2 mixing). Hence, the peak
flame temperatures predicted by the model will not be accurate after the ignition
is achieved for lignites. The main objective of the model is to predict the ignition
mechanism accurately and hence this limitation of modelling ignition of lignites are
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acknowledged at early stage of the analysis. The lignite cases are simulated beyond
the devolatilisation of the lignite particle to investigate the fate of volatiles which
may impact the peak temperature of the flame.

Impact of the ambient O2 concentration

The higher moisture content displaces the O2 further away from the particle which
was saturated inside the pores and concentrated around the particle. The volatiles
released from the outer edge, fails to reach the flammability volumetric fraction
due to the relatively cooler gas surrounding the particle and the lack of O2 con-
centration. The increase in the ambient O2 concentration enhances the diffusivity
of the O2. The ignition delay time remains approximately constant, which can be
attributed to the heating rate which stays constant during the initial heat transfer
phase. The constant heat transfer implies similar devolatilisation rate and hence it
releases similar amount of volatiles (see Figure 4.16). The higher rate of O2 diffu-
sion with the volatile inside and outside the particle does not reach achieve faster
flammability and hence did not impact the ignition delay times. The longer delay
in ignition accompanied with increase in O2, increases the tendency of the volatiles
to combust simultaneously/heterogeneously with increase in O2. It is evident in
Figure 4.25 where the time gap for the increase in OH mass fraction inside and
outside the particle during the ignition almost reduces to zero with increase in am-
bient O2. The comparison between the model predictions and the measured values
for the ignition delay times are shown in 4.28. It shows that the model predictions
and trends using FFCM mechanism are in good agreement with the experimental
values. The model can be used to predict the ignition time delays for lignites.

The increase in ambient O2 also reduces the volatiles burnout time in the do-
main, which results in quicker depletion of volatiles in the domain. The shorter
burnout times also increases the O2 diffusion in the particle. This increases the
rate of combustion of volatiles and the amount of volatiles combusting inside the
particle which is illustrated by the OH peaks inside the particle. The combustion
of volatiles inside the particle after the ignition coincides with the char consump-
tion of the outer surface of the particle. The increase in O2 content also increases
the overall reactivity of the volatiles, which increases the peak flame temperature.
Comparing the peak flame temperature with the experiment in Figure 4.28 shows
that the model underpredicts the flame temperature. The difference in the peak
temperature is due to the exposure of the volatiles to the ambient O2 after the
fragmentation, which increase the domain/flame temperature. The maximum par-
ticle size after fragmentation were 30 µm. In the model the particle resistance still
exists (volatiles ejection in the domain and O2 diffusion in the particle) which re-
sults in slower combustion rate of the volatiles and longer overall burning rate of
the volatiles (which includes the combustion of volatiles inside the particle as well).
This suggests that the model predictions of volatiles burning inside the particle
after the ignition are underestimated and will require to incorporate a fragmenting
model which enhances O2 mixing with the volatiles/char.
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Figure 4.24: Maximum temperature of the domain and particle for Lignite at dif-
ferent ambient conditions.
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Figure 4.26: Volatiles and Char mass loss for Lignite.
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In summary, the increase in O2 increases the lignite particles to ignite hetero-
geneously. The increase in the O2 has no significant impact on the ignition delay
times but the longer delay enhances the O2 diffusion in the particle which pro-
motes heterogeneous ignition. The increase in O2 concentration increases the rate
of combustion of volatiles after the ignition, which in turn increases the peak flame
temperatures. The peak flame temperatures predicted by the model are under
predicted because the fragmentation of the particles are neglected in the model.

Impact of the reaction mechanism on the model predictions

There are similar advantages and disadvantages for using Westbrook-Dryer mech-
anism as discussed in section above for bituminous coal. The model with Westbrook-
Dryer mechanism is not capable of simulating the combustion of the volatiles in few
conditions and fail to ignite in certain conditions. It evident from Figure 4.25
which describes the net reaction rate for CH4 inside and outside the particle. It
demonstrates that the CH4 consumption rate increases for the particles in ambient
O2 >40%. The global mechanism fail to detect any ignition at O2 concentrations
of 21% and 30%. This is due to high moisture content around the volatiles which
dilutes the O2 diffusion. Minotti et. al [339] has shown that Westbrook-Dryer mech-
anism fail to ignite at lower temperatures and/or at various equivalence ratios. The
higher moisture content around the particle also increases the ignition delay time
prediction as seen in Figure 4.28 where the global mechanism takes longer to predict
ignition delay compared to FFCM mechanism.

The dilution of O2 results in low concentration of O2 with the volatiles and the
O2 does not meet the temperature and the equivalence ratio criteria required for the
global reaction mechanism to activate ignition. Hence, the volatiles evolved failed
to meet the volumetric concentration required for the ignition and diffuse away
which results in no volatiles combustion. The model suggests that the O2 diffuses
in the particle and manages to initiate char mass loss igniting the particle heteroge-
neously but at a much longer time dealy. This particular time delay is longer when
compared to the experiments and the predictions with FFCM mechanism. Thus
the predictions are not accurate at lower O2 concentration. The ignition time delay
predicted for the ambient conditions O2 ≥40% are well within the error range and
suggests that they are reliable. The ignition delay times for reduced mechanism are
higher when compared to FFCM model because of the limitations of the conditions
it can be used to simulate [339] and absence of few species. There is a small de-
crease in the ignition time delay for increase in O2 (≥40%) which suggests that the
increase in O2 also enhances the O2 diffusion and the volatiles reach flammability
limits quicker.

The cases with the ambient conditions O2 ≥40% over predicts the peak flame
temperatures for global mechanism as observed in case of bituminous coal. The
reasons for the over predictions are similar to the one discussed for bituminous
coal. This shows that for the O2/N2 cases, the Westbrook-dryer mechanism is not
suitable to simulate all the conditions for the lignite coal. However, it does manages
to simulate few of the scenarios and predicted the ignition delay times well for those

115



Chapter 4. Mathematical model for ignition of a single particle

limited cases. The limitations of using the Westbrook-Dryer mechanism are evident
and hence it is not recommended in investigating ignition for lignites. The model
with FFCM mechanism are in excellent agreement with the experimental results
and thus it can be used for investigating ignition for lignites.

Ignition mechanism and correlation for critical particle diameter for the lignite.

The comparison between the model predictions and the experimental observation
for ignition mechanism of lignite particles with 90 µm is shown in Table 4.10. The
experimentally observed heterogeneous ignition were due to simultaneous combus-
tion of volatiles and the char particles followed by fragmentation. The experimental
results for O2 concentration between 50-80% exhibit consistent heterogeneous igni-
tion. In case of particles igniting between 21-40% O2 in N2, the particles sometimes
displayed a brief, non-sooty and faint volatile flame burning which indicate ho-
mogeneous ignition of the particles. The observation were not consistent for all
the particles which indicates that the particle were transitioning to Heterogeneous
from Homogeneous ignition. The modelling results demonstrated that the parti-
cle transits to heterogeneous(HO-HI) ignition at ambient O2 concentration of ≈
30%. The results for the lignite particles igniting at 30% O2 in N2 were close to
be quantified as homogeneous ignition but according to the definition of inflection
condition (accompanied with increase in OH mass fraction in the particle) it was
quantified as heterogeneous ignition. The transition predictions by the model are
in good agreement with the experimental observation. This provides a confidence
in the modelling methodology and assumptions used in predicting ignition mecha-
nism. The model can hence be used to predict ignition behaviour for other lignites
in O2/N2 conditions.

Table 4.10: Comparison of the ignition mechanism between experiments and model

O2 concentration Ignition mechanism

in N2 background Experiment [134, 152] Model

21% HO or HI(HO-HI) HO
30% HO or HI(HO-HI) HI(HO-HI)
40% HO or HI(HO-HI) HI(HO-HI)
50% HI(HO-HI) HI(HO-HI)
60% HI(HO-HI) HI(HO-HI)
70% HI(HO-HI) HI(HO-HI)
80% HI(HO-HI) HI(HO-HI)

Experimentally the lignite particles fragments after ignition.

The model is extended to multiple particle sizes which can generate a correlation
for critical particle diameter. The plot quantifying the ignition mechanism is based
on particle diameter and ambient O2 concentration is presented in Figure 4.29.
The cases investigated between 21-80% O2 in N2 demonstrates that the particle
size below 90 µm experience heterogeneous ignition except for the one condition
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described previously. The particle diameter with 200 µm ignites homogeneously for
the conditions investigated. The high moisture and volatile content do not allow
O2 to diffuse inside the particle but diffuses well into the volatile cloud around the
particle where it sustain a volatile flame for longer period. The transition from
homogeneous to heterogeneous ignition for particle diameter of 150 µm happens
at 80% O2. The high O2 content manages to diffuse inside the particle during the
devolatilisation phase and trigger heterogeneous(HO-HI) ignition. The correlation
predicted by the model implemented by Khatami et al. using the experimental
values is close to the model predictions except for smaller particles in air conditions.
The difference between two models was because the lignite experiences transition
in ignition mechanism. As mentioned before the results for 90 µm particle was
so close to be quantified as homogeneous ignition for cases with 30% O2 in N2,
the correlation could be have been close to the model prediction of Khatami et al.
[134, 152]. As the other parameters are validated and the correlation is close to
the one prediction by Khatami et al., this provides confidence in the correlation
developed using this methodology which can be used for further application. If the
correct experimental values are available the model implemented by Khatami et al.
can be used to predict the correlation of critical particle diameter for lignites which
will reduce the computational time. In absence of experimental values the proposed
model can be used to predict the ignition time delay and the ignition mechanism
for the lignite particles.
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4.4.2 Oxy-fuel cases

This section is an extension to the modelling investigation of the bituminous coal
in oxyfuel conditions tested experimentally by Khatami et al. [134, 152]. The
modelling methodology is same as used in air conditions and the difference are im-
plemented in the boundary conditions. The cases modelled for validation are of
90 µm in particle size diameter. The ambient gas concentrations varied from 30%
O2 in CO2 up to 80% O2 in CO2. Similar to O2/N2 cases a correlation for critical
diameter was obtained for oxyfuel cases using the same four particle sizes.

Boundary conditions

The ambient gas velocity for particle size of 90 µm was set to 0.127 m/s pro-
duced from Equation (4.1). The inlet temperature at t=0 is 1100 K which increases
transiently and near the particle surface a temperature of 983 K. The temperature
between them is a gradient described in Figure 4.5, which replicates the particle
heating through a cooler region near the ejector. The temperatures are relatively
lower compared to the O2/N2 conditions due to the heat capacity of CO2. The wall
temperature is kept at 1400 K.

The initial particle temperature is set at 300 K, the initial porosity at 0.17 and
the particle density at 1180 kg/m3. The boundary conditions for keff and Dkm is set
in accordance with Equations (4.26) and (4.39). The devolatilisation is calculated
using the CPD where time temperature profiles are calculated from Fluent and used
as input for the CPD model. As devolatilisation is a function of temperature, the
results yield a similar mass loss curve and hence, the devolatilisation kinetics used
are the same used in O2/N2 atmospheres which was also observed in [162]. The
only difference observed in the volatile mass loss profile in the two atmosphere is
that for oxyfuel environment the volatile loss was delayed due to lower heating of
the particle. This phenomena was taken care by accounting for lower initial tem-
peratures compared to O2/N2 cases. The FFCM reaction mechanism is used for
simulating gas phase reactions in the oxyfuel conditions. The rest of the numerical
setup is kept the same as described in Section 4.3.4.

Results and discussion

The progression of combustion for the six cases is shown in Figure 4.30. It de-
scribes the time temperature profiles and the formation of OH in the domain and
inside the particle. The general combustion behaviour of the bituminous coal is
similar in oxyfuel condition for ambient O2 between 40-80%. When compared to
O2/N2 conditions the particle heating rate was slower in oxyfuel conditions due to
the lower initial ambient temperatures (close to the particle injector). In addition,
CO2 has a higher heating capacity which reduces the heating rate of the particle.
The reduction in particle heating rate results in slower volatile release. The low
volatile release results in longer time for the volatiles to reach lower flammability
limits. The longer ignition delay also implies that the particle reach higher ignition

118



4.4. Results and discussion/validation of the ignition model

temperatures, which enables higher amount of volatiles to be released in the domain
and it increases the porosity of the particle. The longer delay also increases the O2

to diffusion back into the particle after the initial displacement of O2 during mois-
ture release and early stages of devolatilisation. The higher diffusion of O2 in the
particle before ignition enables volatiles burning simultaneously (HO-HI) in both
phases just after ignition where the reaction zone of the volatiles are in both phases
close to the surface.

The ignition mechanism for cases in 40% 6 ambient O2 ignites heterogeneously
(HO-HI). This can be observed from temperature rise in the particle and the do-
main accompanied with the simultaneous increase in OH mass fraction in both
the phases. The simulation results also revealed that the volatiles ignite after the
volatile release rate peaked (not shown). This was attributed to diffusion of high
concentration of CO2 into the volatile cloud around the particle, which retards com-
bustion. The high concentration of volatiles cloud formed around the particle fails
to ignite and diffuse away from the particle, which increases the ignition delay time.
Once the volatile release rate drops the diffusion of ambient O2 increases which en-
abled ignition. The particle volatiles fail to ignite in ambient O2 of 30% due to low
concentration of O2 and higher concentration of CO2. The volatiles release fail to
achieve the volumetric concentrations to achieve lower flammability, which was also
observed during the experiments by Khatami et al. There were rather a small spike
in temperature close to the surface, which signifies tiny small bright spots observed
on the particle surface during experiments for that condition. The devolatilised
char for this condition burns slowly signifying pure char combustion.

The simulation results also confirms the behaviour observed in many other high
heating rate single particle combustion experiments [155, 298].The increase in am-
bient O2 increases the diffusivity and reactivity in and around the particle. The
increase in ambient O2 under oxyfuel conditions has the following impact on the
combustion of the particle:

i There is an increase in peak flame and particle temperature (Figure 4.31).

ii There is also an increase in peak OH mass fraction complimenting the increase
in peak temperatures.

iii The particle ignition temperature decreased with increase in ambient O2.

iv There is a steady decrease in ignition delay time with the increase in ambient
O2 (Figure 4.32).

v There is also an increase in the amount of volatiles that burn with increase in
O2 as the longer delays diffuses away the volatile cloud away from the particle.
The volatiles released reaches it peak mass fraction and reduces with increase
in time as it diffuses away from the particle. The ignition takes place when
the mass fraction of the volatiles are on the decline. The longer ignition delay
implies greater diffusion of volatiles away from the particle (Not shown in the
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plots). The reduction in volatiles content combusted is evident by the amount
of OH formed during combustion of volatiles as shown in 4.30.
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Figure 4.33: Ignition mechanism and correlation of critical particle diameter for the
bituminous coal particles in O2/CO2 conditions.

Similar to the O2/N2 cases, the validation of the methodology and the overall
model in oxy fuel conditions is done by comparing the experimental and simula-
tion results. Figures 4.31 and 4.32 compares the measured results and the model
predictions. The peak flame temperatures in 4.31 are in excellent agreement with
the measured results. It shows that the pre-cursor calculations are accurate and
the FFCM reaction mechanism is apt for predicting the flame chemistry. The peak
volatile flame temperatures are calculated for cases between 30-80% ambient O2.
According to the experimental results, the case with 21% ambient O2 the ignition
was not detected hence the simulations are not conducted for below 30% ambient
O2. However, the ignition delay time is calculated for all the cases (Figure 4.32)
which shows that the simulation results are under predicted for a 90 µm particle
but well within the experimental error range. Hence, the model is feasible for the
simulation of the ignition of single particle under oxy fuel conditions.

As the model is validated it can be extended to predict the ignition mechanism
of other particle sizes which provides the correlation of critical particle diameter.
The model tested three other particle sizes i.e. 50, 150 and 200 µm. the numerical
set up was kept the same except for the gas velocity, transiently changing inlet tem-
perature and the initial domain temperature. These parameters were determined
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by Figure 4.5 which describes the time temperature profiles of ambient gas. The
results of their ignition mechanism is shown in Figure 4.33. The ignition delay time
increased with increased in size due to reduction in overall heating rate of the parti-
cle. The cases with particle size of 200 µm ignite homogeneously due higher volatiles
content. The cases with particle size of 150 µm experience a transition in ignition
mechanism. The transition is from homogeneous to heterogeneous(HO-HI) which
happens for cases between 40-50% ambient O2. The transition happens because of
the increase in O2 reactivity (Similar to transition observed in O2/N2 cases). The
cases with particle size of 50 µm ignite heterogeneously(HO-HI) because smaller
particle experienced a higher heating rate which enabled rapid release of volatiles.
The rapid release of volatiles peaked quickly as smaller particles consist of lower
quantities of volatiles. This enabled quicker diffusion of O2 into the volatile cloud
and enables ignition before the volatiles around the particle diffuse away. The peak
temperatures for the 50 µm cases ranged between 1575-1750 K and was short lived
compared to other particle sizes but it did burn simultaneously.

The set of results generated illustrated transition in ignition mechanism for only
one particle size. This generates a limitation in obtaining correlation for critical
particle diameter. In previous cases there were atleast two particle sizes where
transition of ignition mechanism was observed. In order to obtain an accurate
correlation, investigation of a couple more particle sizes are recommended. However,
a correlation is produces which passes through the middle of the transition points
for particle diameter of 150 µm were the start and end points satisfy the ignition
mechanism points i.e the correlation at 80% O2 should be below 200 µm and at 20%
O2 it should be greater than 90 µm. A quadratic correlation is obtained as shown
in Figure 4.33. The correlation is in decent agreement upto 60% ambient O2 with
the model used by Khatami et al. After 60% ambient O2 the results diverges and
this is where the investigation of other particle sizes will enable a more accurate
correlation. The correlation by Khatami et al. also suggests that the ignition
mechanism prediction for the other particle sizes are accurate and the model suffice
well across particle size and different oxy conditions. The critical particle diameter
correlation generated can be used for investigating conditions under 60% ambient
O2 and investigation into few more particle size will be recommended to improve
the accuracy of the overall correlation.

Sensitivity to heating rate

It is important to see the impact of heating rate on the ignition mechanism. As oxy
fuel cases are most sensitive to ignition time delay, it was decided to test a couple of
oxy fuel case for sensitivity analysis of heating rate. There has been extensive work
in the literature highlighting the impact of heating rate. The studies generally
concluded that the particle achieved early ignition i.e. decrease in the ignition
delay time and decrease in particle temperature. The sensitivity was conducted on
particle size of 90 µm where the ambient temperature was changed to a constant
ambient temperature of 1250 K, i.e the low temperature region around the injector
is ignored and a constant profile of 1250 K was set. The two oxy fuel conditions
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tested were for 50% and 60% ambient O2 concentration.
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Figure 4.34: Maximum temperature of the domain and particle for Bituminous coal
at different oxy conditions.

The results for the sensitivity analysis are shown in Figure 4.34. The higher heat-
ing rate resulted in higher volatile release rate, which enabled higher concentration
of the volatiles around the particle. The higher release rate enabled the volatiles
to reach the lower flammability limits quicker. The higher volatile concentration
and the higher ambient temperature reduces the ignition delay time significantly
(Table 4.11). It also shows that the particle ignition temperature also reduced ≈
200 K for higher heating rate environment. The reduction in the ignition delay
allowed higher amount of volatiles to be combusted around the particle, which is
reflected in the peak flame temperatures and peak OH mass fraction. The reduction
in the ignition delay time reduced the amount of ambient O2 diffused back into the
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Table 4.11: Impact of heating rate on flame parameters for cases with ambient O2

concentration of 50% and 60%

Ambient Ambient Maximum Ignition delay Particle ignition
O2(%) temperature (K) temperature (K) time (ms) temperature (K)

50 Khatami et al. 2295 81.53 1201
50 1250 2522 37.5 1004

60 Khatami et al. 2467 71.2 1182
60 1250 2566 32.7 993

volatile cloud and in the particle. The volatile flame burning outside the particle at
higher heating rate also reduced the diffusion of O2 in the particle, which delayed
the combustion of volatiles inside the particle. This phenomena did not change
the overall ignition mechanism for the conditions tested (i.e. heterogeneous due to
simultaneous burning of volatiles in both the phases) but impacted the overall ig-
nition behaviour. On the other hand the cases replicating experimental conditions
show that the combustion of volatiles are almost instantaneous in both the phases.
This suggest that particle ignition mechanism will not be impacted unless there is
a significant higher ambient temperatures (or greater heating rate). In pilot scale
or industrial burners, particles will experience a heating rate represented in the
experimental conditions by Khatami et al. where there is a gradual increase in the
ambient gas (flame temperature for burners) temperature which will have a greater
tendency for particles to ignite heterogeneously.

4.5 Conclusions

A mathematical model for identifying the ignition mechanism of a single particle is
developed successfully. A novel approach to modelling ignition of a single particle
using ultimate and proximate analysis is comprehensively presented in this study.
The model was focused on replicating ignition of coal particles in drop tube furnace
used by Khatami and co-worker, which experiences heating rate of 5000-10000 K/s.
The model is flexible enough to replicate other high heating experiments such as
entrained flow reactors. The model and the methodology developed was validated
with the experimental data based on the peak flame temperature, ignition delay and
ignition mechanism. The particle size validated was 90 µm in O2/N2 and O2/CO2

gas atmospheres where the O2 concentration was varied from 20-80%. The results
suggest that ignition of the coal particle is primarily due to the combustion of the
volatiles. Upon validation, the model was extended to three other particle sizes, i.e.
50, 150 and 200 µm which enabled a correlation of critical particle diameter. The
correlation is able to quantify the ignition mechanism of the particle based on the
particle diameter and the ambient O2 concentration. The other conclusions specific
to the cases are discussed below.
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4.5.1 Bituminous coal in O2/N2 environment

i The flame front for all the conditions transits from the domain towards the
inner core of the particle after the volatiles reach the peak flame temperature.

ii The modelling predictions for the bituminous coal with 90 µm ignites homoge-
neously in air conditions and transits to heterogeneous ignition with increase
in O2 content which is between 50-60% ambient O2 molar concentration. The
modelling prediction for the transition are in good agreement with the exper-
imental data.

iii The increase in O2 had a minimal impact on the ignition delay time which
are in excellent agreement with the measured data. There is an increase in
the diffusion of O2 with increase in ambient O2 during the devolatilisation
phase. This increases the tendency of particles to ignite heterogeneously as it
enhances simultaneous combustion of volatiles inside and outside the particle.

iv The simulation results using the FFCM mechanism are in excellent agreement
with the experimental data. The reduced mechanism proposed by Westbrook-
Dryer used for the bituminous coal in O2/N2 atmospheres is able to detect
the ignition mechanism but is not recommended for investigation as it over
predicts the flame temperatures and it can lead to false overall results.

v The extended investigation to different particle sizes reveal that the the igni-
tion time delay increases with particle size.

vi The tendency of particle to ignite heterogeneously increases with decrease in
the particle size and increase in O2 concentration.

vii Quantifying the ignition mechanism based on O2 concentration and particle
diameter provided a correlation of critical particle diameter which can be used
in defining the ignition mechanism of individual particles in a pulverised fuel
furnace. The correlation generate using this model is close to the correlation
predicted by Khatami and co-workers using the experimental data.

4.5.2 Lignite in O2/N2 environment

i The increase in inherit moisture of coal increases the ignition delay time for
lignites. It also increases the porosity of the coal during the devolatilisation
phase. Compared to bituminous coal the longer ignition delay together with
increased porosity, enhances the diffusion of O2 inside the lignite particle and
promotes heterogeneous ignition.

ii Similar to the bituminous coal, increase in the ambient O2 increases the proba-
bility of particle igniting heterogeneously. It also increase the peak flame tem-
perature, the devolatilisation rates and reduces the overall volatiles burnout
time.
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iii The FFCM model proves to be a suitable mechanism to simulate ignition
for lignites in the current model. The Westbrook-Dryer mechanism failed
to detect ignition for concentration of 21% and 30% O2 in N2. It is not
recommended to be applied for investigating ignition of lignites.

iv When compared to the bituminous coal, the correlation of critical diameter
suggests that the overall probability of lignite to ignite heterogeneously is
higher. It also indicate that the probability of heterogeneous ignition reduces
with increase in size.

v On comparing the overall modelling results for the two rank of coals, it in-
dicates that coal properties play an important role in quantifying ignition
mechanism and it is not just depended on the ambient conditions.

4.5.3 Bituminous coal in O2/CO2 environment

i The ignition time delay for bituminous coal is much longer in O2/CO2 con-
ditions compared to O2/N2 ambient conditions due to lower temperatures
around the injector.

ii The longer ignition delay leads to greater amount of particle volatile release
and increase in porosity. This also increases the diffusion of O2 in and around
the particle, which exhibits HI due to simultaneous combustion of volatiles in
both phases.

iii The modelling results for particle size of 90 µm are in good agreement with
the experimental parameters. This provides confidence in the modelling as-
sumptions and simplifications, which can be used for investigating novel fuels.

iv The correlation obtained for oxyfuel conditions are in good agreement with
the one obtained by Khatami et al. but a more simulations points are desired
for a better prediction of the correlation. In order to investigate furnace
conditions it is recommended that the correlation is developed is based around
the particle size distribution and the ambient O2 concentration.

v There is a reduction in the overall ignition delay times of the particle at 50
and 60% ambient O2 with increase in heating rate. There is also a reduction
in the particle ignition temperature and increase in peak flame temperature
but it is no impact on the ignition mechanism.
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5 Modelling investigation of ignition
in IFRF co-axial burner

This chapter presents the CFD simulations of an air fired coaxial burner that has
been studied experimentally by Michel and Payne [186] in the International Flame
Research Foundation (IFRF) industrial-scale pulverised coal furnace. This chapter
investigates the impact of particle’s ignition on the overall flame parameters and
compares the results from the CFD simulations against the experimental measure-
ments with a particular focus on ignition.

The single particle ignition model developed in Chapter 4 was based upon the
laminar flow environment, whereas particles in industrial and pilot scale burners
produce eddies due to many factors such as burner geometry, aerodynamics of the
burner and turbulent mixing. Turbulent mixing is generally preferred in combus-
tion systems to increase the residence time of the fuel and the oxidant mixture
which enhances the overall combustion efficiency of a fuel [177]. In some cases the
burner geometry is designed to enhance the oxidant residence time by turbulent
mixing in order to reduce harmful emissions, e.g. NOx. In the process of achiev-
ing a favourable turbulent environment, the particles experience a higher velocity
and heating rate [177] and this results in particles devolatilising at a high rate. In
a multi-particle turbulent environment, the slip velocity between the ambient gas
around the particle and the particle can easily change the gradients of the volatile
concentrations and the heating rate of the particle [127, 340]. This could lead to
volatiles and char burning at two separate locations in a flame. This generally poses
a challenge in the quantification of the particle ignition. According to the author’s
knowledge there is no experimental work in the literature which has been able to
quantify the ignition mechanism in a fully turbulent coal flame. This demonstrates
that the visualisation of the ignition mechanism in a high speed turbulent flame is
still a challenging task.

Conducting CFD simulations on pilot scale coaxial coal flames will provide an
understanding of particle behaviour durning the ignition phase of the flame in the
presence of turbulence. The IFRF furnace was chosen for investigation as it pro-
vides insight into the combustion process of high volatile bituminous coal under air
conditions in non-swirling (type 0) burner. The impact of swirl generates internal
as well as external recirculations which generally produces stable ignition close to
the lip of the burner. The ignition point in type 0 burners are further away from the
burner as they inherent a forward flowing low swirl flame [200]. The forward flowing
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nature of the flame enables quantification of particles themochemistry behaviour.
The coaxial geometry chosen, allowed efficient modelling of the coal combustion
process in the absence of swirl which enabled the author to focus on the physics
and the overall model which is able to predict particle’s ignition in a furnace. Addi-
tionally, the uncertainty related to the accuracy of the RANS methods in simulating
a swirling flow is avoided [341].

The aim of this chapter is to develop a model which focuses on ignition of par-
ticles using CFD in a turbulent environment and observe the model impact on the
overall flame structure of the case under investigation. The impact of the model
developed is assessed by comparing the flame parameters with the measured experi-
mental data. The comparison of the data will provide the validation and confidence
in the ignition model which is able to efficiently capture the ignition phenomena
for coal particles. The validated CFD ignition model in this study can therefore be
extended to perform numerical investigation on a pilot scale swirl burner. In order
to determine the improvement and impact of the model, a benchmark CFD sim-
ulation was performed on the geometry chosen and tested for a grid independent
study against the experimental measurements. The benchmark case sub-models
are then modified by incorporating the outcomes from the previous chapter and the
improvements in the overall model is validated against the provided experimental
measurements. The novelty in this chapter includes the development of a combus-
tion model for coal burners using CFD with a special focus on the ignition of coal
particles in a turbulent environment.

This chapter is divided into three sections where the case descriptions, boundary
conditions are described in Section 5.1. The modelling strategy for the benchmark
case and the results for the benchmark case are reported in Sections 5.2 and 5.3
respectively. The application and the discussion of the results for the ignition
model are described in Section 5.4. The conclusions from the study is summarised
in Section 5.5

5.1 Case description

In the past, the IFRF furnace has been used to perform experimental tests on
various burners [342–347]. A range of numerical studies have been conducted on
this furnace [285, 348–353], however according to author’s knowledge there hasn’t
been a model particularly focused on the ignition in the furnace. The flame chosen
for the simulation is Flame B1 of the IFRF furnace No.1 documented by Michel
and Payne [186]. This particular flame was chosen to simulate and validate the
model because it is a lifted flame which is sensitive to the ignition mechanism. The
detailed inflame measured values, such as the temperature, velocity and distribution
of species are used for validation of the model. Flame B1 has been simulated in
the past using the RANS methodology by Lockwood and Salooja [348], Tian et
al. [353] and Stöllinger et al. [350–352]. The Stöllinger et al. methodology came
closest to the measured results and therefore many of the sub-models used in this
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study are common with the work done by Stöllinger et al.
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Figure 5.1: Schematic of the IFRF furnace (not to scale).

Table 5.1: Operating conditions for the IFRF furnace no.1 (Flame B1).

Primary stream

Coal mass flow 212 kg/hr
Bulk velocity 40.7 m/s
Temperature 463.15 K

Secondary stream

Bulk velocity 9.6 m/s
Temperature 773.15 K

A schematic of the IFRF furnace no. 1 is shown in Figure 5.1. The furnace is
a rectangular cross-section (1.9 m x 1.9 m) and 6.25 m long. The primary air and
coal is supplied by a central pipe with diameter of 0.0703 m and the secondary
air (oxidant) for combustion is provided by an outer annulus with outer diame-
ter of 0.399 m. Previous studies of the IFRF furnace no.1 have shown that three
dimensional flow effects are weak and thus the geometry is treated as a 2-D ax-
isymmetric where the length of the wall is adjusted according to the diameter and
the value of D3 = 2.26 m [348]. The exhaust gas and particles exit the furnace
where the outer diameter is 0.7825 m. The furnace was equipped with many access
ports to enable the inflame measurements such as gas velocity, temperature and
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species concentration. The gas temperatures and the velocity were measured using
a standard water-cooled suction pyrometer and a Prandtl-probe, respectively. All
the above parameters measured are compared at various relevant locations with the
simulations. The boundary conditions for the B1 flame are shown in Table 5.1.

Table 5.2: Coal properties of the high volatile bituminous coal from the Saar region.

Proximate analysis (as received) [wt%]

Fixed carbon 59.5
Volatiles 31.0
Ash 7.5
Moisture 2.0

Ultimate analysis (dry basis) [%wt]

C 74.65
H 4.7
O 11.08
N 1.12
S 0.85

Lower calorific value 31 MJ/kg
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Figure 5.2: Particle size distribution using Rosin-Rammler correlation where de =
63 µm and n = 1.1 [352].

The coal used in this burner was a high volatile bituminous coal from the Saar
region in Germany and the coal properties are shown in Table 5.2. This coal was
selected as it contained very much less ash content which minimised the ash depo-
sition on the furnace walls and this was accompanied with the high volatile content
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which is more characteristic of several US coals [186]. The particle size distribution
is shown in Figure 5.2 which is obtained by using the Rosin- Rammler distribution
model [354]. The distribution defines the mass fraction for diameters greater than
the diameter d and is governed by the equation:

Yd = exp
[
−
( d
de

)n]
(5.1)

where Yd is the mass fraction of the particles greater than diameter d, de is the
mean particle diameter and n is the spread parameter. The values de = 63 µm and
n = 1.1 are obtained from the size distribution provided by Stöllinger et al. [352].

5.2 Benchmark model specifications

Figure 5.3: Computational mesh near the burner for IFRF furnace No. 1 used for
the benchmark case.

The IFRF furnace was modelled as a two dimensional axis-symmetric cylinder. The
computational mesh was generated using ICEM ANSYS which consists of 298606
structured quadrilateral cells. The cells are aligned in the direction of the flow which
assists in reducing the numerical diffusion. The cells were concentrated and refined
near the burner to capture the ignition phenomena. The fine mesh was generated
with y+, a non dimensional wall distance greater than 12. The value of y+ was
chosen to use scalable wall functions proposed by Launder and Spalding [216] for
thickness prediction of laminar boundary layer and its impact on the profile of free
stream flow. A near burner mesh is shown in 5.3 which is used for the benchmark
simulations. A mesh refinement study was conducted in Section 5.3 in order to
check the grid independence of the solution.

The CFD simulations were performed in ANSYS Fluent which consist of many
advance sub models which have been used in predicting the combustion behaviour of
the coal. The sub-models used are summarised in Table 7.3. The gas phase is solved
with the application of the finite volume method which uses Equations (2.4)–(2.6),
(2.9) and (2.10) to account for the transport properties of the continuous field as
described in Section 2.3. Since, the density of the coal particles is much greater than
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air and the effect of gravitation, Brownian and thermophoretic forces are negligible,
the gravitational terms from the governing equations were neglected. The main
force considered in the calculations are the momentum exchange between the solid
and the fluid phase. The steady state turbulence is modelled using the Reynolds
stress model proposed by Launder et al. [222, 223]. The constants in the model
were kept the same as that used by Stöllinger et al. [352]. This model was chosen
over the eddy viscosity models implemented by Tian et al. [353] because it has
provided a better prediction in the near burner zone.

The dispersed phased was modelled using the unsteady Lagrangian tracking of
discrete particles using the discrete random walk model to account for the impact
of the turbulence on the particles motion. The particle time step size was set
constant at 0.005 with 10 times steps solving. The particle distribution accounted
for 15 particle diameters which resulted in 4350 particles injection solved for every
250 fluid iterations. All the particles are modelled as spheres and the particles
heating was considered using Equation 2.21 where it is assumed that the particle
heats up uniformly. The boundary conditions for the particles were set such that
they simply reflect from the surface of the wall and escape from the outlet of the
furnace. The particles are composed of moisture, volatiles, char and ash. The
particles and the gas phase are non-linearly coupled by introducing source terms
into the governing equations of each phase, e.g. the energy source term consists of
the heat exchange between the dispersed phase, gas phase and the radiative heat
transfer in the furnace. The heat exchange between the particle and gas phase leads
to the change in particle mass which is dependent on the kinetics of the individual
components.

40

50

60

70

80

90

100

110

0 20 40 60 80 100 120 140

P
ar

ti
cl

e
w

ei
gh

t
lo

ss
(%

)

Time (ms)

CPD predicted
Fitted

Figure 5.4: Volatiles weight loss for high volatile bituminous coal from the Saar
region.
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Table 5.3: Models employed for calculating the benchmark case.

Model Model Parameters

Turbulence Reynolds Stress Model [352,
355]

Gas Phase Chemistry Eddy dissipation model [280,
355]
C2.70H4.60O0.68N0.0789S0.0261 + 3.53 O2 −−→ 2.7 CO +

2.3 H2O+
0 0394 N2 +
0.0261 SO2

CO + 0.5O2 −−→ CO2

Devolatisation rate Single-step Arrhenius expres-
sion [355]
Pre-exponential fac. (Ai) = 20820
Activation Energy (Eai) = 4.696 x107 J/kmol

Char Combustion
Model

Intrinsic model[352, 355, 356]

Diffusion coeff. (Cdiff ) = 5x10−12 m3/K0.75

Porosity (θ) = 0.70

Tortuosity (τ) =
√

2
Pore radius (rp) = 1 x 10−7 m
Int. Surf. A (Sa) = 250 x 103 m2/kg
Stoichiometric coeff. (Sb) = 1.33
Pre-exponential fac. (Aichar) = 0.052 kg/(m2 ·

s · Pa)
Activation Energy (Eichar) = 1.615 x 108 J/kmol
Burning Mode (α) = 0.25

Radiation Discrete Ordinates (3 x 3) [205]
Absorption coefficient given by
WSGG constants [295, 355]
Particle emissivity ε = 0.9
Particle scattering factor σp = 0.9

Particles Eulerian-Lagrangian approach

The mass loss due devolatilisation was modelled using the single rate Arrhenius
expression as follows:

dmp

dt
= −mvAexp

( Ea
RTp

)
(5.2)

where mv is the mass of volatiles. The kinetics were obtained from using CPD and
fitted into a single rate expression as shown in Figure 5.4. The heating rate was set
at 5 x 104 and the model input were obtained from the correlation by Genetti [246].
The HTVY predicted by the CPD for the bituminous coal is ≈ 1.58 which meant
that the char mass fraction was reduced to 0.417 in the coal particles. The initial
particle density was 1000 kg/m3 and the specific heat capacity of the particle was
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kept constant at 1100 J/(kg.K) [352]. A DNS investigation on coal jet flame by Muto
et al. concluded that the particle swelling during devolatilisation had negligible
impact on the jet flame [357] and thus the simulations were conducted without
taking any swelling into considerations. The volatiles combustion was modelled by
using a two-step eddy dissipation model [280]. The volatile gases were modelled as
empirical species derived from proximate and ultimate analysis having a molecular
weight of 50 g/mol [352].

The resulting two-step mechanism is presented in Table 7.3 and the standard
mixing parameters defined by Magnussen and Hjertager [282], A and B were kept
constant at 4.0 and 0.5, respectively for both the gas phase reactions. The char
combustion was represented by the intrinsic model described in Section 2.9.3. The
kinetics for the model were obtained from the study by Stöllinger et al. [352] and
the ash in the particle is assumed to be inert [358]. The heat absorbed by the par-
ticle during char combustion is 9.6 MJ/kg. The transport properties of the species
such as the diffusion coefficient, viscosity and thermal conductivity was calculated
by ANSYS Fluent that are based on kinetic theory. The spatial discretisation for
the transport equations was accounted by using the second order upwind scheme.

The primary and secondary inlets were set as constant velocity profiles across
the surface and hence the domain was extended to obtain a fully developed veloc-
ity profile prior to the introduction of the primary and secondary flows into the
furnace. The velocity and temperatures at the two inlets are summarised in the
Table 5.1. The mean velocity of the particles which enter the domain from the
primary inlet with the hot air has the same velocity as the carrier gas. The domain
was also extended towards the outlet to avoid any recirculation at the outlet and
the outlet was set as a standard pressure outlet condition. The outlet boundary
condition assumed a zero diffusive flux, a constant gas temperature of 1300 K and
an emissivity of 1.0. The inlets and outlets are treated as blackbody surfaces for
the radiation boundary condition to neglect any reflecting radiation. There was
a difference in the way the top wall temperature was set, Tian et al. [353] set a
constant temperature of 1373 K which predicted early ignition. The error in the
early temperature rise by Tian et al. could be explained by analysing the experi-
mentally measured temperature which had the form of a sinusoidal wave as shown
in Figure 5.5. This discrepancy impacts on the radiative heat transfer. In order to
accuratelly model the heat tranasfer the experimental values were fitted in the form
of equation shown in Figure 5.5. The temperature profile along the top wall was
thus set equal to the experimental fitted value which was the approach of Stöllinger
et al.[352] and Fabrizio [355]. The side walls are treated as adiabatic walls and
assumed to have an emissivity of 0.8 [352, 355]. The discrete ordinates model was
used to solve the radiative heat transfer equation with the angular discretisation of
3 x 3. The particle emissivity and scattering factor was set to 0.9 and the particle
to wall radiation interaction was incorporated [355]. An extensive work was con-
ducted by Fabrizio [355] on the sensitivity of the gas absorption coefficient and it
was concluded that the WSGG model approach provided a more accurate method
which predicted the incident heat flux particularly well and hence the constants
from the WSGG approach were employed.

136



5.2. Benchmark model specifications

800

900

1000

1100

1200

1300

1400

0 1 2 3 4 5 6 7

y = 69.2sin(2.31x+ 866.0) + 1253.0

T
em

p
er

at
u
re

(K
)

Axial Distance (m)

Measured
Fitted

Figure 5.5: Average wall temperature along furnace top wall.
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The sequence of the particles combustion process is set as a consecutively oc-
curring process, i.e. the process of water evaporation, volatile release and char
combustion occurs one after the other. The thermo-chemical conversion processes
were limited by the fact that each conversion was not allowed to start before the
previous one finishes, i.e. the char combustion does not start until all the volatiles
from the particles are released. The standard modelling approach is that the par-
ticles are treated as uniformly heating spheres which releases volatiles in the gas
phase and then they combust in the gas phase and hence the benchmark model does
not permit combustion of volatiles inside the particle. As the focus of this thesis is
on ignition modelling, only the standard modelling approaches are considered for
many phenomena. It is acknowledged that the application of the simplified models
may generate a significant errors in the overall predictions.

In order to analyse the solution dependence on the grid a mesh sensitivity anal-
ysis was conducted using three meshes with 75898, 148778 and 298606 cells. The
refinement was primarily done in the direction of the flame and focused close to the
burner region and keeping the y+ constant. The boundary conditions and the case
was set up as described above. The mesh sensitivity results shown in Figure 5.6 are
with the benchmark case and the results show little improvement with refinement.
The results demonstrate, as expected, that the solution is most sensitive down-
stream of the flow which is most prevalent in the velocity field. As the fine mesh
provided the best agreement, it was decided to use this mesh for all future analyses.
In order to avoid any inconsistencies, the benchmark case was also simulated using
the fine mesh.

5.3 Benchmark Case results

The benchmark case was simulated using a fine mesh and the results obtained are
compared with the measured data in Figures 5.7–5.10. The experimental observed
ignition distance is between 0.8-1.0 m and the peak temperature of 1873 K is at
around 1.75 m. As the B1 flame is a lifted flame, predicting the lift-off distance will
be a key factor in determining the accuracy and reliability of the model. The flame
ignition point are dependent on several particle and flame parameters, namely, par-
ticle velocity, devolatilisation rate, volatiles combustion and radiative transfer. The
overall particle behaviour and its interaction with flame during the ignition phase
is discussed in Section 5.4.1. This section discusses and compares the gas phase
predictions of the benchmark model with measured data.

Figure 5.9 compares the measured values with the simulation results for different
parameters along the centreline. The results at the centreline reveals that the
flame reattachment point is predicted with a delay and the sharp increase in the
temperature is lags when compared to the measured values. The flame temperature
is over predicted after the reattachment and it under predicts downstream of the
furnace. The velocity profiles at the inlet and outlet are well predicted, however
there is an over prediction in the vicinity of half way along the centreline which could
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be due to the over prediction of the temperature field after the ignition phase. The
O2 and CO2 concentrations are predicted well near the ignition point but as the
flame temperatures are under predicted downstream, the O2 concentration is over
predicted and the CO2 is under predicted.
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Figure 5.9: Axial mean plots for the benchmark case along the centreline of the
furnace for the gas phase: velocity, Temperature, CO2 and O2 mole
fraction.

On analysing the mean radial temperature profiles in Figure 5.7 with the region of
interest between 1 - 1.9 m, it is evident from the measured values that the increase
in the flame temperature starts between 1 - 1.25 m. The measured peak tempera-
ture values at 1.25 m of the radial distance away from the burner tip indicates early
ignition, which occurs in the shear layer where both the streams are mixed. The
turbulent mixing of high temperature air from the secondary flow provides suitable
thermal conditions for the ignition of the particles. The increase in temperature is
delayed in the benchmark simulation as the increase starts between 1.5 - 1.9 m. The
discrepancies in the lift-off height could be due to high stain rates in the shear layer
which generally produces local pockets/regions of extinction of the flame which in
this case delays the ignition. Once the strain rate drops below a certain level then
the region can establish or reestablish ignition [359–361]. Another factor influencing
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the flame could be the short comings in the thermo-chemistry model which does
not account for the variation of the ignition mechanism for different particle sizes
are ignored. It could be a combination of these factors but only the latter of these
is tested in this chapter to see the overall impact of accurate ignition modelling.

Lack of finite rate chemistry or an error in the devolatilisation and char combus-
tion model could be a contributory factor for the delay in the ignition. If the kinetics
delay in the volatile evolution or an under prediction in the HTVY will delay the
gas phase combustion. Similarly, if the char combustion rate is under estimated
then the heat contribution from the smaller particles in the ignition phase of the
flame will be delayed. Importantly both the processes are interdependent and will
be sensitive to each other in the overall predictions. The devolatilisation and char
combustion model has already proven to provide good results in the past [352, 355]
and hence the kinetics from both the models are reliable to use in this case. The
ED model assumes that all the volatiles released are combusted as soon as they are
mixed (infinitely fast chemistry) with the available O2 at high temperature which
generally over estimates the reaction rate. It is therefore, highly unlikely that the
mixing rate from the ED model delays the rate of the initial combustion.

The mean radial velocity profiles radially are in good agreement with the mea-
sured data which demonstrates that the adopted Reynold stress model is able to
accurately predict the flow field. The temperature field in the simulation after the
ignition is able to predict the peak temperature but as the ignition is delayed, the
changes in flame thickness downstream are delayed. This is evident from the tem-
perature field at 1.9 m away from the burner tip which over predicts the temperature
field.
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Figure 5.10: Benchmark results for the incident radiation on the top wall.

The overall simulation results of the mean mole fraction of O2 and CO2 are in
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reasonable agreement with the measured values radially and along the centreline.
On analysing the CO2 and O2 fields, it is found that the higher temperature field is
accompanied with a higher mole fraction of CO2 and a decrease in the mole fraction
of O2. There is a small inconsistency in the measured O2 and CO2 values at 1.25
m where the measured values do not follow the trend of the higher temperature
and this implies lower O2 and higher CO2 mole fraction in and around the flame
region. At the radial distance of 1.5 m, the simulation values of the O2 mole fraction
are over predicted and the value of the CO2 mole fraction are under predicted in
and near the flame region as the volatiles from the particles have not completely
devolatilise and the volatiles in the continuous phase are not in flammability limits
which reconfirms the delay of the ignition predicted by the benchmark model.

Finally, the furnace wall temperatures are determined by the interactive radia-
tive,conductive and convective heat transfer between the furnace walls and the
flame. The incident heat flux to the wall, presented in Figure 5.10, is over pre-
dicted throughout the length of the furnace but it has the correct shape. As it is
a high volatile bituminous coal, it generally prefers two stage burning and thus the
benchmark case is close to predicting the experimental values. Overall, the model
predicts the flame shape and the peak temperature with a reasonable error of 10%
but it fails to predict the early increase in the flame temperature between 1 - 1.25
m (suggested by the measured values) due to the delayed ignition. Thus, the results
from the benchmark model are encouraging enough to investigate the influence of
an ignition model which accounts for heterogeneous ignition.

5.4 Ignition model

The definition of the heterogeneous ignition of coal particles employed in this chap-
ter is when the volatiles combust inside the particle which is indicated by the heat
release and increase in the temperature. It is important to appreciate the limitation
of applying the understandings from a single particle ignition model. Computation-
ally it is not practical to solve the flow inside all the particles participating in the
flame, the particles are modelled as lumped spheres exchanging heat and mass
transfer uniformly via source terms. This does not allow simultaneous ignition of
volatiles evolved in both phases as it was observed for certain conditions in the
previous chapter. The ignition model proposed in this section enables both the
modes for the ignition mechanism by allowing combustion of volatiles both inside
and outside the particle separately which depends on the correlation of critical
particle diameter. The correlation is based on the O2 concentration and particle
size, the particles below the critical particle diameter ignites the volatiles inside the
particle(heterogeneously) and the particles above the correlation behaves the same
way as the benchmark model (consecutively occurring thermo-chemical conversion).
Implementing the correlation of critical diameter, bridges the gap between under-
standing the ignition mechanism of a single particle and identifying the ignition
location for the stream of particles in a turbulent environment.
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A detailed single particle study was conducted on the bituminous coal from the
Saar region to obtain the correlation for the critical particle diameters with respect
to O2 concentration. The case under investigation is an air fired case and thus coal
will not experience higher oxygen concentrations. The single particle model for the
Saar coal was analysed using three O2 concentration and three particle diameters.
The sub models and methodology to obtain various pre-cursors for the single par-
ticle were kept the same. The boundary conditions used in the Chapter 4 for air
cases were kept the same as the heating rate of 10000 K/s is high enough to simulate
the furnace conditions. The simulations were conducted using a FFCM chemical
kinetic package for better accuracy over the reduced mechanism. The single particle
study is able to determine the ignition mechanism for different diameters based on
the O2 concentration that the particle experiences. The results are summarised by
the correlation for the critical diameter as shown in Figure 5.11. The gas phase
results from the benchmark case suggests that the particle do not experience an O2

concentration higher than the inlet boundary conditions. The single particle model
illustrates that only the particles under 32 µm ignite heterogeneously under pure
air conditions which translates to a very small amount of mass fraction of particles
igniting heterogeneously which can be seen from the Figure 5.2 describing the parti-
cle size distribution. This could be a contributing factor as to why this bituminous
coal, when modelled using the two stage burning method in air conditions is able to
accurately predict the trends. In addition, the benchmark case predicts the flame
shape well with a maximum error of about 10%.
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Figure 5.11: Correlation of the critical particle diameters for the Saar bituminous
coal.

To analyse the sensitivity of the ignition model on the prediction of the inflame
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Table 5.4: Governing laws for heat and mass transfer for a combusting particle.

Combusting particle

Laws activated Process

1 Inert heating
2 Water evaporation
3 Water boiling
4 Devolatilisation
5 Char Combustion

parameters, the CFD calculations of the IFRF furnace are repeated by integrat-
ing the ignition model. The ignition model was implemented by modifying the
discrete phase model (DPM) which governs the particle Lagrangian trajectories
and tracks the particle’s thermo-chemical conversion (water evaporation, devolatil-
isation and char combustion). It involves the coupling of the interaction of heat,
mass, species and momentum for particles and the gas phase. Each consecutively
occurring thermo-chemical conversion process is defined by a law and each law was
allocated an index. The law index corresponding to each heat and mass transfer
phenomena which are summarised in Table 5.4. The ignition model is included in
the CFD calculations by using a UDF and the UDF allows access to the source
terms which couples the particle heat and mass transfer with the gas phase. The
ignition model is activated when the particles are devolatilising (law 4) and for the
particle sizes which are below the critical diameter values. The rest of the parti-
cles burn in a consecutively occurring process as described in the benchmark model.

As the particle initiates devolatilisation, the UDF checks the O2 concentration of
a cell along with particle size and temperature. The particle devolatilises according
to Fluent’s default code until the particle temperature reaches 800 K and the con-
ditions for critical particle diameter is attained. It is a reasonable approximation
that volatiles are flammable at 800 K. It will be expensive to account for the mass
fraction of volatiles combusting inside each individual particle size. Thus, it was
assumed that the UDF calculates the reaction of all the remaining volatiles left
inside the particle as soon the particle reaches 800 K and the critical particle size
conditions are achieved. This will partially devolatilse the particle depending on
the devolatilisation kinetics and the vaporising temperature of the volatiles. This
methodology will enable combustion of volatiles inside the particle triggering het-
erogeneous ignition as observed in Chapter 4. These conditions may exaggerate the
combustion of volatiles inside the particle and over predict the ignition delay but
will be a more accurate representation of ignition experienced by the particles and
will be an improvement over the benchmark modelling methodology. The volatiles
inside the particle are consumed and converted into products where there is an en-
ergy consumption from the domain for the volatiles to react and this is accompanied
by the energy released in the conversion to the products which is absorbed by the
particle. The net energy and products of the species evolved are added to the source
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terms of the governing equations. Once the volatiles are consumed then the parti-
cles enter the char combustion phase (law 5). The increase in particle temperature
accelerates char combustion. In this modelling strategy, there are no gradients for
the heat and mass transfer considered within the particle, it is still considered as a
lumped particle. This methodology can be applied to other CFD codes as long as
it allows access to the source terms coupling the DPM and gas phase.

5.4.1 Particle ignition and its interaction in the gas phase

This section compares the particles behaviour and its impact on the continuous
phase for the benchmark case and the case with ignition model. In order to quan-
tify the ignition phenomena, Figures 5.12–5.14 are considered for analysis which
describes the distribution field of the volatiles mass fraction, O2 mass fraction,
temperature field, the particle law index (thermo chemistry phase) and the heat
generated due to volatiles reaction. Figure 5.12 shows that there is a very small
difference in the thermo chemistry behaviour of the particles, highlighting small
amount of particles initiating char combustion phase early. The small change can
be attributed to the correlation of critical particle diameter which indicates that
a small fraction of particles ignite heterogeneously. It is discussed below how this
subtle difference impacts the gas phase and impacts the overall ignition of the flame
and changes the flame predictions.

The particle distribution field presented in Figure 5.14 is superimposed on the
heat of reaction field to illustrate the source of heat in the flame. The particle size
shown in Figure 5.14 is capped at 50 µm in order visualise the behaviour of the
smaller particles and avoid the overshadowing of the heat of the reaction field. It
also reveals the position of the particles and the laws it is governed by at different
locations in the furnace.

Figure 5.12: Particle distribution field defining the thermo chemistry phase of the
particle (particle law). The particle sizes are not to scale but scaled
relative to each other.

For both the modelling strategies, the char combustion does not start before the
particle is completely devolatilised. The smaller particles devolatilise quicker com-
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pared to bigger particles because of the less resistance to the heat transfer from a
smaller particle surface area. Hence the smaller particles enter the char combus-
tion phase earlier compared to bigger particles. As the bigger particles stay in the
devolatilisation phase longer and their ignition mechanism are not affected, this
section is significantly focused on the combustion behaviour of the smaller particles
and their contribution in the ignition region.

On analysing the Figures 5.13 and 5.14 simultaneously, the benchmark case shows
that the particles are already under the devolatilisation phase when it enters the
furnace and this is because of the high temperature inlet boundary conditions. As
the particles go through the mixing zone, the devolatilisation rate increases due to
the increase in radiative heat transfer to the particles from the wall and the increase
in convective-conductive heat transfer from the secondary stream. The particles re-
lease a small amount of volatiles in the early stages at around 1 m, the volatiles
mix with the available O2, reacts and releases heat in the gas phase(signifying ho-
mogeneous ignition). The heat release in the gas phase between 1 - 1.5 m, as shown
in Figure 5.14b is due to combustion of volatiles which illustrates homogeneous
ignition. The depletion of O2 and the increase in the heat released are directly pro-
portional to each other which is evident in the distribution of the O2 field. It can
be concluded that the benchmark phase ignition is primarily due to the gas phase
ignition as there is no contribution from the char reaction in the early stages of the
flame which is evident from the particle law indicated in Figure 5.14. The particles
continue to devolatilise as they move along the furnace, and the production and
combustion of the volatiles peaks between 1.25 m and 1.9 m. The small particles
highlighted in Figure 5.14 show that the char combustion phase (law 5) starts at
1.7 m. The high flame temperatures around 1.8 m are a result of the simultaneous
volatiles and char combustion. The high temperature flame downstream (after 1.9
m) is primarily due to the char combustion which is accompanied with a small
amount of the volatile combustion (volatiles released from the bigger particles). In
summary, the ignition in the benchmark models is due to the volatiles combustion
because the model does not account for the particles igniting heterogeneously. Thus
the overall model lacks an accurate ignition predicting capability due to this limi-
tation.

On the other hand the ignition model modifies the way the particles behave
during the devolatilisation phase. Based on the single particle correlation, the coal
particles burn the volatiles and releases products in the gas phase and the enthalpy
of the products increases the heat generated in the gas phase. This is evident in
Figure 5.14b where there is early heat release in the gas phase due to the volatiles
combustion inside the particle. The particles ignite heterogeneously in the shear
layer of the mixing plane where the particles are subjected to additional heat from
the secondary stream. The heat released from the heterogeneous burning in the
early stages of the particles accelerates the devolatilisation phase of the particles
around it as the temperature of the gas phase increases. This phenomena implies
that the smaller particles enter the char combustion phase earlier compared to the
benchmark case which is clearly illustrated in Figure 5.14b. This early particle
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(a) Volatiles mass fraction in the gas phase.

(b) CO2 mass fraction.

(c) Temperature field.

Figure 5.13: Comparison of the CFD simulations between the benchmark model
(top) and the Ignition model(bottom) for (a)Volatiles mass fraction,
(b)CO2 mass fraction and (c)Temperature field. The lines indicate the
position of the measurement ports.
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(a) Distribution field of the heat generated super imposed with the particle spread defining
the thermo chemistry phase (particle law).

(b) A zoomed in view (close to the burner) of the distribution field for the particle visu-
alisation.

Figure 5.14: Distribution field of the heat produced due to the chemical reactions
super imposed with the particle spread defining the thermo chemistry
phase (particle law). The particle sizes are capped at 55 µm for clearer
visualisation of small particles.
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ignition leads to increase in the gas phase temperature, early devolatilisation, early
gas reactions and particles initiating the char combustion phase early compared
to the benchmark case. In Figure 5.14b it is evident that the smaller particles
between 1.25 m and 1.9 m are in the char combustion phase whereas Figure 5.12
shows that the bigger particles are still in the devolatilisation phase and continue
to release and combust the volatiles in the gas phase. Similar to the observation in
the benchmark case, the peak temperatures in the flame predictions in the ignition
model is a combined result of small particles undergoing the char combustion phase
and the volatiles burning in the gas phase. It may be concluded that the ignition
model enables early heat release which impacts the particles around it. The ignition
between 1-1.25 m can be attributed to the combination of heterogeneous combustion
of the volatiles, the gas phase combustion of the volatiles and the char combustion
of small particles.
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Figure 5.15: Axial mean plots for the CFD calculations with the ignition model
and benchmark case along the centreline of the furnace for gas phase:
velocity, temperature, CO2 and O2 mole fraction.

It is difficult to differentiate from Figure 5.14b the particles that ignite heterge-
neously and particles that are a result of complete devolatilisation but on comparing
the benchmark case and the ignition model, it is clear that there is early ignition in
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Figure 5.18: Results for the incident radiation on the top wall for the benchmark
case and ignition model against the measured values.

the overall results when the ignition model is applied. Figures 5.13 and 5.14 suggest
that there is ignition close to the burner and a clear reduction in the flame lift-off
distance which can be attributed to the ignition model. It is practically impossible
to visualise such a phenomena experimentally which propagates in small time scales
and highly turbulent environments. Hence it is difficult to validate this particular
phenomena of particle to particle interaction in a highly turbulent environment.
The inflame measurements are used to validate the modelling impact of the particle
to particle interaction on the overall flame predictions.

The comparison of the results obtained from the benchmark case and the igni-
tion model against the inflame measured values are shown in Figures 5.15–5.18.
The ignition model shows an improvement in the ignition phase, i.e. in the early
stages of the flame when compared to the benchmark model. The improvement
is evident in the centreline temperature profile as shown in Figure 5.15. The re-
sults demonstrate that the prediction of the lift off distance is improved by the
ignition model and the gradual increase in the temperature close to the burner is
predicted with an improved accuracy. Improvements in the prediction of the flame
shape close to the burner is evident from Figures 5.13c and 5.16 especially at ra-
dial locations between 1 m and 1.5 m. The improvement can be attributed to the
early heat release from the small particles which burn heterogeneously. The tem-
perature field is under predicted for the radial profiles in the early part of the flame
but is sensitive to the ignition and in excellent agreement with the measured values.

The velocity field is not affected as much when compared to the benchmark case.
The species mole fraction of O2 and CO2 abide to the temperature field. The con-
sumption of O2 due to early ignition is highlighted in Figure 5.13b. The ignition
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model compares well with the measured data close to the burner, it under predicts
the O2 concentration inside the flame at 1.9 m which could be attributed to the
spike in the volatiles combustion and increase in the char reaction. This phenomena
is also reflected in the temperature field where the ignition model over predicts the
flame temperature. The prediction of the incident radiation along the length of the
furnace improves which could be due to the changes in the flame shape. The com-
parison of the modelling results with the measured data suggest that the model is
an improvement over the benchmark modelling strategy and the ignition modelling
approach can be used with confidence for future CFD calculations.

The study in this section applied an ignition model to the CFD calculations of
the IFRF furnace. The results from the ignition model show excellent agreement
with the measured values which demonstrates the importance of integrating the
heterogeneous ignition mechanism when simulating a coal flame. The results sug-
gests that the methodology applied in integrating the findings from the previous
chapter is accurate and is recommended to be used in CFD calculations of coal
combustion.

5.5 Conclusions

A novel approach is developed to visualise ignition in a pulverised fuel turbulent
flame. Since the coaxial geometry exhibits a low swirl forward flowing flame, it pro-
vided an easy insight into the history of thermo chemical conversion of coal particles.
This analysis together with gas properties enabled determination of the source of
ignition which has not been quantified in the literature before. The methodology
highlighted the short comings in the standard CFD modelling approach of mod-
elling pulverised fuel flame with a focus on ignition.

The investigation in this chapter applied the single particle ignition model devel-
oped and validated in the previous chapter to the CFD calculations for the IFRF
co-axial burner. The IFRF facility was chosen for the CFD calculations to exhibit
the impact of the ignition on the overall flame development in air conditions. The
burner and furnace geometry were simplified and simulated as a 2-D axisymmetric
geometry as the three dimensional flow effects are weak in these cases. The general
approach to the studies were to simulate the benchmark cases first, then simulate
the same cases after incorporating the ignition model and finally compare the re-
sults against the experimental results. The ignition model has been successfully
integrated into the benchmark models and the main findings of the investigation
are as follows:

i On analysing the benchmark case, it was difficult to determine the source
of ignition and the ignition mechanism of the flame based only on the gas
phase parameters. The ignition mechanism was quantified by simultaneously
analysing the particle law index, gas phase parameters and the heat released in
the furnace. The benchmark results suggest that the ignition is due to volatiles
combustion in gas phase (homogeneous ignition) as the char combustion is
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initiated downstream of the ignition zone. The peak temperatures of the
flame ≈ 1.9 m is due to the combination of volatiles and char combustion.

ii The benchmark simulation was able to predict the flame parameters well and
the predictions were in reasonable agreement with the experimental values
and this shows that the choice of the sub-models was good. The measured
values show that the flame ignites between 1.25 m and 1.5 m. The benchmark
simulations could not predict the ignition location with accuracy and lagged
with a 10% error which was evident when the flame parameters from the
benchmark case are compared with the measured data at 1.25 m and 1.5 m.

iii The Rosin-Rammler particle distribution and the critical diameter correlation
obtained from the single particle ignition study on the Saar coal suggests
that very few and small particles ignite heterogeneously. This was one of the
reasons why the benchmark case with the traditional thermo-chemistry model
was able to predict the flame parameters with a smaller error.

iv The ignition model illustrates that the ignition is due to the combination
of volatiles combustion inside the particle (heterogeneous ignition), volatiles
combustion in gas phase and the char combustion of small particles. The
CFD simulations results shows that the interaction between heterogeneously
igniting particles and the other particles plays an important role in predicting
the overall ignition and flame behaviour of coal flames.

v Inclusion of heterogeneous ignition of particles improved the prediction of the
gas phase parameters in the ignition zone. The overall agreement between
the measured values and the simulation are encouraging and suggest that the
ignition modelling strategy used in this section can be applied with confidence
in the CFD calculations of the coal combustion in air conditions.
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6 Modelling investigation for a Utah
coaxial oxy-fuel burner

In coal power station, oxyfuel technology has the potential to reduce the CO2 emis-
sions to meet the climate change targets. The technology increases the concen-
tration of CO2 in the flue gases. This enables high purification of CO2 which is
suitable for transport and storage. The technology requires N2 in the oxidant sup-
ply stream’s to be replaced with CO2. As CO2 is more effective at absorbing heat
when compared to N2, oxyfuel conditions will change the combustion environment
and have implications on the overall ignition and flame parameters. This technol-
ogy can be retrofitted to the existing power plants but it is important to develop
an understanding of switching to this technology. The CFD modelling can provide
an insight into the influence of retrofitting the existing air fired burners to oxycoal
burners. The work in the chapter is an extension of the previous chapter which
investigates the application of the developed ignition model in oxyfuel conditions
for a Type 0 burner.

The experimental facility chosen for this modelling investigation is the oxy-fuel
furnace at the University of Utah. The facility at the University of Utah is a down-
ward firing oxy-coal combustor with 40 kW output (up to 100 kW capacity) studied
by Zhang and coworkers [85, 187–189]. The Utah facility was chosen for a similar
reasons as the IFRF furnace with the addition that it provided many experimental
conditions which tested the ignition based on the variation of the O2 concentra-
tion. The facility tested a number of experimental conditions which focused on the
ignition and flame stability [85, 187–189, 362]. The six cases which conducted sensi-
tivity study on the flame stand off distance due to variation of O2 concentration in
the secondary stream are used for modelling investigation. As the ignition model is
sensitive to the O2 concentration, the set of cases is able to demonstrate the signif-
icant changes in the flame stand off distance. The numerical modelling studies on
this test facility range over a wide variety of modelling methodologies when quan-
tifying the ignition of a flame [201, 329, 363–366]. The work performed by Babak
et al. [329, 364] and Seidel et al. [201] used the RANS methodology whereas Julien
et al. [365, 366] used a LES approach. In all three approaches, the temperature
and combustion species were used to indicate the ignition point in the flame. The
species chosen depended on the species included in the reaction mechanism and the
turbulence chemistry model used, e.g. Babak used C2H2 as a pre-cursor for soot
and Seidel et al. used CO as an indicator of the product species. Again they have
all used different sub models and methodologies in their simulations but according
to the author’s knowledge there is no integration of the heterogeneous particle ig-
nition in their modelling approach as described in the previous chapter.
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The numerical modelling and the methodology in this Chapter is similar to the
Chapter 5. A set of benchmark cases are simulated and compared with experimental
results which are described in Section 6.2 and later the measured data is compared
with the simulations of the ignition model. There are no inflame measurements
available for validating the sub-models, the only available data is the computed
stand-off distance based on the visual observations and it is this result that is used
to validate the different models. Section 6.1 describes the oxy fuel experimental
facility in Utah, Section 6.2 describes the benchmark model and its results, and a
sensitivity analysis on the different modelling parameters of the benchmark case is
also discussed in this section. The overall impact of the ignition model is described
in Section 6.4.

6.1 Case description
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Figure 6.1: Sketch of the Utah oxy-fuel furnace (not to scale).

The experiments were conducted in a down-fired oxy-fuel furnace which is based
at the University of Utah and is capable of an output up to 100 kW [187]. It is
a co-axial burner with two streams where the primary stream carries the coal and
the secondary stream provides sufficient oxidant for combustion. The furnace is
divided into three regions i.e. the burner zone, radiant zone and the convective
zone. The main region of interest is the burner zone where the flame prevails and
the burner zone is 1.219 m long and the diameter width of 0.61 m. The burner
has two concentric pipes for the two stream of flows which is 0.27 m long where
around 0.15 m protrude into the furnace (in the burner zone) which enables the
radiative heat transfer from the furnace walls to the coaxial burner. The burner
zone is electrically heated by a 24 ceramic plate heater rated at 840 W each which
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enables the furnace to operate upto 100 kW. In the burner zone, there are three
rectangular optical windows for the flame visualisation, three circular flanges to
install K-type thermocouples for the temperature measurements and three more
circular flanges for flame visualisations. A schematic of the Utah oxy-fuel furnace
inner dimension of the burner zone and radiant is shown in Figure 6.1. The visual
observations suggest that the flame was centred and did not lean to one side and
thus a 2-D axisymmetric geometry will suffice for the numerical calculations and the
prediction of the flame behaviour. Zhang and co-workers tested two coals but the
Utah high volatile bituminous coal was extensively tested across various conditions
and hence it was used for the present modelling investigation, the properties of the
coal are described in Table 6.1. The Rosin-Rammler particle size distribution was
used to model the different particle sizes measured and the mean diameter chosen
was 85 µm, the spread parameter of 3.5, and the fitting is shown in Figure 6.2.

Table 6.1: Coal properties of the Utah bituminous coal.

Proximate analysis (as received) [wt%]

Fixed carbon 46.44
Volatiles 38.81
Ash 11.72
Moisture 3.03

Ultimate analysis (dry ash free) [%wt]

C 77.75
H 5.03
O 15.33
N 1.44
S 0.45

Higher heating value 27.286 MJ/kg

Zhang et al. [187, 188] tested a wide range of oxy-fuel conditions in the Utah
furnace. Among which, the sensitivity study conducted on the impact of O2 from
the secondary stream of the burner on the flame stand-off distance provided an
important set of results. It provides data for the flame transition from a detached
to an attached flame close to the burner tip. As the two key parameters in the
ignition model are the particle diameter and O2 concentration, the final results
from the numerical study will be able to highlight the improvement by ignition
model over the benchmark modelling strategy. The study consisted of six cases of
the flame stand-off distance and the operating condition as described in Table 6.2.
The coal particles are assumed to have the same velocity and temperature as the
carrier gas at the inlet.
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Table 6.2: Operating conditions for the Utah oxyfuel furnace.

Case 1 Case 2 Case 3 Case 4 Case 5 Case 6

Primary stream

Coal mass flow 4.84 4.84 4.84 4.84 4.84 4.84 kg/hr
CO2 mass flow 6.84 6..84 6.84 6.84 6.84 6.84 kg/hr
Temperature 305 305 305 305 305 305 K
Bulk Velocity 5.394 5.394 5.394 5.394 5.394 5.394 m/s

Secondary stream

CO2 mass flow 15.98 15.98 15.98 15.98 15.98 15.98 kg/hr
O2 mass flow 11.052 11.52 12.024 12.528 13.032 15.336 kg/hr
Temperature 489 489 489 489 489 489 K
Bulk Velocity 14.93 15.23 15.56 15.89 16.21 17.74 m/s

Zhang et al. [187, 188] obseverd multiple steady states during the experimenta-
tion stage where the flame for certain conditions display both attached and detached
ignition from the tip of the burner. Case 1 favoured a detached flame, Cases 5 and 6
displayed unimodal attached flame whereas Cases 2, 3 and 4 illustrated multimodal
behaviour. This could be explained as the flame was undergoing transition from
Case 1 to Case 5 and due to the complex coupling of the turbulent mixing and re-
action kinetics this behaviour was observed. There could be additional factors such
as change in ambient conditions, the burner operation cycle and the measurement
limitations. This phenomenon was also observed by Chen and Churchill for radi-
antly stabalised flame [367]. This behaviour could be mathematically explained by
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6.1. Case description

the Semenov theory of thermal explosions where a flame can have multiple steady
state ignition points [102]. In order to overcome this behaviour and quantify the
stand-off distance, 6000 images for each case were used and presented in the form
of a probability density function.

Figure 6.3: Flame images from the experiment. Circular view shows the flame be-
haviour close to the burner. The numbers in the image represent Sec-
ondary O2/overall O2 in moles.

The stand-off distance was defined as the observed distance between the burner
tip and the visible ignition of the flame. The observation was done by an EPIX
CMOS camera which was set up at a frame rate of 30 fps and exposure time of 8.3
ms. An image processing methodology was developed to obtain the flame stand-off
distance from the images captured and the flame images from the experiments are
shown in Figure 6.3. It shows the impact of increasing the O2 concentration on
the flame stand-off distance. The images from the experiments illustrates that the
ignition in attached flames occurs in a thermally thin layer close to the burner and
the flame cloud increases in the width downstream. The development of detached
flames are very different, i.e. the ignition occurs in or around the flame cloud, away
from the tip of the burner.
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6.2 Benchmark case

The mesh generation and the CFD calculations were performed in ICEM and AN-
SYS Fluent, respectively, and a similar meshing strategy was applied as described
in Section 5.2. A fine mesh generated with 112716 cells is shown in Figure 6.4 which
was used for all the analysis in this part of the study. The cells are concentrated
near the burner zone to accurately capture the ignition phenomena. A mesh sen-
sitivity analysis is conducted in Section 6.3.1 in order to obtain a consistent grid
independent solution.

Figure 6.4: Computational grid generated for the CFD calculations of Utah furnace.

A RANS modelling approach was used to model the oxy-coal flame, the boundary
condition set up and the sub-models applied were similar to the IFRF case. The gas
phase is solved using Equations (2.4)–(2.6), (2.9) and (2.10) and the dispersed phase
is modelled using the Lagrangian tracking of discrete particles. The continuous
and the dispersed phase are non linearly coupled using source terms. Since the
Reynolds stress model provided good results for modelling turbulence in Section
5.3 it was chosen to model the turbulence in this furnace. The devolatilisation
is modelled using CPD [365, 366] and the predicted value of HTVY was ≈ 1.25.
This reduced the total combustible char mass fraction to 0.379. The initial density
of the particles was assumed to be constant at 1300 kg/m3 [363]. The volatiles
evolved were modelled as empirical species derived from fuel properties which had
a molecular weight of 30 g/mol. The volatiles combustion is calculated using the
two step Eddy dissipation model which has been used in the past for accounting
the turbulence-chemistry interation in oxy-coal combustion [195, 302, 368, 369].
The mixing parameters A and B in Equation 2.32 for the two step reaction model
was kept constant at 4 and 0.5, respectively, which was taken from Magnussen
and Hjertager [282]. The char combustion is calculated using the kinetics-diffusion
model proposed by Field et al. [294] and Baum and Street [233] and described in
Section 2.9.3, summarised by Equation 2.39 and the kinetics were obtained from
the work perfomed by Siedel [201]. Since the focus of the work is on ignition,
it is acknowledge that the absence of CO2 equilibrium dissociation reactions and
gasification reactions may induce an error in the early stage predictions of the flame
and hence the model is tested with the different gas phase chemistry which are
coupled with different turbulence chemistry interacting model, described in Section
6.3.3. The overall transport properties of the species was calculated by using ANSYS
Fluent based on the kinetic theory. The transport equations are calculated using a
second order discretisation upwind scheme. The sub-models used are summarised
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6.2. Benchmark case

in Table 6.3.

Table 6.3: Sub-models employed for calculating the benchmark cases.

Model Model Parameters

Turbulence Reynolds Stress Model [222]
Gas Phase Chemistry Eddy dissipation model [280]

C1.52H2.63O0.50N0.0541S0.0073 + 1.17O2 −−→ 1.52CO
+
1.31H2O
+
0.0270N2

+
0.0073SO2

CO + 0.5O2 −−→ CO2

Devoltilsation rate CPD fitted into Single-step Ar-
rhenius expression [329, 363]
Pre-exponential fac. (Ai) = 237411.4
Activation Energy (Eai) = 5.47e+07 J/kmol

Char Combustion Kinetic/diffusion[201]
Diffusion coeff. (Cdiff ) = 5x10−12 m3/K0.75

Pre-exponential fac. (Aichar) = 0.86 kg/(m2s)
Activation Energy (Eichar) = 1.13 x 108 J/kmol

Radiation Discrete Ordinates (3 x 3) [205]
Absorption coefficient given by
WSGG constants [295]
Particle emissivity ε = 0.9
Particle scattering factor σp = 0.9

Particles Eulerian-Lagrangian approach

As the burner length is sufficiently long to obtain a fully develope velocity pro-
file, the two inlets are modelled as constant velocity profiles across surface and the
values of the velocity and temperatures are summarised in Table 6.2. The mean
velocity of the particles entering the domain has the same velocity as the carrier
gas from the primary inlet. The outlet was set as the pressure outlet condition with
zero diffusive flux for species. The inlets and outlet are modelled as black body
surfaces to neglect any radiation reflection. The wall temperatures were kept at
a constant temperature of 1283 K according to Zhang et al. [187] but it was not
measured at the inner wall according to Julien and he states that it was measured
two inches behind the inner wall. It is also known from the IFRF case that the wall
temperature cannot be constant in the direction of the flame. Michel and Ryan
[186] also reported that each flame condition will change the wall temperature in
accordance to the flame property. On considering these factors a wall sensitivity
analysis is conducted and discussed in the Section 6.3.4. The side walls are treated
as adiabatic walls and was given a constant wall emissivity of 0.8 which is the case in
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Chapter 6. Modelling investigation for a Utah coaxial oxy-fuel burner

cooled walls [355]. A 3 x 3 angular discretisation is used to solve the radiation heat
transfer which is calculated using the discrete ordinates model. The WSGG model
is used to calculate the gas absorption coefficient but it was developed mainly for
the air fired case, thus a sensitivity analysis is conducted for accurate modelling of
the gas absorption coefficient in oxy-fuel conditions. As described in previous chap-
ter in Section 5.2, the benchmark case is set up using standard modelling approach
for thermo-chemical conversion where each mass loss process for the particles was
set to be a consecutively occurring process.

The visual observations provided the flame stand-off distance which according to
Zhang [187] is produced from the luminosity of the flame. The flame luminosity is
generally a function of the temperature and the soot produced during combustion.
The CFD simulations do not allow direct comparison with the experimental data
which are reproduced from image processing using the luminosity of the flame.
Hence, the ignition point or flame stand-off distance from the simulations was judged
when the flame temperature exceeds 50 K of the maximum input temperature,
i.e the maximum wall temperatures. This particular approach was also adopted
by Julien [363] and thus this methodology could be used to obtain the stand-off
distance. The wall temperature was set at 1283 K for the benchmark cases as
reported in the experimental data. According to this definition, when the domain
temperature exceeds 1333 K, the minimum axial distance calculated will be the
stand-off distance from the model.
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Figure 6.5: Species distribution for benchmark Case 1 along the centreline.
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6.2. Benchmark case

(a) Case 1 (b) Case 2

(c) Case 3 (d) Case 4

(e) Case 5 (f) Case 6

Figure 6.6: Distribution of temperature field (left) and CO mass fraction (right) for
all the six benchmark CFD cases. Lines indicate the calculated ignition
point from experiments using image processing.
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The temperature distribution for the six cases is shown in Figure 6.6. The pre-
dicted temperature distribution field demonstrates that the flame is lifted and con-
centrated in the top end of the burner zone. The primary inlet temperature is
around 305 K which implied that coal particles did not lose the moisture inside
the burner. It lost a majority of the moisture after entering the burner zone which
is evident for the first spike of H2O in Figure 6.5. It delayed the devlolatilisa-
tion process. This phenomena delayed the overall ignition of the flame. The CFD
benchmark model over predicts the flame stand-off distance when compared to the
calculated experimental value.
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Figure 6.7: Benchmark results for flame stand-off distance against calculated exper-
imental values.

The flame stand-off distance is compared against the experimental values in Fig-
ure 6.7. In the current modelling method, in oxy-fuel conditions, the mole fraction
of the CO will be a good secondary indicator to suggest where the volatiles and
char particles ignite. The results indicate an increase in the peak temperature with
an increase in overall volume of O2 and also a slight increase in the peak CO mole
fraction as the O2 in the secondary stream increased. It is observed that there is
little to no difference between the six cases in the overall flame shape.

The measured results in Figure 6.7 show a decrease in the flame stand-off distance
with an increase in the O2 concentration in the secondary stream. The transition
from completely lifted flame(Case 1) to attached flame (Case 5 and 6) is observed in
the measured results. The results from the benchmark cases do not show a similar
trend across all the six cases. The benchmark cases fail to predict the stand-off
distance accurately, it over predicts the measured stand-off distance between 1.6
times for the Case 1 to 4.9 times for Case 6.
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6.2. Benchmark case

(a) Temperature field

(b) Heat release due to the gas phase reactions.

Figure 6.8: Distribution of particles for benchmark Case 1 highlighting the particle
thermo chemistry phase(particle law) along with a)Temperature field
and b) Heat release due to gas phase reactions.

Comparing Cases 1 and 2 there is a small decrease in the stand-off distance
but the trend does not continue and the flame stand-off distance becomes almost
constant for the rest of the benchmark cases and thus the reason for the increase
in the overprediction of the stand-off distance. This particular behaviour was also
observed by Seidel et al. [201] when using the Eulerian-Lagrangian approach for
particle tracking where they obtained no change in the flame stand-off distance even
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Chapter 6. Modelling investigation for a Utah coaxial oxy-fuel burner

after increasing the O2 concentration from 0 to 20.9 % in the primary inlet. This
was attributed to the limitations of the consecutively modelled thermo-chemical
process in the DPM.

(a) Temperature (K)

(b) Heat release due to the gas phase reactions

Figure 6.9: Distribution of particles for benchmark Case 6 highlighting the particle
thermo chemistry phase(particle law) along with a)Temperature field
and b) Heat release due to gas phase reactions.

Experimentally Case 1 and 6 display two extreme behaviours when it comes to
flame stand-off distance, hence they were chosen for particle behaviour analysis. As
described in previous chapter, that the thermo-chemistry behaviour of the particles
is governed by a law, the mean particle thermo-chemistry behaviour for case 1 and
case 6 are shown in Figures 6.8 and 6.9. The particle distribution in the furnace are
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6.2. Benchmark case

highlighted by the thermo-chemistry law that it is governed by. As this is a coaxial
flame(absence of swirl), the consecutively occurring thermo-chemistry conversion is
evident in the Figures 6.8 and 6.9. There is a small overlapping of the different
thermo-chemistry phase for different particle sizes in certain regions of the flame.
When the smaller particles enter the furnace they are are in devolatilisation phase
and the relatively bigger particles are in the moisture evaporation phase which indi-
cates that there is moisture release near the burner which delays the devolatilisation
of the bigger particles and this delays the overall ignition process. This phenomena
can be confirmed in Figure 6.5 where there is a constant release of inherent mois-
ture inside the burner from the coal particles and this continues in the mixing zone
as indicated by the increase in concentration of O2. This reveals that the smaller
particles will tend to ignite earlier but the bigger particles contribute to the delay
in the overall ignition phenomena in the current modelling set up.

Figures 6.8 and 6.9 also describe the temperature field, heat released due to the
gas phase reaction which shows that the peak temperature of both the flames are
due to the combination of the gas phase reactions and char combustion. It illustrates
that the early ignition (early temperature rise) is due to the volatiles combustion in
gas phase when the particles are in the devolatilisation phase. The measured igni-
tion location suggests that the heat release due to the volatiles combustion should
have been initiated closer to the burner when compared with the benchmark simu-
lation for Case 1. This suggests that there is a deficiency in either the submodel’s
used or the boundary conditions which delays the ignition mechanism.

On comparing the results from the two cases, this indicates that the impact of
increase in O2 is minimal. The increase in O2 results in an increase in the peak
temperature and heat release due to the gas phase reactions but does not impact on
the particle behaviour in the flame. It neither increases the reactivity in the ignition
phase nor does it impact on the heating rate (which impacts on the devolatilisation
rate). The delay due to the moisture release near the burner prevents any increase
in the reactivity of O2 since the volatiles concentration will only increase to the
flammability limits once the inherent moisture from the bigger particles is released
and the bigger particles start releasing a higher amount of volatiles in the gas phase.
This is a major limitation of the consecutively occurring thermo-chemistry model.

The simulation produces unrealistic errors when compared to the calculated re-
sults from the experiments. It should be acknowledge that the flame calculations
were not only based on the flame temperature but also due to the radiation from
the soot and the coal particles. This maybe a source of error in the experimental
calculations which is unaccountable purely due to the image methodology used by
Zhang et al. The flame also displayed multi-modal ignition behaviour which can
be attributed to changes in the furnace conditions after operating for long hours or
changes in the ambient conditions. Any changes in the operating conditions are not
reported by Zhang et al. The flame stand-off values for the transition flames (Case
2, 3 & 4) are calculated based on mean behaviour of attached and detached flames
which does not illustrate the two extreme behaviours of the flames. Hence due to
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these reasons the benchmark simulation results should not be entirely criticised for
exhibiting such high errors.

In summary the benchmark modelling results are, in general, not in good agree-
ment with the experimental results. The absence of in flame measurements makes
it difficult to determine the source of the errors. The mean particle distribution in
the furnace suggests that the thermo-chemistry model could be a potential source
of error as it prefers homogeneous ignition and the inherent moisture loss close to
the burner contributes to the delay in the preferred homogeneous ignition.

6.3 Sensitivity analysis

This section describes the sensitivity analysis conducted on the suspected sub mod-
els which could be the source of error’s. As there are no inflame measurements or
any other parameters to compare against the experimental data, it is difficult to
determine any short comings in the sub models used in the numerical simulations.
A sensitivity analysis on a few sub models have been already tested by Siedel et
al. [201] which included the turbulence model, devolatilisation model and wall tem-
perature. Only the latter had an impact on the flame stand-off distance and the
others had no impact on the turbulence prediction or the devolatilisation zone. The
other factors which may also influence the flame stand-off distance are the radiation
model, the boundary conditions, the turbulence chemistry models and the inability
of the current modelling approach of not including heterogeneous ignition. The ab-
sorption coefficients for the benchmark cases were given by the WSGG constants.
The radiation model needs to be adapted for the oxy fuel condition and thus be-
fore testing the ignition model a sensitivity analysis is conducted on the radiation
model and the wall temperatures. The eddy dissipation turbulence chemistry mod-
els do not account for any CO2 dissociation reactions and hence an investigation
is conducted for different turbulence chemistry models which comprises of the CO2

dissociation reactions.

6.3.1 Grid independence study

A mesh independence study evaluates whether the solution is dependent on the grid
which is done by comparing the solutions between finer and coarser meshes. In this
section solutions of three meshes are compared. A coarse mesh with 33342 cells,
medium mesh with 68664 cells and a fine mesh with 117216 cells was constructed
where the primary refinement was done near the burner. The refinement increased
along the furnace with an increase in the number of cells. The CFD simulations
were conducted using the benchmark Case 1 for the three meshes.

The comparison of the results for the three meshes are presented in Figure 6.10.
The temperature profile along the axis shows no difference to the overall predictions.
The velocity field near the burner zone reveals that all the three cases are well
meshed to capture the ignition phenomena and the mixing of the two streams.
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However the flame stand-off distance is still over predicted when compared to the
experimental results. There is a discrepancy in the velocity field downstream which
could be attributed to the coarser cells which fail to accurately predict the flow but
the results in the coarser grid downstream does not significantly impact on the flow
upstream. All the three meshes are adequate enough to provide a consistent mesh
independent solution but the fine mesh was chosen for further CFD investigations
in order to provide consistency as the benchmark model was simulated using the
fine mesh.
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Figure 6.10: The Velocity and Temperature profiles along the axis for the coarse,
medium and fine meshes.

6.3.2 Influence of the radiation model

In order to obtain an accurate interaction between the gas, particles and wall, appli-
cation of a radiation model for the oxy fuel conditions is required. The benchmark
Case 1 was tested with two other radiation model which were developed for oxy-fuel
conditions, one developed by Johansson et al. [212, 370] and the second by Yin et
al. [371]. These models are modifications of the WSGG model in order to account
for different H2O to CO2 ratios in the oxy-fuel conditions. The radiation model by
Johansson et al. has been widely used in the past in oxy coal CFD calculations
[372–374]. The constants employed in the modified models are incorporated in the
model using user defined functions in Fluent. It was found that the impact of dif-
ferent radiation models had no impact on the flame stand-off distance. This may
be due to the radiation being a heat transfer mechanism over a long distance and
different radiation models may be more sensitive in a large combustion mechanism.
Mathematically it is the beam length which is a function of the area and volume
which caps the impact of the different radiation models. Yin et al. [209] investi-
gated the impact of the radiation model proposed in [371] for both large scale and
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a small scale oxy-fuel facilities. It was demonstrated that the radiation model by
Yin et al. has a significant impact on the overall heat transfer in big furnaces. It
also concluded that the influence of the radiation model is negligible for small scale
furnaces when compared to the WSGG model which is similar to the findings in the
present investigation. Another sensitivity for different radiation models was tested
by Yang et al. [195] for oxy coal furnaces and this behaviour was observed where
the radiation models for small scale furnaces did not affect the CFD calculations
but showed a significant impact in larger combustion systems.
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Figure 6.11: Predictions of the different radiation model for the surface incident and
centreline temperature profile.

The overall impact of different radiation models on the centreline axial temper-
ature profile and the surface incident radiation is shown in Figure 6.11. There is
no difference in the temperature profile predicted by the three radiation models
and it can be seen from the surface incident radiation that the flame shape is the
same. However, the ignition location which is prior to the peak temperature are
the same and over predicted the flame stand-off distance for the benchmark Case
1. Hence, for further investigations any of the three radiation models will suffice
well for the CFD calculations. The future investigations are conducted using the
WSGG model modified by Johansson et al. in order to secure any improvements
in the heat transfer as the model is widely adopted and validated in the past for
oxy-fuel conditions.
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6.3.3 Impact of different turbulence chemistry interaction
models

This section probes into the roles of combustion chemistry and the turbulence chem-
istry interaction models in oxy fuel flames. The importance of modifying the gas
phase chemistry for modelling oxy-fuel flames are detailed in [209, 375–380]. Liu
et al. [376] investigated methane + oxy-coal flames using a combination of kinetics
from literature which provided good agreement with the experimental data. The
mechanism ignored any dissociation reactions of CO2 and included the reactions
which were proposed by Jones et al. [288] for oxy-methane flames, thus it may
favour methane combustion in certain conditions in the flame which can generate
an error in a pure oxy-coal environment. On the other hand, the same reaction
mechanism was also used by Tu et al. [381] for oxy fuel flames and they obtained
results which are in excellent agreement with the experimental data which illus-
trated that this mechanism can be extended to the CFD modelling of oxy-coal
flames. Another reaction mechanism used by Kangwanpongpan et al. [375] for
oxy-coal flames included the dissociation reaction of CO2 and its reversible reaction
to maintain the equilibrium balance of the CO2 dissociation which obtained good
simulation results when compared to the experimental data. Since these two mech-
anism’s that have been discussed have already provided excellent agreement with
experimental data for oxy-coal flames, the two reaction mechanisms are tested for
the benchmark Case 1 and monitored for any improvements in the flame stand-off
distance. The reaction mechanism and their kinetics are summarised in Table 6.4.
16tn

Table 6.4: Gas phase reaction mechanisms for oxy fuel conditions

No. Reaction A E
(J/kmol)

Liu et al. [376]

1 Vol +xO2 −−→ aCO + b
2
H2 +d

2
N2 + e

2
SO2 3.8e+7 5.55e+7

2 CO + H2O −−→ CO2 + H2 2.75e+9 8.37e+7
3 CO2 + H2 −−→ CO + H2O 6.81e+10 1.14e+8
4 H2 + 0.5O2 −−→ H2O 3.9e+17 1.70e+8

Kangwanpongpan et al. [375]

1 Vol +xO2 −−→ aCO + b
2
H2 +d

2
N2 + e

2
SO2 1.623e+6 5.066e+7

2 CO + 0.5O2 −−→ CO2 2.238e+6 4.187e+7
3 CO2 −−→ CO + 0.5O2 1.095e+13 32.820e+7
4 H2 + 0.5O2 −−→ H2O 1e+8 0.837e+7

Vol = CaHbOcNdSe , x = a
2
− c

2
+ e

a, b, c ,d, e =1.5211, 2.63076, 0.51994, 0.0542, 0.0148

The homogeneous reactions described in Table 6.4 can be implemented via turbu-
lence chemistry interaction models which are coupled with the reaction mechanism.
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The work performed by Liu et al.[376] tested two turbulence chemistry interac-
tion models with the same mechanism. The two turbulence chemistry interaction
models are FRED and EDC which are described in Section 2.8.1. The FRED calcu-
lates the finite rate and the two eddy dissipation rates and the net reaction rate is
taken as the minimum of the three rates. The ED and FRED models are generally
used for simulating the global mechanism for a given condition and the EDC is
used for calculating the detail kinetics in a turbulent environment. In this study
the reaction mechanism by Liu et al. was tested with the ED, FRED and EDC
turbulence chemistry interaction models and the reaction mechanism proposed by
Kangwanpongpan et al. is tested with FRED. It should be reminded that there
are no inflame measurements of species concentration available and thus it will
be difficult to conclude the accuracy of the turbulence chemistry models based on
species distribution. The results for investigations will hence be focused on, if any,
improvements in the prediction of the flame stand-off distance by the combination
of the above turbulence-chemistry models.

200

400

600

800

1000

1200

1400

1600

1800

2000

−0.5 0 0.5 1 1.5 2 2.5

T
em

p
er

at
u
re

(K
)

Axial centerline distance (m)

Measured ignition
Benchmark

Kangwanpongpan
Liu-ED

Liu-FRED
Liu-EDC

Figure 6.12: Impact of different reaction mechanisms on the centreline temperature
profile.

The results of the sensitivity analysis are shown in Figures 6.12–6.14 which de-
scribe the species concentration, the temperature profile along the axial centreline
and the flame stand-off distance. The temperature profile suggests that the reac-
tion mechanism with the ED model for the benchmark case simulates the stand-off
distance with the smallest error. As it assumes only two global reactions and the
ED is modelled around the philosophy of ”mixed-is-burnt” which enables early ig-
nition. The temperature profile predicted by the Liu-EDC model exhibits a similar
flame shape with an increase in the flame stand-off distance, reduction in the overall
flame length and a similar flame peak temperature when compared to the bench-
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mark case. The reduction in the flame length is evident from the distribution of
the CO mass fraction.
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Figure 6.13: Impact of different reaction mechanisms on the centreline species con-
centration.

The benchmark case converts all the hydrogen in the volatiles to H2O whereas
the reaction H2 has a delay due to the additional step required for the production
of H2O. Even though there is a reduction in H2O in the ignition phase, the reaction
mechanism favours production of H2O over CO which is evident in the axial profile
of the O2, CO and H2O mass fraction and H2 which is negligible in the flame.
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The increase in H2O in the flame is a result of kinetics of reaction mechanism and
increase in the temperature. The delay in the temperature rise of the flame, delay
the production of H2O which is evident from the calculated flame stand-off distance
in Figure 6.14.
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Figure 6.14: Comparison of the flame stand-off distance by different reaction mech-
anism.

Similar to the Liu-EDC model, the flame stand off distance increases for the Liu-
ED model due to the delay caused by the other reactions mixing rate. There is a
decrease in the peak temperature as the model favours the production of H2 in the
domain and does not convert all of it to H2O. This behaviour could be attributed
to the eddy dissipation kinetic rate of the reactions involved in the production of
H2O which are a function of the kinetics of the reaction mechanism. This leads
to lower H2O in the flame when compared to the benchmark and the Liu-EDC
model which in turn impacts on the reactions of the flame and reduces the peak
temperature of the flame. The predictions of the Liu-ED and Liu-FRED models are
very similar to each other, and there is negligible difference in the flame stand-off
between them. The similarities are because the FRED predicts the behaviour of
the flame based on the minimum kinetic rate between the three rates for each reac-
tion mechanism and as observed from the results, the Liu-ED assumes a lower rate
for the different reactions compared to the Liu-EDC model. This explains why the
predictions of the Liu-FRED model are very similar to the Liu-ED model except for
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6.3. Sensitivity analysis

the early stage combustion or the ignition phase. The differences are exemplified in
the early stages whereas the predictions of the CO and H2 around ≈ 0.5 m along
the axial distance where the minimum kinetic rate for the FRED model are taken
from the finite-rate reaction rate. In brief there is an increase in the prediction
of the flame stand-off distance due to the addition of reactions and the reduction
in peak temperature compared to the benchmark case and this can be attributed
to the combination of the reaction mechanism and the mathematical operation of
the turbulence chemistry interaction models which leads to under prediction of H2O.

The results for the reaction mechanism used by Kangwanpongan et al. was
implemented using the FRED modelled which showed no improvement over the
previously discussed cases for the flame stand-off distance. The peak temperatures
of the flame is reduced when compared to the benchmark case which is again at-
tributed to the production of H2 in the flame and the mathematical limitations
of the FRED model and the reaction mechanism to convert all the H2 generated
from the combustion of volatiles to H2O. The peak temperature is higher than the
one predicted by the Liu-ED and the Liu-FRED models and this is because this
mechanism does not include the competition reaction between CO2 and O2 for H2.
This resulted in a reduced production of H2 and a relatively higher mass fraction
of H2O which is evident in Figure 6.13.

Again, it is difficult to conclude which mechanism is more accurate as there are
no available inflame measurements for the species concentration. The sensitivity
study suggests that the flame chemistry, accompanied with the turbulence chem-
istry interaction models, are crucial in modelling the ignition for oxy-coal flames.
Each model, when used with a particular mechanism, offers advantages and disad-
vantages and this study suggests that the prediction of H2O impacts on the overall
temperature field and in turn impacts on the combustion chemistry. As the mech-
anism and turbulence chemistry interaction model tested in this section provided
no improvements in the overall flame stand-off distance, it was decided to use the
benchmark reaction mechanism with the ED model for further sensitivity analysis.

6.3.4 Influence of the wall temperature

The sensitivity study in the literature regarding the wall temperatures along the
flame length showed the most influence on the flame stand-off distance. Three other
wall temperatures were tested for Case 1 and Case 6, i.e. 1450 K, 1600 K and 1800
K constant across the length of the furnace. The analysis of two cases will provide
an insight into the impact on flame stand-off distance of extreme cases (Case 1
detached and Case 6 attached). Babak et al. tested Illinois coal on the same
furnace and concluded that the flame stand-off distance predictions was in good
agreement with the experimental data when the wall temperature is around 1600
K. Siedel et al. showed that when the wall temperatures are changed to 1800 K, the
flame stand-off distance predictions are improved. It was important to investigate
the influence of the wall temperatures as the studies in the past concluded different
wall temperatures which suited their modelling methodologies.
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(a) Benchmark Case 1 (b) Wall temperature = 1450 K

(c) Wall temperature = 1600 K (d) Wall temperature =1800 K

Figure 6.15: Impact of different wall temperatures on flame behaviour of benchmark
Case 1.

The results for the wall temperature sensitivity conducted in this study are shown
in Figures 6.15–6.17. The criterion for the ignition temperature increases with
the increase in wall temperature, i.e. 1500 K, 1650 K and 1850 K for the wall
temperatures at 1450 K, 1600 K and 1800 K, respectively. Figure 6.15 shows the
changes in the flame shape, temperature field and volatiles combustion with an
increase in wall temperature. This is due to the increase in the heat transfer inside
the burner which protrudes inside the furnace and to the gas and the particles. This
increases the heating rate to the particles and improves the overall devolatilisation
rate and char combustion. The small particles experience an increase in thermo-
chemical conversion rate and this will ignite the particles close to the tip of the
burner. The results show that for the wall temperature at 1800 K the flame stand-
off distance is in good agreement with the measured results. The wall temperature
shows another important aspect, namely that the peak CO mass fraction decreases
with an increase in the wall temperature. This is due to the early combustion of the
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6.3. Sensitivity analysis

char particles which overlaps with the volatiles combustion. The early char burning
results in increasing the length of the overall flame compared to the benchmark
Case 1 as they burn over different time scales due to their size and O2 availability.
This results in early CO release which is spread across the flame length whereas
in the case of the benchmark Case 1 the char particles combust in a concentrated
region, thus resulting in a small flame with a higher CO release.
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Figure 6.16: Influence of the different wall temperatures on the flame stand-off dis-
tance for Case 1 and Case 6.

A quantitative effect of the wall temperature on the flame stand-off distance is
illustrated in Figures 6.16 and 6.17. The results for Case 1 are in accordance to
the discussion above and if it is assumed that the other sub models have no short
comings, 1800 K appears to be an appropriate wall temperature with a small relative
error. At the same time, when the sensitivity is conducted on the benchmark Case
6, it reveals that the wall temperature of 1800 K and the others investigated are not
enough and they over predict the flame stand-off distance with a high relative error.
It follows that there is a gradual decrease in the flame stand-off distance but wall
temperature at 1800 K still over predicts the flame stand-off distance by around 1.6
times the experimental value. This indicates that the wall temperature for Case 6
requires even higher wall temperatures which suggests that the wall temperature
increased with an increase in flame stability, i.e. in the transition from detached
to attached flame due to the higher O2 concentration in the secondary stream.
The overall sensitivity indicates that increasing the wall temperatures improves the
predictions of the flame stand-off distance but it could be overcompensating for the
other limitations imposed by the other sub models. Hence, it may be concluded
that there is a disagreement in the experimental data in the wall temperature and
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this could be a contributing factor in inducing errors in the benchmark cases.
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Figure 6.17: Comparison of flame stand-off distance predicted by using different
temperatures for the top wall.

6.4 Impact of the ignition model

A single particle ignition study was conducted in oxyfuel conditions for the Utah
bituminous coal for a range of diameters and ambient O2/CO2 concentration in
order to obtain the correlation for the critical particle diameters with respect to O2

concentration. The correlation is obtained for conditions with higher concentrations
and the model was analysed using four particle diameters and O2 concentrations
ranging from 20 - 80 % by volume. As the six cases under investigation were sen-
sitive to the O2 concentration, and so is the ignition model, the critical diameter
correlation was obtained for a wide range of O2 concentrations. The boundary
conditions for the single particle in oxy fuel conditions was kept the same as de-
scribed in Chapter 4 as the heating rate of ≈ 104 K/s is high enough to simulate
the furnace conditions . The simulations were conducted using the FFCM chemical
kinetics package and CPD was used for predicting the devolatilisation behaviour
which calculated the kinetics at heating rate of 104 K/s.

There are two instances where there is transition in ignition mechanism for par-
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ticles of 125 and 150 µm. Particle size of 125 and 150 µm ignite heterogeneously
(HO-HI) for ambient O2 concentrations of 50-80% and 70-80% respectively. The
particles with diameter 50 µm all ignite heterogeneously. The small quantity of
volatiles evolved achieve flammability but with relatively reduced temperatures.
The ignition for all the cases with particle size of 90 µm was due to simultaneous
combustion of volatiles inside and outside the particle. The cases discussed so far
igniting heterogeneously satisfy the inflection condition. The particles with diame-
ter 125 and 150 µm ignite homogeneously for the condition at ambient O2 30-40%
and 30-60% respectively. As the volatile flame was sustained for longer periods
of time and the inflection condition is not satisfied. The results from the detailed
single particle study is illustrated in Figure 6.18. The correlation for the critical
diameter in the oxy-fuel conditions suggests that particles under 90µm ignite het-
erogeneously. As the mean diameter of the particles size distribution is 63 µm in
these simulations, the majority of the particles will experience heterogeneous igni-
tion. The methodology used for the integration of the correlation in the benchmark
model is the same as that described in Section 5.4. The combustion behaviour of
the particle is changed by modifying the DPM. The devolatilisation law in the DPM
is modified by combusting the volatiles inside the particle as soon as they are under
the devolatilisation law and critical diameter correlation conditions are satisfied.
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Figure 6.18: Correlation for the critical particle diameters for the Utah bituminous
coal.

The results of the ignition model for the temperature and CO mass fraction is
shown in Figure 6.19 for all the six cases investigated. The temperature field for
all the six cases illustrates that the flame length has increased and the peak tem-
perature of the flame is reduced when compared with each benchmark case. This
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(a) Case 1 (b) Case 2

(c) Case 3 (d) Case 4

(e) Case 5 (f) Case 6

Figure 6.19: Distribution of temperature field (left) and CO mass fraction (right)
for all the six CFD cases using ignition model. Lines indicate the
calculated ignition point from experiments using image processing.
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could be due to the spread of the particles burning in a longer flame compared to
more concentrated burning in the benchmark cases, similar to what was observed
in the sensitivity of the wall temperatures. Qualitatively defining the flame, the
flame shape from the ignition model represents the experimental images as shown
in Figure 6.3.The early ignition and increase in the flame length compared to the
benchmark cases can be confirmed by the predictions of the CO. The prediction
of the CO is a combination of heterogenous volatiles burning, homogenous volatiles
combustion and char combustion.

The distribution of particles inside the furnace for a comparison between bench-
mark cases and the ignition model is shown in Figures 6.20a and 6.20b. The particle
distribution are presented by the thermo chemistry law they are governed by. Com-
paring the two cases, the ignition model results suggest that the particles in the
shear layer enter the char combustion phase closer to the burner. This is due to
the combustion of the volatiles inside the particle when mixed with the O2 from
the secondary stream. As a result this accelerates the heating rate of the particle
and the combustion of the volatiles. The heat generated due to the combustion
of the volatiles is shown in Figure 6.21. In addition, it also demonstrates that the
early heat release close to the burner also accelerates the devolatilisation rate of
the bigger particles downstream. It can be seen from the contour plots and the
particles distribution that the ignition takes places in the shear layer of the mixing
plane. Also, the initial stages of the flame is very thin, then it grows in width and
this is very similar to the situation that occurs in experimental images.

The ignition is quantified by the increase in the temperature of the domain and
not primarily on the heat release due to the combustion of volatiles. The contour
plots for heat release acts as a secondary indicator of the ignition in the furnace. If
the heat released does not result in the exceeding of the maximum temperature of
the input temperature(wall temperature in this case) of the furnace, it cannot be
quantified as ignition and thus the increase in temperature is used to quantify the
ignition. It could be concluded that the increase in the temperature or the ignition
in this case is a combination of early heterogeneous ignition of the particles, the gas
phase phase combustion of the volatiles and the char combustion. The steady state
ignition or the flame stand-off distance predicted by the ignition model is shown in
Figure 6.19.

The ignition model is able to predict the lift off with a reduced error when com-
pared to all the benchmark cases considered. It is also able to predict the trend
of decreasing flame stand-off distance with the increase in O2 concentration. The
improvements and the percentage error in the ignition model are highlighted in Ta-
ble 6.5. The flame stand-off distance for Cases 1 - 4 are predicted with reasonable
accuracy but it still shows that either the modelling or the boundary conditions
induces error. The ignition model is not able to predict the flame stand-off distance
for the Cases 5 and 6 with an acceptable error when the wall temperatures is kept at
1283 K. However, on increasing the wall temperature had a positive impact on the
predictions of the benchmark cases as it increases the heat transfer to the burner
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(a) Case 1

(b) Case 6

Figure 6.20: A comparison between the benchmark case and the ignition model
describing the particle distribution field highlighting the thermo chem-
istry phase of the particles (Particle Law). The particle sizes are not
to scale but they are scaled relative to each other.
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(a) Case 1

(b) Case 6

Figure 6.21: Distribution of volatiles and heat of volatiles reaction for Case 1 and
Case 6 using the ignition model.
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protruding into the furnace and the particles. If the wall temperatures are increased
in conjunction with the ignition model, it will reduce the error for attached flames.
Similar conclusions were also obtained by Julien et al. [363] when investigating
the same furnace and the burner. This particular study provides confidence in the
application of the new proposed ignition model for the oxy-coal conditions.
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Figure 6.22: Results for the flame stand-off distance against the calculated experi-
mental values for the benchmark cases and the ignition model.

Table 6.5: Improvements in the prediction of the flame stand-off distance due to the
ignition model.

Case no Measured Benchmark Rel. Error(%) Ignition model Rel. Error(%)

1 0.303 0.505 40.1 0.332 9.8
2 0.282 0.446 36.7 0.267 -5.2
3 0.243 0.451 86.0 0.246 1.3
4 0.215 0.456 112.3 0.235 9.2
5 0.0962 0.456 374.4 0.213 121.6
6 0.0962 0.473 391.2 0.175 82.3

The incorporation of the ignition model is able to improve the predictions of the
flame stand-off distance when compared to the benchmark cases. The results show
an excellent agreement for the Cases 1 to 4 but there is an increase in error for
the Cases 5 and 6. The simulations are much less sensitive to the secondary O2

concentration but are highly sensitive to the wall temperature. The calculations
suggests that the role of O2 is minor when compared to the wall temperatures for
predicting the flame stand-off distance. Due to the lack of appropriate boundary
conditions, it may be concluded that the wall temperatures for the attached flames
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are higher than 1283 K and this is in line with the conclusion by Julien et al.
[363]. The combination of an accurate wall temperature with the ignition model
may provide better overall predictions.

6.5 Conclusions

This study investigates the capabilities and limitations of the current existing sub-
models used for simulating turbulent coal flames in oxy-fuel conditions. The work
also highlights the importance of tuning the current models for oxy-fuel conditions.
The novelty of this study was in tuning the thermo-chemistry conversion model for
the oxy-fuel conditions which affects the ignition characteristics of the overall flame.
The key findings from the study are as follows:

i Six different benchmark cases have been simulated which showed poor agree-
ment with the experimental results. However, there were no inflame measure-
ments available and thus it was difficult to determine any flaws in the specific
sub models. The uncertainties in the use of simplified models enforced an
investigation into the sensitivity of the different sub models used for oxy-fuel
conditions.

ii The sensitivity study of different radiation models showed no impact on the
predictions of the flame stand-off distance as the radiation is a heat transfer
mechanism over a long distance. The three models analysed were equally good
at predicting the radiation for shorter distances in the oxy fuel conditions.

iii The sensitivity analysis on the different reaction mechanisms and the turbu-
lence chemistry interaction model shows no improvement on the flame stand-
off distance and reduced the peak temperature of the flame. On the contrary,
the other combination of reaction mechanisms and turbulence chemistry inter-
action model increased the ignition delay compared to the benchmark model.
This was primarily due to the combination of reactions, kinetics of the reac-
tion mechanism and the reduction in the overall prediction of H2O. The ED
model with the two step reaction mechanism in the benchmark model is used
for further investigation as it showed least relative error for the predictions of
flame stand-off distance.

iv The sensitivity study on the wall temperatures suggests that increasing the
wall temperatures had a positive impact on the prediction of the flame stand-
off distance. The sensitivity study also suggests that increasing the wall tem-
peratures to 1800 K provides excellent agreement with result for the Case
1 but still inherits a significant error for Case 6. Hence, increasing the wall
temperatures may be over compensating for the drawbacks in the sub models.
The sensitivity indicates that there is a mismatch in the experimental data
available for the wall temperatures but it varies on a case by case basis and
thus further simulations were conducted using wall temperature at 1283 K.

v The single particle ignition study on the Utah bituminous coal together with
the Rosin-Rammler particle distribution suggests that the majority of the
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particles in this study ignites heterogeneously. The single particle study thus
highlights the limitations of applying the traditional thermo-chemical conver-
sion approach.

vi The application of the ignition model improves the flame stand-off distance
predictions for all the cases investigated. The model was able to accurately
predict the flame stand-off distance for the Cases 1-4 but fails to predict the
flame stand-off distance with good accuracy for the Cases 5 and 6. This was
attributed to the uncertainty in the experimental wall temperatures.

vii The impact of increasing the O2 was minor compared to the wall temperatures
which was evident in the benchmark cases as well as in the simulations with
the ignition model.

viii The ignition model when accompanied with accurate wall temperatures may
provide much better predictions of the flame stand-off distance.
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7 Impact of the ignition model in a
pilot scale burner at PACT facility

The CFD RANS simulations conducted in this chapter are an extension of the
research from the previous Chapter 5. The previous investigation looked into the ca-
pabilities and limitations of the ignition model developed by simulating coal flames
of coaxial burners as the model predictions are more sensitive for those cases. The
validation in previous studies provides confidence in the overall ignition model and
can be applied in simulations of swirling burners with confidence. The aim of this
chapter is to investigate the impact of ignition model on the pilot scale swirl burner.

The investigation was conducted on the 250 kWth PACT(Pilot scale advance cap-
ture technology) facility which is located in Beighton near Sheffield, England. The
investigation is focused on the air fired case where the modelling results are validated
against measured data such as gas temperature, species concentration and radiative
heat flux to the furnace walls. The furnace is modelled as a two-dimensional axis
symmetric geometry as well as a complete 3-D geometry, the flame parameters are
compared with the previously simulated results which utilised a three-dimensional
axis symmetric geometry [195, 302, 382, 383]. The simulations conducted with the
model used previously by Yang et.al. [250] is treated as the benchmark simulations.
Similar to Chapter 5, the ignition model is integrated in the benchmark case and
compared for any improvements in the ignition predictions.

The experimental test facility, boundary conditions and the case set up is de-
scribed in Section 7.1. The description of the benchmark model is reported in
Section 7.2. The investigation for the 2-D benchmark model is discussed in 7.3.
The comparison between the literature models and 3-D cases are reported in Sec-
tion 7.4. The investigation is summarised in Section 7.5.

7.1 Combustion facility

The experimental facility is a downward firing cylindrical furnace with dimensions
of 0.9 m inner diameter and 4 m long. The furnace refractory is 0.1 m thick and
water-cooled for the first 3 m. The furnace is equipped with preheaters to preheat
the oxidising gas of the burner. The test facility is capable of inflame intrusive
measurements such as gas species sampling, gas temperature and heat flux. The
furnace is also capable of non-intrusive techniques such as 2D and 3D flame imaging
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and particle image velocimetry laser measurements. The CAD image of the furnace
is shown in 7.1a. The cylindrical walls are made up of eight section where the height
of each section is 0.5 m each, the first two sections have many holes for optical and
intrusive measurements. The other six sections does not have any flame imaging
ports but contain intrusive measuring ports.

(a) (b)

Figure 7.1: a) CAD image of the furnace [382] and b) Schematic of the Doosan
Babcock burner [383].

The burner is low NOx commercial burner designed by Doosan Babcock which
is scaled down to 250 kWth. The schematic of the burner is shown in Figure 7.1b.
The burner has three inlets, primary inlet for the fuel and the carrier gas which has
coal gutters. The secondary and tertiary registers carries the swirled oxidiser for
flame. There flow is swirled with the help of blades and a flame holder is situated at
the burner lip for flame stabilisation. The burner is fitted on the top of the furnace
which is 0.2 m deep. The quarl region is 0.05 m deep and 0.23 m wide with an angle
of 25 degrees. The primary inlet is 0.01059 m wide and 0.303 m long, secondary
inlet is 0.01708 m wide and 0.335 m long and the tertiary inlet is 0.01885 m and
0.347 m long. The details of the burner design can be found in [383]. The details
of the experimental work chosen for investigation is described in [384].
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A range of numerical studies were conducted on this facility on the [195, 302,
382, 383, 385] , however according to author’s knowledge there hasn’t been a mod-
elling investigation focused on the ignition of the flame. A major emphasis has
been given on the radiation modelling in these numerical studies and its impact on
different sub-models. The work done by Black et al. simulated the PACT burner
using RANS and LES method, they implemented the WSGG model and the FSCK
model [302, 383]. They compared the data with the experimental data and con-
cluded that LES simulation with the FSCK model provided the best agreement
for the wall radiative heat flux but had no impact on the flame lift off distance
and the simulations over predicted the flame lift-off distance and the temperature
close to the burner. The numerical investigation done by Yang et al. [195] on the
impact of radiation modelling is briefly discussed in Chapter 6. Huynh et al. [382]
investigated the impact of particle and flame radiation on the NOx prediction and
compared the results with the experimental in flame and end of the furnace data.
The results suggested that the choice of radiation model can vary the NOx predic-
tion by 10%. Farias et al. examined flame stability for bituminous coal and biomass
in oxy-fuel conditions using spectral and digital imaging analysis [385]. The study
concluded that oxy-coal flames are more repeatable and more stable compared to
coal combusted in air conditions. This Chapter focuses on simulating the air case
described in [195, 382] where the experimental measured data is compared with the
benchmark case and ignition model. The numerical model used as the benchmark
case is the one developed in [195, 382] for the case set up. The results from the 2-D
benchmark case and the previously simulated 3-D cases are compared for validation
of the methodology.

Table 7.1: Operating conditions for the PACT furnace.

Primary stream Air combustion Oxy27

Coal mass flow 25.71 25.71 kg/hr
Mass flow rate 60.1 60.9 kg/hr
Temperature 297.15 295 K
Blade angle 63 63 Degree

Secondary stream

Mass flow rate 92.2 87.8 kg/hr
Temperature 524.65 524.65 K
Blade angle 64 64 Degree

Tertiary stream

Mass flow rate 158.4 150.7 kg/hr
Temperature 524.65 542.65 K
Blade angle 33 33 Degree

The boundary conditions for the combustion cases are described in Table 7.1. In
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order to simplify the complex geometry inside the burner, only three registers are
considered in the simulation. The value of the blade angles enables the tangential
and axial component of the mass flow in each register which is used as bound-
ary input. The calorific value, proximate and ultimate analysis of the El-Cerrejon
bituminous coal is presented in the Table 7.2. The particle distribution of the bi-
tuminous coal is described using Rossin-Rammler distribution. The measured and
the calculated distribution is shown in Figure 7.2 where the minimum diameter is
1 µm, maximum diameter is 600 µm the mean diameter is 120 µm and the spread
parameter is 1.1.

Table 7.2: Coal properties of the El-Cerrejon bituminous coal.

Proximate analysis (as received) [wt%]

Fixed carbon 53.98
Volatiles 35.5
Ash 2.9
Moisture 7.63

Ultimate analysis (dry ash free basis) [%wt]

C 80.92
H 5.12
O 11.79
N 1.65
S 0.52

Gross calorific value (as received) 29.61 MJ/kg
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Figure 7.2: Particle size distribution for El-Cerrejon using the Rosin-Rammler cor-
relation where de = 120 µm and n = 1.1.
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7.2. Benchmark model

7.2 Benchmark model

The furnace is modelled using two strategy, a two-dimensional axis symmetric ge-
ometry and a complete three-dimensional geometry. The aim of simulating two
different geometries is to investigate any non uniform profiles in the flow due to
difference in the particle distribution. The two-dimensional geometry simplifies the
boundary conditions and reduces the computational time required but does not
account for the variation in the particle distribution which can sometimes impact
the overall ignition and the flame characteristics. The two dimensional geometry
simplifies the burner channels by splitting the flow axially and radially based on
the blade angle described in Table 7.1.

(a) Burner geometry (b) Burner primary air channel

(c) Burner secondary air channel (d) Burner tertiary air channel

Figure 7.3: Burner internal geometry
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(a) Mesh in X-Y plane (b) Mesh close to the burner in the Y-axis

(c) Two-Dimensional axis-symmetric mesh

Figure 7.4: Different meshes generated and used for analysis.

194



7.2. Benchmark model

Table 7.3: Models employed for calculating the benchmark case.

Model Model Parameters

Turbulence Reynolds Stress Model [382]
Gas Phase Chemistry Eddy dissipation model [195,

280, 302, 382]
C1.73H2.45O0.355N0.0567S0.00781

+
1.308O2 −−→ 1.73CO

+
1.223H2O
+
0.0284N2

+
0.00781SO2

CO + 0.5O2 −−→ CO2

Devolatisation rate Single-step Arrhenius expres-
sion [382]
Pre-exponential fac. (Ai) = 14841 s−1

Activation Energy (Eai) = 3.53e+07 J/kmol
Char Combustion
Model

Intrinsic model[195, 356, 382]

Diffusion coeff. (Cdiff ) = 5.025e−12 m3/K0.75

Porosity (θ) = 0.5

Tortuosity (τ) =
√

2
Pore radius (rp) = 6e−8 m
Int. Surf. A (Sa) = 1e5 m2/kg
Stoichiometric coeff. (Sb) = 1.33
Pre-exponential fac. (Aichar) = 4e−4 kg/(m2s)
Activation Energy (Eichar) = 6.6e7 J/kmol
Burning Mode (α) = 0.25

Radiation Discrete Ordinates (4 x 4) [205]
Absorption coefficient given by
WSGG constants [295]
Particle emissivity ε = 0.9
Particle scattering factor σp = 0.9

Particles Eulerian-Lagrangian approach

The three dimensional geometry accounts for the blade geometry in the CFD
simulation which is a ideal for accurate flow predictions. The burner internal chan-
nels are shown in Figure 7.3 where the blades and the bluff bodies are detailed.

The holes in the refractory for measurements are assumed to have a negligible
impact on the flow and thus they are ignored in the geometry. The refractory wall
is modelled as a continuous cylinder. The mesh generated for the two cases are
shown in Figure 7.4. The cells are clustered and refined around the burner and
coarser near the refractory walls. The full 3-D mesh with burner had around 2.86
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million cells where as the 2-D geometry had 40641 cells which significantly reduce
the computational time. The computational time for the 2D mesh with 6 cores
converged in a day whereas the full 3D case with 18 cores converged in two weeks.
A mesh sensitivity analysis is conducted for the 2-D mesh in the section below.
The refractory walls are divided into eight sections. This was done to accurately
model the heat transfer to and from the wall. It is highlighted in the work by Black
et al. in [372] that the thermal conductivity of the walls in section 1 and 2 are
different as they are made from different material which has a significant impact on
the CFD predictions. The thermal conductivity for section 1 and 2 was set at 0.92
W/m-K and for the rest of the six sections it was set to 0.27 W/m-K. The static
wall temperatures of the refractory walls were set at 350 K and the burner internal
walls were set as adiabatic. It is acknowledge that there will be a small amount of
heat losses due to simplification of the refractory walls and the heat lost through
the measuring ports are ignored.

The sub-models for developing the benchmark case are applied from [195, 302,
382, 383] . The Reynolds Stress turbulence model with a linear pressure-strain
model excluding wall reflection terms [383] is employed to obtain anisotropic turbu-
lence closure for the reynolds stress which is suitable for predicting highly swirling
flows. The velocity and pressure gradient near the wall is calculated using scal-
able wall functions. The radiation interaction is modelled using Discrete Ordinates
(DO) where the discretisation of 4 x 4 is used and the absorption coefficient was
represented by WSGG [295]. The particle emissivity and scattering factor of 0.9
were assumed for radiative heat transfer. The single rate devolatilisation kinetics
were obtained from [302] where the Q ratio for high temperature volatile yield was
calculated to be 1.57. The volatiles were calculated based on the Ultimate analysis
of the coal and the gas phase chemistry is modelled using Eddy Dissipation Model
where two step global reactions are considered. The relation for the dissipation rate
of reactant and products is described in Equations (2.31) and (2.32). The value
of empirical constant A in Equation (2.32) is a function of the turbulent scale in
the flame region. Visser et al. [386] optimised the value of A in simulations of
swirling flows for the volatiles and CO combustion which was used by Yang et al.
in [195, 382]. The values of A is set in the model for volatiles and CO was 0.5 and
0.7. The char combustion was represented using the intrinsic model [195].

7.3 Results and discussion for 2D simulations

In order to obtain confidence on the results of the benchmark case, grid independent
study was conducted on the two-dimensional geometry. The three dimensional
geometry has been tested by Clements et al. [302] for grid independent solution
and hence not investigated. The coarse mesh consisted of 40641 cells, medium
85081 cells and the fine mesh had 161528 cells. The cells were primarily refined
near the burner and the flame region. The boundary conditions were kept the same
as described above with the blended wall thermal conductivity and values of A in
the eddy dissipation model set at 0.7 and 0.5 for volatiles and CO.
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Figure 7.5: Grid independence study comparing the species concentration.

The radial profiles of the species concentration O2, CO and CO2 and the tempera-
ture field are compared in Figures 7.5 and 7.6 respectively. The radial profiles begin
from the burner centerline upto the refractory walls and was compared at three dif-
ferent axial distance i.e 0.075 m, 0.2 m and 0.575 m. The axial distance is measured
from the end of the quarl region (show in Figure 7.1b, z=0) where the three streams
and the incoming coal mixes. The experimental data for species concentration are
available from [195] and hence the results are compared in Figure 7.5. The species
and temperature distribution shows that there are two recirculation zones, i.e an
outer recirculation zone which is away from the burner (around the refractory walls)
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and an inner recirculation zone which is close to the burner centreline. The peak in
the O2 concentration at radial distance of 0.075 m and 0.2 m and the decrease in the
CO2 concentration at the same distance signifies that. The peak in the O2 is due
to the unburnt combustion air from the three inlets. This leads to decrease in the
temperature which in that region. The experimental data suggests that the O2 is
completely depleted in the inner circulation region close to the burner (around 0.4
m) but the two-dimensional model fail to predict that. The consumption of O2 and
production of CO2 are over estimated close to the walls for axial distance of 0.075
m and 0.2 m. There are no significant difference in the results predicted by using
the three meshes. It could be fair to say that the solution is mesh independent. The
coarse mesh is suffice to obtain an accurate solution. The combustion process in
the current model set up fail to accurately predict the species concentration. This
could be attributed to inaccurate reaction rate in the recirculation zones. Hence,
the model is tested with value of 4 for value of A in Eddy dissipation model which
is widely used in combustion applications.
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Figure 7.6: Grid independence study comparing the temperature distribution.

The results for the sensitivity analysis for the value of A are shown in Figures 7.7
and 7.8. There is a significant improvement in the species distribution of O2 and
CO2 close to the burner. The depletion of O2 is predicted better in the inner
recirculation region. The inner recirculation zone is where combustion is intense.
Increasing the rate of combustion has a negative impact on the prediction of CO.
The conversion of CO to CO2 is faster for the value of A=4 and the distribution of
CO2 is over predicted at radial distance of 0.2 m and after. The prediction of O2 and
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CO2 in the outer recirculation region is very similar but not in good agreement with
the experiments. The temperature distribution in the corresponding three radial
directions shows the subtle differences due to increase in the reaction rate. There
is a significant increase in the peak temperature close to the burner (i.e. 0.075 m
and 0.2 m).
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Figure 7.7: Comparison of the species distribution for values of A=4 and A=0.5,0.7
(Benchmark) in the Eddy dissipation model.

The sharp increase in the temperature is evident which is between the inner
recirculation region and the shear layer of unburnt cool combustion air from the
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inlet. The spike also also indicates that the volatiles in the gas phase burns hotter
close to the burner burns and reduces in the temperature away from the burner.
The predictions of species by both the models indicate that neither of the case
is able to predict the flame combustion appropriately in a two dimensional axis
symmetric flow. A factor inducing the error could be the isotropic nature of the
two dimensional geometry or the breakdown of the turbulent eddies. In summary,
the combustion model proposed by Yang et al. [195] is not suitable for predicting
swirling flows using two-dimensional axis symmetric geometry. Hence, it is not used
in further investigation in this chapter for predicting accurate ignition of swirled
flames.
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Figure 7.8: Comparison of the temperature field for values of A=4 and
A=0.5,0.7(Benchmark) in the Eddy dissipation model.

7.4 Results and discussion for the 3D simulations

The results for the benchmark model with three dimensional geometry is discussed
in this section. The experimental data available at the three locations are used for
validating the model. The results are also compared with the predictions by Yang
et al. [195]. The prediction of the combustion species are shown in Figure 7.9.
The species distribution predicted by the benchmark case replicates well, when
compared to the predictions by Yang et al. The comparison of the O2 distribution
suggests that the location and the thickness of the swirling jet is in good agreement
with the experiments close to the burner. There is a significant over prediction of
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the O2 at the radial distance of 0.575 m which suggest a faster consumption rate
of O2 between 0.2 m and 0.575 m. This indicates that the mixing rate and hence
the combustion rate is over predicted at 0.575 m. A similar difference is observed
for the other two species as well where the prediction of CO and CO2 are in good
agreement with the experiments close to the burner but a significant difference is
observed at a distance of 0.575 m.
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Figure 7.9: Comparison of the species distribution at three radial locations close to
the burner between the experimental data, the benchmark model and
the predictions from Yang et al.[195].

The distribution of the species at location 0.2 m are offset by a small distance
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towards the furnace walls suggesting that the predicted flame main vortex has a
wider structure compared to experiments. However, the peak mole fraction of the
species and the shape of the flame are in reasonable agreement with the experiments.
The distribution of CO is mostly present in the inner recirculation zone close to the
burner. This is because the volatiles are released in the inner recirculation and
combusted close to the burner. This results in higher concentration of CO near the
of the burner. A minor contribution can also be attributed to particles burning
in their char phase as the smaller particles enter the char combustion phase early
relative to the bigger particles. The distribution increases away from the burner as
the inner recirculation expands towards the furnace wall. It is highly unlikely that
the Eddy dissipation model is over predicting the rate of combustion of CO as the
volatiles are concentrated close to the burner. The under prediction of CO at 0.575
m can be due to inadequate modelling of char combustion. The other contributory
factor could be the flame shape which is wider compared to experiments and the
species distribution suggests that the mixing of the flow is overpredicted away from
the burner [385].

(a) Temperature distribution in X-Y plane
for the complete three dimensional case.

(b) Temperature distribution
predicted by Huynh et al.
using three dimensional
axis symmetric flow [382]

Figure 7.10: Comparison of the temperature profiles predicted for different mod-
elling approach.

The temperature distribution, shown in Figure 7.10 describes the two distinct
recirculation regions separated by the swirling stream. The temperature prediction
are in good agreement with the predictions by Huynh et al. [382]. The tempera-
ture distribution suggests that the modelling assumptions for the benchmark model
aligns well with the literature model and the CFD simulation is replicated well. The
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Figure 7.11: Comparison of the species distribution at three radial locations close
to the burner between the experimental data, the oxy-27 benchmark
case and the predictions from Yang et al.[195].
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peak flame temperature is observed between the shear layer of the inner recircu-
lation zone and the swirling stream. According to the CFD results, the CO mole
fraction peaks in the similar region. This indicates that in order to predict flame
profiles, it is essential to predict the CO accurately. It has been observed in the
past that with the current simplified turbulence chemistry models it is difficult to
predict the overall distribution of CO in swirling flame as they assume combustion
based on mixing [387]. This may over predict the final product species and deplete
the intermediate reactants. Even with the limitation of the Eddy dissipation model,
the predictions of the CO for the benchmark case are in reasonable agreement with
the measured data.

The main aim of this Chapter is to integrate the ignition model developed in
previous chapter with the benchmark case and evaluate the impact on the early
stage CFD predictions. An investigation on the oxy-27 case was originally planned
but due to limitation of the computational resources the research only managed
to reach the stage of simulating the benchmark case. The results from the oxy-27
benchmark case are presented in Figure 7.11. The benchmark case align well with
the predictions by Yang et al. with the exception of CO2 at 0.075 m. The CO2

is overpredicted which can be due to the species error accumulation in CFD. CO2

for the oxy27 case was set as the last specie in Fluent, the last specie is where the
error in the species transport equation is accumulated. Regardless, the required
further investigation but due to limitation in the computational resources, it was
not investigated further.
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Similar to previous studies, a series of CFD simulation are conducted for quanti-
fying the ignition mechanism for single particles ranging from 25 - 150 µ m. As the
particle distribution (Figure 7.2) have a wide spectrum of diameters, four different
particle sizes are analysed across three different ambient O2 mole fractions. The
heating in the pilot scale plant may vary significantly, depending on the aerody-
namic path the particle experiences. It is impractical to identify and apply the
heating rate of all the particles and hence the rate from the entrained flow reactor
studies (Chapter 4) is used which is in the range of 5e3 - 1e4 K/s. This heating rate
will suffice and will be a reasonable representation of the heating rate in the pilot
scale plant. The devolatilisation kinetics were used as described in Table 7.3. The
results for the investigation care summarised in Figure 7.12. It shows that particle
undergo heterogeneous ignition for three conditions and ignites homogeneously in
the rest of the conditions. The correlation of critical particle diameter defines the
two ignition mechanism regions. The correlation obtained is used as an input in
the ignition model developed in Chapter 5. The correlation indicate that very few
particles will ignite heterogeneously and the overall impact of the model will not be
significant.

The results for the ignition model are presented in Figure 7.13. The flame profiles
and the thickness of the swirling jet for the predictions by the ignition model is very
similar to that of the benchmark case. The prediction of O2 close to the burner
in the inner recirculation region stays very similar where it shows that the O2 is
completely consumed. The O2 predictions close to the refractory walls are reduced
by a small fraction. When compared to the experimental data, the results are
in better agreement for the ignition model. The predictions suffer downstream
at distance of 0.575 m where the consumption of O2 is under predicted and the
overall distribution of O2 is over predicted. There is a small improvements in the
distribution of CO throughout the flame. The peak mole fraction of CO between
the shear layer and the inner recirculation zone display better agreement compared
to the benchmark case. The overall flame shape still remains the same which can be
observed by the sudden decrease in the CO mole fraction. The prediction of the CO2

improves for radial distance of 0.075 m and 0.2 m which aligns with the prediction of
O2. The improvement in the distribution of CO at 0.575 m has a detrimental impact
on the other species which desires for a better combustion chemistry model rather
than completely relying on mixing. In summary, the ignition model provides a small
improvements in the overall prediction of the flame shape and species prediction.
The improvements for a high volatile bituminous coal will generally be minimal as
they generally undergo three stage sequential combustion. The small improvements
in the predictions of CO suggest that the heterogeneous ignition of smaller particles
play a key role in the early stage of combustion for swirling flows. It could be
concluded that the heat release in the shear layer is improved over benchmark model.
It appears that the small improvements in the overall combustion behaviour have an
impact downstream and requires an investigation into other turbulence chemistry
models.

205



Chapter 7. Impact of the ignition model in a pilot scale burner at PACT facility

0

0.04

0.08

0.12

0.16

0.2

0

0.04

0.08

0.12

0

0.04

0.08

0.12

0.16

0.2

0 0.1 0.2 0.3 0.4 0 0.1 0.2 0.3 0.4 0 0.1 0.2 0.3 0.4

O
2

m
ol

e
fr

ac
ti

on
0.075 m 0.2 m 0.575 m

C
O

m
ol

e
fr

ac
ti

on
C

O
2

m
ol

e
fr

ac
ti

on

Radial distance (m) Radial distance (m)

Measured
Yang et al.

Benchmark 3D
Ignition model

Radial distance (m)

Figure 7.13: Comparison of the species distribution at three radial locations close
to the burner between the experimental data, the benchmark model,
the ignition model and the predictions from Yang et al.[195].

7.5 Conclusions

In this chapter, the ignition model developed in previous studied was tested for a
pilot scale burner with swirling jet. The benchmark case was tested for two types
of geometries, a two dimensional axis-symmetric and a complete three dimensional
geometry which includes internal blades for a more accurate representation of the
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burner internals. The benchmark case was modelled based on the literature and the
predictions are compared at three radial locations close to the burner. The major
outcome from this research are as follows:

i The two dimensional geometry is able to replicate the thickness of the swirling
jet but falls short in predicting the combustion behaviour. This was indicated
by the comparison of the species distribution at the three radial location.

ii The predictions of the benchmark model with three dimensional geometry
align with the predictions from the CFD model in the literature [195] which
shows that the assumptions and the submodels used are accurate.

iii The results from benchmark case suggest that the prediction of the CO can be
further improved downstream at 0.575 m. The overall mixing is overestimated
which results in poor prediction of the species at radial distance of 0.575 m.
The peak mole of CO close to the burner can be improved which increases
the accuracy of the peak temperatures of the flame.

iv The prediction from the ignition model shows an improvement in the overall
flame shape, thickness and the predictions of the species. The distribution
and the overall flame shape is similar as few particles ignite heterogeneously
but has a significant improvement in the overall distribution of CO close to
the burner.

v The improvement in the CO predictions has a detrimental impact on the
prediction of O2 and CO2 which indicate that improvement in the char and
the gas chemistry models can improve the overall combustion behaviour
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8 Conclusions and future work

This research project developed a mathematical model which is focused on igni-
tion characteristics of coal in industrial burners. Ignition quantification for a single
solid fuel particle has been researched extensively but still it has been a question of
debate over the past few decades mainly due to its heterogeneity and fuel proper-
ties. The ignition modelling for an industrial scale burner is relatively unexplored
topic in the field of computational fluid dynamics and there is limited framework
dedicated around it.

The main aim of this thesis was to develop an ignition model which can accurately
predict the ignition delay or the lift off in pulverised fuel flames. The ignition model
was developed in stages where the model is validated against experiments at every
stage. The research comprised of four major studies which ranged from quantifying
ignition mechanism for a single particle and extending the learnings in simulations
of pilot scale burners.

8.1 Individual chapter summaries

8.1.1 Investigation of different devolatilisation network models

The aim of the this research chapter was to investigate different network models for
devolatilisation and propose the model suitable for further investigation. The key
findings are as follows:

i Three network models are tested for predicting the high temperature volatile
yield of 36 coals. The 36 coals were experimentally tested on hot wire mesh
for replicating high heating rate environment. The predictions from the three
network models namely CPD, FG-DVC and PC-Coal Lab were compared
against the measured data.

ii The PC-Coal Lab covers a wider range of coals for the correlation compared
to the other two models. FG-DVC accommodates the least number of coals
as it covers smaller region on the Van-Kervelen diagram. This made FG-DVC
least effective for investigating the devolatilisation behaviour of coals.

iii CPD and PC-Coal Lab have a good agreement with the measured data set.
The predictions by the CPD model is restricted to the data range of the library
coals, anything outside the bounds result in poor prediction. As the PC-Coal
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Lab entails a licence cost, the CPD proves to be a better and less demanding
model of the three models investigated.

8.1.2 Mathematical model for ignition of a single particle

The aim of this study was to develop a model which can quantify ignition mechanism
of a single particle. The model reveals that volatiles are ignited in the continuous
phase(outside the particle) but transits towards the particle surface and into the
core. The time taken for this transition defines whether the volatiles dominantly
burn homogeneously in the domain or simultaneously(heterogeneously) burn inside
and outside the particle. The model investigated two different ranks of coal under
varying ambient O2 conditions. The model is extended for different particle sizes
and a correlation for critical particle diameter is obtained between particle size and
ambient O2 concentration. This differentiates the ignition mechanism of the parti-
cle. The key findings are as follows:

O2/N2 conditions for bituminous coal

i The modelling predictions for the peak flame temperatures and the ignition
time delay for 90 µm particle diameter across varying ambient O2 concen-
tration are in excellent agreement with the measured data which are used as
validating parameters for the model.

ii There is little to no impact on the ignition time delay of the particle with
increase in ambient O2. This increases the tendency of the particle to ignite
heterogeneously with increase in O2.

iii The transition in the ignition mechanism for the 90 µm particle is predicted
between 50-60% ambient O2 molar concentration. The predictions are in good
agreement with the experimental data.

iv The modelling results using CH4 as the only hydrocarbon specie released
as volatiles, accompanied with application of Westbrook-Dryer mechanism
for accounting gas phase reactions, over predicts the ignition phenomena.
It is thus not recommended for future investigation. On the contrary the
results produced using FFCM mechanism are in excellent agreement with the
measured data.

v The model extension to other particle sizes reveal that there is an increase
in the ignition delay time with an increase in particle size. The particle tend
to ignite homogeneously with increase in particle size. The investigation led
to development of a correlation for critical particle diameter which can be
integrated in simulating pulverised fuel flames.

O2/N2 conditions for lignite

i The higher inherent moisture content of the lignite increases the ignition de-
lay time when compared to bituminous coal. The higher moisture content
also increases the porosity of the particle during the devolatilisation phase.
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This enhances diffusion of O2 inside the particle and promotes heterogeneous
ignition.

ii The overall modelling parameters such as ignition delay time and ignition
mechanism for particle size of 90 µm are in good agreement with the experi-
mental data. The peak flame temperatures are under predicted by the model
which was attributed to the fragmentation of the particle.

iii Similar to the bituminous coal, the ignition mechanism transits from HO to
HO-HI with increase in ambient O2 concentration.

iv The FFCM mechanism is suitable for simulating ignition mechanism for lig-
nites across various conditions and is recommended for future investigations.

v Compared to bituminous coal, the correlation of critical particle diameter
for lignite suggest that there are greater number of particles which ignite
heterogeneously.

O2/CO2 conditions for bituminous coal

i The modelling predictions for the ignition time delay and peak flame temper-
atures are in excellent agreement with the experimental data which suggests
that the model can be used for further investigation.

ii The ignition delay times are much longer for the oxyfuel cases when compared
to O2/N2 cases because of the lower temperatures around the particle injector
and heating capacity of CO2. However, the ignition delay time reduces with
increase in ambient O2 concentration.

iii The longer ignition delay enhances the O2 diffusion in and around the particle
which leads to particle igniting heterogeneously.

iv The sensitivity to ambient temperature suggests that there will be a decrease
in particle ignition temperature and ignition time delay with increase in am-
bient temperature but it has no impact on the ignition mechanism for the
temperatures tested.

8.1.3 Modelling investigation of ignition in IFRF co-axial burner

A coaxial burner was chosen for investigation of coal flames because it is easy to
visualise and identify different thermo-chemistry phase of the particles (i.e. the pro-
cess of moisture loss, devolatilisation and char combustion) in the post processing.
The aim of this study was to integrate a correlation of critical particle diameter in
the existing sub models used for simulating coal combustion flames. The measure-
ments of the inflame parameters are used for validating the ignition model. The
key findings from the investigations are as follows:

i The benchmark simulations suggested that the ignition is primarily due to
the combustion of volatiles in the gas phase. The peak flame temperatures
of the flame at around 1.9 m is due to the combination of volatiles and char
combustion.
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ii The predictions by the benchmark case are in reasonable agreement with
the experimental values which provides confidence in the sub-models used
for simulations. The rise in axial temperature lagged with an error of 10%
(between 1.25 m and 1.5 m) which indicated that the flame lift off distance is
not accurately predicted by the benchmark case.

iii The correlation for critical particle diameter and the particle size distribution
suggest that a small amount of particles are ignited heterogeneously. It is one
of the reasons why the benchmark case is able predict flame parameters with
a small error.

iv The ignition model developed in this study improves the predictions of the
flame parameters and hence the modelling methodology can be used for future
combustion calculations in air conditions. The model illustrated that ignition
is due to combination of the volatiles combustion in both phases and char
combustion of small particles in the early stages of the flame.

8.1.4 Modelling investigation for a Utah coaxial oxy-fuel burner

The Utah coaxial burner was chosen to investigate pulverised fuel flames in oxyfuel
conditions as it enables to qualitatively visualise the impact of the ignition model
on the particle behaviour (similar to the IFRF burner investigation). Six different
benchmark cases were simulated which showed poor agreement with the experimen-
tal data. However, there were no inflame measurement which made it difficult to
determine any flaws in the specific sub-models. This enforced an investigation into
the sensitivity of different sub-models used for oxy-fuel conditions. The key findings
from the investigation are as follows:

i The modified radiation model had no impact on the predictions of the flame
stand-off distance due to scale of the furnace. The models analysed have
proven to be equally good for simulating oxy-fuel coal combustion.

ii The combination of different reaction mechanisms and the turbulence chem-
istry interaction model shows no improvement on the flame stand off distance.
The other combinations tested increased the flame stand-off and hence it was
decided that ED model with two step reaction is used for further investigation.

iii The sensitivity study on the wall temperatures showed that there is a decrease
in flame stand off distance with increase in wall temperatures. The best
agreement was achieved for Case 1 when the wall temperature is as high as
1800 K but it still displayed a significant error for Case 6. This indicated that
the increased wall temperature may be overcompensating for the other sub-
models. The sensitivity suggests that there is a mismatch in the experimental
data for the wall temperatures and it varies on a case by case basis.

iv The particle distribution and the correlation for the critical particle diameter
suggests that there will be a greater amount of particles igniting heteroge-
neously.
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8.2. Proposals for future work

v The ignition model improves the flame stand off distance predictions for Cases
1-4 but still presented significant errors for Cases 5 and 6. The results indicate
that the ignition model may be over predicting the heterogeneous ignition of
particles and it requires small tuning for oxy-fuel conditions (i.e. changing
the ignition temperature of the particles). The model shows that it is better
equipped in predicting flame stand off distance compared to the traditional
thermo-chemistry models. The overall modelling results can be improved if
the uncertainty of wall temperature is eliminated.

8.1.5 Impact of ignition in a pilot scale burner at PACT facility

The downward firing solid fuel furnace at PACT facility in Beighton, UK was chosen
for investigating the influence of the ignition model in a low NOx swirled burner.
The experimental work was conducted by the research team at the University of
Sheffield. This provided a comprehensive knowledge of the furnace operating con-
ditions, reducing any errors in the CFD input. The numerical investigation done
by Yang et al and Huynh et al was chosen for benchmark cases. A comparison is
made for the benchmark case between experimental results, a complete 3D case and
a 2D axissymmetric geometry and the literature predictions. The key findings are
as follows:

i The CFD simulation results for the benchmark 2D case has few shortcomings
and are not in agreement with the results obtained by Yang et al.

ii The overall CFD results from the 3D benchmark case are in good agreement
with the predictions by Yang et al. confirming the literature model is repli-
cated well.

iii The overall 3D benchmark case are in reasonable agreement with the ex-
perimental data. The distribution of CO are under predicted in the inner
recirculation zone close to the burner, which suggest that there is scope for
improving the predictions in the ignition zone.

iv The ignition model is able to improve the overall distribution of CO close to
the burner suggesting the heterogeneous ignition of the small particles have a
small impact on the overall flame characteristics.

v The mixing is over predicted downstream which is observed in species pre-
diction at 0.575 m. The over prediction of the swirling jet mixing, results in
impacting the species distribution as Eddy dissipation model is dominated by
the mixing phenomena. An investigation with different turbulence chemistry
model is suggested for improving the flame predictions.

8.2 Proposals for future work

The investigation of the devolatilisation models in Chapter 3 can be extended to
study the impact of the devolatilisation kinetics on the overall combustion system.
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Chapter 8. Conclusions and future work

As CPD is inbuilt in Fluent, it would be desirable to test the computational and
scientific efficiency of the sub-model vs the single rate fitted kinetics. It will improve
the combustion prediction in the early stages of the flame.

Investigating the ignition mechanism of a single particle in Chapter 4 shows that
the results are in good agreement with the experimental data. The particle size
tested in this research were all assumed to have uniform spherical shape, the logical
step would be to validate the model for non-spherical shapes and different sizes.
The model capability can be improved once different ranks of coal and a variety
of biomass are validated. The application of detail chemistry showed a significant
improvement in the overall results when compared to reduced mechanism. The
predictions of the volatiles species evolved can be tuned with other reduced mech-
anism (e.g. Jones-Lindsted) for an improvement in the gas phase chemistry. The
model predictions can also be further improved if the gas phase chemistry is tuned
or validated for oxyfuel conditions.

The application of the ignition model in the coaxial burners showed a significant
improvement over the benchmark cases. It would have been ideal to validate the
ignition model for particle to particle interaction in a laminar flow environment.
Due to the lack of experimental studies providing inflame validating data the re-
search was propelled into the next phase. If there are future experiments conducted
in literature which analyse multi particle ignition in laminar flow environment, it
would be ideal to test the ignition model and fine tune it for future application.
The minimum ignition temperature of the particle in the ignition model was set at
800 K for all the simulations tested which provided excellent improvements over the
benchmark case. In order to fine tune the model for oxyfuel conditions a sensitivity
analysis can be conducted on the particle ignition temperature.

In Chapter 7, the first improvement would be to extend the investigation of the
ignition model to oxyfuel conditions. A future study can be the application of the
ignition model in a boiler and compare the CFD predictions against the experimen-
tal data to validate the model. The results for the benchmark case are sensitive to
the turbulence mixing as the Eddy dissipation model is directly coupled with the
mixing parameters of the flame. It would be ideal to test the CFD simulations with
the Flamelet models or detail chemistry model. In order to achieve that a reason-
able amount of computational resources are required and it could be conducted in
the future as the computational resources gets cheaper. The model can be extended
to investigate the overall impact on NOx formation inside the hot zone of the flame.
Finally, it would be ideal to see the impact of the ignition model on different fuels
which can provide fuel flexibility to different power plant operators. .
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Numerical simulation of ignition mode and ignition delay time of pulverized
biomass particles. Combustion and Flame, 206:400–410, 2019.

[331] W. Yang, B. Liu, H. Zhang, Y. Zhang, W. Yuxin, and J. Lyu. Prediction
improvements of ignition characteristics of isolated coal particles with a one-
dimensional transient model. Proceedings of the Combustion Institute, 2020.

[332] V. S. Gururajan, T. F. Wall, R. P. Gupta, and J. S. Truelove. Mechanisms for
the ignition of pulverized coal particles. Combustion and flame, 81(2):119–
132, 1990.

[333] Y. Qi, M. Wang, R. Ma, P. Ge, J. Wu, M. Gu, and S. Ji. Numerical simulation
investigation of ignition and combustion process for single pulverized particle
of anthracite. Fuel, 239:330–337, 2019.

[334] P. A. Bejarano and Y. A. Levendis. Single-coal-particle combustion inO2/N2

and O2/CO2 environments. Combustion and flame, 153(1-2):270–287, 2008.

[335] A. Brink et al. Eddy break-up based models for industrial diffusion flames
with complex gas phase chemistry. 1998.

[336] M. Saito, M. Sadakata, M. Sato, T. Soutome, H. Murata, and Y. I. Ohno.
Combustion rates of pulverized coal particles in high-temperature/high-
oxygen concentration atmosphere. Combustion and flame, 87(1):1–12, 1991.

[337] X. Shang, C. Si, J. Wu, Z. Miao, Y. Zhang, Y. Wang, B. Wang, and K. Hou.
Comparison of drying methods on physical and chemical properties of shengli
lignite. Drying Technology, 34(4):454–461, 2016.
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