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Abstract

Hybrid beamforming is a combination of digital and analogue beamforming techniques

to achieve a trade off between performance and cost, and it plays an important role for

millimetre wave and massive MIMO based communication systems.

In this thesis, two novel designs based on hybrid beamforming structures are first pro-

posed, which together with the corresponding inter-subarray coding schemes, can achieve

multi-beam multiplexing for arbitrary directions to serve corresponding users. In the first

design, based on the relationship of directions between the two required beams, the ad-

jacent antenna spacing is regarded as a variable to be determined, while in the second

design, the adjacent antenna spacing is fixed and an iterative optimisation procedure is

proposed to solve the problem based on a least-square formulation.

As extended versions of the above design with a fixed antenna spacing, three novel

designs considering practical application constraints are proposed to achieve multi-beam

multiplexing for corresponding users. In the first scheme, to reduce the implementation

complexity, one nearly equal magnitude constraint is imposed on the analogue coefficients

so that beamforming can be achieved by pure phase shifters after the normalisation of

magnitudes. In the second scheme, a robust design against steering vector errors is con-

sidered to guarantee limited variation of resultant beam responses due to various steering

vector errors. In the third scheme, by considering both the equal magnitude constraint

and steering vector errors simultaneously, a robust design with equal magnitude constraint

is proposed.

Furthermore, when a large number of antennas are available, for a required level of

beamforming performance, we may not need to employ all of them for each scenario.

As a result, further complexity reduction can be achieved by only employing a subset of

the available antennas based on the sub-aperture and overlapped subarray architectures.

Moreover, by considering the polarisation states of the signals in the crossed-dipole based

array, the best set of crossed-dipole antennas and dipoles can be selected to achieve the

same multi-beam multiplexing effect.
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Chapter 1

Introduction

1.1 Introduction

Array signal processing is one of the major topics of signal processing and has been widely

employed in various applications, such as radar, sonar, radio astronomy and wireless com-

munications [1–4], where multiple antennas placed at different locations are implemented

for processing the received or transmitted signals.

There are three types of arrays according to geometrical dimension of the array struc-

ture, including linear arrays, where the antennas are distributed along a straight line,

planar arrays, where the antennas are spread over a two-dimensional (2D) space and vol-

umetric arrays, where the antennas are distributed in a three-dimensional (3D) volume.

In this thesis, the linear array is our focus of study, but the proposed methods here can

also be extended to the other two array geometries.

Specifically, array signal processing consists of three sub-areas: signal number de-

tection, direction of arrival (DoA) estimation and beamforming. Detection theory is

employed to distinguish between the signal and noises using the received signals and

determine the number of signals [5]. DoA estimation is to estimate the direction of

the incoming signal with an array of antennas, which is extensively used in seismology,

radar detection, wireless communications and radio astronomy [6, 7]. Beamforming is

a traditional technique to maintain the maximum power at a desired direction or de-

sired directions, while minimising the power at undesired directions as much as possible.
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Nowadays, beamforming is increasingly being implemented digitally; as an example, for

transmit beamforming, a digital to analogue converter (DAC) is employed first to trans-

form the received digital signal to analogue format at the baseband and then modulated

to the radio frequency (RF) for each antenna; moreover, to ensure the digital beamform-

ing technique works effectively, the large number of DACs should be synchronised. Given

the higher and higher data rate and more and more antennas required for current and

future wireless communication systems, especially for those employing massive MIMO

techniques, it has been a significant challenge to implement such a large number of DACs

working at a very high speed.

In addition to massive MIMO, another key enabling technology for the fifth-generation

(5G) and beyond communication systems is the millimetre wave communication and both

require the employment of a large number of antennas working at high frequencies with a

wide bandwidth [8]. If the traditional beamforming process is implemented completely in

the digital domain, the extremely high cost associated with the large number of high-speed

DACs or analogue to digital converters (ADCs) and the high-level power consumption will

render it practically infeasible. One solution to the problem is to employ the hybrid beam-

forming techniques [3, 8–21], where for transmit beamforming as an example, partially

digital beamforming is performed first to reduce the number of digital channels [1], which

are then converted into analogue via a reduced number of digital to analogue converters

(DACs), and after that analogue beamforming can then be performed [22–24].

1.2 Motivation

A previous hybrid beamforming method which involves multiplexing two beams was pro-

posed in a recent work [25, 26]. However, a limitation of the proposed method is that

the directions of the two beams must satisfy a specific relationship and therefore it is not

suitable for users located in arbitrary directions. The aim of the works in this thesis is

to overcome this limitation by developing methods for multi-beam multiplexing designs

for arbitrary user directions based on the sub-aperture subarray architectures, consider-

ing various practical factors, such as implementation complexity and robustness against
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model errors.

The following is a list of three main objectives for the thesis:

1. The first objective is to simultaneously generate multiple beams serving users in

arbitrary directions with the interleaved subarray architecture based on ULAs and

UPAs, with the sidelobe responses suppressed to a comparatively lower level.

2. The second objective is to consider the above designs in real-world applications,

taking into account two practical factors, i.e., phase-only control on analogue coef-

ficients and robustness against steering vector errors. Three designs considering the

above two constraints separately and simultaneously form a complete piece of work

in Chapter 4.

3. The third objective is to reduce the overall complexity of the beamformer, where

only a subset of the available antennas is selected to achieve the same multi-beam

multiplexing effect based on isotropic and polarisation-sensitive crossed-dipole an-

tennas.

1.3 Original Contributions

Corresponding to the above objectives, the main contributions in Chapters 3, 4 and 5,

respectively, are shown as follows.

1. Two novel designs with varying and fixed antenna spacings, respectively, are em-

ployed to tackle the problems in [25, 26]. Beam interference due to the large antenna

spacing can be mitigated and beam gain can be augmented by multiplexing multi-

ple beams. In the first design, the adjacent antenna spacing is treated as a variable

which is designed according to the specific relationship of directions between the

required two beams, but a clear issue is that it may not be practical to constantly

change the spacing to meet the needs of changing user directions. In the second

design, to deal with the issue in the first design, the antenna spacing is fixed and

independent of beam directions, and we optimise the beamformer coefficients in
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multiple subarrays for best approximation between the designed and desired beam

responses in a least-squares (LS) formulation. To extend the work from two beams

to multiple beams and propose a general design approach, i.e., the second design,

we have also considered the design based on uniform planar arrays (UPAs), which

will be widely used in mmWave communications.

2. As extended versions of the first design with a fixed antenna spacing in Chapter

3, three designs considering two practical application constraints separately and

simultaneously based on the sub-aperture subarray architectures are proposed to

achieve multi-beam multiplexing to serve users in arbitrary directions. The novelty

of this work is twofold: a MinMax constraint is imposed on the analogue coefficients

of the array so that phase-only beamforming can be achieved after the normalisation

of weight magnitudes; a norm constraint is introduced to enforce a robust design

result against various model errors. Due to the entangled nature of the individual

beams, the resultant formulation is non-convex and there is no effective solution

available for such a problem, unlike the traditional equal-magnitude and robust

designs for beamforming purposes. As a result, an alternate optimisation approach

is provided to solve the problem, where the original problem is split into two sub-

problems, and each of them becomes convex, guaranteeing the convergence of the

whole alternate optimisation process.

3. Multi-beam multiplexing can be implemented by uniform linear arrays (ULAs) based

on the sub-aperture subarray architectures in previous works, which leads to sig-

nificant cost and complexity reduction in its implementation. However, when a

large number of antennas are available, we may not need to employ all of them

and a subset of the available antennas may be sufficient for a specific beamform-

ing scenario. To further reduce the system complexity, a sparsity based l1 norm

minimisation method is imposed on the sub-aperture and overlapped subarray ar-

chitectures, where each antenna is associated with one and multiple analogue co-

efficients, respectively. By replacing the isotropic antennas in the structure with

polarisation-sensitive crossed-dipole antennas, a new steering vector is involved for
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each of the sub-aperture subarray architectures and the best set of dipoles can be

selected straightforwardly using the same l1 norm minimisation method. However,

one drawback of this approach is that the two complex-valued weighting coefficients

associated with each crossed-dipole antenna cannot be minimised simultaneously.

As a result, only the weighting coefficients of some individual dipoles may be zero-

valued, rather than the complete crossed-dipoles, which may not be desired in some

applications. Therefore, a design of crossed-dipole arrays based on a modified l1

norm minimisation is proposed to guarantee a truly sparse solution.

1.4 Outline

An outline of the rest of this thesis is as follows:

In Chapter 2, basics about beamforming are first reviewed. Then, digital and analogue

beamforming techniques which constitute the hybrid beamforming technique are discussed

followed by two typical sub-aperture subarray architectures to achieve it. Some methods

to implement multi-beam multiplexing designs such as convex optimisation and least

squares (LS) minimisation are presented at the end.

In Chapter 3, a recent two-beam multiplexing design with two interleaved ULAs is

first reviewed. One limitation is that the directions of two beams have to satisfy a fixed

relationship and it is then derived in the context. To overcome this restriction, two novel

designs are proposed where the adjacent antenna spacing in the first design is a variable

and can be calculated as a function of the directions of the two required beams; in the

second design, the adjacent antenna spacing is fixed and an alternate optimisation method

is proposed based on a least-square formulation for both two-user and multi-user cases.

Furthermore, the idea in the second design can be extended to the hybrid beamform-

ing structure based on UPAs to achieve the same purpose with an overall satisfactory

performance.

In Chapter 4, the work is focused on dealing with implementation issues of the multi-

beam multiplexing hybrid beamforming architecture proposed in Chapter 3. Three novel

designs considering practical application constraints based on the sub-aperture subarray
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architectures are proposed to achieve multi-beam multiplexing to serve users in arbitrary

directions. In the first scheme, to reduce the implementation complexity, a nearly equal

magnitude constraint is imposed on the analogue coefficients so that beamforming can

be achieved by merely changing the analogue phase shift of each antenna. In the second

scheme, a robust design against steering vector errors is considered to guarantee limited

variation of resultant beams due to various steering vector errors. In the third scheme,

the constraints in the first two schemes are considered simultaneously and therefore a

robust design with an equal magnitude constraint on analogue coefficients is proposed.

As a benchmark, a fourth scheme without any constraints is given and the performance

generated by the first three schemes can be compared with the fourth one in a quantitative

way.

In Chapter 5, a review of the compressive sensing technique employed in sparse an-

tenna array design is provided. To further reduce the overall system complexity, antenna

selection designs based on the sub-aperture and overlapped subarray architectures are

first introduced and design examples are provided to demonstrate the effectiveness of

this method. If the polarisation state of the signal is considered, the isotropic antenna

in the structure can be replaced by the crossed-dipole antenna, which consists of two

orthogonally orientated dipoles, and two methods are proposed to select the best set of

crossed-dipole dipoles or antennas, respectively.

Finally in Chapter 6, conclusions are drawn and an outline for potential future work

is provided.
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Chapter 2

Review of Hybrid Beamforming

2.1 Beamforming Based on Antenna Arrays

A narrowband linear array with adjacent antenna spacing d for transmit beamforming is

shown in Figure 2.1. Ideally, all the antennas are assumed to be omnidirectional and have

identical responses. There are N received antenna signals xn[t], for n ∈ {0, 1, . . . , N − 1}.

The steering vector of the array is a function of angular frequency ω and θ, given by (for

transmission model)

s(ω, θ) = [1, ejω
d
c

sin θ, . . . , ejω(N−1) d
c

sin θ]T , (2.1)

where θ ∈ [−π
2
, π

2
] is measured with respect to the broadside of the linear array, c denotes

the speed of propagation wave and {·}T denotes the transpose operation. In addition,

spatial aliasing needs to be taken into account because it means the signals transmitted

to different directions share the same steering vector, i.e., s(ω, θa) = s(ω, θb), where θa

and θb denote two different transmission directions. Thus, the condition given below

ejω
d
c

sin θa = ejω
d
c

sin θb , (2.2)

or equivalently

ej2π
d
λ

sin θa = ej2π
d
λ

sin θb , (2.3)
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should be satisfied. To avoid spatial aliasing, |2π d
λ

sin θ| ≤ π. Since | sin θ| ≤ 1, d ≤ λ
2

can

be derived. Hence, for a ULA with d = λ
2
, the steering vector in (2.1) changes to

s(θ) = [1, ejπ sin θ, ..., ejπ(N−1) sin θ]T . (2.4)

The beam response generated by the array is given by

P (θ) = wHs(θ), (2.5)

where [.]H denotes the Hermitian transpose and w is the weighting coefficient vector, given

by

w = [w0, w1, ..., wN−1]T . (2.6)

Figure 2.1: A general narrowband beamforming structure.

To describe the sensitivity of the beamformer with respect to signals transmitted to

different directions, the beam pattern |P (θ)| in decibel (dB) of the array is given by

BP (θ) = 20 log10

|P (θ)|
max |P (θ)|

. (2.7)
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As an representative example, the weighting coefficients of an array with N = 10

antennas are given by

w = [1, 1, ..., 1]T , (2.8)

and the resultant beam response is displayed in Figure 2.2.
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Figure 2.2: The narrowband beam response generated by an ULA withN = 10 antennas.

2.2 Introduction to Hybrid Beamforming

In recent years, technologies for the 5-G communication systems have been developing

very quickly and two key enabling technologies are massive MIMO and mmWave com-

munication [3, 8–11, 27–33]. In an ideal mmWave massive MIMO system, the number of

RF chains which consist of hardware components such as ADCs (DACs), power amplifier,

etc. should be equal to the number of antennas. To reduce hardware complexity and

cost, the hybrid beamforming technique was introduced [34–36], and it is implemented by

combining digital and analogue beamforming techniques together.

2.2.1 Digital Beamforming

Nowadays many array signal processing techniques such as beamforming are being achieved

digitally. In digital beamforming, as shown in Figure 2.3, a digital to analogue converter
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(DAC) is employed to convert the digital signal into the analogue format. This is per-

formed at either the baseband followed by modulation to the radio frequency (RF) or

directly at the radio frequency in some cases. To avoid signal aliasing, the minimum

sampling frequency should be equal or higher than twice the highest frequency of the

signal according to the Nyquist Sampling Theorem. However, since each antenna requires

a RF chain in digital beamforming, the extremely high cost due to the large number

of DACs and the high-level power consumption will make it practically infeasible if the

beamforming process is implemented completely in the digital domain.

Figure 2.3: A digital beamforming structure.

2.2.2 Analogue Beamforming

To reduce the high cost associated with a fully digital implementation, two methods

are exploited to tackle this issue. The first one is to implement it by employing the

analogue beamforming technique [22], as shown in Figure 2.4, or some judicially designed

transformations [23, 24]. As a result, some phase shifting techniques are utilised to provide

an alternative solution even though the overall performance may not be satisfactory in

some cases due to low phase resolution [37, 38].
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Figure 2.4: An analogue beamforming structure.

2.2.3 Typical Architectures for Hybrid Beamforming

The other one to reduce the power consumption and implementation cost is the hybrid

beamforming technique [3, 8–11, 27–33], where partially digital beamforming is performed

first to reduce the number of separate digital channels in the following, and then this

smaller number of digital signals are converted into analogue via a reduced number of

digital to analogue converters (DACs), and after that analogue beamforming can then be

performed.

Various hybrid beamforming structures have been proposed in the past and one of

them is the sub-aperture based hybrid beamformer [10, 27, 39–42]. There are mainly two

types of implementations for the subarray scheme: one is the side-by-side type or localised

subarray architecture and the other one is the interleaved subarray architecture [43, 44].

In the localised subarray architecture, all the antennas belonging to the same subarray

are located within a local region next to each other, as shown in Figure 2.5; as a result,

the beam width generated by this architecture is comparatively wide. For the interleaved

subarray architecture shown in Figure 2.6, the antennas of each subarray are distributed

over a much larger aperture and the spacing between adjacent subarray antennas is much

larger than the standard array spacing. Thus, a much narrower beam can be formed by the

interleaved subarray architecture, which makes it a good candidate for beam multiplexing;

however, this narrow beamwidth is achieved at the cost of generating high sidelobes or
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even grating lobes or spatial aliasing, although this effect can be suppressed at the digital

beamforming stage to some extent with improved desired beam gain [45–47].

Clearly, the two sets of coefficients (analogue and digital) are multiplied in different

ways to generate multiple beams. In particular, for the multiplexing case, the common

set of analogue coefficients will be responsible for generating different beams, together

with each beam’s digital coefficients, which impose further constraints to the problem.

However, how to obtain a combined set of digital and analogue coefficients is a dif-

ficult problem and some solutions can be found from [48–51], where the resultant joint

optimisation problem can be decomposed into subproblems of individual vectors.

Figure 2.5: A localised ULA subarray based hybrid beamforming architecture.

2.3 Convex Optimisation

Recently, convex optimisation has become a useful tool to solve the beamforming design

problem based on antenna arrays [52, 53]. If both the objective function and the constraint
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Figure 2.6: An interleaved ULA subarray based hybrid beamforming architecture.

are convex, a convex optimisation problem is formulated as

min
w

g0(w)

subject to gk(w) ≤ ak, k ∈ {1, 2, ..., K},
(2.9)

where w denotes a set of complex-valued variables and ak denotes the upper bound for

the k-th convex constraint. For a function to be convex, the following criterion

gk((1− αc)wa + αcwb) ≤ (1− αc)gk(wa) + αcgk(wb), (2.10)

should be satisfied for all real-valued αc and all complex-valued weighting vectors wa

and wb lie in the same space as w, i.e., wa and wb are all possible values of w. Some

representative convex functions are usually employed in antenna array beamforming, such

as the l1 and l2 norms of the vector w.

Note that most of the array pattern synthesis problems can be formulated into a

convex form and some convex optimisation algorithms such as the interior point method

can be used to solve them.
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For example, an antenna array with N = 10 antennas is employed for transmit beam-

forming. The mainlobe direction, fixed direction with magnitude constraint and the

sidelobe regions are Θmain = 0◦, Θ0 = 30◦ and Θside ∈ [−90◦,−5◦] ∪ [5◦, 90◦], sampled

every 1◦. With the steering vector given by (2.4) and d = λ
2
, the optimisation problem

for this example is formulated as

min
w

‖wHzs ‖2

subject to wHzm = 1,

|wHz0| ≤ 0.01,

(2.11)

with

zs =
∑

θ∈Θside

s(θ), zm =
∑

θ∈Θmain

s(θ), z0 =
∑
θ∈Θ0

s(θ). (2.12)

The beam response generated by this array is given by Figure 2.7 and the corresponding

weighting coefficients are [0.0750 + 0.0057i, 0.0970 − 0.0071i, 0.1110 − 0.0088i, 0.1165 +

0.0086i, 0.1005 + 0.0076i, 0.1005 − 0.0076i, 0.1165 − 0.0086i, 0.1110 + 0.0088i, 0.0970 +

0.0071i, 0.0750− 0.0057i]T .
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Figure 2.7: Beam response generated by (2.11) using the ULA with N = 10 antennas.
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2.4 Least Squares Method

The least squares method is traditionally employed for designing both finite impulse re-

sponse (FIR) filters and wideband beamformers [54–56]. Compared to other optimisation

methods, the least squares method is more widely used because it gives a closed-form

solution to the problem. In this section, we will review the standard least squares and

constrained least squares methods which will be employed in the remaining chapters of

this thesis.

2.4.1 Standard Formulation

The following cost function based on the LS formulation is used in the design [1, 57, 58]

JLS =

∫
Θ

F (θ)
∣∣wHs(θ)−D(θ)

∣∣2 dθ, (2.13)

where Θ denotes the overall angle range of interest, F (θ) is a positive real weighting

function and D(θ) is the desired beam response. In our designs, without loss of generality,

we use F (θ) = 1 − αLS and D(θ) = 1 over the mainlobe region and F (θ) = αLS and

D(θ) = 0 over the sidelobe region, where αLS ∈ (0, 1) is the trade-off parameter between

the mainlobe and sidelobe regions. Then, (2.13) can be expanded to a quadratic form

which is given by

JLS =

∫
Θ

F (θ)(wHs(θ)−D(θ))(wHs(θ)−D(θ))Hdθ

=wHQLSw−wHzLS − zHLSw + dLS,

(2.14)

with

QLS =

∫
Θ

F (θ)S(θ)dθ, (2.15)

zLS =

∫
Θ

F (θ)(s(θ)DH(θ))dθ, (2.16)

dLS =

∫
Θ

F (θ)|D(θ)|2dθ, (2.17)

S(θ) = s(θ)s(θ)H . (2.18)
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To solve the problem numerically, as an approximation, the cost formulation in (2.14) can

be converted into a discrete version, given by

JLSD = wHQLSD
w−wHzLSD − zHLSDw + dLSD , (2.19)

with

QLSD
= (1− αLS)

∑
θ∈Θmain

S(θ) + αLS
∑

θ∈Θside

S(θ), (2.20)

zLSD = (1− αLS)
∑

θ∈Θmain

s(θ), (2.21)

dLSD = (1− αLS)
∑

θ∈Θmain

1. (2.22)

Weighting coefficients w can be obtained by taking the gradient of the cost function

in (2.19) with respect to wH and then setting it to zero, given by

w = Q−1
LSD

zLSD . (2.23)

In this section, an example is provided to demonstrate the effectiveness of the LS based

design using an ULA with N = 10 antennas. The mainlobe direction and the sidelobe

regions are the same as the design example in Section 2.3 and the adjacent antenna spac-

ing d = λ
2
. With αLS = 0.7, the resultant beam response is shown in Figure 2.8 and the

weighting coefficients are [0.0080 + 0.0000i, 0.0101 + 0.0000i, 0.0099 − 0.0000i, 0.0104 −

0.0000i, 0.0104 + 0.0000i, 0.1014 + 0.0000i, 0.1014 + 0.0000i, 0.0099 + 0.0000i, 0.0101 −

0.0000i, 0.0080− 0.0000i]T .

2.4.2 Constrained Least Squares

To restrict the response of the beamformer at some particular directions or frequencies,

some constraints can be added to the least squares formulation and these can be either

equality or inequality constraints. A closed-form solution can be obtained by reducing

the least squares problem into an unconstrained one.

Now the new objective function in a quadratic form is given by wHQDw, where QD

denotes the correlation matrix of the array data. For a linear equality constraint, a closed-

form solution can be obtained via reducing it to a low-dimensional unconstrained least

squares problem [53, 59, 60].
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Figure 2.8: Beam response generated by (2.23) using the ULA with N = 10 antennas.

Now, by introducing the constraint, given by

CHw = f, (2.24)

where C denotes the N×r dimensional constraint matrix and f denotes the r×1 response

vector, the formulation of the constrained least squares problem is

min
w

wHQDw

subject to CHw = f.

(2.25)

The solution of the problem in (2.25) is found by the Lagrange multiplier method [61–63].

First, a new Lagrangian formulation is formed by adding the real part of the constraint

function CHw− f to the cost formulation wHQDw in (2.25), given by

GLSD = wHQDw + KH(CHw− f) + KT (CTw∗ − f∗), (2.26)

where K denotes the Lagrange multiplier. Note that the gradient of the constraint func-

tion formed by the second and third terms in (2.26) must be linearly independent between

each other for the Lagrange multiplier to hold. This means the columns of C should be

full-rank. Thus, weighting coefficients w can be obtained by taking the gradient of (2.26)

with respect to w∗ and then setting it to zero, given by

w = −Q−1
D CK. (2.27)
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Because w should meet the constraint in (2.24), we have

−CHQ−1
D CK = f. (2.28)

Hence, the solution of K is given by

K = −
(
CHQ−1

D C
)−1

f. (2.29)

By substituting (2.29) into (2.27), the closed-form solution of w is found as following

w = Q−1
D C

(
CHQ−1

D C
)−1

f. (2.30)

2.5 Summary

The basics about beamforming and the corresponding design methods, such as the convex

optimisation and least squares design methods are reviewed in this chapter. To solve the

problem associated with high cost and high power consumption, the hybrid beamforming

technique which consists of a combination of analogue and digital beamforming stages

is introduced followed by typical architectures of the sub-aperture based beamformer,

including the localised and interleaved subarray architectures. The multi-beam multi-

plexing designs based on the hybrid beamforming structures in different scenarios will be

presented in the following chapters.
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Chapter 3

Multi-Beam Multiplexing Design

Based on Least Squares

3.1 Sub-Aperture Subarray Architectures

The localised and interleaved subarray architectures based on an N -element uniform linear

array have been shown in Figures 2.5 and 2.6, respectively, in Chapter 2, where the

adjacent antenna spacing for the whole array is d. Suppose the N elements of the ULA

are divided into M subarrays. Then, each subarray consists of Ns = N/M antennas

with an adjacent antenna spacing dm = d and dm = Md for the localised and interleaved

subarray architectures, respectively. The corresponding phase shifts between adjacent

subarrays are ej2πNs
d
λ

sin θ and ej2π
d
λ

sin θ, respectively, where the direction of angle θ is

measured from the broadside of the array [64].

3.2 Multi-Beam Multiplexing Design with Direction

Constraint

For m ∈ {0, 1, · · · ,M − 1}, the beam pattern Pm(θ, ϕm) generated by the m-th subarray

pointing to the direction ϕm is given by

Pm(θ, ϕm) = ej2πlm sin θ

Ns−1∑
n=0

wA,m,n(ϕm)ej2π
dm
λ
n sin θ, (3.1)
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where lm = m d
λ

denotes the initial location of the m-th subarray in terms of the sig-

nal wavelength λ, and wA,m,n(ϕm) denotes the analogue weighting coefficient of the n-th

antenna of the m-th subarray for the main beam direction pointing to ϕm. Through inter-

subarray coding, the M beams are generated by the M -subarray based hybrid beamform-

ing scheme configured by the interleaved subarray architecture. The overall beam pattern

using the M subarrays with a main beam in the direction ϕj is

P (θ, ϕj) =
M−1∑
m=0

wD,j,mPm(θ, ϕm)

=
M−1∑
m=0

wD,j,me
j2πlm sin θ

Ns−1∑
n=0

wA,m,n(ϕm)ej2π
dm
λ
n sin θ,

(3.2)

where wD,j,m is the digital weighting factor for the m-th subarray.

In [25, 26], the two-user scenario was considered, where there are two subarrays in

total (M = 2) and two beams are generated by an inter-subarray coding scheme with a

linear combination of analogue weighting coefficients for two subarrays. With d = λ
2
, the

analogue weighting factors of the zeroth and first subarrays are given by

wA,0,n(ϕ0) = e−j2πn sinϕ0 ,

wA,1,n(ϕ1) = e−j2π(n+ 1
2

) sinϕ1 ,
(3.3)

where ϕ0 and ϕ1 are the desired directions for the zeroth and first users, respectively. This

interleaved-subarray beamforming system generates the zeroth user’s own beam naturally

and the first user’s beam in the direction of the zeroth user’s grating lobe and vice versa,

and as a result, data for the zeroth user is divided in opposite phase and data for the

first user is divided in the same phase. Specifically, as proposed in [25, 45], the digital

beamformer coefficient vector wD,j(j ∈ {0, 1}) can be characterised as follows

wD,0 = [wD,0,0, wD,0,1] = [1 −1],

wD,1 = [wD,1,0, wD,1,1] = [1 1].
(3.4)

Finally, the patterns of the zeroth and first beams are given by

P (θ, ϕ0) =
Ns−1∑
n=0

ej2πn(sin θ−sinϕ0)−

Ns−1∑
n=0

ej2π(n+ 1
2

)(sin θ−sinϕ1),

(3.5)
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P (θ, ϕ1) =
Ns−1∑
n=0

ej2πn(sin θ−sinϕ0)+

Ns−1∑
n=0

ej2π(n+ 1
2

)(sin θ−sinϕ1),

(3.6)

respectively. Ideally (3.5) should form a beam pointing to direction ϕ0 while (3.6) forms

a beam pointing to direction ϕ1. Generally, for a ULA of 2Ns antennas with adjacent

antenna spacing d = λ
2
, to have a beam pattern with its main beam direction in ϕj, one

way is to steer the broadside main beam with uniform weighting as follows,

P (θ, ϕj) =
2Ns−1∑
n=0

ejπn(sin θ−sinϕj). (3.7)

The key is to find some appropriate parameters so that (3.5) and (3.6) will be transformed

into the form of (3.7) with j = 0 and j = 1, respectively. To realise this, (3.5) is expanded

into the following form

P (θ, ϕ0) =
Ns−1∑
n=0

ej2πn(sin θ−sinϕ0)−

Ns−1∑
n=0

ejπ(2n+1)(sin θ−sinϕ0)ejπ(2n+1)(sinϕ0−sinϕ1).

(3.8)

It can be observed that as long as

ejπ(sinϕ0−sinϕ1) = −1, (3.9)

or equivalently

|sinϕ0 − sinϕ1| = 1, (3.10)

(3.5) and (3.6) will be converted into the form of (3.7) with j = 0 and j = 1, respectively.

Hence, in [26, 45], there is an important limitation to this scheme: the two user directions

cannot be arbitrary and have to follow this specific relationship. Although in practice,

it is hard to find two user directions meeting exactly this relationship, it theoretically

verifies for the first time that it is possible to use a simple hybrid analogue and digital

beamforming technique to produce two beams without spatial aliasing.
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3.3 Multi-Beam Multiplexing Design with Varying

Antenna Spacing

In the following, we try to overcome the restriction of the scheme in [26, 45] and design

a new scheme with two interleaved subarrays which can form beams in two arbitrary

directions. First, given the simple form of the digital beamformer coefficients wD,0 and

wD,1 in (3.4), they are still adopted in the new scheme. Consider a general ULA with

adjacent spacing d = αλ
2
, where α is an coefficient whose value will be determined later.

Hence, the adjacent antenna spacing for the m-th subarray is supposed as

dm = Md = Mα
λ

2
= αλ, (3.11)

where M = 2 has been used for two subarrays and the initial position lm of the m-th

subarray is

lm = m
d

λ
= m

α

2
. (3.12)

To form a beam to direction ϕj using a ULA of 2Ns antennas with adjacent antenna

spacing d = αλ
2
, similar to (3.7), the desired beam pattern of the j-th beam can be

achieved by beam steering in combination with uniform weighting as follows

P (θ, ϕj) =
2Ns−1∑
n=0

ejαπn(sin θ−sinϕj). (3.13)

Moreover, based on (3.2), the new antenna analogue weighting factors for the zeroth and

first subarrays can be chosen to compensate for the phase difference corresponding to look

directions only with uniform magnitudes as follows

wA,0,n(ϕ0) = e−j2απn sinϕ0 ,

wA,1,n(ϕ1) = e−j2απ(n+ 1
2

) sinϕ1 .
(3.14)

Then, the designed beam patterns for the zeroth and first beams are given by

P (θ, ϕ0) =
Ns−1∑
n=0

ej2απn(sin θ−sinϕ0)−

Ns−1∑
n=0

ej2απ(n+ 1
2

)(sin θ−sinϕ1),

(3.15)
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P (θ, ϕ1) =
Ns−1∑
n=0

ej2απn(sin θ−sinϕ0)+

Ns−1∑
n=0

ej2απ(n+ 1
2

)(sin θ−sinϕ1),

(3.16)

respectively. To find α, similar to (3.8), we modify (3.15) into

P (θ, ϕ0) =
Ns−1∑
n=0

ej2απn(sin θ−sinϕ0)−

Ns−1∑
n=0

ejαπ(2n+1)(sin θ−sinϕ0)ejαπ(2n+1)(sinϕ0−sinϕ1).

(3.17)

For (3.17) to match (3.13) when j = 0, similar to (3.9), one solution can be obtained by

satisfying

ejαπ(sinϕ0−sinϕ1) = −1. (3.18)

For arbitrary ϕ0 and ϕ1, the value of α can then be calculated by

α =
1

|sinϕ0 − sinϕ1|
. (3.19)

Note that the minimum value of α is αmin = 1/2 = 0.5 because the angle range of the

two required beam directions in {ϕ0, ϕ1} ∈ [−90◦, 90◦] results in that the maximum value

of |sinϕ0 − sinϕ1| is |sinϕ0 − sinϕ1|max = 2.

3.4 Multi-Beam Multiplexing Design with Fixed An-

tenna Spacing

In many applications, it may not be practical to constantly change the spacing to meet

the needs of changing user directions, although this could be solved by performing an-

tenna switching through preparing more antennas at pre-defined candidate locations than

necessary for a required beam width. In this section, the beamformer coefficients will be

redesigned, while maintaining the adjacent antenna spacing d as a fixed value. Although

the approach introduced in this section in general can be applied to arbitrary number

of beams with arbitrary directions, it is difficult to have a single general formulation to

cover all the cases. As a result, we will only consider the two-beam and three-beam cases
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as representative examples and following the same approach, it can be extended to more

than three beams without difficulty.

Moreover, as UPAs will be widely used for mmWave communications, we will also

consider a design based on UPAs to show that the approach can also be applied to two-

dimensional arrays.

3.4.1 Uniform Linear Array for Two Beams

The steering vectors of the m-th interleaved and localised subarrays are given by

sIm(θ) = [ej2πm
d
λ

sin θ, ej2π(m+M) d
λ

sin θ, ..., ej2π(m+M(Ns−1)) d
λ

sin θ]T , (3.20)

and

sLm(θ) = [ej2πmNs
d
λ

sin θ, ej2π(mNs+1) d
λ

sin θ, ..., ej2π((m+1)Ns−1) d
λ

sin θ]T , (3.21)

respectively, with m ∈ {0, 1, ...,M − 1}. Then, the beam pattern generated by the m-th

subarray is

Pm(θ) = wH
A,msm(θ), (3.22)

where wA,m denotes the analogue coefficients for the m-th subarray containing corre-

sponding coefficients

wA,m = [wA,m,0, wA,m,1, ..., wA,m,Ns−1]T . (3.23)

We employ a general digital coding scheme in the interleaved subarray architecture, whose

coefficients for the beam in direction ϕj are given by

wD,j = [wD,j,0, wD,j,1, ..., wD,j,M−1], (3.24)

where wD,j,0, wD,j,1, ..., wD,j,M−1(j ∈ {0, 1, ..., J − 1}) are MJ digital coefficients to be

determined later. So the designed beam pattern for the beam pointing to direction ϕj in

vector form is

Pϕj(θ) =
M−1∑
m=0

w∗D,j,mPm(θ) =
M−1∑
m=0

w∗D,j,mw
H
A,msm(θ), (3.25)

where ∗ denotes the conjugate operation. The following cost function based on least

squares formulation is used in the design [1, 57, 58]

JLS =

∫
θ∈Θ

F (θ) |H(θ)−D(θ)|2 dθ, (3.26)
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where Θ denotes the overall angle range of interest, F (θ) is a positive real weighting

function, and H(θ) and D(θ) are the designed and desired beam patterns, respectively.

In our designs, without loss of generality, we use F (θ) = 1 − β and D(θ) = 1 over the

mainlobe region (one single direction) and F (θ) = β and D(θ) = 0 over the sidelobe

region for each beam, where β ∈ (0, 1) is the trade-off parameter between the mainlobe

and sidelobe regions. To balance the minimisation in the mainlobe and sidelobe regions

for J beams, Ng is introduced to represent the number of sample points in the sidelobe

region for each beam. A specific cost formulation combining J beams is given by

JLS =
J−1∑
j=0

(
(1− β)

∑
θ∈Θmainj

∣∣Pϕj(θ)− 1
∣∣2 +

β

Ng

∑
θ∈Θsidej

∣∣Pϕj(θ)∣∣2), (3.27)

where Θsidej and Θmainj denote the sidelobe and mainlobe regions, respectively, for the

j-th beam. Substituting (3.25) into (3.27) with J = 2, the cost function JLS can be

rewritten as

JLS =
1∑

J=0

(
(1− β)

∑
θ∈Θmainj

∣∣w∗D,j,0wH
A,0s0(θ) + w∗D,j,1w

H
A,1s1(θ)− 1

∣∣2
+
β

Ng

∑
θ∈Θsidej

∣∣w∗D,j,0wH
A,0s0(θ) + w∗D,j,1w

H
A,1s1(θ)

∣∣2), (3.28)

which can be expanded as

JLS =
1∑
j=0

(
w∗D,j,0w

H
A,0QLSj0

wA,0wD,j,0 + w∗D,j,1w
H
A,1QLSj1

wA,1wD,j,1

+w∗D,j,0w
H
A,0PLSj0wA,1wD,j,1 + w∗D,j,1w

H
A,1PLSj1wA,0wD,j,0

−(w∗D,j,0w
H
A,0zLSj0 + zHLSj0wA,0wD,j,0)

−(w∗D,j,1w
H
A,1zLSj1 + zHLSj1wA,1wD,j,1)

+dLSj

)
,

(3.29)

with

QLSjm
= (1− β)

∑
θ∈Θmainj

Sm(θ) +
β

Ng

∑
θ∈Θsidej

Sm(θ), (3.30)

PLSj0 = (1− β)
∑

θ∈Θmainj

s0(θ)s1(θ)H +
β

Ng

∑
θ∈Θsidej

s0(θ)s1(θ)H , (3.31)
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PLSj1 = (1− β)
∑

θ∈Θmainj

s1(θ)s0(θ)H +
β

Ng

∑
θ∈Θsidej

s1(θ)s0(θ)H , (3.32)

zLSjm = (1− β)
∑

θ∈Θmainj

sm(θ), (3.33)

dLSj = (1− β)
∑

θ∈Θmainj

1, (3.34)

Sm(θ) = sm(θ)sm(θ)H , (3.35)

where {j,m} ∈ {0, 1}. Combining the analogue coefficients wA,0 and wA,1 into one vector,

given by

wA =
[
wT
A,0,w

T
A,1

]T
, (3.36)

equation (3.29) can be rewritten as

JLS = wH
A

(
QLS + PLS Ĩ 0

)
wA −wH

AzLS − zHLSwA + dLS0 + dLS1, (3.37)

with

QLS =

GLS0 0Ns

0Ns GLS1

 ,PLS =

HLS0 0Ns

0Ns HLS1

 , (3.38)

Ĩ 0 =

0Ns INs

INs 0Ns

 , (3.39)

zLS =

wH
D,0,0zLS00 + wH

D,1,0zLS10

wH
D,0,1zLS01 + wH

D,1,1zLS11

 , (3.40)

GLSm = wH
D,0,mQLS0m

wD,0,m + wH
D,1,mQLS1m

wD,1,m, (3.41)

HLS0 = wH
D,0,0PLS00wD,0,1 + wH

D,1,0PLS10wD,1,1,

HLS1 = wH
D,0,1PLS01wD,0,0 + wH

D,1,1PLS11wD,1,0,
(3.42)

wD,j,m = wD,j,mINs , (3.43)

where 0Ns and INs are Ns×Ns all-zero and identity matrices, respectively. For a given set

of wD,j,m({j,m} ∈ {0, 1}), wA can be obtained by taking the gradient of the cost function

in (3.37) with respect to wH
A and then setting it to zero, given by

wA =
(
QLS + PLS Ĩ 0

)−1

zLS. (3.44)

26



On the other hand, if we know the analogue coefficients wA already, we can obtain

the optimum digital coding coefficients as follows.

Similar to (3.36), combining the digital coefficients for the two beams into one vector

wD =
[
wD,0,wD,1

]T
=
[
wD,0,0, wD,0,1, wD,1,0, wD,1,1

]T
, (3.45)

equation (3.29) can be rewritten as

JLS = wH
D

(
Q̃LS + P̃LS Ĩ 1

)
wD −wH

D z̃LS − z̃HLSwD + dLS0 + dLS1, (3.46)

with

Q̃LS =


G̃LS00 0 0 0

0 G̃LS01 0 0

0 0 G̃LS10 0

0 0 0 G̃LS11

 , P̃LS =

H̃ LS0 02

02 H̃ LS1

 , (3.47)

Ĩ 1 =


0 1 0 0

1 0 0 0

0 0 0 1

0 0 1 0

 , (3.48)

z̃LS =
[
wH
A z̈LS00 ,w

H
A z̈LS01 ,w

H
A z̈LS10 ,w

H
A z̈LS11

]T
, (3.49)

G̃LSjm = wH
A Q̈LSjm

wA, H̃ LSj =

B̃LSj0 0

0 B̃LSj1

 , (3.50)

Q̈LSj0
=

QLSj0
0Ns

0Ns 0Ns

 , Q̈LSj1
=

0Ns 0Ns

0Ns QLSj1

 , (3.51)

B̃LSjm = wH
A P̈LSjm Ĩ 0wA, (3.52)

P̈LSj0 =

PLSj0 0Ns

0Ns 0Ns

 , P̈LSj1 =

0Ns 0Ns

0Ns PLSj1

 , (3.53)

z̈LSj0 =

 zLSj0

0Ns×1

 , z̈LSj1 =

0Ns×1

zLSj1

 , (3.54)
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where 02 in (3.47) is a 2 × 2 all-zero matrix and 0Ns×1 in (3.54) is an Ns × 1 all-zero

matrix. Given the obtained values of wA in (3.44), wD can be obtained by taking the

gradient of the cost function in (3.46) with respect to wH
D and then setting it to zero,

given by

wD =
(
Q̃LS + P̃LS Ĩ 1

)−1

z̃LS. (3.55)

Alternate optimisation of the digital coefficients wD and the corresponding analogue

coefficients wA can be achieved by the following iterative process:

(1) First, via initialising the digital coefficients wD,0,0 = 1, wD,0,1 = −1, wD,1,0 = 1, and

wD,1,1 = 1, as in [25], the values of wA are obtained by substituting wD,0,0, wD,0,1,

wD,1,0, and wD,1,1 into (3.44).

(2) Given the obtained values of wA in step (1), the closed-form solution of digital coef-

ficients wD is obtained by (3.55).

(3) Given the obtained values of wD in step (2), the new set of values of wA can be

obtained by (3.44) again.

(4) Repeat the steps (2) and (3) until the cost function (3.44) converges. The final digital

coefficients wD and the corresponding analogue coefficients wA are then obtained.

The convergence of the above iterative process is guaranteed. To see this, we use

JLS(wA,wD) to represent the whole cost function. An important property of the cost

function is that when wA is fixed, JLS(wA,wD) is a convex function, while when wD is

fixed, JLS(wA,wD) is a convex function. As a result, at each iteration, given an optimised

wD in the last round, the newly optimised wA will at least not increase the value of the

cost function, while given an optimised wA in the last round, the newly optimised wD will

at least not increase the value of the cost function, i.e., the cost function will not increase

during the alternate optimisation process.

3.4.2 Uniform Linear Array for Three Beams

In this section, consider the case of M = J = 3. The steering vectors of the m-th

interleaved and localised subarrays are given by (3.20) and (3.21), respectively, with m ∈
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{0, 1, 2}. Then, the digital coefficients (3.24) for the beam in direction ϕj change to

wD,j = [wD,j,0, wD,j,1, wD,j,2], (3.56)

with j ∈ {0, 1, 2}. Thus, the designed beam pattern for the beam pointing to direction

ϕj changes to

Pϕj(θ) = w∗D,j,0P0(θ) + w∗D,j,1P1(θ) + w∗D,j,2P2(θ)

= w∗D,j,0w
H
A,0s0(θ) + w∗D,j,1w

H
A,1s1(θ) + w∗D,j,2w

H
A,2s2(θ).

(3.57)

Similar to (3.29), the cost function JLS combining the above three beams is given by

JLS =
2∑
j=0

(
w∗D,j,0w

H
A,0QLSj0

wA,0wD,j,0 + w∗D,j,1w
H
A,1QLSj1

wA,1wD,j,1

+w∗D,j,2w
H
A,2QLSj2

wA,2wD,j,2

+w∗D,j,0w
H
A,0PLS01j

wA,1wD,j,1 + w∗D,j,1w
H
A,1PLS10j

wA,0wD,j,0

+w∗D,j,0w
H
A,0PLS02j

wA,2wD,j,2 + w∗D,j,2w
H
A,2PLS20j

wA,0wD,j,0

+w∗D,j,1w
H
A,1PLS12j

wA,2wD,j,2 + w∗D,j,2w
H
A,2PLS21j

wA,1wD,j,1

−(w∗D,j,0w
H
A,0zLSj0 + zHLSj0wA,0wD,j,0)

−(w∗D,j,1w
H
A,1zLSj1 + zHLSj1wA,1wD,j,1)

−(w∗D,j,2w
H
A,2zLSj2 + zHLSj2wA,2wD,j,2) + dLSj

)
,

(3.58)

with

PLSikj = (1− β)
∑

θ∈Θmainj

si(θ)sk(θ)
H +

β

Ng

∑
θ∈Θsidej

si(θ)sk(θ)
H , (3.59)

QLSjm
, zLSjm , dLSj and Sm(θ) are the same as (3.30), (3.33), (3.34) and (3.35) with

{m, i, k} ∈ {0, 1, 2} but i 6= k. Similar to (3.36), via combining the analogue coefficients

wA,0, wA,1 and wA,2 into one vector, given by

wA =
[
wT
A,0,w

T
A,1,w

T
A,2

]T
, (3.60)

equation (3.58) can be rewritten as

JLS = wH
A

(
QLS + PLS Ĩ 2 + RLS Ĩ 3

)
wA −wH

AzLS

− zHLSwA + dLS0 + dLS1 + dLS2,
(3.61)
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with

QLS =


GLS0 0Ns 0Ns

0Ns GLS1 0Ns

0Ns 0Ns GLS2

 ,PLS =


HLS0 0Ns 0Ns

0Ns HLS1 0Ns

0Ns 0Ns HLS2

 ,RLS =


YLS0 0Ns 0Ns

0Ns YLS1 0Ns

0Ns 0Ns YLS2

 ,
(3.62)

Ĩ 2 = Ĩ
T

3 =


0Ns INs 0Ns

0Ns 0Ns INs

INs 0Ns 0Ns

 , (3.63)

zLS =


wH
D,0,0zLS00 + wH

D,1,0zLS10 + wH
D,2,0zLS20

wH
D,0,1zLS01 + wH

D,1,1zLS11 + wH
D,2,1zLS21

wH
D,0,2zLS02 + wH

D,1,2zLS12 + wH
D,2,2zLS22

 , (3.64)

GLSm = wH
D,0,mQLS0m

wD,0,m + wH
D,1,mQLS1m

wD,1,m + wH
D,2,mQLS2m

wD,2,m, (3.65)

HLS0 = wH
D,0,0PLS010wD,0,1 + wH

D,1,0PLS011wD,1,1 + wH
D,2,0PLS012wD,2,1,

HLS1 = wH
D,0,1PLS120wD,0,2 + wH

D,1,1PLS121wD,1,2 + wH
D,2,1PLS122wD,2,2,

HLS2 = wH
D,0,2PLS200wD,0,0 + wH

D,1,2PLS201wD,1,0 + wH
D,2,2PLS202wD,2,0,

(3.66)

YLS0 = wH
D,0,0PLS020wD,0,2 + wH

D,1,0PLS021wD,1,2 + wH
D,2,0PLS022wD,2,2,

YLS1 = wH
D,0,1PLS100wD,0,0 + wH

D,1,1PLS101wD,1,0 + wH
D,2,1PLS102wD,2,0,

YLS2 = wH
D,0,2PLS210wD,0,1 + wH

D,1,2PLS211wD,1,1 + wH
D,2,2PLS212wD,2,1.

(3.67)

Similar to (3.44), for a given set of wD,j,m({j,m} ∈ {0, 1, 2}), wA can be obtained by

wA =
(
QLS + PLS Ĩ 2 + RLS Ĩ 3

)−1

zLS. (3.68)

Combining the digital coefficients for the three beams into one vector

wD =
[
wD,0,wD,1,wD,2

]T
=
[
wD,0,0, wD,0,1, wD,0,2, wD,1,0, wD,1,1, wD,1,2, wD,2,0, wD,2,1, wD,2,2

]T
,

(3.69)

(3.58) can be written

JLS = wH
D

(
Q̃LS + P̃LS Ĩ 4 + R̃LS Ĩ 5

)
wD −wH

D z̃LS

− z̃HLSwD + dLS0 + dLS1 + dLS2,
(3.70)

30



with

Q̃LS =


G̃LS00

0 ··· 0

0 G̃LS01

...
...

...
... ... 0

0 ··· 0 G̃LS22

 , P̃LS =


H̃ LS0 03 03

03 H̃ LS1 03

03 03 H̃ LS2

 , R̃LS =


Ỹ LS0 03 03

03 Ỹ LS1 03

03 03 Ỹ LS2

 ,
(3.71)

Ĩ 4 = Ĩ
T

5 =



0 1 0 0 0 0 0 0 0

0 0 1 0 0 0 0 0 0

1 0 0 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0

0 0 0 0 0 1 0 0 0

0 0 0 1 0 0 0 0 0

0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 1 0 0



, (3.72)

z̃LS =
[
wH
A z̈LS00 ,w

H
A z̈LS01 ,w

H
A z̈LS02 ,w

H
A z̈LS10 ,w

H
A z̈LS11 ,w

H
A z̈LS12 ,w

H
A z̈LS20 ,w

H
A z̈LS21 ,w

H
A z̈LS22

]T
,

(3.73)

H̃ LSj =


B̃LSj0 0 0

0 B̃LSj1 0

0 0 B̃LSj2

 , Ỹ LSj =


D̃LSj0 0 0

0 D̃LSj1 0

0 0 D̃LSj2

 , (3.74)

z̈LSj0 =


zLSj0

0Ns×1

0Ns×1

 , z̈LSj1 =


0Ns×1

zLSj1

0Ns×1

 , z̈LSj2 =


0Ns×1

0Ns×1

zLSj2

 , (3.75)

Q̈LSj0
=


QLSj0

0Ns 0Ns

0Ns 0Ns 0Ns

0Ns 0Ns 0Ns

 , Q̈LSj1
=


0Ns 0Ns 0Ns

0Ns QLSj1
0Ns

0Ns 0Ns 0Ns

 , Q̈LSj2
=


0Ns 0Ns 0Ns

0Ns 0Ns 0Ns

0Ns 0Ns QLSj2

 ,
(3.76)

B̃LSj0 = wH
A P̈LSj0 Ĩ 6wA, D̃LSj0 = wH

A R̈LSj0 Ĩ 3wA,

B̃LSj1 = wH
A P̈LSj1 Ĩ 7wA, D̃LSj1 = wH

A R̈LSj1 Ĩ 6wA,

B̃LSj2 = wH
A P̈LSj2 Ĩ 2wA, D̃LSj2 = wH

A R̈LSj2 Ĩ 7wA,

(3.77)
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P̈LSj0 =


PLS01j

0Ns 0Ns

0Ns 0Ns 0Ns

0Ns 0Ns 0Ns

 , P̈LSj1 =


0Ns 0Ns 0Ns

0Ns PLS12j
0Ns

0Ns 0Ns 0Ns

 , P̈LSj2 =


0Ns 0Ns 0Ns

0Ns 0Ns 0Ns

0Ns 0Ns PLS20j

 ,
(3.78)

R̈LSj0 =


PLS02j

0Ns 0Ns

0Ns 0Ns 0Ns

0Ns 0Ns 0Ns

 , R̈LSj1 =


0Ns 0Ns 0Ns

0Ns PLS10j
0Ns

0Ns 0Ns 0Ns

 , R̈LSj2 =


0Ns 0Ns 0Ns

0Ns 0Ns 0Ns

0Ns 0Ns PLS21j

 ,
(3.79)

Ĩ 6 =


0Ns INs 0Ns

INs 0Ns 0Ns

0Ns 0Ns INs

 , (3.80)

Ĩ 7 =


INs 0Ns 0Ns

0Ns 0Ns INs

0Ns INs 0Ns

 , (3.81)

where G̃LSjm is given by (3.50) and 03 in (3.71) is a 3 × 3 all-zero matrix. Given the

obtained values of wA in (3.68), wD can be obtained by taking the gradient of the cost

function in (3.70) with respect to wH
D and then setting it to zero, given by

wD =
(
Q̃LS + P̃LS Ĩ 4 + R̃LS Ĩ 5

)−1

z̃LS. (3.82)

Alternate optimisation of the digital coefficients wD and the corresponding analogue

coefficients wA can be achieved by the following iterative process:

(1) First, via initialising the digital coefficients wD,0,0 = wD,0,1 = wD,1,0 = wD,1,2 =

wD,2,0 = wD,2,1 = wD,2,2 = 1 and wD,0,2 = wD,1,1 = −1, the values of wA are obtained

by substituting wD,j,m({j,m} ∈ {0, 1, 2}) into (3.68).

(2) Given the obtained values of wA in step (1), the closed-form solution of digital coef-

ficients wD is given by (3.82).

(3) Given the obtained values of wD in step (2), the new set of values of wA can be

obtained by (3.68) again.

(4) Repeat the steps (2) and (3) until the cost function (3.68) converges.

32



3.4.3 Uniform Planar Array for Two Beams

Figure 3.1: A UPA with the interleaved subarray architecture.

Figure 3.2: A UPA with the localised subarray architecture.

The approach introduced for designing uniform linear arrays can be extended to UPAs

too and the only thing to change is the steering vector and the desired beam pattern, as

for planar arrays, both elevation and azimuth angles are needed to specify a beam pattern

in the three dimensional space [1, 65, 66].

33



Similar to the linear array case, for hybrid beamforming based on a UPA, there are also

two different architectures, i.e., interleaved and localised, and an example for each case

with M = 2 are displayed in Figures 3.1 and 3.2, which contain 2Nx and 2Ny antennas

along the x-axis and y-axis, respectively. The adjacent antenna spacings along the x-axis

and y-axis are dx and dy, respectively. Moreover, the elevation angle is θ ∈ [−90◦, 90◦]

and azimuth angle is φ ∈ [−90◦, 90◦]. Thus, the steering vectors of the two interleaved

and localised subarrays as a function of θ and φ are given by

sI0(θ, φ) =

[1, ej2π
2dy
λ

sin θ sinφ, ..., ej2π
2(Ny−1)dy

λ
sin θ sinφ, ej2π( dx

λ
sin θ cosφ+

dy
λ

sin θ sinφ), ...,

ej2π( dx
λ

sin θ cosφ+
(2Ny−1)dy

λ
sin θ sinφ), ..., ej2π(

(2Nx−1)dx
λ

sin θ cosφ+
(2Ny−1)dy

λ
sin θ sinφ)]T ,

sI1(θ, φ) =

[ej2π
dy
λ

sin θ sinφ, ..., ej2π
(2Ny−1)dy

λ
sin θ sinφ, ej2π

dx
λ

sin θ cosφ, ...,

ej2π( dx
λ

sin θ cosφ+
2(Ny−1)dy

λ
sin θ sinφ), ..., ej2π(

(2Nx−1)dx
λ

sin θ cosφ+
2(Ny−1)dy

λ
sin θ sinφ)]T ,

(3.83)

and

sL0 (θ, φ) =

[1, ej2π
dy
λ

sin θ sinφ, ..., ej2π
(Ny−1)dy

λ
sin θ sinφ, ..., ej2π

(Nx−1)dx
λ

sin θ cosφ, ...,

ej2π(
(Nx−1)dx

λ
sin θ cosφ+

(Ny−1)dy
λ

sin θ sinφ), ej2π(Nxdx
λ

sin θ cosφ+
Nydy
λ

sin θ sinφ),

..., ej2π(
(2Nx−1)dx

λ
sin θ cosφ+

(2Ny−1)dy
λ

sin θ sinφ)]T ,

sL1 (θ, φ) =

[ej2π
Nydy
λ

sin θ sinφ, ..., ej2π
(2Ny−1)dy

λ
sin θ sinφ, ..., ej2π(

(Nx−1)dx
λ

sin θ cosφ+
Nydy
λ

sin θ sinφ),

..., ej2π(
(Nx−1)dx

λ
sin θ cosφ+

(2Ny−1)dy
λ

sin θ sinφ), ej2π
Nxdx
λ

sin θ cosφ, ...,

ej2π(Nxdx
λ

sin θ cosφ+
(Ny−1)dy

λ
sin θ sinφ), ..., ej2π(

(2Nx−1)dx
λ

sin θ cosφ+
(Ny−1)dy

λ
sin θ sinφ)]T .

(3.84)

If all antennas are equally spaced in x and y axes, i.e., dx = dy = d, the steering
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vectors of two subarrays in (3.83) and (3.84) change to

sI0(θ, φ) =

[1, ej2π
2d
λ

sin θ sinφ, ..., ej2π
2(Ny−1)d

λ
sin θ sinφ, ej2π

d
λ

(sin θ cosφ+sin θ sinφ), ...,

ej2π
d
λ

(sin θ cosφ+(2Ny−1) sin θ sinφ), ..., ej2π
d
λ

((2Nx−1) sin θ cosφ+(2Ny−1) sin θ sinφ)]T ,

sI1(θ, φ) =

[ej2π
d
λ

sin θ sinφ, ..., ej2π
(2Ny−1)d

λ
sin θ sinφ, ej2π

d
λ

sin θ cosφ, ...,

ej2π
d
λ

(sin θ cosφ+2(Ny−1) sin θ sinφ), ..., ej2π
d
λ

((2Nx−1) sin θ cosφ+2(Ny−1) sin θ sinφ)]T ,

(3.85)

and

sL0 (θ, φ) =

[1, ej2π
d
λ

sin θ sinφ, ..., ej2π
(Ny−1)d

λ
sin θ sinφ, ..., ej2π

(Nx−1)d
λ

sin θ cosφ, ...,

ej2π
d
λ

((Nx−1) sin θ cosφ+(Ny−1) sin θ sinφ), ej2π
d
λ

(Nx sin θ cosφ+Ny sin θ sinφ),

..., ej2π
d
λ

((2Nx−1) sin θ cosφ+(2Ny−1) sin θ sinφ)]T ,

sL1 (θ, φ) =

[ej2π
Nyd

λ
sin θ sinφ, ..., ej2π

(2Ny−1)d

λ
sin θ sinφ, ..., ej2π

d
λ

((Nx−1) sin θ cosφ+Ny sin θ sinφ),

..., ej2π
d
λ

((Nx−1) sin θ cosφ+(2Ny−1) sin θ sinφ), ej2π
Nxd
λ

sin θ cosφ, ...,

ej2π
d
λ

(Nx sin θ cosφ+(Ny−1) sin θ sinφ), ..., ej2π
d
λ

((2Nx−1) sin θ cosφ+(Ny−1) sin θ sinφ)]T ,

(3.86)

respectively. Again, suppose the coefficients vector for the zeroth and first subarrays are

represented by wA,0 and wA,1, respectively. Then, similar to (3.36), by combining wA,0

and wA,1 into one vector wA and using the same approach as in Section 3.4.1, the final

digital and analogue coefficients can be obtained for the UPA based hybrid beamforming

structure.

3.4.4 Separate Direct Designs

To show the improvement by the proposed hybrid beamforming design methods from

another angle, we consider a least squares design based on another two structures: a

design based on the interleaved subarray architecture only without any inter-subarray

coding scheme and a design based on the localised subarray architecture only without
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any inter-subarray coding scheme. That is, the m-th subarray generates a beam pointing

to ϕj with m = j, and all subarrays operate independent of each other.

Now we use s(θ) to represent a general steering vetor and ws to represent the corre-

sponding beamforming coefficients. Then the cost formulation of the beam pointing to

ϕj generated by the array is given by

JLS = (1− β)
∑

θ∈Θmainj

|wH
s s(θ)− 1|2

+
β

Ng

∑
θ∈Θsidej

|wH
s s(θ)|2.

(3.87)

Equation (3.87) can be expanded into a quadratic form

JLS = wH
s QLSjm

ws −wH
s zLSjm − zHLSjmws + dLSj , (3.88)

where QLSjm
, zLSjm , and dLSj have been defined by (3.30), (3.33) and (3.34) using cor-

responding types of steering vectors. Overall, the minimisation of (3.88) with respect to

wH
s , gives the following solution

ws = Q−1
LSjm

zLSjm . (3.89)

3.5 Design Examples

In this section, some design examples are provided for the two proposed methods. Assume

that each subarray consists of fifteen antennas with ULA, i.e., Ns = 15 for the multi-user

cases. Moreover, for UPA, each subarray contains Nx = Ny = 6 antennas along the x and

y axes, respectively. The performance of the scheme in Section 3.2 and the two proposed

designs in Sections 3.3 and 3.4 are compared for multiple arbitrary directions.

3.5.1 Design Examples for the Scheme in Section 3.2

Suppose that the two desired beam directions are ϕ0 = −48◦(sin(−48◦) = −0.74) and

ϕ1 = 20◦(sin(20◦) = 0.34). For the scheme in [25], the two-beam multiplexing performance

of one desired beam pointing to −48◦ and one pointing to 20◦ is shown in Figures 3.3 and
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Figure 3.3: Beam patterns of two beams with ϕ0 = −48◦ obtained by the method in

Section 3.2 with the interleaved subarray architecture.

Table 3.1: Analogue coefficients wA,0 and wA,1 with ϕ0 = −48◦ generated by the method

in Section 3.2 with the interleaved subarray architecture.

n

m
wA,0 wA,1

n

m
wA,0 wA,1

0 1.0000+0.0000i 0.6911-0.7228i 8 0.9412-0.3378i 0.3935-0.9193i

1 -0.0431-0.9991i -0.7530-0.6580i 9 -0.3780-0.9258i -0.9360-0.3519i

2 -0.9963+0.0860i -0.6236+0.7817i 10 -0.9087+0.4175i -0.3096+0.9509i

3 0.1289+0.9917i 0.8089+0.5880i 11 0.4563+0.8898i 0.9638+0.2667i

4 0.9852-0.1714i 0.5511-0.8344i 12 0.8694-0.4942i 0.2233-0.9748i

5 -0.2137-0.9769i -0.8583-0.5132i 13 -0.5311-0.8473i -0.9838-0.1794i

6 -0.9668+0.2556i -0.4742+0.8804i 14 -0.8236+0.5671i -0.1351+0.9908i

7 0.2970+0.9549i 0.9008+0.4343i

3.4, respectively. The corresponding analogue coefficients wA,0 and wA,1 are displayed in

Tables 3.1 and 3.2, respectively.

We can clearly observe that in Figure 3.3, the first beam points to the direction

sin(14.9◦) = 0.26 instead of the required sin(20◦) = 0.34 by the design, while in Figure 3.4,

the zeroth beam points to sin(−41.1◦) = −0.66 instead of the required sin(−48◦) = −0.74,
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Figure 3.4: Beam patterns of two beams with ϕ1 = 20◦ obtained by the method in

Section 3.2 with the interleaved subarray architecture.

Table 3.2: Analogue coefficients wA,0 and wA,1 with ϕ1 = 20◦ generated by the method

in Section 3.2 with the interleaved subarray architecture.

n

m
wA,0 wA,1

n

m
wA,0 wA,1

0 1.0000+0.0000i 0.4762-0.8793i 8 -0.0565+0.9984i 0.8347+0.5507i

1 -0.5497-0.8354i -0.9967+0.0818i 9 0.8651-0.5016i 0.0051-1.0000i

2 -0.3957+0.9184i 0.6132+0.7900i 10 -0.8945-0.4470i -0.8402+0.5422i

3 0.9847-0.1742i 0.3265-0.9452i 11 0.1183+0.9930i 0.9133+0.4073i

4 -0.6868-0.7268i -0.9700+0.2432i 12 0.7645-0.6446i -0.1580-0.9874i

5 -0.2296+0.9733i 0.7337+0.6794 13 -0.9587-0.2843i -0.7406+0.6720i

6 0.9393-0.3432i 0.1680-0.9858i 14 0.2895+0.9572i 0.9675+0.2530i

7 -0.8030-0.5960i -0.9174+0.3980i

highlighting the issue of the design in [25], where the directions of two beams have to

satisfy a fixed relationship.
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3.5.2 Design Examples for the Scheme in Section 3.3

For the design with varying antenna spacing, according to (3.19), α can be calculated

as 0.92 for ϕ0 = −48◦ (sin(−48◦) = −0.74) and ϕ1 = 20◦ (sin(20◦) = 0.34). Thus, the

adjacent antenna spacing for the two subarrays is d0 = d1 = αλ = 0.92λ. The patterns

of the two resultant beams generated by the design in Section 3.3 with varying antenna

spacing are displayed in Figure 3.5 and the corresponding analogue coefficients wA,0 and

wA,1 are listed in Table 3.3. It is clear that the two beams are in the desired directions

and the design in Section 3.3 is working effectively.
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Figure 3.5: Beam patterns of two beams with ϕ0 = −48◦ and ϕ1 = 20◦ generated by

the method in Section 3.3 with the interleaved subarray architecture.

3.5.3 Design Examples for the Scheme in Section 3.4.1

In this section, we consider one fixed antenna spacing d = λ
3

for the two-user case. The

trade-off factor in (3.28) is chosen as β = 0.65. Because the same beam directions as the

design in Sections 3.5.1 and 3.5.2 are adopted, the mainlobe directions of the zeroth and

first beams are ϕ0 = −48◦ and ϕ1 = 20◦, respectively, and the corresponding sidelobe

regions are sin Θside0 ∈ [−1,−0.79] ∪ [−0.69, 1] (sin(−48◦) = −0.74) and sin Θside1 ∈

[−1, 0.29] ∪ [0.39, 1] (sin(20◦) = 0.34). The number of sample points for the sidelobe
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Table 3.3: Analogue coefficients wA,0 and wA,1 with ϕ0 = −48◦ and ϕ1 = 20◦ generated

by the method in Section 3.3 with the interleaved subarray architecture.

n

m
wA,0 wA,1

n

m
wA,0 wA,1

0 1.0000+0.0000i 0.5486-0.8361i 8 -0.9910+0.1342i -0.4314+0.9022

1 -0.3982-0.9173i -0.9854-0.1703i 9 0.5177+0.8556i 0.9993+0.0365i

2 -0.6829+0.7305i 0.2362+0.9717i 10 0.5787-0.8155i -0.3644-0.9312i

3 0.9420+0.3356i 0.7963-0.6035i 11 -0.9785-0.2061i 0.7091+0.7051i

4 -0.0673-0.9977i -0.8711-0.4911i 12 0.2005+0.9797i 0.9291+0.3697i

5 -0.8885-0.4590i -0.1036+0.9946i 13 0.8188-0.5740i -0.0308-0.9995i

6 0.7748+0.6322i 0.9536-0.3010i 14 -0.8526-0.5225i -0.9046+0.4262i

7 0.2715-0.9624i -0.6558-0.7549

region for each designed beam is Ng = 191.

With d = λ
3
, the patterns of the zeroth and first beams obtained using the method in

Section 3.4.1 (‘Method in Sec. 3.4.1’) are shown in Figures 3.6 and 3.7, respectively. The

corresponding digital and analogue coefficients are listed in Tables 3.4 and 3.5 and the

change of the cost function JLS with respect to the iteration number using the interleaved

subarray architecture is shown in Figure 3.8. Furthermore, the design results obtained

using the method in Section 3.4.4 are also shown, where the zeroth subarray in the inter-

leaved subarray architecture is directly used to design a beam pointing to −48◦ and the

first subarray for the beam pointing to 20◦; there are no digital schemes combining these

two subarrays and each subarray operates independent of the other. They are indicated

in Figures 3.6 and 3.7 as ‘Separate direct design0’. Moreover, the separate design results

using the method in Section 3.4.4 based on the localised subarray architecture are also

presented, i.e., for the whole ULA with 2Ns antennas, the first Ns of them are used to

design the bream pointing to −48◦ and the last Ns of them are used to design the beam

pointing to 20◦; there is no digital inter-subarray coding scheme to combine these two

together. This result is represented by ‘Separate direct design1’ in Figures 3.6 and 3.7.
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Figure 3.6: Beam patterns of the zeroth beam with ϕ0 = −48◦ generated by the method

in Section 3.4.1 with the interleaved subarray architecture and the separate direct designs

in Section 3.4.4 with the interleaved and localised subarray architectures (d = λ
3
).
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Figure 3.7: Beam patterns of the first beam with ϕ1 = 20◦ generated by the method in

Section 3.4.1 with the interleaved subarray architecture and the separate direct designs

in Section 3.4.4 with the interleaved and localised subarray architectures (d = λ
3
).

3.5.4 Design Examples for the Scheme in Section 3.4.2

Now, consider the three-user case. Suppose that the three beam directions are ϕ0 = −45◦,

ϕ1 = 0◦ and ϕ2 = 40◦, the corresponding sidelobe regions are sin Θside0 ∈ [−1,−0.76] ∪
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Table 3.4: Digital coefficients wD,0 and wD,1 with ϕ0 = −48◦ and ϕ1 = 20◦ generated

by the method in Section 3.4.1 with the interleaved subarray architecture (d = 1
3
λ).

m

j
wD,0 wD,1

0 2.3982+0.5171i 0.4333-0.0590i

1 -2.4185+0.4629i 0.4371+0.0486i

Table 3.5: Analogue coefficients wA,0 and wA,1 with ϕ0 = −48◦ and ϕ1 = 20◦ generated

by the method in Section 3.4.1 with the interleaved subarray architecture (d = 1
3
λ).

n

m
wA,0 wA,1

n

m
wA,0 wA,1

0 0.0324+0.0253i -0.0026+0.0659i 8 0.0413-0.0935i 0.0897-0.0003i

1 -0.0061+0.0707i -0.0465+0.0378i 9 0.0814+0.0190i 0.0296+0.0791i

2 -0.0465+0.0308i -0.0602-0.0318i 10 0.0075+0.0896i -0.0850+0.0409i

3 -0.0601-0.0634i 0.0380-0.0886i 11 -0.0968+0.0025i -0.0365-0.0789i

4 0.0695-0.0639i 0.0800+0.0396i 12 -0.0074-0.0678i 0.0455-0.0319i

5 0.0628+0.0565i -0.0120+0.0824i 13 0.0526-0.0295i 0.0679+0.0206i

6 -0.0333+0.0839i -0.1019+0.0040i 14 0.0624+0.0224i 0.0113+0.0394i

7 -0.1047-0.0400i 0.0015-0.1116i

[−0.66, 1] (sin(−45◦) = −0.71), sin Θside1 ∈ [−1,−0.05] ∪ [0.05, 1] (sin(0◦) = 0) and

sin Θside2 ∈ [−1, 0.59] ∪ [0.69, 1] (sin(40◦) = 0.64) and Ng = 191. The trade-off factor in

(3.27) with J = 3 is β = 0.65.

With d = 1
5
λ, the patterns of the zeroth, first and second resultant beams generated by

the method in Section 3.4.2 with the interleaved subarray architecture and the separate

direct designs in Section 3.4.4 with the interleaved and localised subarray architectures

are shown in Figures 3.9, 3.10 and 3.11, respectively. The corresponding digital and

analogue coefficients obtained by the method in Section 3.4.2 with the interleaved subarray

architecture are listed in Tables 3.6 and 3.7, respectively, and the cost function JLS with

respect to the iteration number is shown in Figure 3.12. A similar observation can be

made as in the two-beam case.
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Figure 3.8: Cost function JLS with respect to the iteration number k for the two-user

case with ϕ0 = −48◦ and ϕ1 = 20◦ generated by the method in Section 3.4.1 with two

ULAs (d = 1
3
λ).
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Figure 3.9: Beam patterns of the zeroth beam with ϕ0 = −45◦ generated by the method

in Section 3.4.2 with the interleaved subarray architecture and the separate direct designs

in Section 3.4.4 with the interleaved and localised subarray architectures (d = 1
5
λ).

Overall, from both sets of design examples, it can be seen that the methods in Sections

3.4.1 and 3.4.2 with a fixed antenna spacing are working effectively with the resultant

beams pointing to the desired directions, while the separate direct designs based on each

subarray using the method in Section 3.4.4 are not as good and in the interleaved subarray

architecture, it even leads to a grating lobe as shown in Figure 3.6 for the two-user case and
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Figure 3.10: Beam patterns of the first beam with ϕ1 = 0◦ generated by the method in

Section 3.4.2 with the interleaved subarray architecture and the separate direct designs

in Section 3.4.4 with the interleaved and localised subarray architectures (d = 1
5
λ).
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Figure 3.11: Beam patterns of the second beam with ϕ2 = 40◦ generated by the method

in Section 3.4.2 with the interleaved subarray architecture and the separate direct designs

in Section 3.4.4 with the interleaved and localised subarray architectures (d = 1
5
λ).

Figures 3.9 and 3.11 for the three-user case due to a spacing larger than half wavelength.

Furthermore, based on the performances with two types of sub-array architectures in the

above two cases, the interleaved subarray architecture provides a better result with a
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Table 3.6: Digital coefficients wD,0, wD,1 and wD,2 with ϕ0 = −45◦, ϕ1 = 0◦ and ϕ2 =

40◦ generated by the method in Section 3.4.2 with the interleaved subarray architecture

(d = 1
5
λ).

m

j
wD,0 wD,1 wD,2

0 4.9278+5.7137i -0.2379-0.1697i -0.0174-0.0085i

1 -144.7717+286.6622i -12.5313-2.8804i -39.3662-72.0145i

2 -7.3737-3.0177i 0.3726-0.1392i 0.9804-2.8992i

Table 3.7: Analogue coefficients wA,0, wA,1 and wA,2 with ϕ0 = −45◦, ϕ1 = 0◦ and ϕ2 =

40◦ generated by the method in Section 3.4.2 with the interleaved subarray architecture

(d = 1
5
λ).

n

m
wA,0 wA,1 wA,2

0 0.0179+0.0241i -0.0014-0.0003i 0.0333-0.0154i

1 0.0076+0.0698i -0.0022-0.0025i 0.1090-0.0036i

2 0.0336+0.0852i -0.0021-0.0028i 0.0905+0.0182i

3 0.0263+0.1039i -0.0028-0.0023i 0.0865-0.0221i

4 0.0168+0.0837i -0.0022-0.0030i 0.1151+0.0113i

5 0.0424+0.0950i -0.0025-0.0024i 0.0836+0.0041i

6 0.0132+0.1097i -0.0028-0.0029i 0.1067-0.0179i

7 0.0329+0.0776i -0.0023-0.0028i 0.1066+0.0209i

8 0.0327+0.1139i -0.0028-0.0026i 0.0850-0.0136i

9 0.0140+0.0928i -0.0025-0.0030i 0.1147-0.0009i

10 0.0398+0.0840i -0.0023-0.0025i 0.0900+0.0139i

11 0.0198+0.1171i -0.0027-0.0028i 0.0915+0.0188i

12 0.0221+0.0680i -0.0021-0.0025i 0.1056+0.0129i

13 0.0354+0.1032i -0.0023-0.0026i 0.0741+0.0052i

14 0.0005+0.0815i -0.0015-0.0020i 0.0458-0.0111i

narrower mainlobe beamwidth for each of the designed beams than that of the localised

subarray architecture.
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Figure 3.12: Cost function JLS with respect to the iteration number k for the three-user

case with ϕ0 = −45◦, ϕ1 = 0◦ and ϕ2 = 40◦ generated by the method in Section 3.4.2

with the interleaved subarray architecture (d = 1
5
λ).

Note that when d = 1
3
λ and d = 1

5
λ for the two and three users, the antenna spac-

ing for each subarray is 2
3
λ and 3

5
λ, respectively, and grating lobes are expected. This

also highlights the positive effect of the digital scheme, which can combine the multiple

subarrays together in an effective way to eliminate grating lobes.

3.5.5 Design Examples for the Scheme in Section 3.4.3

For the design based on UPA with M = 2, one fixed antenna spacing dx = dy = 1
3
λ

is employed for the two users and the number of the antennas in the whole array is

2Nx × 2Ny = 144. In addition, the mainlobe direction in the azimuth angle for both

designed beams is selected as φmain = 0◦ and the corresponding sidelobe region is φside ∈

[−90◦,−5◦]∪[5◦, 90◦]. The desired elevation angles and the corresponding sidelobe regions

for the two designed beams are Θside0 ∈ [−90◦,−53◦]∪[−43◦, 90◦] and Θside1 ∈ [−90◦, 15◦]∪

[25◦, 90◦]. Moreover, the trade-off factor in the weighting function (3.28) is β = 0.65.

The patterns of the zeroth and first resultant beams generated by the method in

Section 3.4.3 are shown in Figures 3.13 and 3.14, respectively, where a satisfactory design

performance is achieved with both of their sidelobes being lower than -10 dB and the

corresponding cost function JLS with respect to the iteration number is displayed in
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Figure 3.15.

Figure 3.13: Beam pattern of the zeroth beam with ϕ0 = −48◦ and φmain = 0◦ generated

by the method in Section 3.4.3 with the interleaved subarray architecture (dx = dy = 1
3
λ).

3.6 Summary

To overcome the limitation of an existing design, two novel designs, with varying and fixed

antenna spacings, respectively, have been proposed to generate multiple beams serving

multiple arbitrary user directions based on the interleaved subarray architecture. As

demonstrated by provided design examples based on both ULAs and UPAs, the first

design with varying antenna spacing works effectively by measuring the antenna spacing

in terms of the directions of the required beams but the antenna spacing is not fixed

any more. By considering the antenna spacing as a fixed parameter again, the second

design using the least squares approach gives a much narrower beam width for each

of the designed beams compared to that generated by the separate direct design with

the localised subarray architecture; and it suppresses the grating lobes more effectively

compared to that generated by the separate direct design with the interleaved subarray
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Figure 3.14: Beam pattern of the first beam with ϕ1 = 20◦ and φmain = 0◦ generated by

the method in Section 3.4.3 with the interleaved subarray architecture (dx = dy = 1
3
λ).

0 100 200 300 400

k (Iteration number)

-19.1

-19

-18.9

J L
S
 (

d
B

)

(1,-18.86)

(494,-19.07)

Figure 3.15: Cost function JLS with respect to the iteration number k for the two-user

case with ϕ0 = −48◦, ϕ1 = 20◦ and φmain = 0◦ generated by the method in Section 3.4.3

with the interleaved subarray architecture (dx = dy = 1
3
λ).

architecture. In the next chapter, two practical factors are taken into consideration in the

design, with three formulations studied.
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Chapter 4

Robust Multi-Beam Multiplexing

Design with Nearly Equal

Magnitude Analogue Coefficients

4.1 Introduction

In this chapter, we extend the work in the last chapter by considering two practical appli-

cation constraints. One is that the analogue coefficient of each antenna may only change

its phase so that a uniform fixed-magnitude coefficient is applied to each of the analogue

signals. This will reduce the implementation complexity of the analogue beamformer sig-

nificantly [67–71], because only phase shifts are needed to steer the multiple user beams to

different directions. The second design is related to the robustness of the system against

different perturbations, such as antenna location and response errors and the mutual

coupling effect [63, 72–76]. To improve the robustness of the designed beamformer, a

norm-bounded error is introduced to the steering vector of the array and a corresponding

constraint is placed on the overall design process. With the constraint, the difference

between the desired and real beam responses obtained by this robust beamformer can

be controlled below an acceptable level. Furthermore, by considering both constraints

simultaneously, a third design is formulated, by which the robustness against steering

vector errors is guaranteed and all analogue coefficients share the same magnitude. As
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demonstrated by the provided design examples, the proposed designs can effectively gener-

ate multiple high-quality user beams with arbitrary directions to serve the corresponding

users in different scenarios, which was not considered in [25, 26, 77].

Different from the traditional design for a single beam pattern with multiple main

beam directions, the real challenge here is to design a common set of analogue coefficients

generating independent multiple beams with each beam serving one user only, while si-

multaneously meeting the required constraints. Again unlike the traditional case, which

is often convex, the new problem is non-convex and a novel solution will be proposed to

solve it effectively following an alternate optimisation approach, as demonstrated by the

provided design examples.

The remaining part of this chapter is organised as follows. The proposed design

considering practical constraints for two beam users is proposed in Section 4.2, where the

scheme with a nearly equal magnitude constraint on analogue coefficients is described in

Section 4.2.1, the robust beamformer in the presence of steering vector errors is introduced

in Section 4.2.2, the scheme considering both the nearly equal magnitude constraint and

the robustness against steering vector errors is presented in Section 4.2.3, and the scheme

without any constraints is shown in Section 4.2.4. Similar designs for three users are given

in Section 4.3. Design examples for both the two-user and three-user cases are provided

in Section 4.4 and conclusions are drawn in Section 4.5.

4.2 Two-Beam Case

A general digital coding scheme to design J beams is adopted, whose coefficients for the

j-th beam (j ∈ {0, 1, ..., J − 1}) are given by (3.24), where wD,j,m(m ∈ {0, 1, ...,M − 1})

are MJ digital coefficients to be determined later. So the designed beam response of the

j-th beam in a vector form is given by (3.25) and the sum of the sidelobe responses for

the J beams is given by

Es =
J−1∑
j=0

( ∑
θ∈Θsidej

∣∣Pϕj(θ)∣∣2 ) =
J−1∑
j=0

( ∑
θ∈Θsidej

∣∣∣∣∣
M−1∑
m=0

w∗D,j,mw
H
A,msm(θ)

∣∣∣∣∣
2 )
. (4.1)
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4.2.1 The First Scheme with Nearly Equal Magnitude Con-

straint on Analogue Coefficients

With J = 2, the sum of sidelobe patterns for the two beams is given by

Es =
1∑
j=0

(
w∗D,j,0w

H
A,0QSj0

wA,0wD,j,0 + w∗D,j,1w
H
A,1QSj1

wA,1wD,j,1

+w∗D,j,0w
H
A,0PSj0wA,1wD,j,1 + w∗D,j,1w

H
A,1PSj1wA,0wD,j,0

)
,

(4.2)

and (4.2) can be expanded as

Es =wH
A,0

(
wH
D,0,0QS00wD,0,0 + wH

D,1,0QS10wD,1,0

)
wA,0

+wH
A,1

(
wH
D,0,1QS01wD,0,1 + wH

D,1,1QS11wD,1,1

)
wA,1

+wH
A,0

(
wH
D,0,0PS00wD,0,1 + wH

D,1,0PS10wD,1,1

)
wA,1

+wH
A,1

(
wH
D,0,1PS01wD,0,0 + wH

D,1,1PS11wD,1,0

)
wA,0,

(4.3)

with

QSjm
=

∑
θ∈Θsidej

Sm(θ), (4.4)

PSj0 =
∑

θ∈Θsidej

s0(θ)s1(θ)H ,PSj1 =
∑

θ∈Θsidej

s1(θ)s0(θ)H , (4.5)

where {j,m} ∈ {0, 1}, Sm(θ) and wD,j,m are given in (3.35) and (3.43), respectively. Com-

bining the analogue coefficients wA,0 and wA,1 into one vector, given by (3.36), equation

(4.3) can be rewritten as

Es = wH
A

(
QS + PS Ĩ 0

)
wA, (4.6)

with

QS =

GS0 0Ns

0Ns GS1

 ,PS =

HS0 0Ns

0Ns HS1

 , (4.7)

GSm = wH
D,0,mQS0m

wD,0,m + wH
D,1,mQS1m

wD,1,m, (4.8)

HS0 = wH
D,0,0PS00wD,0,1 + wH

D,1,0PS10wD,1,1,

HS1 = wH
D,0,1PS01wD,0,0 + wH

D,1,1PS11wD,1,0,
(4.9)

where Ĩ 0 is given by (3.39) in Chapter 3.
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To minimise the sum of the sidelobe response for the two beams while guaranteeing

that the mainlobes are in the corresponding desired directions, an intermediate formula-

tion without any requirements for a given set of wD,j,m({j,m} ∈ {0, 1}) can be formulated

as

min
wA

Es =‖ LHwA ‖2,

subject to

wH
A

wH
D,0,0zS00 wH

D,1,0zS10

wH
D,0,1zS01 wH

D,1,1zS11

 =
[
1 1

]
,

(4.10)

with

zSjm =
∑

θ∈Θmainj

sm(θ), (4.11)

where L = VU1/2, with U being the diagonal matrix including all the eigenvalues of

(QS + PS Ĩ 0) in (4.6) and V being the corresponding eigenvector matrix [78, 79].

To ensure the magnitudes of the analogue coefficients in the two subarrays are as

close as possible to each other, we consider the MinMax approach which minimises the

maximum value among the 2Ns coefficients for all antennas as follows

min
wA
‖ wA ‖∞, (4.12)

where ‖ . ‖∞ is the l∞ norm, representing the maximum magnitude of the entries in the

vector. For a given set of wD,j,m({j,m} ∈ {0, 1}), using the same method as in [80] which

combines the above cost function with the previous cost function in (4.10), we reach the

following new formulation

min
wA

JLSE =
1− γ
Ng

‖ LHwA ‖2 +γ ‖ wA ‖∞,

subject to

wH
A

wH
D,0,0zS00 wH

D,1,0zS10

wH
D,0,1zS01 wH

D,1,1zS11

 =
[
1 1

]
,

(4.13)

where γ ∈ (0, 1) is a trade-off factor between the two parts and Ng is the number of

sample points in the sidelobe region for each designed beam. The problem in (4.13) can

be solved by the CVX toolbox in [78, 79].
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On the other hand, if we know the analogue coefficients wA, we can obtain the optimum

digital coding coefficients as follows.

Through combining the digital coefficients for two beams into one vector, given by

(3.45), (4.3) can be rewritten as

Es = wH
DM̃ SwD, (4.14)

with

M̃ S = Q̃S + P̃S Ĩ 1, (4.15)

Q̃S =


G̃S00 0 0 0

0 G̃S01 0 0

0 0 G̃S10 0

0 0 0 G̃S11

 , P̃S =

H̃ S0 02

02 H̃ S1

 , (4.16)

G̃Sjm = wH
A Q̈Sjm

wA, H̃ Sj =

B̃Sj0 0

0 B̃Sj1

 , (4.17)

Q̈Sj0
=

QSj0
0Ns

0Ns 0Ns

 , Q̈Sj1
=

0Ns 0Ns

0Ns QSj1

 , (4.18)

B̃Sjm = wH
A P̈Sjm Ĩ 0wA, (4.19)

P̈Sj0 =

PSj0 0Ns

0Ns 0Ns

 , P̈Sj1 =

0Ns 0Ns

0Ns PSj1

 , (4.20)

where Ĩ 1 is given by (3.48) in Chapter 3. Given the obtained values of wA in (4.13), the

optimisation problem is formulated as

min
wD

wH
DM̃ SwD,

subject to

C̃
H
wD = f,

(4.21)

with

C̃ =


wH
A z̈ S00 0

wH
A z̈ S01 0

0 wH
A z̈ S10

0 wH
A z̈ S11

 , f =

1

1

 , (4.22)
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z̈ Sj0 =

 zSj0

0Ns×1

 , z̈ Sj1 =

0Ns×1

zSj1

 . (4.23)

The solution of problem (4.21) is given by

wD = M̃
−1

S C̃
(
C̃

H
M̃
−1

S C̃
)−1

f. (4.24)

Alternate optimisation of digital coefficients wD and analogue coefficients wA can be

achieved iteratively:

(1) First, to possibly increase the chance of reaching a satisfactory design result, wD is

initialised with random values and wA are obtained by substituting wD,j,m({j,m} ∈

{0, 1}) into (4.13).

(2) Given the obtained optimum values for wA in step (1), the optimum values for wD

are obtained using (4.24).

(3) Given the obtained values of wD in step (2), the new set of values of wA can be

obtained by (4.13) again.

(4) Repeat steps (2) and (3) until the cost function JLSE in (4.13) converges.

Although the magnitudes of the coefficients in wA cannot be exactly equal after (4.13),

they have been already extremely close to each other and can be normalised to the same

average value while the phase remains unchanged. As a result, the new analogue coeffi-

cients are given by

wA(n) =
wA(n)

|wA(n)|
|w̄A|, (4.25)

where |w̄A| = 1
MNs

∑MNs−1
n=0 |wA(n)| denotes the average magnitude of the analogue co-

efficients. Thus, the analogue coefficients of wA share the same magnitude after (4.25).

Moreover, the change of the magnitude due to this normalisation operation is equivalent

to an array model error considered in the following robust design, where the magnitude

response of each antenna has a little deviation from the assume one. As a result, the pos-

sible negative effect of the normalisation operation is further mitigated by the robustness

of the proposed design.
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4.2.2 The Second Robust Scheme Against Steering Vector Er-

rors

The above design is based on the ideal scenario that all designed steering vectors are the

same as the assumed ones. In practice, to design a beamformer robust against steering

vector errors, the norm-bounded error vector em for the m-th subarray is introduced,

and the real steering vector is indicated as ŝm(θ) = sm(θ) + em, where sm(θ) denotes the

assumed steering vector of the m-th subarray. Similar to the method in [81], the difference

between the real and desired beam patterns generated by the m-th subarray satisfies∣∣wH
A,mŝm(θ)−wH

A,msm(θ)
∣∣ =

∣∣wH
A,mem

∣∣ ≤ εm ‖ wA,m ‖2, (4.26)

where εm denotes the upper norm-bound of em for the m-th subarray.

By combining the norm-bounded vectors e0 and e1 into

e =
[
eT0 , e

T
1

]T
, (4.27)

the difference between the real and desired beam patterns for the j-th beam is given by

|
1∑

m=0

w∗D,j,mw
H
A,m(ŝm(θ)− sm(θ))|

=
∣∣w∗D,j,0wH

A,0e0 + w∗D,j,1w
H
A,1e1

∣∣
=

∣∣∣∣∣∣wH
A

wH
D,j,0 0Ns

0Ns wH
D,j,1

 e

∣∣∣∣∣∣
≤
√

2εe ‖ diag(wD,j) ‖F‖ wA ‖2, ∀j ∈ {0, 1},

(4.28)

with

diag(wD,j) =

wH
D,j,0 0Ns

0Ns wH
D,j,1

 , (4.29)

where ‖ · ‖F is the Frobenius norm, εe denotes the maximum value among ε0 and ε1

and diag (.) denotes the diagonalisation operation. Then, the following constraint can be

incorporated into the design to make sure that the difference between the real and desired

beam patterns of the j-th beam satisfies the following requirement

√
2εe ‖ diag(wD,j) ‖F‖ wA ‖2≤ ζ, ∀j ∈ {0, 1}, (4.30)
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where ζ denotes the change in the magnitude response at the mainlobe direction given

the maximum allowable steering vector error. Hence, a new optimisation problem for the

robust design can be formulated as

min
wA

JLSE =‖ LHwA ‖2,

subject to

wH
A

wH
D,0,0zS00 wH

D,1,0zS10

wH
D,0,1zS01 wH

D,1,1zS11

 =
[
1 1

]
,

‖ diag(wD,j) ‖F‖ wA ‖2≤
σ√
2
, ∀j ∈ {0, 1},

(4.31)

where σ = ζ/εe, L and zSjm are the same as in (4.10) and (4.11), respectively, in Section

4.2.1.

Alternate optimisation of the digital coefficients wD and the corresponding analogue

coefficients wA can be obtained by the following iterative process:

(1) First, via initialising the digital coefficients wD with random values, wA is then ob-

tained by substituting wD,j,m({j,m} ∈ {0, 1}) into (4.31).

(2) Given the obtained value of wA in step (1), the closed-form solution of digital coeffi-

cients wD is obtained by (4.24).

(3) Given the obtained values of wD in step (2), the new set of values of wA is obtained

by (4.31) again.

(4) Repeat steps (2) and (3) until the cost function JLSE in (4.31) converges.

4.2.3 The Third Robust Scheme with Nearly Equal Magnitude

Constraint on Analogue Coefficients

Now the two designs in Sections 4.2.1 and 4.2.2 can be combined together into a new

formulation, so that the resultant beamformer is not only robust against steering vector

errors, but also has all its analogue coefficients with a strictly equal magnitude.
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By adding the last constraint in (4.31) into (4.13), the optimisation problem (4.13)

changes to

min
wA

JLSE =
1− γ
Ng

‖ LHwA ‖2 +γ ‖ wA ‖∞,

subject to

wH
A

wH
D,0,0zS00 wH

D,1,0zS10

wH
D,0,1zS01 wH

D,1,1zS11

 =
[
1 1

]
,

‖ diag(wD,j) ‖F‖ wA ‖2≤
σ√
2
, ∀j ∈ {0, 1}.

(4.32)

Alternate optimisation of the digital coefficients wD and the corresponding analogue

coefficients wA can be obtained by the following iterative process:

(1) First, via initialising the digital coefficients wD with random values, wA is then ob-

tained by substituting wD,j,m({j,m} ∈ {0, 1}) into (4.32).

(2) Given the obtained values of wA in step (1), the closed-form solution of digital coef-

ficients wD is obtained by (4.24).

(3) Given the obtained values of wD in step (2), the new set of values of wA is obtained

by (4.32) again.

(4) Repeat steps (2) and (3) until the cost function JLSE in (4.32) converges.

4.2.4 The Fourth Scheme without any Constraints

To highlight the performance of the three proposed schemes in Sections 4.2.1, 4.2.2 and

4.2.3, as a comparison, this section gives a fourth scheme without constraints for either

equal magnitude on analogue coefficients or robustness against steering vector errors.

Alternate optimisation of the digital coefficients wD and the corresponding analogue

coefficients wA can be obtained by the following iterative process:

(1) First, via initialising the digital coefficients wD with random values, wA is then ob-

tained by substituting wD,j,m({j,m} ∈ {0, 1}) into (4.10).

(2) Given the obtained values of wA in step (1), the closed-form solution of digital coef-

ficients wD is obtained by (4.24).
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(3) Given the obtained values of wD in step (2), the new set of values of wA is obtained

by (4.10) again.

(4) Repeat steps (2) and (3) until the cost function JLSE in (4.10) converges.

4.3 Three-Beam Case

4.3.1 The First Scheme with Nearly Equal Magnitude Con-

straint on Analogue Coefficients

The sum of sidelobe patterns in (4.1) with J = 3 can be expanded as

Es =
2∑
j=0

(
w∗D,j,0w

H
A,0QSj0

wA,0wD,j,0 + w∗D,j,1w
H
A,1QSj1

wA,1wD,j,1

+w∗D,j,2w
H
A,2QSj2

wA,2wD,j,2

+w∗D,j,0w
H
A,0PS01j

wA,1wD,j,1 + w∗D,j,1w
H
A,1PS10j

wA,0wD,j,0

+w∗D,j,0w
H
A,0PS02j

wA,2wD,j,2 + w∗D,j,2w
H
A,2PS20j

wA,0wD,j,0

+w∗D,j,1w
H
A,1PS12j

wA,2wD,j,2 + w∗D,j,2w
H
A,2PS21j

wA,1wD,j,1

)
,

(4.33)

with

PSikj =
∑

θ∈Θsidej

si(θ)sk(θ)
H , (4.34)

where {j,m, i, k} ∈ {0, 1, 2} but i 6= k, QSjm
and Sm(θ) are given in (4.4) and (3.35),

respectively. By combining the analogue coefficients wA,0, wA,1 and wA,2 into one vector

as (3.60), (4.33) can be rewritten as

Es = wH
A

(
QS + PS Ĩ 2 + RS Ĩ 3

)
wA, (4.35)

with

QS =


GS0 0Ns 0Ns

0Ns GS1 0Ns

0Ns 0Ns GS2

 ,PS =


HS0 0Ns 0Ns

0Ns HS1 0Ns

0Ns 0Ns HS2

 ,RS =


YS0 0Ns 0Ns

0Ns YS1 0Ns

0Ns 0Ns YS2

 , (4.36)

GSm = wH
D,0,mQS0m

wD,0,m + wH
D,1,mQS1m

wD,1,m + wH
D,2,mQS2m

wD,2,m, (4.37)
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HS0 = wH
D,0,0PS010wD,0,1 + wH

D,1,0PS011wD,1,1 + wH
D,2,0PS012wD,2,1,

HS1 = wH
D,0,1PS120wD,0,2 + wH

D,1,1PS121wD,1,2 + wH
D,2,1PS122wD,2,2,

HS2 = wH
D,0,2PS200wD,0,0 + wH

D,1,2PS201wD,1,0 + wH
D,2,2PS202wD,2,0,

(4.38)

YS0 = wH
D,0,0PS020wD,0,2 + wH

D,1,0PS021wD,1,2 + wH
D,2,0PS022wD,2,2,

YS1 = wH
D,0,1PS100wD,0,0 + wH

D,1,1PS101wD,1,0 + wH
D,2,1PS102wD,2,0,

YS2 = wH
D,0,2PS210wD,0,1 + wH

D,1,2PS211wD,1,1 + wH
D,2,2PS212wD,2,1,

(4.39)

where Ĩ 2 and Ĩ 3 is given in (3.63) and wD,j,m is given in (3.43).

An intermediate formulation without any requirements for the three designed beams

can be expressed as

min
wA

JLSE =‖ LHwA ‖2,

subject to

wH
A


wH
D,0,0zS00 wH

D,1,0zS10 wH
D,2,0zS20

wH
D,0,1zS01 wH

D,1,1zS11 wH
D,2,1zS21

wH
D,0,2zS02 wH

D,1,2zS12 wH
D,2,2zS22

 =
[
1 1 1

]
,

(4.40)

where L = VU1/2, U denotes the diagonal matrix including all eigenvalues of (QS +

PS Ĩ 2 + RS Ĩ 3) in (4.35) and V the corresponding eigenvector matrix.

Similar to (4.13), the new formulation of the scheme to have a nearly equal magnitude

constraint on analogue coefficients is given by

min
wA

JLSE =
1− γ
Ng

‖ LHwA ‖2 +γ ‖ wA ‖∞,

subject to

wH
A


wH
D,0,0zS00 wH

D,1,0zS10 wH
D,2,0zS20

wH
D,0,1zS01 wH

D,1,1zS11 wH
D,2,1zS21

wH
D,0,2zS02 wH

D,1,2zS12 wH
D,2,2zS22

 =
[
1 1 1

]
.

(4.41)

On the other hand, by combining the digital coefficients for the three beams into one

vector given by (3.69), (4.33) can be written as (4.14) with

M̃ S = Q̃S + P̃S Ĩ 4 + R̃S Ĩ 5, (4.42)
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Q̃S =


G̃S00

0 ··· 0

0 G̃S01

...
...

...
... ... 0

0 ··· 0 G̃S22

 , P̃S =


H̃ S0 03 03

03 H̃ S1 03

03 03 H̃ S2

 , R̃S =


Ỹ S0 03 03

03 Ỹ S1 03

03 03 Ỹ S2

 ,
(4.43)

H̃ Sj =


B̃Sj0 0 0

0 B̃Sj1 0

0 0 B̃Sj2

 , Ỹ Sj =


D̃Sj0 0 0

0 D̃Sj1 0

0 0 D̃Sj2

 , (4.44)

Q̈Sj0
=


QSj0

0Ns 0Ns

0Ns 0Ns 0Ns

0Ns 0Ns 0Ns

 , Q̈Sj1
=


0Ns 0Ns 0Ns

0Ns QSj1
0Ns

0Ns 0Ns 0Ns

 , Q̈Sj2
=


0Ns 0Ns 0Ns

0Ns 0Ns 0Ns

0Ns 0Ns QSj2

 ,
(4.45)

B̃Sj0 = wH
A P̈Sj0 Ĩ 6wA, D̃Sj0 = wH

A R̈Sj0 Ĩ 3wA,

B̃Sj1 = wH
A P̈Sj1 Ĩ 7wA, D̃Sj1 = wH

A R̈Sj1 Ĩ 6wA,

B̃Sj2 = wH
A P̈Sj2 Ĩ 2wA, D̃Sj2 = wH

A R̈Sj2 Ĩ 7wA,

(4.46)

P̈Sj0 =


PS01j

0Ns 0Ns

0Ns 0Ns 0Ns

0Ns 0Ns 0Ns

 , P̈Sj1 =


0Ns 0Ns 0Ns

0Ns PS12j
0Ns

0Ns 0Ns 0Ns

 , P̈Sj2 =


0Ns 0Ns 0Ns

0Ns 0Ns 0Ns

0Ns 0Ns PS20j

 ,
(4.47)

R̈Sj0 =


PS02j

0Ns 0Ns

0Ns 0Ns 0Ns

0Ns 0Ns 0Ns

 , R̈Sj1 =


0Ns 0Ns 0Ns

0Ns PS10j
0Ns

0Ns 0Ns 0Ns

 , R̈Sj2 =


0Ns 0Ns 0Ns

0Ns 0Ns 0Ns

0Ns 0Ns PS21j

 ,
(4.48)

where G̃Sjm is given by (4.17) and Ĩ q(q ∈ {4, 5, 6, 7}) is given in (3.72), (3.80) and (3.81),

respectively. Given the obtained values of wA in (4.41), to find the closed-form solution
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of digital coefficients wD, the optimisation problem is formulated as (4.21) with

C̃ =



wH
A z̈ S00 0 0

wH
A z̈ S01 0 0

wH
A z̈ S02 0 0

0 wH
A z̈ S10 0

0 wH
A z̈ S11 0

0 wH
A z̈ S12 0

0 0 wH
A z̈ S20

0 0 wH
A z̈ S21

0 0 wH
A z̈ S22



, f =


1

1

1

 , (4.49)

z̈ Sj0 =


zSj0

0Ns×1

0Ns×1

 , z̈ Sj1 =


0Ns×1

zSj1

0Ns×1

 , z̈ Sj2 =


0Ns×1

0Ns×1

zSj2

 . (4.50)

The solution to the problem (4.21) with M = J = 3 in Section 4.3.1 is given by (4.24).

Now alternate optimisation of the digital coefficients wD and the corresponding ana-

logue coefficients wA can be obtained by the following iterative process:

(1) First, through initialising wD with random values, wA is obtained by substituting

wD,j,m({j,m} ∈ {0, 1, 2}) into (4.41).

(2) Given the obtained optimum values for wA in step (1), the closed-form solution for

digital coefficients wD is obtained by (4.24).

(3) Given the obtained values of wD in step (2), the new set of values of wA is obtained

by (4.41) again.

(4) Repeat steps (2) and (3) until the cost function JLSE in (4.41) converges.
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4.3.2 The Second Robust Scheme Against Steering Vector Er-

rors

Similar to (4.28), the difference between the real and desired beam patterns for the j-th

beam with M = 3 is given by

|
2∑

m=0

w∗D,j,mw
H
A,m(ŝm(θ)− sm(θ))|

=
∣∣w∗D,j,0wH

A,0e0 + w∗D,j,1w
H
A,1e1 + w∗D,j,2w

H
A,2e2

∣∣
=

∣∣∣∣∣∣∣∣∣w
H
A


wH
D,j,0 0Ns 0Ns

0Ns wH
D,j,1 0Ns

0Ns 0Ns wH
D,j,2

 e

∣∣∣∣∣∣∣∣∣
≤
√

3εe ‖ diag(wD,j) ‖F‖ wA ‖2, ∀j ∈ {0, 1, 2},

(4.51)

with

diag(wD,j) =


wH
D,j,0 0Ns 0Ns

0Ns wH
D,j,1 0Ns

0Ns 0Ns wH
D,j,2

 , (4.52)

e =
[
eT0 , e

T
1 , e

T
2

]T
, (4.53)

where εe denotes the maximum value among ε0, ε1 and ε2. The robust constraint against

steering vector errors which is similar to (4.30) is given by

√
3εe ‖ diag(wD,j) ‖F‖ wA ‖2≤ ζ, ∀j ∈ {0, 1, 2}, (4.54)

and a new optimisation problem can be formulated as

min
wA

JLSE =‖ LHwA ‖2,

subject to

wH
A


wH
D,0,0zS00 wH

D,1,0zS10 wH
D,2,0zS20

wH
D,0,1zS01 wH

D,1,1zS11 wH
D,2,1zS21

wH
D,0,2zS02 wH

D,1,2zS12 wH
D,2,2zS22

 =
[
1 1 1

]
,

‖ diag(wD,j) ‖F‖ wA ‖2≤
σ√
3
, ∀j ∈ {0, 1, 2}.

(4.55)
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Alternate optimisation of the digital coefficients wD and the corresponding analogue

coefficients wA can be obtained by the following iterative process:

(1) First, via initialising the digital coefficients wD with random values, wA is then ob-

tained by substituting wD,j,m({j,m} ∈ {0, 1, 2}) into (4.55).

(2) Given the obtained value of wA in step (1), the closed-form solution for digital coef-

ficients wD is obtained by (4.24).

(3) Given the obtained values of wD in step (2), the new set of values of wA is obtained

by (4.55) again.

(4) Repeat steps (2) and (3) until the cost function JLSE in (4.55) converges.

4.3.3 The Third Robust Scheme with Nearly Equal Magnitude

Constraint on Analogue Coefficients

By adding the last constraint in (4.55) into (4.41), the optimisation of the new problem

is formulated as

min
wA

JLSE =
1− γ
Ng

‖ LHwA ‖2 +γ ‖ wA ‖∞,

subject to

wH
A


wH
D,0,0zS00 wH

D,1,0zS10 wH
D,2,0zS20

wH
D,0,1zS01 wH

D,1,1zS11 wH
D,2,1zS21

wH
D,0,2zS02 wH

D,1,2zS12 wH
D,2,2zS22

 =
[
1 1 1

]
,

‖ diag(wD,j) ‖F‖ wA ‖2≤
σ√
3
, ∀j ∈ {0, 1, 2}.

(4.56)

Alternate optimisation of the digital coefficients wD and the corresponding analogue

coefficients wA can be obtained by the following iterative process:

(1) First, via initialising the digital coefficients wD with random values, wA is then ob-

tained by substituting wD,j,m({j,m} ∈ {0, 1, 2}) into (4.56).

(2) Given the obtained values of wA in step (1), the closed-form solution for digital

coefficients wD is obtained by (4.24).
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(3) Given the obtained values of wD in step (2), the new set of values of wA is obtained

by (4.56) again.

(4) Repeat steps (2) and (3) until the cost function JLSE in (4.56) converges.

4.3.4 The Fourth Scheme without any Constraints

Similar to the scheme for the two-user case in Section 4.2.4, alternate optimisation of the

digital coefficients wD and the corresponding analogue coefficients wA can be obtained by

the following iterative process:

(1) First, via initialising the digital coefficients wD with random values, wA is then ob-

tained by substituting wD,j,m({j,m} ∈ {0, 1, 2}) into (4.40).

(2) Given the obtained values of wA in step (1), the closed-form solution for digital

coefficients wD is obtained by (4.24).

(3) Given the obtained values of wD in step (2), the new set of values of wA is obtained

by (4.40) again.

(4) Repeat steps (2) and (3) until the cost function JLSE in (4.40) converges.

4.4 Design Examples

In this section, for the two-beam and three-beam cases, by assuming each subarray consists

of twenty and thirty antennas, i.e., Ns = 20 and Ns = 30, design examples are provided

for the four proposed schemes in Sections 4.2 and 4.3, respectively, with the interleaved

and localised subarray architectures, where a fixed antenna spacing of d = 1
3
λ and d = 1

5
λ

is employed, respectively.

For the two-beam case, the two beam directions are ϕ0 = −25◦ and ϕ1 = 15◦ and the

corresponding sidelobe regions are sin Θside0 ∈ [−1,−0.49]∪[−0.35, 1] (sin(−25◦) = −0.42)

and sin Θside1 ∈ [−1, 0.19] ∪ [0.33, 1] (sin(15◦) = 0.26). Moreover, for the three-user case,

the three beam directions are ϕ0 = −30◦, ϕ1 = 0◦ and ϕ2 = 35◦ and the corresponding

sidelobe regions are sin Θside0 ∈ [−1,−0.6] ∪ [−0.4, 1] (sin(−30◦) = −0.5), sin Θside1 ∈
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[−1,−0.1] ∪ [0.1, 1] (sin(0◦) = 0) and sin Θside2 ∈ [−1, 0.47] ∪ [0.67, 1] (sin(35◦) = 0.57).

For both the two-beam and three-beam cases, the numbers of sample points in the sidelobe

and whole regions for each of the designed beams areNg = 160 andNw = 201, respectively.

4.4.1 Design Examples for the First Scheme in Section 4.2.1

The design results without and with the normalised operation (4.25) on wA are repre-

sented by ‘Interleaved’ and ‘Interleaved (normalisation)’, respectively, for the interleaved

subarray architecture; and they are represented by ‘Localised’ and ‘Localised (normalisa-

tion)’, respectively, for the localised subarray architecture.

The trade-off factor in (4.13) is chosen as γ = 0.97. The resultant patterns of the

zeroth and first beams generated by the first scheme in Section 4.2.1 without and with

the normalised operation (4.25) on wA using the interleaved and localised subarray ar-

chitectures are shown in Figures 4.1 and 4.2, respectively. The magnitudes of analogue

coefficients wA before the normalisation operation (4.25) with the interleaved and localised

subarray architectures are shown in Figures 4.3 and 4.4, respectively. As can be seen, the

variation in both beam response and analogue coefficient magnitude is minimal and can

be ignored.

The change of the cost function JLSE in (4.13) using the interleaved and localised sub-

array architectures with respect to the iteration number is shown in Figures 4.5 and 4.6,

respectively. Furthermore, the digital and analogue coefficients with the interleaved sub-

array architecture are listed in Tables 4.1 and 4.2, and the digital and analogue coefficients

with the localised subarray architecture are listed in Tables 4.3 and 4.4, respectively.

Table 4.1: Digital coefficients wD,0 and wD,1 with ϕ0 = −25◦ and ϕ1 = 15◦ generated

by the first scheme in Section 4.2.1 with the interleaved subarray architecture.

m

j
wD,0 wD,1

0 0.0357-0.0462i -3.4899+1.4078i

1 2.1846+3.0735i 0.0718+0.0495i
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Figure 4.1: Beam patterns of the zeroth beam with ϕ0 = −25◦ generated by the first

scheme in Section 4.2.1 with the interleaved and localised subarray architectures, respec-

tively.
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Figure 4.2: Beam patterns of the first beam with ϕ1 = 15◦ generated by the first scheme

in Section 4.2.1 with the interleaved and localised subarray architectures, respectively.

4.4.2 Design Examples for the Second Scheme in Section 4.2.2

With Ns = 20, εe = 0.1 is set as the upper bound on the norm of the steering vector error

and given the design result, this accounts for
√

ε2e
Ns

= 0.0224 of the real steering vector

norm for each subarray if digital coefficients wD are not considered. To give more degrees

66



0 10 20 30 40

n

0.01327511

0.013275112

0.013275114

0.013275116

0.013275118

0.01327512

|w
A

| 

Figure 4.3: Magnitudes of the analogue coefficients wA generated by the first scheme in

Section 4.2.1 with the interleaved subarray architecture.
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Figure 4.4: Magnitudes of the analogue coefficients wA generated by the first scheme in

Section 4.2.1 with the localised subarray architecture.

of freedom, ζ = 0.08 is selected to allow 8% change in the magnitude of the pattern at

the mainlobe direction given the maximum allowable steering vector error because the

digital coefficients wD will expand the error between the designed and desired patterns

generated by each subarray to some extent. Hence, σ is calculated by σ = ζ/εe = 0.8.

By employing the same method in [82–84], to demonstrate the robustness of this

scheme, the normalised variance of beam pattern for the j-th designed beam is measured
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Figure 4.5: Cost function JLSE in (4.13) with respect to the iteration number k generated

by the first scheme in Section 4.2.1 with the interleaved subarray architecture.
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Figure 4.6: Cost function JLSE in (4.13) with respect to the iteration number k generated

by the first scheme in Section 4.2.1 with the localised subarray architecture.

as follows

varj(θ) =
1

K

K−1∑
k=0

∣∣∣P k
ϕj

(θ)− P̄ϕj(θ)
∣∣∣2∣∣P̄ϕj(θ)∣∣2 , (4.57)

where P̄ϕj(θ) = 1
K

∑K−1
k=0 P

k
ϕj

(θ) denotes the average achieved beam pattern, and P k
ϕj

(θ)

is the beam pattern resultant from adding the k-th randomly generated steering vector

error satisfying the norm-constraint.

The mean patterns of the zeroth and first beams obtained by averaging K = 2000

different beam patterns are shown in Figures 4.7 and 4.8, respectively. In addition, the
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Table 4.2: Analogue coefficients wA,0 and wA,1 with ϕ0 = −25◦ and ϕ1 = 15◦ generated

by the first scheme in Section 4.2.1 with the interleaved subarray architecture.

n

m
wA,0 wA,1

n

m
wA,0 wA,1

0 -0.0123-0.0051i -0.0035-0.0128i 10 -0.0030+0.0129i 0.0097-0.0091i

1 -0.0015-0.0132i -0.0114+0.0067i 11 -0.0128+0.0034i -0.0098-0.0089i

2 0.0110-0.0074i 0.0073+0.0111i 12 -0.0089-0.0098i -0.0051+0.0122i

3 0.0117+0.0063i 0.0083-0.0104i 13 0.0043-0.0125i 0.0126+0.0041i

4 -0.0001+0.0133i -0.0111-0.0072i 14 0.0131-0.0019i 0.0001-0.0133i

5 -0.0118+0.0060i -0.0040+0.0126i 15 0.0080+0.0106i -0.0132+0.0015i

6 -0.0109-0.0075i 0.0132+0.0018i 16 -0.0059+0.0119i 0.0047+0.0124i

7 0.0016-0.0132i -0.0007-0.0133i 17 -0.0133+0.0005i 0.0114-0.0068i

8 0.0124-0.0048i -0.0126+0.0041i 18 -0.0065-0.0116i -0.0086-0.0101i

9 0.0100+0.0087i 0.0056+0.0120i 19 0.0069-0.0113i -0.0084+0.0102i

Table 4.3: Digital coefficients wD,0 and wD,1 with ϕ0 = −25◦ and ϕ1 = 15◦ generated

by the first scheme in Section 4.2.1 with the localised subarray architecture.

m

j
wD,0 wD,1

0 -0.0291+0.1381i -3.4838+1.3985i

1 2.1781+3.0603i 0.1119-0.0898i

digital and analogue coefficients generated by the interleaved subarray architecture are

listed in Tables 4.5 and 4.6, respectively, and the digital and analogue coefficients gener-

ated by the localised subarray architecture are listed in Tables 4.7 and 4.8, respectively.

The change of the cost function JLSE in (4.31) with respect to the iteration number using

the interleaved and localised subarray architectures are shown in Figures 4.9 and 4.10,

respectively.

Furthermore, the normalised variances of beam patterns for the two designed beams

generated by the interleaved and localised subarray architectures are shown in Figures

4.11 and 4.12, respectively. We can see for most directions, the normalised variance is
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Table 4.4: Analogue coefficients wA,0 and wA,1 with ϕ0 = −25◦ and ϕ1 = 15◦ generated

by the first scheme in Section 4.2.1 with the localised subarray architecture.

n

m
wA,0 wA,1

n

m
wA,0 wA,1

0 -0.0124-0.0049i 0.0130+0.0025i 10 -0.0118+0.0061i -0.0098-0.0089i

1 -0.0078-0.0107i 0.0098-0.0090i 11 -0.0133-0.0008i -0.0132+0.0013i

2 -0.0013-0.0132i 0.0003-0.0133i 12 -0.0110-0.0075i -0.0076+0.0109i

3 0.0056-0.0121i -0.0099-0.0089i 13 -0.0055-0.0121i 0.0042+0.0126i

4 0.0110-0.0074i -0.0130+0.0026i 14 0.0016-0.0132i 0.0125+0.0043i

5 0.0133-0.0006i -0.0057+0.0120i 15 0.0081-0.0105i 0.0115-0.0066i

6 0.0117+0.0064i 0.0053+0.0122i 16 0.0124-0.0048i 0.0027-0.0130i

7 0.0068+0.0114i 0.0126+0.0042i 17 0.0131+0.0022i -0.0086-0.0101i

8 -0.0000+0.0133i 0.0112-0.0072i 18 0.0101+0.0086i -0.0133+0.0006i

9 -0.0069+0.0113i 0.0007-0.0133i 19 0.0040+0.0127i -0.0077+0.0108i

smaller than one; although it is about 2.62 at around −0.27 for the first beam with

the interleaved subarray architecture, given that the pattern is below −60 dB for that

direction, a variance of three still indicates a very low sidelobe level and overall it is a

rather robust design result.

Table 4.5: Digital coefficients wD,0 and wD,1 with ϕ0 = −25◦, and ϕ1 = 15◦ generated

by the second scheme in Section 4.2.2 with the interleaved subarray architecture.

m

j
wD,0 wD,1

0 3.4291-0.9852i -1.0681-3.5096i

1 3.2878-3.3878i 1.2416+0.3263i

4.4.3 Design Examples for the Third Scheme in Section 4.2.3

In this section, εe = 0.1 and ζ = 0.08 lead to σ = ζ/εe = 0.8 and the trade-off factor

in (4.32) is γ = 0.97. With K = 2000, the mean patterns of the zeroth and first beams
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Figure 4.7: The mean patterns of the zeroth beam with ϕ0 = −25◦ generated by the

second scheme in Section 4.2.2 with the interleaved and localised subarray architectures,

respectively.
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Figure 4.8: The mean patterns of the first beam with ϕ1 = 15◦ generated by the

second scheme in Section 4.2.2 with the interleaved and localised subarray architectures,

respectively.

with the interleaved and localised subarray architectures are shown in Figures 4.13 and

4.14, respectively. The magnitudes of analogue coefficients wA before the normalisation

operation (4.25) with the interleaved and localised subarray architectures are shown in
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Table 4.6: Analogue coefficients wA,0 and wA,1 with ϕ0 = −25◦ and ϕ1 = 15◦ generated

by the second scheme in Section 4.2.2 with the interleaved subarray architecture.

n

m
wA,0 wA,1

n

m
wA,0 wA,1

0 -0.0006+0.0042i 0.0084-0.0005i 10 0.0167+0.0072i 0.0017-0.0006i

1 -0.0067-0.0009i 0.0025-0.0010i 11 0.0065+0.0116i 0.0169-0.0140i

2 -0.0064-0.0063i -0.0097+0.0083i 12 -0.0135+0.0072i 0.0018-0.0040i

3 0.0066-0.0064i -0.0042+0.0062i 13 -0.0139-0.0007i -0.0031+0.0181i

4 0.0131-0.0011i 0.0029+0.0139i 14 0.0011-0.0114i 0.0020+0.0086i

5 0.0020+0.0095i -0.0019-0.0132i 15 0.0087-0.0102i -0.0067-0.0113i

6 -0.0091+0.0137i 0.0058+0.0108i 16 0.0064+0.0048i -0.0077-0.0064i

7 -0.0100-0.0017i 0.0145+0.0123i 17 0.0014+0.0107i 0.0068+0.0031i

8 -0.0055-0.0176i -0.0073-0.0027i 18 -0.0042+0.0019i 0.0080-0.0001i

9 0.0063-0.0100i -0.0224-0.0002i 19 -0.0054+0.0033i -0.0021-0.0011i

Table 4.7: Digital coefficients wD,0 and wD,1 with ϕ0 = −25◦, and ϕ1 = 15◦ generated

by the second scheme in Section 4.2.2 with the localised subarray architecture.

m

j
wD,0 wD,1

0 0.3653-0.2511i 0.1908-4.5648i

1 4.0464-3.8462i 0.2084-0.3468i

Figures 4.15 and 4.16, respectively. Moreover, the digital and analogue coefficients with

the interleaved subarray architecture are listed in Tables 4.9 and 4.10, respectively, and

the digital and analogue coefficients with the localised subarray architecture in Tables

4.11 and 4.12, respectively. The change of the cost function JLSE in (4.32) using the

interleaved and localised subarray architectures with respect to the iteration number is

shown in Figures 4.17 and 4.18, respectively.

The normalised variances of beam patterns for the two designed beams with the in-

terleaved and localised subarray architectures are displayed in Figures 4.19 and 4.20,

respectively. With the interleaved subarray architecture, again although the variances
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Table 4.8: Analogue coefficients wA,0 and wA,1 with ϕ0 = −25◦ and ϕ1 = 15◦ generated

by the second scheme in Section 4.2.2 with the localised subarray architecture.

n

m
wA,0 wA,1

n

m
wA,0 wA,1

0 0.0071+0.0233i -0.0127+0.0096i 10 0.0080+0.0109i 0.0040-0.0038i

1 -0.0114-0.0126i 0.0210+0.0012i 11 -0.0037+0.0064i 0.0085-0.0119i

2 0.0007+0.0232i -0.0097+0.0058i 12 0.0035+0.0134i -0.0156-0.0064i

3 -0.0209-0.0183i 0.0248-0.0074i 13 -0.0126+0.0140i -0.0017+0.0029i

4 -0.0044+0.0008i -0.0116-0.0072i 14 -0.0087+0.0002i -0.0010+0.0048i

5 -0.0085-0.0054i -0.0035-0.0017i 15 -0.0007-0.0003i -0.0075+0.0113i

6 0.0004-0.0168i -0.0048+0.0000i 16 -0.0220-0.0101i 0.0265+0.0014i

7 0.0136-0.0007i -0.0137+0.0107i 17 0.0146-0.0139i -0.0144-0.0027i

8 0.0071-0.0078i 0.0113+0.0078i 18 -0.0170-0.0070i 0.0179-0.0065i

9 0.0154-0.0036i 0.0038-0.0005i 19 0.0168-0.0068i -0.0177-0.0057i
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Figure 4.9: Cost function JLSE in (4.31) with respect to the iteration number k generated

by the second scheme in Section 4.2.2 with the interleaved subarray architecture.

of the first beam at around −0.34 and −0.19 are as high as 2.84 and 1.05, respectively,

because all the beam patterns are about below −50 dB for those directions, the variation

of beam patterns is still at an acceptable level.
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Figure 4.10: Cost function JLSE in (4.31) with respect to the iteration number k gen-

erated by the second scheme in Section 4.2.2 with the localised subarray architecture.
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Figure 4.11: Normalised variances of beam patterns with ϕ0 = −25◦ and ϕ1 = 15◦

generated by the second scheme in Section 4.2.2 with the interleaved subarray architecture.

4.4.4 Design Examples for the Fourth Scheme in Section 4.2.4

With K = 2000, the mean patterns of the zeroth and first beams with the interleaved

and localised subarray architectures are shown in Figures 4.21 and 4.22, respectively.

Moreover, the digital and analogue coefficients with the interleaved subarray architecture

are listed in Tables 4.13 and 4.14, respectively, and the digital and analogue coefficients
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Figure 4.12: Normalised variances of beam patterns with ϕ0 = −25◦ and ϕ1 = 15◦

generated by the second scheme in Section 4.2.2 with the localised subarray architecture.
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Figure 4.13: The mean patterns of the zeroth beam with ϕ0 = −25◦ generated by the

third scheme in Section 4.2.3 with the interleaved and localised subarray architectures,

respectively.

with the localised subarray architecture are listed in Tables 4.15 and 4.16, respectively.

Furthermore, the change of the cost function JLSE in (4.10) using the interleaved and

localised subarray architectures with respect to the iteration number is shown in Figures

4.23 and 4.24, respectively.
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Figure 4.14: The mean patterns of the first beam with ϕ1 = 15◦ generated by the

third scheme in Section 4.2.3 with the interleaved and localised subarray architectures,

respectively.
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Figure 4.15: Magnitudes of the analogue coefficients wA generated by the third scheme

in Section 4.2.3 with the interleaved subarray architecture.

4.4.5 Design Examples for the First Scheme in Section 4.3.1

With J = M = 3, the trade-off factor in (4.41) is chosen as γ = 0.99 and the patterns

of the zeroth, first and second beams generated by the scheme in Section 4.3.1 with

the interleaved and localised subarray architectures are shown in Figures 4.25, 4.26 and

4.27, respectively, all with a satisfactory beam pattern. The corresponding magnitudes
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Figure 4.16: Magnitudes of the analogue coefficients wA generated by the third scheme

in Section 4.2.3 with the localised subarray architecture.

Table 4.9: Digital coefficients wD,0 and wD,1 with ϕ0 = −25◦ and ϕ1 = 15◦ generated

by the third scheme in Section 4.2.3 with the interleaved subarray architecture.

m

j
wD,0 wD,1

0 0.0395-0.0101i -1.0430+1.2131i

1 0.9119-1.3219i 0.0034-0.0312i

2 4 6 8

k (Iteration number)

-15.1

-15

-14.9

-14.8

J L
S

E
 (

d
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)

(1,-14.75)

(9,-15.15)

Figure 4.17: Cost function JLSE in (4.32) with respect to the iteration number k gen-

erated by the third scheme in Section 4.2.3 with the interleaved subarray architecture.
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Table 4.10: Analogue coefficients wA,0 and wA,1 with ϕ0 = −25◦ and ϕ1 = 15◦ generated

by the third scheme in Section 4.2.3 with the interleaved subarray architecture.

n

m
wA,0 wA,1

n

m
wA,0 wA,1

0 -0.0202-0.0238i 0.0309+0.0042i 10 -0.0202+0.0238i 0.0128+0.0285i

1 0.0112-0.0291i -0.0068-0.0305i 11 -0.0304-0.0069i 0.0280-0.0137i

2 0.0310-0.0035i -0.0306+0.0063i 12 -0.0082-0.0301i -0.0235-0.0206i

3 0.0176+0.0258i 0.0176+0.0258i 13 0.0227-0.0214i -0.0202+0.0238i

4 -0.0145+0.0276 0.0253-0.0183i 14 0.0295+0.0101i 0.0296+0.0099i

5 -0.0312-0.0001i -0.0254-0.0182i 15 0.0050+0.0308i 0.0084-0.0301i

6 -0.0147-0.0275i -0.0147+0.0275i 16 -0.0251+0.0186i -0.0312+0.0012i

7 0.0176-0.0258i 0.0300+0.0086i 17 -0.0283-0.0132i 0.0050+0.0308i

8 0.0311+0.0032i 0.0009-0.0312i 18 -0.0011-0.0312i 0.0292-0.0111i

9 0.0114+0.0291i -0.0311+0.0023i 19 0.0268-0.0161i -0.0165-0.0265i

Table 4.11: Digital coefficients wD,0 and wD,1 with ϕ0 = −25◦ and ϕ1 = 15◦ generated

by the third scheme in Section 4.2.3 with the localised subarray architecture.

m

j
wD,0 wD,1

0 -0.0689+0.1052i -1.0137+1.2343i

1 0.9457-1.3114i -0.1166+0.0792i

of analogue coefficients wA before the normalisation operation (4.25) with the interleaved

and localised subarray architectures are displayed in Figures 4.28 and 4.29, respectively.

The corresponding digital and analogue coefficients generated by the interleaved sub-

array architecture are listed in Tables 4.17 and 4.18, respectively, and the digital and

analogue coefficients generated by the localised subarray architecture are shown in Tables

4.19 and 4.20, respectively. The change of the cost function JLSE in (4.41) using the

interleaved and localised subarray architectures with respect to the iteration number is

shown in Figures 4.30 and 4.31, respectively.
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Table 4.12: Analogue coefficients wA,0 and wA,1 with ϕ0 = −25◦ and ϕ1 = 15◦ generated

by the third scheme in Section 4.2.3 with the localised subarray architecture.

n

m
wA,0 wA,1

n

m
wA,0 wA,1

0 -0.0206-0.0234i -0.0174+0.0259i 10 -0.0311+0.0024i 0.0297-0.0095i

1 -0.0075-0.0303i 0.0057+0.0307i 11 -0.0261-0.0172i 0.0030-0.0311i

2 0.0119-0.0289i 0.0300+0.0085i 12 -0.0116-0.0290i -0.0235-0.0205i

3 0.0267-0.0162i 0.0226-0.0215i 13 0.0021-0.0311i -0.0312-0.0010i

4 0.0311-0.0023i 0.0031-0.0311i 14 0.0154-0.0272i -0.0241+0.0199i

5 0.0292+0.0111i -0.0175-0.0259i 15 0.0281-0.0136i 0.0054+0.0307i

6 0.0186+0.0251i -0.0312-0.0001i 16 0.0305+0.0066i 0.0299+0.0090i

7 -0.0010+0.0312i -0.0127+0.0285i 17 0.0236+0.0204i 0.0280-0.0139i

8 -0.0167+0.0264i 0.0118+0.0289i 18 0.0132+0.0283i 0.0135-0.0282i

9 -0.0262+0.0170i 0.0271+0.0154i 19 -0.0032+0.0311i -0.0141-0.0279i

1 2 3 4 5

k (Iteration number)
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Figure 4.18: Cost function JLSE in (4.32) with respect to the iteration number k gen-

erated by the third scheme in Section 4.2.3 with the localised subarray architecture.

4.4.6 Design Examples for the Second Scheme in Section 4.3.2

With Ns = 30, εe = 0.1 is set as the upper bound on the norm of the steering vector error

and given the design result, this accounts for
√

ε2e
Ns

= 0.018 of the real steering vector

norm for each subarray. Similar to Section 4.4.2, ζ = 0.08 and σ is then calculated by
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Figure 4.19: Normalised variances of beam patterns with ϕ0 = −25◦ and ϕ1 = 15◦

generated by the third scheme in Section 4.2.3 with the interleaved subarray architecture.
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Figure 4.20: Normalised variances of beam patterns with ϕ0 = −25◦ and ϕ1 = 15◦

generated by the third scheme in Section 4.2.3 with the localised subarray architecture.

σ = ζ/εe = 0.8.

The mean patterns of the zeroth, first and second beams obtained by averaging K =

2000 different beam patterns are shown in Figures 4.32, 4.33 and 4.34, respectively. In

addition, the digital and analogue coefficients with the interleaved architecture are listed
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Figure 4.21: The mean patterns of the zeroth beam with ϕ0 = −25◦ generated by the

fourth scheme in Section 4.2.4 with the interleaved and localised subarray architectures,

respectively.
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Figure 4.22: The mean patterns of the first beam with ϕ1 = 15◦ generated by the

fourth scheme in Section 4.2.4 with the interleaved and localised subarray architectures,

respectively.

in Tables 4.21 and 4.22, respectively, and the digital and analogue coefficients with the

localised subarray architecture are listed in Tables 4.23 and 4.24, respectively. The change

of the cost function JLSE in (4.55) with respect to the iteration number for the interleaved

81



Table 4.13: Digital coefficients wD,0 and wD,1 with ϕ0 = −25◦ and ϕ1 = 15◦ generated

by the fourth scheme in Section 4.2.4 with the interleaved subarray architecture.

m

j
wD,0 wD,1

0 -1.9157-3.2664i 1.9681-3.9929i

1 2.1604-4.4277i -0.7641-3.9430i

Table 4.14: Analogue coefficients wA,0 and wA,1 with ϕ0 = −25◦ and ϕ1 = 15◦ generated

by the fourth scheme in Section 4.2.4 with the interleaved subarray architecture.

n

m
wA,0 wA,1

n

m
wA,0 wA,1

0 -0.0012+0.0059i 0.0002-0.0039i 10 -0.0007-0.0196i 0.0082+0.0169i

1 0.0010+0.0091i -0.0042-0.0080i 11 0.0048+0.0047i -0.0015-0.0035i

2 -0.0016-0.0015i -0.0003+0.0009i 12 0.0144+0.0147i -0.0169-0.0080i

3 -0.0098-0.0094i 0.0118+0.0057i 13 -0.0007+0.0021i -0.0024+0.0011i

4 -0.0018-0.0025i 0.0044-0.0005i 14 -0.0181-0.0011i 0.0152-0.0037i

5 0.0163+0.0007i -0.0145+0.0031i 15 -0.0057-0.0003i 0.0047-0.0044i

6 0.0091+0.0005i -0.0079+0.0066i 16 0.0103-0.0083i -0.0067+0.0084i

7 -0.0123+0.0102i 0.0087-0.0104i 17 0.0056-0.0057i -0.0016+0.0076i

8 -0.0100+0.0115i 0.0034-0.0153i 18 -0.0012+0.0074i 0.0005-0.0055i

9 0.0012-0.0123i -0.0005+0.0095i 19 -0.0002+0.0075i -0.0031-0.0066i

Table 4.15: Digital coefficients wD,0 and wD,1 with ϕ0 = −25◦ and ϕ1 = 15◦ generated

by the fourth scheme in Section 4.2.4 with the localised subarray architecture.

m

j
wD,0 wD,1

0 -0.1277-0.2170i 2.1283-4.3912i

1 2.4273-4.9592i -0.1494-0.5159i

and localised subarray architectures are shown in Figures 4.35 and 4.36, respectively.

Furthermore, the normalised variances of beam responses for the three designed beams
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Table 4.16: Analogue coefficients wA,0 and wA,1 with ϕ0 = −25◦ and ϕ1 = 15◦ generated

by the fourth scheme in Section 4.2.4 with the localised subarray architecture.

n

m
wA,0 wA,1

n

m
wA,0 wA,1

0 0.0665+0.0289i -0.0463-0.0811i 10 0.7643-0.7333i 4.2803-22.5125i

1 -0.2426-0.0339i 0.1324+0.4314i 11 0.3867+0.5363i -4.7563+20.2102i

2 0.6005+0.0661i -0.2567-1.2669i 12 -1.2212-0.2628i 4.6983-16.5125i

3 -1.1849-0.0397i 0.4042+2.9279i 13 1.6257+0.0379i -4.1429+12.1759i

4 1.8967-0.0385i -0.4341-5.6075i 14 -1.6184+0.1467i 3.2315-8.0314i

5 -2.6429+0.1789i 0.2485+9.2560i 15 1.2855-0.2066i -2.2366+4.6833i

6 3.1442-0.4031i 0.2396-13.55507i 16 -0.8694+0.1967i 1.3466-2.3259i

7 -3.2412+0.6041i -1.1051+17.7903i 17 0.4651-0.1492i -0.6720+0.9545i

8 2.8197-0.7805i 2.1983-21.1249i 18 -0.1979+0.0682i 0.2733+0.2992i

9 -1.9026+0.8217i -3.3350+22.8439i 19 0.0575-0.0390i -0.0777+0.0433i
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Figure 4.23: Cost function JLSE in (4.10) with respect to the iteration number k gen-

erated by the fourth scheme in Section 4.2.4 with the interleaved subarray architecture.

generated by the interleaved and localised subarray architectures are shown in Figures 4.37

and 4.38, respectively. As shown in Figure 4.37, it is close to 6.07 and 1.84 at about −0.61

and 0.01, respectively, for the second beam with the interleaved subarray architecture; in

Figure 4.38, it is close to 1.08 at around 0.9 for the first beam with the localised subarray

architecture; given that the responses are both close to −60 dB, a variance of six still
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Figure 4.24: Cost function JLSE in (4.10) with respect to the iteration number k gen-

erated by the fourth scheme in Section 4.2.4 with the localised subarray architecture.
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Figure 4.25: Beam patterns of the zeroth beam with ϕ0 = −30◦ generated by the

first scheme in Section 4.3.1 with the interleaved and localised subarray architectures,

respectively.

indicates a very low sidelobe level.

4.4.7 Design Examples for the Third Scheme in Section 4.3.3

In this section, εe = 0.1 and ζ = 0.08 lead to σ = ζ/εe = 0.8 and the trade-off factor in

(4.56) is γ = 0.99. With K = 2000, the mean patterns of the zeroth, first and second
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Figure 4.26: Beam patterns of the first beam with ϕ1 = 0◦ generated by the first scheme

in Section 4.3.1 with the interleaved and localised subarray architectures, respectively.
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Figure 4.27: Beam patterns of the second beam with ϕ2 = 35◦ generated by the first

scheme in Section 4.3.1 with the interleaved and localised subarray architectures, respec-

tively.

beams with the interleaved and localised architectures are shown in Figures 4.39, 4.40 and

4.41, respectively. The corresponding magnitudes of analogue coefficients wA before the

normalisation operation (4.25) with the interleaved and localised subarray architectures

can be found in Figures 4.42 and 4.43, respectively.
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Figure 4.28: Magnitudes of the analogue coefficients wA generated by the first scheme

in Section 4.3.1 with the interleaved subarray architecture.
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Figure 4.29: Magnitudes of the analogue coefficients wA generated by the first scheme

in Section 4.3.1 with the localised subarray architecture.

In addition, the digital and analogue coefficients with the interleaved subarray ar-

chitecture are listed in Tables 4.25 and 4.26, respectively, and the digital and analogue

coefficients with the localised subarray architecture are listed in Tables 4.27 and 4.28,

respectively. Furthermore, the change of the cost function JLSE in (4.56) using the inter-

leaved and localised subarray architectures with respect to the iteration number is shown

in Figures 4.44 and 4.45, respectively.

The normalised variances of beam patterns for the three designed beams with the
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Table 4.17: Digital coefficients wD,0, wD,1 and wD,2 with ϕ0 = −30◦, ϕ1 = 0◦ and

ϕ2 = 35◦ generated by the first scheme in Section 4.3.1 with the interleaved subarray

architecture.

m

j
wD,0 wD,1 wD,2

0 -0.2071-0.7083i -2.9789+5.3483i 0.4279+0.36797i

1 6.0008-0.9842i -0.0774+0.5126i 0.2600+0.04497i

2 0.1335-0.0072i -0.1868+0.1358i -4.6730-3.9552i

Table 4.18: Analogue coefficients wA,0, wA,1 and wA,2 with ϕ0 = −30◦, ϕ1 = 0◦ and

ϕ2 = 35◦ generated by the first scheme in Section 4.3.1 with the interleaved subarray

architecture.

n

m
wA,0 wA,1 wA,2

n

m
wA,0 wA,1 wA,2

0 -0.0031-0.0045i 0.0048-0.0026i -0.0032-0.0044i 15 -0.0016-0.0052i -0.0049+0.0024i 0.0005-0.0054i

1 -0.0027-0.0047i -0.0038-0.0039i 0.0051-0.0018i 16 -0.0030-0.0046i 0.0038+0.0039i 0.0042+0.0035i

2 -0.0021-0.0050i -0.0027+0.0048i -0.0018+0.0052i 17 -0.0032-0.0044i 0.0024-0.0049i -0.0055+0.0002i

3 -0.0029-0.0046i 0.0054+0.0008i -0.0028-0.0047i 18 -0.0018-0.0051i -0.0054-0.0009i 0.0014-0.0053i

4 -0.0033-0.0043i -0.0009-0.0054i 0.0053-0.0011i 19 -0.0026-0.0048i 0.0008+0.0054i 0.0031+0.0045i

5 -0.0020-0.0051i -0.0050+0.0023i -0.0030+0.0045i 20 -0.0031-0.0045i 0.0048-0.0026i -0.0054-0.0009i

6 -0.0025-0.0048i 0.0039+0.0038i -0.0019-0.0051i 21 -0.0024-0.0049i -0.0038-0.0039i 0.0023-0.0050i

7 -0.0036-0.0041i 0.0024-0.0049i 0.0055-0.0001i 22 -0.0023-0.0050i -0.0026+0.0048i 0.0017+0.0052i

8 -0.0022-0.0050i -0.0054-0.0010i -0.0041+0.0036i 23 -0.0029-0.0046i 0.0054+0.0007i -0.0051-0.0019i

9 -0.0021-0.0050i 0.0009+0.0054i -0.0011-0.0054i 24 -0.0031-0.0045i -0.0008-0.0054i 0.0032-0.0044i

10 -0.0036-0.0041i 0.0048-0.0025i 0.0053+0.0011i 25 -0.0022-0.0050i -0.0049+0.0023i 0.0003+0.0054i

11 -0.0025-0.0048i -0.0038-0.0040i -0.0048+0.0025i 26 -0.0026-0.0048i 0.0039+0.0038i -0.0048-0.0026i

12 -0.0017-0.0052i -0.0025+0.0049i -0.0002-0.0055i 27 -0.0035-0.0042i 0.0024-0.0049i 0.0041-0.0036i

13 -0.0034-0.0043i 0.0054+0.0008i 0.0049+0.0024i 28 -0.0023-0.0049i -0.0054-0.0010i -0.0009+0.0054i

14 -0.0030-0.0046i -0.0008-0.0054i -0.0053+0.0013i 29 -0.0021-0.0050i 0.0008+0.0054i -0.0048-0.0026i

interleaved and localised subarray architectures are displayed in Figures 4.46 and 4.47,

respectively. As shown in Figure 4.46, although the variances of the zeroth beam at

around 0.39, 0.5 and 1.0 are about 4.94, 4.23 and 2.15, respectively, and the variances of

the first beam at around −0.49 and −0.33 are as high as 2.97 and 2.77, respectively, with

the interleaved subarray architecture; as shown in Figure 4.47, although the variance of
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Table 4.19: Digital coefficients wD,0, wD,1 and wD,2 with ϕ0 = −30◦, ϕ1 = 0◦ and ϕ2 =

35◦ generated by the first scheme in Section 4.3.1 with the localised subarray architecture.

m

j
wD,0 wD,1 wD,2

0 -0.2135+0.2427i 7.1599+1.9195i 0.0170+0.0905i

1 -5.7163+5.4685i -0.4167-0.3700i 0.4219-0.1899i

2 -0.0177-0.1752i 0.0223+-0.0891i 3.0110-6.7764i

Table 4.20: Analogue coefficients wA,0, wA,1 and wA,2 with ϕ0 = −30◦, ϕ1 = 0◦ and ϕ2 =

35◦ generated by the first scheme in Section 4.3.1 with the localised subarray architecture.

n

m
wA,0 wA,1 wA,2

n

m
wA,0 wA,1 wA,2

0 0.0043-0.0012i -0.0040-0.0020i 0.0041+0.0018i 15 0.0043-0.0011i 0.0019+0.0040i 0.0011-0.0043i

1 0.0043-0.0012i -0.0044-0.0003i 0.0018+0.0040i 16 0.0043-0.0012i 0.0032+0.0030i 0.0036-0.0025i

2 0.0043-0.0011i -0.0040+0.0019i -0.0013+0.0042i 17 0.0043-0.0012i 0.0040-0.0019i 0.0044+0.0005i

3 0.0043-0.0011i -0.0018+0.0040i -0.0037+0.0024i 18 0.0043-0.0012i -0.0002-0.0044i 0.0030+0.0033i

4 0.0043-0.0011i 0.0009+0.0043i -0.0044-0.0007i 19 0.0043-0.0012i -0.0018-0.0040i 0.0001+0.0044i

5 0.0043-0.0011i 0.0025+0.0036i -0.0028-0.0034i 20 0.0043-0.0011i -0.0032+0.0031i -0.0028+0.0034i

6 0.0043-0.0011i 0.0035+0.0027i 0.0001-0.0044i 21 0.0043-0.0011i -0.0044-0.0003i -0.0044+0.0007i

7 0.0043-0.0012i 0.0044+0.0004i 0.0030-0.0032i 22 0.0043-0.0011i -0.0032+0.0031i -0.0038-0.0024i

8 0.0043-0.0012i 0.0000-0.0044i 0.0044-0.0004i 23 0.0043-0.0011i -0.0014+0.0042i -0.0012-0.0043i

9 0.0043-0.0012i -0.0026-0.0036i 0.0036+0.0026i 24 0.0043-0.0011i -0.0002+0.0044i 0.0019-0.0040i

10 0.0043-0.0012i -0.0037-0.0025i 0.0010+0.0043i 25 0.0043-0.0012i 0.0009+0.0043i 0.0041-0.0018i

11 0.0043-0.0011i -0.0044-0.0007i -0.0021-0.0039i 26 0.0043-0.0012i 0.0033+0.0030i 0.0042+0.0013i

12 0.0043-0.0011i -0.0038+0.0022i -0.0041+0.0016i 27 0.0043-0.0012i 0.0031-0.0032i 0.0023+0.0038i

13 0.0043-0.0011i -0.0014+0.0042i -0.0042+0.0016i 28 0.0043-0.0012i 0.0005-0.0044i -0.0008+0.0044i

14 0.0043-0.0011i 0.0006+0.0044i -0.0021-0.0039i 29 0.0043-0.0012i -0.0017-0.0041i -0.0035+0.0027i

the first beam at around −0.83 is about 12.45 with the localised subarray architecture,

because the responses are close to −60 dB, the variation of the beam patterns is still at

an acceptable level.

4.4.8 Design Examples for the Fourth Scheme in Section 4.3.4

With K = 2000, the mean patterns of the zeroth, first and second beams with the in-

terleaved and localised subarray architectures are shown in Figures 4.48, 4.49 and 4.50,
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Figure 4.30: Cost function JLSE in (4.41) with respect to the iteration number k gen-

erated by the first scheme in Section 4.3.1 with the interleaved subarray architecture.
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Figure 4.31: Cost function JLSE in (4.41) with respect to the iteration number k gen-

erated by the first scheme in Section 4.3.1 with the localised subarray architecture.

respectively. The digital and analogue coefficients with the interleaved subarray archi-

tecture are listed in Tables 4.29 and 4.30, respectively, and the digital and analogue

coefficients with the localised architecture are listed in Tables 4.31 and 4.32, respectively.

Furthermore, the change of the cost function JLSE in (4.40) with respect to the iteration

number using the interleaved and localised subarray architectures is shown in Figures 4.51

and 4.52, respectively.
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Figure 4.32: The mean patterns of the zeroth beam with ϕ0 = −30◦ generated by the

second scheme in Section 4.3.2 with the interleaved and localised subarray architectures,

respectively.

-1 -0.5 0 0.5 1

sin( )

-50

-40

-30

-20

-10

0

B
ea

m
 p

at
te

rn
 (

d
B

)

Interleaved

Localised

Figure 4.33: The mean patterns of the first beam with ϕ1 = 0◦ generated by the

second scheme in Section 4.3.2 with the interleaved and localised subarray architectures,

respectively.
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Figure 4.34: The mean patterns of the second beam with ϕ2 = 35◦ generated by the

second scheme in Section 4.3.2 with the interleaved and localised subarray architectures,

respectively.

Table 4.21: Digital coefficients wD,0, wD,1 and wD,2 with ϕ0 = −30◦, ϕ1 = 0◦ and

ϕ2 = 35◦ generated by the second scheme in Section 4.3.2 with the interleaved subarray

architecture.

m

j
wD,0 wD,1 wD,2

0 -0.0181-0.0105i 0.0126-0.0020i -0.0048+0.0135i

1 -0.0017+0.0018i -0.0404+0.0160i 0.0073+0.0279i

2 0.0005+0.0073i 0.0211+0.0124i -0.0411+0.0102i

4.4.9 Discussion on the Performances of the Four Schemes in

Sections 4.2 and 4.3

To compare the average sidelobe levels for J-user cases in the four proposed schemes, the

mean value of the total sidelobe patterns P̄s is defined as

P̄s =
1

JNg

J−1∑
j=0

Ng−1∑
i=0,θi∈Θsidej

∣∣Pϕj(θi)∣∣2 . (4.58)
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Table 4.22: Analogue coefficients wA,0, wA,1 and wA,2 with ϕ0 = −30◦, ϕ1 = 0◦ and

ϕ2 = 35◦ generated by the second scheme in Section 4.3.2 with the interleaved subarray

architecture.

n

m
wA,0 wA,1 wA,2

n

m
wA,0 wA,1 wA,2

0 -0.2765+0.1654i -0.0807-0.0958i -0.1377-0.2156i 15 2.2940-1.2876i -0.0190-0.5702i 1.8549-0.2881i

1 0.4566+0.3800i -0.0198+0.0377i 0.1280+0.2749i 16 -1.3127-1.1359i -1.3756-0.1782i -0.0258-0.2909i

2 0.3080-0.5930i -0.2358-0.1614i 0.1526-0.0505i 17 -0.7934+1.5296i -1.1694-0.8853i -1.0265-0.9535i

3 -0.7938-0.2298i -0.2062-0.3080i -0.0166-0.6932i 18 2.4332+0.0207i -0.1069-0.2839i 1.4117+0.2625i

4 0.3391+1.0486i -0.1960+0.1182i -0.0122+0.4857i 19 -0.2558-1.6277i -1.1876-0.2731i 0.2126-0.1693i

5 1.0034-0.5729i -0.4769-0.3232i 0.1363+0.0576i 20 -1.4813+0.5800i -0.9337-0.8345i -0.6851-1.2494i

6 -0.8296-1.0778i -0.2785-0.5662i 0.4565-1.1485i 21 1.6330+1.0187i -0.1542-0.0469i 0.7260+0.4558i

7 -0.3502+1.4463i -0.5430+0.1702i -0.2402+0.4311i 22 0.6880-1.2602i -0.8372-0.2544i 0.2631+0.0668i

8 1.5392+0.0911i -0.7733-0.5073i -0.1417+0.1339i 23 -1.3241-0.3861i -0.5914-0.6610i -0.2143-1.1301i

9 -0.0732-1.9232i -0.2603-0.7555i 1.1726-1.2738i 24 0.5414+1.1906i -0.1829+0.0586i 0.1893+0.3191i

10 -1.2754+1.0857i -0.9674+0.1279i -0.3768+0.1659i 25 0.9463-0.4836i -0.4784-0.1596i 0.1417+0.2039i

11 1.3675+1.1065i -1.0506-0.6834i -0.1605-0.0102i 26 -0.6495-0.7577i -0.2747-0.4126i 0.0888-0.6970i

12 1.2290-2.0836i -0.1782-0.7615i 1.7584-0.9256i 27 -0.1391+0.7160i -0.1484+0.0540i -0.0206+0.8658i

13 -1.7392+0.0109i -1.2942-0.0127i -0.2881-0.1536i 28 0.5792+0.0799i -0.2153-0.0626i -0.0016+0.1716i

14 0.4072+1.7583i -1.2085-0.8221i -0.9939-0.4335i 29 -0.0220-0.5438i -0.0661-0.1804i 0.1199-0.1823i

Table 4.23: Digital coefficients wD,0, wD,1 and wD,2 with ϕ0 = −30◦, ϕ1 = 0◦ and

ϕ2 = 35◦ generated by the second scheme in Section 4.3.2 with the localised subarray

architecture.

m

j
wD,0 wD,1 wD,2

0 -0.0217+0.0491i 0.0148+0.0048i 1.7296+2.7354i

1 -2.2401+1.6286i 0.0899+0.0069i 0.0047+0.0411i

2 0.0610+0.0672i -2.7782+0.9447i -0.0094-0.0106i

The mean variance of beam patterns for the J beams is given by

v̄ =
1

JNw

J−1∑
j=0

Nw−1∑
i=0

varj(θi). (4.59)

To quantify the variation of the magnitudes of analogue coefficients, the normalised vari-

ance for the magnitudes of the combined analogue coefficients wA generated by M sub-
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Table 4.24: Analogue coefficients wA,0, wA,1 and wA,2 with ϕ0 = −30◦, ϕ1 = 0◦ and

ϕ2 = 35◦ generated by the second scheme in Section 4.3.2 with the localised subarray

architecture.

n

m
wA,0 wA,1 wA,2

n

m
wA,0 wA,1 wA,2

0 -0.0098-0.0258i -0.0092-0.0302i -0.0298-0.0126i 15 -0.0060-0.0030i 0.0142+0.0102i -0.0076-0.0024i

1 0.0261+0.0106i -0.0122+0.0214i 0.0116+0.0051i 16 -0.0070-0.0079i 0.0128-0.0032i -0.0141-0.0050i

2 0.0062+0.0093i -0.0034+0.0092i -0.0060-0.0022i 17 -0.0025-0.0101i 0.0062-0.0112i -0.0170-0.0057i

3 -0.0075+0.0014i -0.0028-0.0027i -0.0202-0.0081i 18 0.0084-0.0079i 0.0025-0.0102i -0.0114-0.0038i

4 -0.0032+0.0037i -0.0007+0.0065i -0.0126-0.0048i 19 0.0158-0.0006i 0.0004-0.0076i -0.0056-0.0017i

5 0.0001+0.0077i 0.0083+0.0147i -0.0025-0.0005i 20 0.0099+0.0087i -0.0066-0.0075i -0.0088-0.0028i

6 -0.0066+0.0025i 0.0146+0.0045i -0.0059-0.0018i 21 -0.0045+0.0132i -0.0158-0.0043i -0.0163-0.0053i

7 -0.0117-0.0083i 0.0104-0.0121i -0.0152-0.0056i 22 -0.0121+0.0079i -0.0146+0.0060i -0.0156-0.0050i

8 -0.0039-0.0134i 0.0009-0.0165i -0.0160-0.0060i 23 -0.0066-0.0028i 0.0000+0.0153i -0.0059-0.0018i

9 0.0103-0.0084i -0.0050-0.0087i -0.0087-0.0031i 24 0.0003-0.0077i 0.0117+0.0126i -0.0022-0.0006i

10 0.0158+0.0011i -0.0074-0.0019i -0.0055-0.0019i 25 -0.0030-0.0037i 0.0068+0.0014i -0.0126-0.0039i

11 0.0081+0.0082i -0.0105-0.0009i -0.0113-0.0040i 26 -0.0073-0.0015i -0.0015-0.0036i -0.0206-0.0064i

12 -0.0030+0.0101i -0.0125+0.0023i -0.0169-0.0061i 27 0.0066-0.0092i 0.0099-0.0004i -0.0061-0.0018i

13 -0.0073+0.0077i -0.0070+0.0111i -0.0141-0.0050i 28 0.0263-0.0097i 0.0244-0.0047i 0.0123+0.0039i

14 -0.0061+0.0027i 0.0053+0.0166i -0.0076-0.0025i 29 -0.0105+0.0258i -0.0257-0.0186i -0.0305-0.0092i
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Figure 4.35: Cost function JLSE in (4.55) with respect to the iteration number k gen-

erated by the second scheme in Section 4.3.2 with the interleaved subarray architecture.

arrays is given by

var|wA| =
1

MNs

MNs−1∑
n=0

||wA(n)| − |w̄A||2

|w̄A|2
. (4.60)
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Figure 4.36: Cost function JLSE in (4.55) with respect to the iteration number k gen-

erated by the second scheme in Section 4.3.2 with the localised subarray architecture.
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Figure 4.37: Normalised variances of beam patterns with ϕ0 = −30◦, ϕ1 = 0◦ and

ϕ2 = 35◦ generated by the second scheme in Section 4.3.2 with the interleaved subarray

architecture.

The four parameters, including (4.58), (4.59), (4.60) and computation time are compared

for the above four schemes which are employed in the two-beam and three-beam cases in

Tables 4.33 and 4.34, respectively.

For both the two-beam and three-beam cases, note even though the robustness is not
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Figure 4.38: Normalised variances of beam patterns with ϕ0 = −30◦, ϕ1 = 0◦ and

ϕ2 = 35◦ generated by the second scheme in Section 4.3.2 with the localised subarray

architecture.
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Figure 4.39: The mean patterns of the zeroth beam with ϕ0 = −30◦ generated by the

third scheme in Section 4.3.3 with the interleaved and localised subarray architectures,

respectively.

considered in the first and fourth schemes, the maximum upper norm-bound εe = 0.1 is

also imposed on the steering vectors for performance comparison.

For both interleaved and localised subarray architectures, the third scheme has an
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Figure 4.40: The mean patterns of the first beam with ϕ1 = 0◦ generated by the

third scheme in Section 4.3.3 with the interleaved and localised subarray architectures,

respectively.
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Figure 4.41: The mean patterns of the second beam with ϕ2 = 35◦ generated by the

third scheme in Section 4.3.3 with the interleaved and localised subarray architectures,

respectively.

extra robustness property against steering vector errors with much lower mean variance

of beam patterns v̄ than the first scheme at the cost of a little higher mean value of

total sidelobe responses P̄s(dB). On the other hand, compared to the second scheme,
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Figure 4.42: Magnitudes of the analogue coefficients wA generated by the third scheme

in Section 4.3.3 with the interleaved subarray architecture.
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Figure 4.43: Magnitudes of the analogue coefficients wA generated by the third scheme

in Section 4.3.3 with the localised subarray architecture.

although the mean variance of beam patterns v̄ of the third scheme is a little larger, the

beamformer provides a much more uniform magnitude in its analogue coefficients due to

the additional equal magnitude constraint.

As expected, var|wA| and v̄ for the design in the fourth scheme are much higher than

those of the other three schemes; however, its P̄s is much lower because removal of the

two additional constraints provides more degrees of freedom for the design.

Another observation is that the interleaved subarray architecture provides a much
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Figure 4.44: Cost function JLSE in (4.55) with respect to the iteration number k gen-

erated by the third scheme in Section 4.3.3 with the interleaved subarray architecture.
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Figure 4.45: Cost function JLSE in (4.55) with respect to the iteration number k gen-

erated by the third scheme in Section 4.3.3 with the localised subarray architecture.

Table 4.25: Digital coefficients wD,0, wD,1 and wD,2 with ϕ0 = −30◦, ϕ1 = 0◦ and

ϕ2 = 35◦ generated by the third scheme in Section 4.3.3 with the interleaved subarray

architecture.

m

j
wD,0 wD,1 wD,2

0 0.0247-0.1002i -2.9307-2.7927i 0.9742+0.0981i

1 0.0140+0.1210i 0.4613+0.3688i 4.0691+0.1210i

2 1.7121-3.5031i 0.5253+0.7462i 0.6290+0.5539i
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Table 4.26: Analogue coefficients wA,0, wA,1 and wA,2 with ϕ0 = −30◦, ϕ1 = 0◦ and

ϕ2 = 35◦ generated by the third scheme in Section 4.3.3 with the interleaved subarray

architecture.

n

m
wA,0 wA,1 wA,2

n

m
wA,0 wA,1 wA,2

0 -0.0029+0.0079i 0.0079+0.0028i 0.0084-0.0012i 15 -0.0065+0.0054i 0.0011+0.0084i -0.0084+0.0012i

1 -0.0083+0.0014i -0.0077+0.0034i -0.0037-0.0016i 16 -0.0068+0.0050i -0.0024-0.0081i 0.0038+0.0076i

2 -0.0083+0.0014i 0.0056-0.0063i -0.0062+0.0058i 17 -0.0031+0.0079i 0.0070-0.0048i 0.0061-0.0058i

3 -0.0045+0.0072i 0.0081+0.0024i 0.0075+0.0039i 18 -0.0052+0.0067i -0.0020+0.0082i -0.0075-0.0039i

4 -0.0043+0.0073i -0.0084+0.0006i 0.0014-0.0083i 19 -0.0075+0.0038i -0.0005-0.0084i -0.0015+0.0083i

5 -0.0084+0.0008i 0.0065-0.0053i -0.0084+0.0010i 20 -0.0037+0.0076i 0.0076-0.0037i 0.0083-0.0012i

6 -0.0056+0.0063i 0.0074+0.0041i 0.0038+0.0075i 21 -0.0035+0.0077i -0.0048+0.0069i -0.0037-0.0076i

7 -0.0046+0.0071i -0.0081-0.0023i 0.0060-0.0060i 22 -0.0080+0.0027i 0.0008-0.0084i -0.0062+0.0057i

8 -0.0083+0.0015i 0.0070-0.0047i -0.0074-0.0041i 23 -0.0048+0.0069i 0.0082-0.0020i 0.0075+0.0038i

9 -0.0065+0.0054i 0.0060+0.0060i -0.0013+0.0083i 24 -0.0028+0.0080i -0.0069+0.0048i 0.0014-0.0083i

10 -0.0051+0.0067i -0.0068-0.0050i 0.0083-0.0013i 25 -0.0083+0.0017i 0.0014-0.0083i -0.0084+0.0010i

11 -0.0071+0.0045i 0.0070-0.0047i -0.0035-0.0077i 26 -0.0060+0.0059i 0.0084-0.0001i 0.0039+0.0075i

12 -0.0069+0.0049i 0.0038+0.0075i -0.0060+0.0059i 27 -0.0031+0.0079i -0.0082+0.0021i 0.0060-0.0059i

13 -0.0059+0.0061i -0.0047-0.0070i 0.0075+0.0039i 28 -0.0082+0.0019i 0.0007-0.0084i -0.0074-0.0041i

14 -0.0041+0.0074i 0.0068-0.0050i 0.0016-0.0083i 29 -0.0073+0.0043i 0.0083+0.0016i -0.0014+0.0083i

Table 4.27: Digital coefficients wD,0, wD,1 and wD,2 with ϕ0 = −30◦, ϕ1 = 0◦ and

ϕ2 = 35◦ generated by the third scheme in Section 4.3.3 with the localised subarray

architecture.

m

j
wD,0 wD,1 wD,2

0 -6.7181-0.8825i 0.0679+0.2599i -0.0579-0.0643i

1 0.3055+0.0959i -1.0846+6.5454i 0.1692-0.3661i

2 0.2058+0.1459i -0.0187-0.6561i 5.2646-5.1720i

narrower beam than that the localised subarray architecture.
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Table 4.28: Analogue coefficients wA,0, wA,1 and wA,2 with ϕ0 = −30◦, ϕ1 = 0◦ and

ϕ2 = 35◦ generated by the third scheme in Section 4.3.3 with the localised subarray

architecture.

n

m
wA,0 wA,1 wA,2

n

m
wA,0 wA,1 wA,2

0 -0.0049+0.0005i -0.0004-0.0049i 0.0048+0.0006i 15 0.0048-0.0007i -0.0011-0.0047i -0.0031-0.0038i

1 -0.0036+0.0033i -0.0005-0.0049i 0.0033+0.0036i 16 0.0035-0.0034i -0.0011-0.0048i 0.0044-0.0021i

2 -0.0008+0.0048i -0.0007-0.0048i -0.0099+0.0048i 17 0.0009-0.0048i -0.0009-0.0048i 0.0045+0.0018i

3 0.0022+0.0044i -0.0009-0.0048i -0.0031+0.0038i 18 -0.0020-0.0044i -0.0006-0.0048i 0.0036+0.0033i

4 0.0043+0.0022i -0.0011-0.0048i -0.0042+0.0024i 19 -0.0042-0.0024i -0.0005-0.0049i 0.0021+0.0044i

5 0.0048-0.0007i -0.0011-0.0047i -0.0048+0.0006i 20 -0.0048+0.0005i -0.0004-0.0049i -0.0003+0.0049i

6 0.0035-0.0034i -0.0011-0.0048i -0.0043-0.0024i 21 -0.0036+0.0033i -0.0005-0.0048i -0.0036+0.0033i

7 0.0009-0.0048i -0.0009-0.0048i 0.0042-0.0025i 22 -0.0008+0.0048i -0.0007-0.0048i -0.0049-0.0003i

8 -0.0020-0.0044i -0.0006-0.0048i 0.0048+0.0007i 23 0.0022+0.0044i -0.0010-0.0048i -0.0041-0.0027i

9 -0.0042-0.0024i -0.0005-0.0049i 0.0043+0.0023i 24 0.0043+0.0022i -0.0011-0.0047i -0.0025-0.0042i

10 -0.0048+0.0005i -0.0004-0.0049i 0.0029+0.0039i 25 0.0048-0.0007i -0.0012-0.0047i 0.0047-0.0011i

11 -0.0036+0.0033i -0.0005-0.0048i -0.0001+0.0049i 26 0.0035-0.0034i -0.0011-0.0048i 0.0038+0.0030i

12 -0.0009+0.0048i -0.0007-0.0048i -0.0034+0.0035i 27 0.0009-0.0048i -0.0009-0.0048i 0.0028+0.0040i

13 0.0022+0.0044i -0.0009-0.0048i -0.0048+0.0011i 28 -0.0020-0.0044i -0.0006-0.0048i 0.0014+0.0047i

14 0.0043+0.0022i -0.0011-0.0048i -0.0047-0.0012i 29 -0.0043-0.0024i -0.0004-0.0049i -0.0011+0.0048i

Table 4.29: Digital coefficients wD,0, wD,1 and wD,2 with ϕ0 = −30◦, ϕ1 = 0◦ and

ϕ2 = 35◦ generated by the fourth scheme in Section 4.3.4 with the interleaved subarray

architecture.

m

j
wD,0 wD,1 wD,2

0 3.6872+4.4921i 0.4680-1.4815i -4.6235+9.3431i

1 6.4305+1.2107i -2.8236+3.2178i 3.3776+5.6387i

2 6.9252-0.4310i -7.7117+5.9106i -4.9283-8.6278i

4.5 Summary

In this chapter, three multi-beam multiplexing designs considering practical application

constraints have been proposed based on the interleaved subarray architecture. For the

first design, all the analogue antenna coefficients share the same magnitude, so that only
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Figure 4.46: Normalised variances of beam patterns with ϕ0 = −30◦, ϕ1 = 0◦ and

ϕ2 = 35◦ generated by the third scheme in Section 4.3.3 with the interleaved subarray

architecture.
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Figure 4.47: Normalised variances of beam patterns with ϕ0 = −30◦, ϕ1 = 0◦ and

ϕ2 = 35◦ generated by the third scheme in Section 4.3.3 with the localised subarray

architecture.

phase changes are needed in its implementation. In the second design, robustness of

the system against various steering vector errors was considered by introducing a norm-
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Figure 4.48: The mean patterns of the zeroth beam with ϕ0 = −30◦ generated by the

fourth scheme in Section 4.3.4 with the interleaved and localised subarray architectures,

respectively.
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Figure 4.49: The mean patterns of the first beam with ϕ1 = 0◦ generated by the

fourth scheme in Section 4.3.4 with the interleaved and localised subarray architectures,

respectively.

bounded error in the scheme. Thirdly, both constraints are considered together, and

robustness against steering vector errors and equal magnitude for all analogue coefficients

are ensured simultaneously. Although the interleaved subarray architecture generates
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Figure 4.50: The mean patterns of the second beam with ϕ2 = 35◦ generated by the

fourth scheme in Section 4.3.4 with the interleaved and localised subarray architectures,

respectively.
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Figure 4.51: Cost function JLSE in (4.40) with respect to the iteration number k gen-

erated by the fourth scheme in Section 4.3.4 with the interleaved subarray architecture.

a narrower beam width than the localised subarray architecture, its robustness against

steering vector errors for the second and third designs is not as good as that of the localised

one. In the next chapter, the problem of reducing the number of antennas employed in

the hybrid beamforming structure will be studied.
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Figure 4.52: Cost function JLSE in (4.40) with respect to the iteration number k gen-

erated by the fourth scheme in Section 4.3.4 with the localised subarray architecture.

Table 4.30: Analogue coefficients wA,0, wA,1 and wA,2 with ϕ0 = −30◦, ϕ1 = 0◦ and

ϕ2 = 35◦ generated by the fourth scheme in Section 4.3.4 with the interleaved subarray

architecture.

n

m
wA,0 wA,1 wA,2

n

m
wA,0 wA,1 wA,2

0 0.0000-0.0004i -0.0004+0.0002i 0.0000-0.0005i 15 -0.0071+0.0067i 0.0114-0.0019i -0.0059+0.0027i

1 0.0002-0.0005i -0.0005-0.0002i -0.0003+0.0002i 16 0.0159+0.0186i -0.0013-0.0283i 0.0039+0.0087i

2 0.0000+0.0027i 0.0024-0.0029i -0.0011+0.0015i 17 0.0172+0.0062i -0.0050-0.0170i -0.0036-0.0013i

3 0.0020+0.0024i 0.0003-0.0033i 0.0005-0.0003i 18 -0.0037-0.0009i 0.0039+0.0022i -0.0054+0.0027i

4 0.0032-0.0014i -0.0036-0.0018i -0.0003-0.0003i 19 0.0077+0.0158i 0.0035-0.0207i 0.0008+0.0087i

5 -0.0011+0.0046i 0.0056-0.0046i -0.0038+0.0029i 20 0.0150+0.0100i -0.0023-0.0176i -0.0010+0.0003i

6 0.0027+0.0081i 0.0036-0.0085i 0.0008+0.0011i 21 0.0016-0.0039i -0.0024+0.0018i -0.0028-0.0020i

7 0.0104-0.0004i -0.0086-0.0078i 0.0013-0.0004i 22 0.0023+0.0083i 0.0033-0.0106i -0.0012+0.0058i

8 -0.0008+0.0040i 0.0065-0.0052i -0.0073+0.0028i 23 0.0081+0.0094i 0.0012-0.0123i -0.0003+0.0013i

9 -0.0001+0.0135i 0.0097-0.0113i -0.0006+0.0035i 24 0.0038-0.0024i -0.0037-0.0004i -0.0004-0.0016i

10 0.0184+0.0054i -0.0114-0.0182i 0.0039+0.0015i 25 0.0009+0.0023i 0.0009-0.0037i -0.0012+0.0058i

11 0.0041+0.0018i 0.0026-0.0069i -0.0089+0.0007i 26 0.0023+0.0052i 0.0021-0.0052i -0.0004+0.0010i

12 -0.0051+0.0133i 0.0138-0.0083i -0.0036+0.0044i 27 0.0024-0.0003i -0.0018-0.0010i 0.0003-0.0005i

13 0.0210+0.0139i -0.0083-0.0273i 0.0053+0.0054i 28 0.0008-0.0000i -0.0004-0.0009i -0.0003+0.0004i

14 0.0121+0.0021i -0.0030-0.0117i -0.0072-0.0013i 29 -0.0001+0.0012i 0.0009-0.0006i -0.0003+0.0001i
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Table 4.31: Digital coefficients wD,0, wD,1 and wD,2 with ϕ0 = −30◦, ϕ1 = 0◦ and

ϕ2 = 35◦ generated by the fourth scheme in Section 4.3.4 with the localised subarray

architecture.

m

j
wD,0 wD,1 wD,2

0 0.0202+0.0100i -0.0036-0.0041i -1.2985-0.3171i

1 1.1082-0.3723i -0.0341+0.0282i 0.0065+0.0099i

2 0.0277+0.0270i -1.1453-0.8884i 0.0034-0.0022i

Table 4.32: Analogue coefficients wA,0, wA,1 and wA,2 with ϕ0 = −30◦, ϕ1 = 0◦ and

ϕ2 = 35◦ generated by the fourth scheme in Section 4.3.4 with the localised subarray

architecture.

n

m
wA,0 wA,1 wA,2

n

m
wA,0 wA,1 wA,2

0 0.3528+0.2620i -0.2691+0.5175i -0.3995+0.2570i 15 -0.1197+0.3619i 0.5223-0.3913i 0.0596-0.0291i

1 -1.2896-0.4863i 1.1061-1.4129i 1.0863-0.6904i 16 -0.3279+0.2562i 0.2192-0.6823i -0.1262+0.1048i

2 1.6902+0.1870i -1.6028+1.5510i -1.3647+0.8698i 17 0.0167-0.3322i -0.5438+0.3630i -0.0562+0.0300i

3 -0.6298+0.2729i 0.8206-0.3030i 0.5284-0.3348i 18 0.2731-0.3453i -0.2838+0.7793i 0.1517-0.1252i

4 -0.7953-0.2312i 0.6439-1.0406i 0.4815-0.3056i 19 0.0305+0.3332i 0.5382-0.2998i -0.0174+0.0260i

5 0.7203-0.2300i -0.9004+0.5409i -0.5247+0.3481i 20 -0.2636+0.4347i 0.3383-0.8196i -0.2675+0.2183i

6 0.4988+0.1906i -0.3248+0.7516i -0.2070+0.1323i 21 -0.1013-0.3985i -0.5220+0.3456i 0.0334-0.0373i

7 -0.5844+0.2648i 0.7647-0.5502i 0.3762-0.2385i 22 0.2560-0.5847i -0.3074+0.9003i 0.3383-0.2761i

8 -0.3936-0.0971i 0.1823-0.6043i 0.0566-0.0305i 23 0.1969+0.5038i 0.6223-0.5259i -0.1717+0.1490i

9 0.4335-0.2713i -0.6788+0.5581i -0.2985+0.1921i 24 -0.2204+0.7188i 0.2605-1.0305i -0.4944+0.4046i

10 0.3285+0.0270i -0.1328+0.6074i -0.0372+0.0198i 25 -0.2431-0.7999i -0.8113+0.9167i 0.4189-0.3521i

11 -0.3435+0.2795i 0.6571-0.4948i 0.1764+0.1083i 26 0.2649-0.6251i -0.0592+0.8866i 0.4876-0.3998i

12 -0.3274+0.0196i 0.1912-0.6312i -0.0380+0.0360i 27 0.2105+1.6904i 1.0346-1.9932i -1.2237+1.0211i

13 0.2539-0.3335i -0.5835+0.4051i -0.1477+0.0925i 28 -0.5058-1.2925i -1.0447+1.4677i 0.9637-0.8099i

14 0.3567-0.1221i -0.2239+0.6192i 0.0403-0.0377i 29 0.2687+0.3549i 0.4241-0.4034i -0.3526+0.2981i
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Table 4.33: Summary of performances for the four proposed schemes in Section 4.2 with

the interleaved and localised subarray architectures

Scheme Architecture P̄s(dB) var|wA| v̄ time(s)

1
Interleaved -22.9477 0 0.1540 3.06

Localised -16.7977 0 0.0559 2.78

2
Interleaved -28.2771 0.2150 0.0368 16.25

Localised -16.9563 0.2337 0.0052 2.24

3
Interleaved -22.8559 0 0.0417 2.96

Localised -16.6738 0 0.0064 1.65

4
Interleaved -28.3297 0.2901 0.5721 0.95

Localised -18.2018 1.7779 0.7755 2.15

Table 4.34: Summary of performances for the four proposed schemes in Section 4.3 with

the interleaved and localised subarray architectures

Scheme Architecture P̄s(dB) var|wA| v̄ time(s)

1
Interleaved -26.7840 0 0.2810 3.32

Localised -18.0340 0 0.2107 5.43

2
Interleaved -40.4851 0.4657 0.0374 6.07

Localised -20.0319 0.2721 0.0104 3.04

3
Interleaved -25.5227 0 0.0442 12.57

Localised -17.6199 0 0.0258 11.37

4
Interleaved -47.7972 0.8769 15.9600 26.72

Localised -21.9728 0.4756 16.8101 2.75
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Chapter 5

Antenna Selection for Multi-Beam

Multiplexing Design

5.1 Introduction

This chapter introduces the use of compressive sensing (CS) to multi-beam multiplexing

design for antenna selection and shows how it can be extended to the antenna selec-

tion design problem for hybrid beamforming with sub-aperture and overlapped subarray

architectures.

Although the methods in [25, 77] can reduce the implementation complexity signifi-

cantly for multi-user beamforming, further complexity reduction is possible when a large

number of antennas are available in a massive MIMO system. This can be achieved by

only employing a subset of the available antennas and the selected antennas for different

beamforming scenarios can change accordingly. Now the new problem statement is, given

a large massive MIMO array and a specific beamforming requirement, how to find the

minimum number of antennas and their associated locations. This is similar to the sparse

antenna array design problem, which can be solved by various methods such as genetic

algorithm [85–88], simulated annealing [89, 90], Taguchi’s method [91] and compressive

sensing (CS) [73, 83, 92–99]. In addition to the interleaved and localised subarray architec-

tures, the overlapped subarray architecture, where each antenna in the array is associated

with two or more analogue coefficients [100–106], is also considered for antenna selection
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in this chapter, and the total number of resultant analogue channels is still smaller than

a traditional implementation.

Moreover, by considering the polarisation information of a signal, the design based on

crossed-dipole arrays is also studied, where each antenna is associated with two complex-

valued weighting coefficients. Two design methods are proposed to select the best set of

crossed-dipole antennas or dipoles.

The remaining part of this chapter is organised as follows. The proposed CS-based

designs with isotropic and crossed-dipole antennas are introduced in Sections 5.2 and 5.3,

respectively. Design examples are provided in Section 5.4, followed by a summary in

Section 5.5.

5.2 Antenna Selection Method for Arrays with Isotropic

Antennas

5.2.1 Antenna Selection Based on the Sub-Aperture Subarray

Architectures for Two Beams

Similar to the two-beam case in Section 4.2.1, for a given set of wD,j,m({j,m} ∈ {0, 1}), to

find the optimum analogue coefficients wA, an intermediate formulation without antenna

selection for the two designed beams can be formulated as (4.10).

The main principle of CS based design is to select the minimum number of antennas

which can still provide an exact, or almost exact beam response matching the desired one

[92–94]. Ideally, this problem can be formed as the minimisation of l0 norm (which counts

the non-zero-valued coefficients) of the weighting coefficients. In practice, the l0 norm is

normally replaced by the l1 norm for a tractable solution.

Now to find the minimum number of antennas while meeting the beamforming require-

ments, we can also try to minimise the l0 norm of wA. A zero value in wA indicates that

the corresponding antenna is not needed in the design and therefore can be switched off

without affecting the beamforming performance. As mentioned, in practice, the l0 norm
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is normally replaced by the l1 norm for a tractable solution, i.e.,

min
wA
‖ wA ‖1, (5.1)

where the l1 norm ‖ . ‖1 is used as an approximation to the l0 norm ‖ . ‖0. By combining

the above cost function in (5.1) with the cost function in (4.10), the new formulation of

this problem is given by

min
wA

JLSE = (1− γ) ‖ LHwA ‖2 +γ ‖ wA ‖1,

subject to

wH
A

wH
D,0,0zS00 wH

D,1,0zS10

wH
D,0,1zS01 wH

D,1,1zS11

 =
[
1 1

]
,

(5.2)

where γ ∈ (0, 1) is a trade-off factor between the two parts and zSjm is given in (4.11).

On the other hand, if we know the analogue coefficients wA, the optimum digital

coefficients wD can be obtained by (4.24).

Alternate optimisation of digital coefficients wD and analogue coefficients wA can be

achieved iteratively:

(1) First, via initialising the digital coefficients wD with random values, wA is obtained

by substituting wD,j,m({j,m} ∈ {0, 1}) into (5.2).

(2) Given the obtained optimum values for wA in step (1), the optimum values for wD

are obtained using (4.24).

(3) Given the obtained values of wD in step (2), the new set of values of wA can be

obtained by (5.2) again.

(4) Repeat steps (2) and (3) until the cost function in (5.2) converges.
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5.2.2 Antenna Selection Based on the Sub-Aperture Subarray

Architectures for Three Beams

Similar to (5.2), the formulation of the problem for the three-beam case is given by

min
wA

JLSE = (1− γ) ‖ LHwA ‖2 +γ ‖ wA ‖1,

subject to

wH
A


wH
D,0,0zS00 wH

D,1,0zS10 wH
D,2,0zS20

wH
D,0,1zS01 wH

D,1,1zS11 wH
D,2,1zS21

wH
D,0,2zS02 wH

D,1,2zS12 wH
D,2,2zS22

 =
[
1 1 1

]
.

(5.3)

Alternate optimisation of the digital coefficients wD and the corresponding analogue

coefficients wA can be obtained by the following iterative process:

(1) First, through initialising wD with random values, wA is obtained by substituting

wD,j,m({j,m} ∈ {0, 1, 2}) into (5.3).

(2) Given the obtained optimum values for wA in step (1), the closed-form solution for

digital coefficients wD is obtained by (4.24).

(3) Given the obtained values of wD in step (2), the new set of values of wA is obtained

by (5.3) again.

(4) Repeat steps (2) and (3) until the cost function JLSE in (5.3) converges.

5.2.3 Antenna Selection Based on the Overlapped Subarray Ar-

chitecture for Two Beams

One implicit constraint imposed by both the localised and interleaved subarray architec-

tures on the beamformer design problem is that one antenna can only be selected once at

most, or there are at most one analogue channel for each antenna. However, this may not

be optimum and some of the antennas could be shared by the two (or more) subarrays

to provide a better beamforming result, while the total number of analogue channels can
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still be kept low. In light of this, we start from the extreme case where each subarray is

the same as the orignal array, whose steering vector is now given by

s̆m(θ) = [1, ej2π
d
λ

sin θ, ej2π
2d
λ

sin θ, ..., ej2π(2Ns−1) d
λ

sin θ]T , (5.4)

instead of (3.20) and (3.21), and for two beams, each antenna will get connected with two

analogue coefficients initially. The analogue coefficient vector for the m-th ‘subarray’ is

given by

w̆A,m = [w̆A,m,0, w̆A,m,1, ..., w̆A,m,2Ns−1]T , (5.5)

where m ∈ {0, 1}. Thus, the beam pattern generated by the m-th ‘subarray’ is changed

to

P̆m(θ) = w̆H
A,ms̆m(θ). (5.6)

Different from (3.24) with J = 2, the digital coefficients imposed on the j-th beam are

given by

w̆D,j = [w̆D,j,0, w̆D,j,1], (5.7)

and designed beam pattern for the j-th beam is

P̆ϕj(θ) =w̆∗D,j,0P̆0(θ) + w̆∗D,j,1P̆1(θ)

=w̆∗D,j,0w̆
H
A,0s̆0(θ) + w̆∗D,j,1w̆

H
A,1s̆1(θ).

(5.8)

By combining the analogue coefficients w̆A,0 and w̆A,1 in (5.5) into one vector, given

by

w̆A =
[
w̆T
A,0, w̆

T
A,1

]T
, (5.9)

the optimisation problem is formulated as

min
w̆A

JLSE = (1− γ) ‖ L̆
H
w̆A ‖2 +γ ‖ w̆A ‖1,

subject to

w̆H
A

w̆H
D,0,0z̆ S00 w̆H

D,1,0z̆ S10

w̆H
D,0,1z̆ S01 w̆H

D,1,1z̆ S11

 =
[
1 1

]
,

(5.10)

with

z̆ Sjm =
∑

θ∈Θmainj

s̆m(θ), (5.11)
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w̆D,j,m = w̆D,j,mI2Ns , (5.12)

where L̆ and z̆ Sjm are similar to L and zSjm in (5.2), and I2Ns denotes a 2Ns×2Ns identity

matrix.

By combining the digital coefficients in (5.7) with j = 0 and j = 1 into

w̆D =
[
w̆D,0, w̆D,1

]T
=
[
w̆D,0,0, w̆D,0,1, w̆D,1,0, w̆D,1,1

]T
, (5.13)

the optimisation problem to obtain the digital coefficients vector w̆D is formulated as

min
w̆D

w̆H
DM̆ Sw̆D,

subject to

C̆
H
w̆D = f,

(5.14)

with

C̆ =


w̆H
A ż S00 0

w̆H
A ż S01 0

0 w̆H
A ż S10

0 w̆H
A ż S11

 , f =

1

1

 , (5.15)

ż Sj0 =

 z̆ Sj0

02Ns×1

 , ż Sj1 =

02Ns×1

z̆ Sj1

 , (5.16)

where M̆ S is similar to M̃ S in (4.15) in Chapter 4 and 02Ns×1 in (5.16) is a 2Ns × 1

all-zero vector. The solution to the problem (5.14) is given by

w̆D = M̆
−1

S C̆
(
C̆

H
M̆
−1

S C̆
)−1

f. (5.17)

Alternate optimisation of digital coefficients w̆D and analogue coefficients w̆A can be

achieved iteratively:

(1) First, via initialising the digital coefficients w̆D with random values, w̆A is obtained

by substituting w̆D,j,m({j,m} ∈ {0, 1}) into (5.10).

(2) Given the obtained optimum values for w̆A in step (1), the optimum values for w̆D

are obtained using (5.17).
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(3) Given the obtained values of w̆D in step (2), the new set of values of w̆A can be

obtained by (5.10) again.

(4) Repeat steps (2) and (3) until the cost function in (5.10) converges.

5.2.4 Antenna Selection Based on the Overlapped Subarray Ar-

chitecture for Three Beams

Similar to (5.4), the steering vector of the m-th ‘subarray’ for the three-user case is

s̆m(θ) = [1, ej2π
d
λ

sin θ, ej2π
2d
λ

sin θ, ..., ej2π(3Ns−1) d
λ

sin θ]T , (5.18)

and the analogue coefficient vector for the m-th ‘subarray’ is given by

w̆A,m =[w̆A,m,0, w̆A,m,1, ..., w̆A,m,3Ns−1]T , (5.19)

where m ∈ {0, 1, 2}. The digital coefficients imposed on the j-th beam are given by

w̆D,j = [w̆D,j,0, w̆D,j,1, w̆D,j,2], (5.20)

and the designed pattern for the j-th beam changes to

P̆ϕj(θ) =w̆∗D,j,0P̆0(θ) + w̆∗D,j,1P̆1(θ) + w̆∗D,j,2P̆2(θ)

=w̆∗D,j,0w̆
H
A,0s̆0(θ) + w̆∗D,j,1w̆

H
A,1s̆1(θ) + w̆∗D,j,2w̆

H
A,2s̆2(θ).

(5.21)

By combining the analogue coefficients w̆A,0, w̆A,1 and w̆A,2 into one vector, given by

w̆A =
[
w̆T
A,0, w̆

T
A,1, w̆

T
A,2

]T
, (5.22)

the formulation is given by

min
w̆A

JLSE = (1− γ) ‖ L̆
H
w̆A ‖2 +γ ‖ w̆A ‖1,

subject to

w̆H
A


w̆H
D,0,0z̆ S00 w̆H

D,1,0z̆ S10 w̆H
D,2,0z̆ S20

w̆H
D,0,1z̆ S01 w̆H

D,1,1z̆ S11 w̆H
D,2,1z̆ S21

w̆H
D,0,2z̆ S02 w̆H

D,1,2z̆ S12 w̆H
D,2,2z̆ S22

 =
[
1 1 1

]
,

(5.23)
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w̆D,j,m = w̆D,j,mI3Ns , (5.24)

where L̆ and z̆ Sjm are similar to L̆ and z̆ Sjm in (5.10) and (5.11), respectively, and I3Ns

denotes a 3Ns × 3Ns identity matrix.

By combining the digital coefficients in (5.20) with j = 0, j = 1 and j = 2 into

w̆D =
[
w̆D,0, w̆D,1, w̆D,2

]T
=
[
w̆D,0,0, w̆D,0,1, w̆D,0,2, w̆D,1,0, w̆D,1,1, w̆D,1,2, w̆D,2,0, w̆D,2,1, w̆D,2,2

]T
,

(5.25)

the optimisation is formulated as (5.14) with

C̆ =



w̆H
A ż S00 0 0

w̆H
A ż S01 0 0

w̆H
A ż S02 0 0

0 w̆H
A ż S10 0

0 w̆H
A ż S11 0

0 w̆H
A ż S12 0

0 0 w̆H
A ż S20

0 0 w̆H
A ż S21

0 0 w̆H
A ż S22



, f =


1

1

1

 , (5.26)

ż Sj0 =


z̆ Sj0

03Ns×1

03Ns×1

 , ż Sj1 =


03Ns×1

z̆ Sj1

03Ns×1

 , ż Sj2 =


03Ns×1

03Ns×1

z̆ Sj2

 , (5.27)

where M̆ S is similar to M̆ S in (5.14) and 03Ns×1 in (5.27) is a 3Ns × 1 all-zero vector.

The solution to (5.14) for the method in Section 5.2.4 with J = M = 3 is given by (5.17).

Alternate optimisation of digital coefficients w̆D and analogue coefficients w̆A can be

achieved iteratively:

(1) First, via initialising the digital coefficients w̆D with random values, w̆A is obtained

by substituting w̆D,j,m({j,m} ∈ {0, 1, 2}) into (5.23).

(2) Given the obtained optimum values for w̆A in step (1), the optimum values for w̆D

are obtained using (5.17).
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(3) Given the obtained values of w̆D in step (2), the new set of values of w̆A can be

obtained by (5.23) again.

(4) Repeat steps (2) and (3) until the cost function in (5.23) converges.

5.3 Antenna Selection Method for Arrays with Crossed-

Dipole Antennas

So far in all the introduced multi-beam multiplexing designs, the polarisation information

of signals has not been considered yet. In this section, the polarisation information is

exploited in the design by replacing the isotropic antennas in the structure with the

polarisation-sensitive crossed-dipole antennas. Each antenna in the crossed-dipole array

consists of two orthogonally orientated dipoles which can measure both the horizontal and

vertical components of the electromagnetic field [99, 107–109]. Similar to last section, we

consider the low-complexity implementation problem, i.e., when a large number of crossed-

dipole antennas are available, we may not need to employ all of them and a subset of the

available antennas may be sufficient for a specific beamforming scenario. Different from

the isotropic antenna case [110], for crossed-dipole antennas, there are two complex-valued

weighting coefficients associated with each antenna [111–117] and therefore we have two

choices: either switch off the whole crossed-dipole antenna or one of the dipoles. To

implement these two different schemes, two corresponding CS based design methods are

proposed.

5.3.1 Polarisation-Sensitive Beamforming

For the crossed-dipole based antenna array, there are M linear crossed-dipole subarrays

where each consists of Ns antennas and the overall layout is shown in Figure 5.1. Each

antenna consists of two orthogonal dipoles, and the complex-valued weighting coefficients

parallel to the x-axis and y-axis are wn,x and wn,y, respectively, for n ∈ {0, 1, ..., Ns − 1}.

In addition, the elevation and azimuth angles are given by θ ∈ [−π
2
, π

2
] and φ ∈ [−π, π],

respectively [111, 118].
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Figure 5.1: An ULA based hybrid beamforming architecture with M interleaved subar-

rays based on crossed-dipole antennas.

For a transverse electromagnetic (TEM) wave in the far field, the unit vector of the

TEM wave is denoted by up and the two decomposed unit vectors which are orthogonal

are uh and uv with uh.uv = 0, up.uh = 0 and up.uv = 0. In the transmitter coordinate

system, up is given by

up =[sin θ cosφ, sin θ sinφ, cos θ]T . (5.28)

However, the choice of the pair of uh and uv is not unique. Due to the orthogonality of

these three unit vectors, they are normally defined as

uh = [− sinφ, cosφ, 0]T ,

uv = [cos θ cosφ, cos θ sinφ,− sin θ]T .
(5.29)

Note that uh is parallel to the x-y plane due to the zero value in the z direction, and

therefore uh is defined as the unit vector of the horizontal component. Moreover, uv is

the unit vector of the vertical component since uv is perpendicular to uh, i.e., uv.uh = 0.

In addition, the electric field is assumed to have transverse components [111, 119]

E = Ehuh + Evuv, (5.30)
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where Eh and Ev denote the horizontal and vertical components, respectively [120], given

by Eh
Ev

 =

Mhe
jωt

Mve
jωt

 =

mhe
jψhejωt

mve
jψvejωt

 , (5.31)

where ω denotes the carrier frequency, Mh and Mv are complex numbers, mh and mv the

magnitudes of the horizontal and vertical components, respectively, and ψh and ψv are

the corresponding initial phases. Thus, the polarisation ratio is given by

Mv

Mh

=
mve

jψv

mhejψh
= (tanσ)ejη, (5.32)

where tanσ denotes the magnitude ratio and η denotes the phase difference between the

vertical and horizontal components with σ ∈ [0, π
2
] and η ∈ (−π, π].

For the case with mh 6= 0 and σ ∈ [0, π
2
], the magnitude of the signal can be derived

by

Ma =
√
|Mh|2 + |Mv|2

=
√
m2
h +m2

v = mh

√
1 + (tan σ)2 =

mh

cosσ
.

(5.33)

As a result, it is easy to obtain

mh = Ma cosσ,

mhe
jψh = Ma(cosσ)ejψh ,

Mh = Ma(cosσ)ejψh .

(5.34)

Similarly,

Ma =
mv

sinσ
,

Mv = Ma(sinσ)ejψv .

(5.35)
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For mh = 0 when there is no horizontal component and σ = π
2
,Mh

Mv

 =

 0

mve
jψv


=
mve

jψv

ejη

 cosσ

(sinσ)ejη


= mve

jψh

 cos π
2

(sin π
2
)ejη


= Ma

(cos π
2
)ejψh

(sin π
2
)ejψv

 .

(5.36)

Hence, for the case with σ ∈ [0, π
2
] and η ∈ (−π, π], it is clear thatMh

Mv

 = Ma

(cosσ)ejψh

(sinσ)ejψv

 . (5.37)

Note that the actual values of ψh and ψv do not matter and the most important thing is

the relative difference between them. Hence, (5.37) is changed toMh

Mv

 = Ma

 cosσ

(sinσ)ejη

 , (5.38)

and the electric field can be given by

E =Ehuh + Evuv

=Ma((cosσ)uh + (sinσ)ejηuv)

=Ma(cosσ[− sinφ, cosφ, 0]T

+ (sinσ)ejη[cos θ cosφ, cos θ sinφ,− sin θ]T )

=Ma((− cosσ sinφ+ sinσ cos θ cosφejη)x̂

+ (cosσ cosφ+ sinσ cos θ sinφejη)ŷ

− (sinσ sin θejη)ẑ),

(5.39)

where the carrier wave ejωt is omitted [121]. If only the x-axis and y-axis are considered,

the spatial-polarisation coherent vector consisting of a signal’s polarisation information is
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given by [115, 122]

sp(θ, φ, σ, η) =

 sinσ cos θ cosφejη − cosσ sinφ

sinσ cos θ sinφejη + cosσ cosφ


=

 sp,x(θ, φ, σ, η)

sp,y(θ, φ, σ, η)

 .
(5.40)

5.3.2 Individual Dipole Selection for Two Beams

Consider the case of M = 2. The spatial steering vectors of the m-th subarray with the

interleaved and localised subarray architectures are given by

sm,s(θ, φ) =[ej2πm
d
λ

sin θ sinφ, ej2π(m+M) d
λ

sin θ sinφ,

..., ej2π(m+M(Ns−1)) d
λ

sin θ sinφ]T ,
(5.41)

and

sm,s(θ, φ) =[ej2πmNs
d
λ

sin θ sinφ, ej2π(mNs+1) d
λ

sin θ sinφ,

..., ej2π((m+1)Ns−1) d
λ

sin θ sinφ]T ,
(5.42)

respectively, with m ∈ {0, 1}. Moreover, the spatial-polarisation coherent vector consist-

ing of a signal’s polarisation information is given by (5.40).

The m-th subarray can be split into two parts and each parallel to the corresponding

axis. With f ∈ {x, y}, the steering vector of each part for the m-th subarray is

sm,f (θ, φ, σ, η) = sp,f (θ, φ, σ, η)sm,s(θ, φ). (5.43)

The beam pattern generated by the m-th subarray is

P̌m(θ, φ, σ, η) = w̌H
A,msm(θ, φ, σ, η), (5.44)

where w̌A,m denotes the analogue coefficients for the m-th subarray, given by

w̌A,m = [w̌A,m,x,0, w̌A,m,y,0, w̌A,m,x,1, w̌A,m,y,1, ...,

w̌A,m,x,Ns−1, w̌A,m,y,Ns−1]T ,
(5.45)
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where w̌A,m,f,n is the complex-valued weighting coefficient for the n-th dipole orientated

parallel to the f -axis. Similarly,

sm(θ, φ, σ, η) = [sm,x,0(θ, φ, σ, η), sm,y,0(θ, φ, σ, η),

sm,x,1(θ, φ, σ, η), sm,y,1(θ, φ, σ, η), . . . ,

sm,x,Ns−1(θ, φ, σ, η), sm,y,Ns−1(θ, φ, σ, η)]T ,

(5.46)

where sm,f,n(θ, φ, σ, η) is the contribution of the n-th dipole in the m-th subarray to the

overall steering vector parallel to the f -axis.

The digital coding scheme for the two-beam case is employed, whose coefficients for

the j-th designed beam are given by

w̌D,j = [w̌D,j,0, w̌D,j,1], (5.47)

and the designed beam response for the beam in direction ϕj is

P̌ϕj(θ, φ, σ, η) = w̌∗D,j,0P̌0(θ, φ, σ, η) + w̌∗D,j,1P̌1(θ, φ, σ, η)

= w̌∗D,j,0w̌
H
A,0s0(θ, φ, σ, η) + w̌∗D,j,1w̌

H
A,1s1(θ, φ, σ, η).

(5.48)

Combining the analogue coefficients w̌A,0 and w̌A,1 into one vector

w̌A =
[
w̌T
A,0, w̌

T
A,1

]T
, (5.49)

the formulation to find the optimum w̌A with a minimum number of non-zero-valued

coefficients for a given set of w̌D,j,m({j,m} ∈ {0, 1}) is given by

min
w̌A

JLSE = (1− γ) ‖ ĽHw̌A ‖2 +γ ‖ w̌A ‖1,

subject to

w̌H
A

w̌H
D,0,0ž S00 w̌H

D,1,0ž S10

w̌H
D,0,1ž S01 w̌H

D,1,1ž S11

 =
[
1 1

]
,

(5.50)

with

ž Sjm =
∑

θ∈Θmainj

sm(θ, φ, σ, η), (5.51)

w̌D,j,m = w̌D,j,mI2Ns , (5.52)

where Ľ is similar to L in (5.2) for the two-user case in Section 5.2.1.
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By combining the digital coefficients for two beams into one vector

w̌D =
[
w̌D,0, w̌D,1

]T
=
[
w̌D,0,0, w̌D,0,1, w̌D,1,0, w̌D,1,1

]T
, (5.53)

the optimisation problem is formulated as

min
w̌D

w̌H
DM̀ Sw̌D,

subject to

C̀
H
w̌D = f,

(5.54)

with

C̀ =


w̌H
A z̀ S00 0

w̌H
A z̀ S01 0

0 w̌H
A z̀ S10

0 w̌H
A z̀ S11

 , f =

1

1

 , (5.55)

z̀ Sj0 =

 ž Sj0

02Ns×1

 , z̀ Sj1 =

02Ns×1

ž Sj1

 , (5.56)

where M̀ S is similar to M̃ S in (4.15).

The solution of the problem (5.54) is given by

w̌D = M̀
−1

S C̀
(
C̀

H
M̀
−1

S C̀
)−1

f. (5.57)

Alternate optimisation of the digital coefficients w̌D and the corresponding analogue

coefficients w̌A can be achieved iteratively:

(1) First, via initialising the digital coefficients w̌D with random values, w̌A is obtained

by substituting w̌D,j,m({j,m} ∈ {0, 1}) into (5.50).

(2) Given the obtained optimum values for w̌A in step (1), the optimum values for w̌D

are obtained by (5.57).

(3) Given the obtained values of w̌D in step (2), the new set of values of w̌A can be

obtained by (5.50) again.

(4) Repeat steps (2) and (3) until the cost function in (5.50) converges.
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5.3.3 Individual Dipole Selection for Three Beams

By combining the analogue coefficients w̌A,0, w̌A,1 and w̌A,2 into one vector, given by

w̌A =
[
w̌T
A,0, w̌

T
A,1, w̌

T
A,2

]T
, (5.58)

the formulation to obtain the analogue coefficients w̌A for the three-user case is given by

min
w̌A

JLSE = (1− γ) ‖ ĽHw̌A ‖2 +γ ‖ w̌A ‖1,

subject to

w̌H
A


w̌H
D,0,0ž S00 w̌H

D,1,0ž S10 w̌H
D,2,0ž S20

w̌H
D,0,1ž S01 w̌H

D,1,1ž S11 w̌H
D,2,1ž S21

w̌H
D,0,2ž S02 w̌H

D,1,2ž S12 w̌H
D,2,2ž S22

 =
[
1 1 1

]
,

(5.59)

where Ľ is similar to Ľ in (5.50) in Section 5.3.2.

By combining the digital coefficients for the three beams into one vector

w̌D =
[
w̌D,0, w̌D,1, w̌D,2

]T
=
[
w̌D,0,0, w̌D,0,1, w̌D,0,2, w̌D,1,0, w̌D,1,1, w̌D,1,2, w̌D,2,0, w̌D,2,1, w̌D,2,2

]T
,

(5.60)

the optimisation problem to obtain the digital coefficients w̌D is given by (5.54) with

C̀ =



w̌H
A z̀ S00 0 0

w̌H
A z̀ S01 0 0

w̌H
A z̀ S02 0 0

0 w̌H
A z̀ S10 0

0 w̌H
A z̀ S11 0

0 w̌H
A z̀ S12 0

0 0 w̌H
A z̀ S20

0 0 w̌H
A z̀ S21

0 0 w̌H
A z̀ S22



, f =


1

1

1

 , (5.61)

z̀ Sj0 =


ž Sj0

02Ns×1

02Ns×1

 , z̀ Sj1 =


02Ns×1

ž Sj1

02Ns×1

 , z̀ Sj2 =


02Ns×1

02Ns×1

ž Sj2

 , (5.62)
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where M̀ S is similar to M̀ S in (5.54) in Section 5.3.2.

The solution to (5.54) for the individual dipole selection method with J = M = 3 is

given by (5.57).

Alternate optimisation of the digital coefficients w̌D and analogue coefficients w̌A is

performed as follows:

(1) First, via initialising the digital coefficients w̌D with random values, w̌A is obtained

by substituting w̌D,j,m({j,m} ∈ {0, 1, 2}) into (5.59).

(2) Given the obtained optimum values for w̌A in step (1), the optimum values for w̌D

are obtained by (5.57).

(3) Given the obtained values of w̌D in step (2), the new set of values of w̌A can be

obtained by (5.59) again.

(4) Repeat steps (2) and (3) until the cost function in (5.59) converges.

5.3.4 Crossed-Dipole Antenna Selection for Two Beams

One issue with the above design is that the two complex-valued weighting coefficients

associated with each antenna location cannot be minimised simultaneously. For some of

the crossed-dipole antennas, it will result in only one of the two dipoles being switched

on while the other one switched off, which may not be convenient in practice because the

crossed-dipole antenna cannot be removed completely or it is simply difficult to perform

partial switch off due to the construction itself.

To switch off the whole antenna, we have to modify the formulation in (5.50) so

that the complex-valued coefficients for each antenna can be minimised simultaneously.
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Following the idea in [123, 124], the formulation in (5.50) can be modified to

min
w̌A

JLSE = (1− γ) ‖ ĽHw̌A ‖2 +γg (g ∈ R+),

subject to

w̌H
A

w̌H
D,0,0ž S00 w̌H

D,1,0ž S10

w̌H
D,0,1ž S01 w̌H

D,1,1ž S11

 =
[
1 1

]
,

2Ns−1∑
ñ=0

||w̌Añ||2 ≤ g,

(5.63)

with

w̌A = [w̌A,x,0, w̌A,y,0, w̌A,x,1, ..., w̌A,x,2Ns−1, w̌A,y,2Ns−1]T , (5.64)

where w̌Añ = [w̌A,x,ñ, w̌A,y,ñ], (ñ ∈ {0, 1, . . . , 2Ns − 1}) and w̌Añ consists of the weighting

coefficients for all the dipoles that form the ñ-th antenna in w̌A.

To minimise the combined weighting coefficients for each crossed dipole separately, g

is decomposed into

g = [1, . . . , 1]
[
g0, g1, . . . , g2Ns−1

]T
= 1Tg, (5.65)

and (5.63) can be rewritten as

min
w̌A

JLSE = (1− γ) ‖ ĽHw̌A ‖2 +γ1Tg,

subject to

w̌H
A

w̌H
D,0,0ž S00 w̌H

D,1,0ž S10

w̌H
D,0,1ž S01 w̌H

D,1,1ž S11

 =
[
1 1

]
,

||w̌Añ||2 ≤ gñ, ñ ∈ {0, 1, . . . , 2Ns − 1}.

(5.66)

Note that a value of gñ = 0 indicates the second constraint in (5.66) guarantees that both

the real and imaginary parts of each weighting coefficient in w̌Añ are zero and the sparse

nature on antenna locations is introduced.

Now, by defining

w̃A =[g0,<(w̌A,x,0),<(w̌A,y,0),−=(w̌A,x,0),−=(w̌A,y,0),

g1, . . . , g2Ns−1,<(w̌A,x,2Ns−1), . . . ,−=(w̌A,y,2Ns−1)]T ,
(5.67)

č = [

ñ=0︷ ︸︸ ︷
1, 0, 0, 0, 0, 1, 0, 0, · · · ,

ñ=2Ns−1︷ ︸︸ ︷
1, 0, 0, 0, 0]T , (5.68)
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and

s̃m =



0 0

<(sm,x,0) =(sm,x,0)

<(sm,y,0) =(sm,y,0)

−=(sm,x,0) <(sm,x,0)

−=(sm,y,0) <(sm,y,0)
...

...

0 0
...

...

−=(sm,y,Ns−1) <(sm,y,Ns−1)



, (5.69)

where sm,f,n (n ∈ {0, 1, . . . , Ns − 1}) denotes the contribution of the n-th dipole parallel

to the f -axis to the steering vector of the m-th subarray, <(.) and =(.) denote the real

and imaginary components, respectively.

Since the weighting coefficients in (5.67) are split into the real and imaginary parts,

the digital coefficients should also be multiplied with the steering vector first and then

split it into the real and imaginary parts that make up a new matrix, given by

r̃ jm =



0 0

<(w̃H
D,j,msm,x,0) =(w̃H

D,j,msm,x,0)

<(w̃H
D,j,msm,y,0) =(w̃H

D,j,msm,y,0)

−=(w̃H
D,j,msm,x,0) <(w̃H

D,j,msm,x,0)

−=(w̃H
D,j,msm,y,0) <(w̃H

D,j,msm,y,0)
...

...

0 0
...

...

−=(w̃H
D,j,msm,y,Ns−1) <(w̃H

D,j,msm,y,Ns−1)



, (5.70)

with

w̃D,j,m = w̌D,j,mINs . (5.71)

Similar to (4.7), (4.8) and (4.9), the three items which constitute the correlation matrix
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of the sum of the sidelobe responses for the two beams are changed to

Q̃S =

G̃S0 05Ns

05Ns G̃S1

 , P̃S =

H̃ S0 05Ns

05Ns H̃ S1

 , (5.72)

G̃Sm =
∑

θ∈Θside0

r̃ 0,mr̃
T
0,m +

∑
θ∈Θside1

r̃ 1,mr̃
T
1,m, (5.73)

and

H̃ S0 =
∑

θ∈Θside0

r̃ 0,0r̃
T
0,1 +

∑
θ∈Θside1

r̃ 1,0r̃
T
1,1,

H̃ S1 =
∑

θ∈Θside0

r̃ 0,1r̃
T
0,0 +

∑
θ∈Θside1

r̃ 1,1r̃
T
1,0,

(5.74)

where 05Ns denotes a 5Ns × 5Ns all-zero vector.

As shown in (5.67), because the values of gñ for ñ ∈ {0, 1, . . . , 2Ns − 1} are included

with the weighting coefficients in w̃A, it is not necessary to predefine their values and

they are obtained simultaneously with the optimised weighting coefficients. Moreover, č

is to select the values of gñ for the optimisation and 0 vectors in s̃m in (5.69) guarantee

that they are not imposed to the minimise the sum of the sidelobe energy [123].

As a result, the final formulation is given as follows

min
w̃A

JLSE = (1− γ) ‖ L̃T w̃A ‖2 +γčT w̃A,

subject to

w̃T
A

z̃ S00 z̃ S10

z̃ S01 z̃ S11

 =
[
1 0 1 0

]
,

||w̃Añ||2 ≤ gñ, ñ ∈ {0, 1, . . . , 2Ns − 1},

(5.75)

with

z̃ Sjm =
∑

θ∈Θmainj

r̃ jm, (5.76)

Ĩ 8 =

05Ns I5Ns

I5Ns 05Ns

 , (5.77)

where L̃ = Ṽ Ũ
1/2

, with Ũ being the diagonal matrix including all the eigenvalues of

(Q̃S+P̃S Ĩ 8),Ṽ being the corresponding eigenvector matrix and I5Ns denotes a 5Ns×5Ns

identity vector.
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Given the obtained values of w̃A in (5.75), to find the closed-form solution to w̌D, the

optimisation problem is given by (5.54) with

M̀ S = Q̀S + P̀S Ĩ 1, (5.78)

Q̀S =


G̀S00 0 0 0

0 G̀S01 0 0

0 0 G̀S10 0

0 0 0 G̀S11

 , P̀S =

H̀ S0 02

02 H̀ S1

 , (5.79)

c̃ = [

ñ=0︷ ︸︸ ︷
0, 1, 1, 1, 1, 0, 1, 1, · · · ,

ñ=2Ns−1︷ ︸︸ ︷
0, 1, 1, 1, 1]T , (5.80)

G̀Sjm = (c̃ ◦ w̃A)T Q́Sjm
(c̃ ◦ w̃A), H̀ Sj =

B̀Sj0 0

0 B̀Sj1

 , (5.81)

Q́Sj0
=

Q̃Sj0
05Ns

05Ns 05Ns

 , Q́Sj1
=

05Ns 05Ns

05Ns Q̃Sj1

 , (5.82)

B̀Sjm = (c̃ ◦ w̃A)T ṔSjm Ĩ 8(c̃ ◦ w̃A), (5.83)

ṔSj0 =

P̃Sj0 05Ns

05Ns 05Ns

 , ṔSj1 =

05Ns 05Ns

05Ns P̃Sj1

 , (5.84)

Q̃Sjm
=

∑
θ∈Θsidej

S̃m(θ, φ, σ, η), (5.85)

P̃Sj0 =
∑

θ∈Θsidej

s̃0(θ, φ, σ, η)s̃1(θ, φ, σ, η)T , P̃Sj1 =
∑

θ∈Θsidej

s̃1(θ, φ, σ, η)s̃0(θ, φ, σ, η)T ,

(5.86)

S̃m(θ, φ, σ, η) = s̃m(θ, φ, σ, η)s̃m(θ, φ, σ, η)T , (5.87)

C̀ =


(c̃ ◦ w̃A)T z̀ S00 0

(c̃ ◦ w̃A)T z̀ S01 0

0 (c̃ ◦ w̃A)T z̀ S10

0 (c̃ ◦ w̃A)T z̀ S11

 , f =

1

1

 , (5.88)

z̀ Sj0 =

 h̀ j0

05Ns×1

 , z̀ Sj1 =

05Ns×1

h̀ j1

 , (5.89)
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h̀ jm =
∑

θ∈Θmainj



0

sm,x,0

sm,y,0

−=(sm,x,0) + j<(sm,x,0)

−=(sm,y,0) + j<(sm,y,0)
...

0
...

−=(sm,y,Ns−1) + j<(sm,y,Ns−1)



, (5.90)

where ◦ denotes the Hadamard product and 05Ns×1 in (5.89) is an 5Ns×1 all-zero vector.

The solution to (5.54) for the whole crossed-dipole antenna selection method with

J = M = 2 in Section 5.3.4 is given by (5.57).

The following is the whole iterative optimisation process:

(1) First, via initialising the digital coefficients w̌D with random values, w̃A is obtained

by substituting w̌D,j,m({j,m} ∈ {0, 1}) into (5.75).

(2) Given the obtained optimum values for w̃A in step (1), the optimum values for w̌D

are obtained by (5.57).

(3) Given the obtained values of w̌D in step (2), the new set of values of w̃A can be

obtained by (5.75) again.

(4) Repeat steps (2) and (3) until the cost function in (5.75) converges.
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5.3.5 Crossed-Dipole Antenna Selection for Three Beams

Similar to (5.75) for the two-user case in Section 5.3.4, the optimisation problem is for-

mulated as

min
w̃A

JLSE = (1− γ) ‖ L̃Hw̃A ‖2 +γčT w̃A,

subject to

w̃H
A


z̃ S00 z̃ S10 z̃ S20

z̃ S01 z̃ S11 z̃ S21

z̃ S02 z̃ S12 z̃ S22

 =
[
1 0 1 0 1 0

]
,

||w̃Añ||2 ≤ gñ, ñ ∈ {0, 1, . . . , 3Ns − 1},

(5.91)

with

w̃A =[g0,<(w̌A,x,0),<(w̌A,y,0),−=(w̌A,x,0),−=(w̌A,y,0),

g1, . . . , g3Ns−1,<(w̌A,x,3Ns−1), . . . ,−=(w̌A,y,3Ns−1)]T ,
(5.92)

č = [

ñ=0︷ ︸︸ ︷
1, 0, 0, 0, 0, 1, 0, 0, · · · ,

ñ=3Ns−1︷ ︸︸ ︷
1, 0, 0, 0, 0]T , (5.93)

where L̃ = Ṽ Ũ
1/2

is similar to L̃ in (5.75) and z̃ Sjm is given by (5.76).

With (5.60), the optimisation to obtain w̌D can be formulated as (5.54) with

c̃ = [

ñ=0︷ ︸︸ ︷
0, 1, 1, 1, 1, 0, 1, 1, · · · ,

ñ=3Ns−1︷ ︸︸ ︷
0, 1, 1, 1, 1]T , (5.94)

C̀ =



(c̃ ◦ w̃A)T z̀ S00 0 0

(c̃ ◦ w̃A)T z̀ S01 0 0

(c̃ ◦ w̃A)T z̀ S02 0 0

0 (c̃ ◦ w̃A)T z̀ S10 0

0 (c̃ ◦ w̃A)T z̀ S11 0

0 (c̃ ◦ w̃A)T z̀ S12 0

0 0 (c̃ ◦ w̃A)T z̀ S20

0 0 (c̃ ◦ w̃A)T z̀ S21

0 0 (c̃ ◦ w̃A)T z̀ S22



, f =


1

1

1

 , (5.95)
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z̀ Sj0 =


h̀ j0

05Ns×1

05Ns×1

 , z̀ Sj1 =


05Ns×1

h̀ j1

05Ns×1

 , z̀ Sj2 =


05Ns×1

05Ns×1

h̀ j2

 , (5.96)

where M̀ S is similar to M̀ S in (5.78) in Section 5.3.4.

The solution to (5.54) for the whole crossed-dipole antenna selection method with

J = M = 3 is given by (5.57).

Optimisation of w̌D and w̃A is achieved iteratively:

(1) First, via initialising the digital coefficients w̌D with random values, w̃A is obtained

by substituting w̌D,j,m({j,m} ∈ {0, 1, 2}) into (5.91).

(2) Given the obtained optimum values for w̃A in step (1), the optimum values for w̌D

are obtained by (5.57).

(3) Given the obtained values of w̌D in step (2), the new set of values of w̃A can be

obtained by (5.91) again.

(4) Repeat steps (2) and (3) until the cost function in (5.91) converges.

5.4 Design Examples

5.4.1 Design Examples for Methods in Sections 5.2.1 and 5.2.3

Design examples are provided to show the effectiveness of the proposed method based

on sub-aperture and overlapped subarray architectures. The two beam directions are

ϕ0 = −25◦ and ϕ1 = 15◦ and the corresponding sidelobe regions are selected as Θside0 ∈

[−90◦,−35◦] ∪ [−15◦, 90◦] and Θside1 ∈ [−90◦, 5◦] ∪ [25◦, 90◦], sampled every 1◦. The

number of sample points in the sidelobe region for each beam is Ng = 162 and antennas

whose amplitude of weighting coefficients falls below 2× 10−2 will be removed.

The adjacent antenna spacing is d = λ
3

and N = 2Ns = 40 equally spaced potential

antennas are prepared for both the sub-aperture and overlapped subarray architectures.

To have a fair comparison, we first obtain the two resultant beams using the method

in Section 5.2.1 with the interleaved subarray architecture. Then, a ULA consisting of
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two interleaved subarrays is formulated using (4.10) with N = 2Ns = 40 and the design

results are represented by ‘ULA design’, i.e., the result without the proposed l1 norm

minimisation.

The trade-off factor in (5.2) and (5.10) is chosen as γ = 0.60. The resultant patterns

of the two beams generated by the method in Section 5.2.1 with the interleaved subarray

architecture and ‘ULA design’ are shown in Figure 5.2. For the ‘ULA design’, the change

of the cost function in (4.10) with respect to the iteration number, the digital and analogue

coefficients are listed in Figure 5.3, Tables 5.1 and 5.2, respectively; for the method in

Section 5.2.1 with the interleaved subarray architecture, the change of the cost function

in (5.2) with respect to the iteration number, the digital and analogue coefficients are

listed in Figure 5.4, Tables 5.3 and 5.4, respectively.

As shown in Figure 5.2, the performance for ‘ULA design’ is obviously better than

that generated by the method in Section 5.2.1 with the interleaved subarray architecture,

as it uses all the available antennas.
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Figure 5.2: Beam patterns of the two beams with ϕ0 = −25◦ and ϕ1 = 15◦ generated by

the method in Section 5.2.1 with the interleaved subarray architecture and ‘ULA design’,

respectively.

Overall, the responses of the zeroth and first beams generated by the method in

Section 5.2.1 with the interleaved and localised subarray architectures and the method in

Section 5.2.3 with the overlapped subarray architecture are shown in Figures 5.5 and 5.6,
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Figure 5.3: Cost function JLSE in (4.10) with respect to the iteration number k generated

by the ‘ULA design’ in Section 5.2.1.

Table 5.1: Digital coefficients wD,0 and wD,1 with ϕ0 = −25◦ and ϕ1 = 15◦ generated

by the ‘ULA design’ in Section 5.2.1.

m

j
wD,0 wD,1

0 0.9999+0.0250i 1.0007-0.0214i

1 -1.0005+0.0248i 0.9999+0.0210i

respectively. For the method in Section 5.2.1 with the localised architecture, the change

of the cost function in (5.2), the digital and analogue coefficients are listed in Figure

5.7, Tables 5.5 and 5.6, respectively; for the method in Section 5.2.3 with the overlapped

subarray architecture, the change of the cost function in (5.10), the digital and analogue

coefficients are presented in Figure 5.8, Tables 5.7 and 5.8, respectively.

5.4.2 Design Examples for Methods in Sections 5.2.2 and 5.2.4

The three beam directions are ϕ0 = −30◦, ϕ1 = 0◦ and ϕ2 = 35◦ and the corresponding

sidelobe regions are selected as Θside0 ∈ [−90◦,−35◦] ∪ [−25◦, 90◦], Θside1 ∈ [−90◦,−5◦] ∪

[5◦, 90◦] and Θside2 ∈ [−90◦, 30◦] ∪ [40◦, 90◦] with Ng = 172. Antennas whose amplitude

of weighting coefficients falls below 3× 10−3 will be removed.

The adjacent antenna spacing is d = λ
5

and N = 3Ns = 75 equally spaced potential
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Table 5.2: Analogue coefficients wA,0 and wA,1 with ϕ0 = −25◦ and ϕ1 = 15◦ generated

by the ‘ULA design’ in Section 5.2.1.

n

m
wA,0 wA,1

n

m
wA,0 wA,1

0 0.0194-0.0057i 0.0071+0.0220i 10 0.0091-0.0040i -0.0193-0.0425i

1 -0.0022-0.0006i 0.0155+0.0180i 11 0.0562-0.0392i 0.0297+0.0298i

2 -0.0251+0.0271i -0.0189-0.0131i 12 0.0073-0.0100i 0.0498+0.0250i

3 -0.0058+0.0108i -0.0414-0.0122i 13 -0.0165+0.0547i -0.0194-0.0033i

4 0.0059-0.0458i 0.0139-0.0014i 14 0.0015+0.0285i -0.0515+0.0105i

5 -0.0057-0.0317i 0.0552-0.0209i 15 -0.0131-0.0362i 0.0010+0.0016i

6 0.0225+0.0377i 0.0045-0.0021i 16 -0.0213-0.0253i 0.0264-0.0295i

7 0.0403+0.0352i -0.0337+0.0561i 17 0.0136+0.0121i 0.0017-0.0118i

8 -0.0289-0.0100i -0.0073+0.0267i 18 0.0267+0.0058i -0.0037+0.0224i

9 -0.0675-0.0038i -0.0075+0.0589i 19 0.0007-0.0053i 0.0064+0.0140i
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(17,-0.4341)

Figure 5.4: Cost function JLSE in (5.2) with respect to the iteration number k generated

by the method in Section 5.2.1 with the interleaved subarray architecture.

antennas are prepared for both the sub-aperture and overlapped subarray architectures

and the trade-off factor in (5.3) and (5.23) is γ = 0.6. The patterns of the zeroth, first and

second beams generated by the method in Section 5.2.2 with the interleaved and localised

subarray architectures and the method in Section 5.2.4 with the overlapped subarray

architecture are displayed in Figures 5.9, 5.10 and 5.11, respectively.
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Table 5.3: Digital coefficients wD,0 and wD,1 with ϕ0 = −25◦ and ϕ1 = 15◦ generated

by the method in Section 5.2.1 with the interleaved subarray architecture.

m

j
wD,0 wD,1

0 1.0031+0.0255i 0.9977-0.0135i

1 -0.9972+0.0255i 1.0026+0.0133i

Table 5.4: Analogue coefficients wA,0 and wA,1 with ϕ0 = −25◦ and ϕ1 = 15◦ generated

by the method in Section 5.2.1 with the interleaved subarray architecture.

n

m
wA,0 wA,1

n

m
wA,0 wA,1

0 -0.0177+0.0265i -0.0236-0.0130i 7 0.0647-0.0418i -0.0241-0.0511i

1 -0.0002-0.0516i -0.0392-0.0047i 8 0.0119-0.0170i 0.0264+0.0322i

2 -0.0110-0.0283i 0.0221-0.0029i 9 -0.0242+0.0531i 0.0543+0.0333i

3 0.0308+0.0436i 0.0587-0.0301i 10 -0.0020+0.0344i -0.0526+0.0014i

4 0.0511+0.0350i -0.0365+0.0689i 11 -0.0041-0.0322i 0.0270-0.0191i

5 -0.0317-0.0119i -0.0046+0.0312i 12 -0.0166-0.0277i

6 -0.0805-0.0006i -0.0069-0.0676i

Table 5.5: Digital coefficients wD,0 and wD,1 with ϕ0 = −25◦ and ϕ1 = 15◦ generated

by the method in Section 5.2.1 with the localised subarray architecture.

m

j
wD,0 wD,1

0 0.6082+0.5462i -0.0004+0.0042i

1 0.0006-0.0056i -1.1817+0.2790i

For the method in Section 5.2.2 with the interleaved subarray architecture, the change

of the cost function in (5.3) with respect to the iteration number, the digital and ana-

logue coefficients are presented in Figure 5.12, Tables 5.9 and 5.10, respectively; with the

localised subarray architecture, the change of the cost function, the digital and analogue

coefficients are displayed in Figure 5.13 and Tables 5.11 and 5.12, respectively.
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Figure 5.5: Beam patterns of the zeroth beam with ϕ0 = −25◦ generated by the method

in Section 5.2.1 with the interleaved and localised subarray architectures and the method

in Section 5.2.3 with the overlapped subarray architecture.
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Figure 5.6: Beam patterns of the first beam with ϕ1 = 15◦ generated by the method in

Section 5.2.1 with the interleaved and localised subarray architectures and the method in

Section 5.2.3 with the overlapped subarray architecture.

As for the method in Section 5.2.4 with the overlapped subarray architecture, the

change of the cost function (5.23) with respect to the iteration number, the digital and

analogue coefficients are shown in Figure 5.14, Tables 5.13 and 5.14, respectively.
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Figure 5.7: Cost function JLSE in (5.2) with respect to the iteration number k generated

by the method in Section 5.2.1 with the localised subarray architecture.

Table 5.6: Analogue coefficients wA,0 and wA,1 with ϕ0 = −25◦ and ϕ1 = 15◦ generated

by the method in Section 5.2.1 with the localised subarray architecture.

n

m
wA,0 wA,1

n

m
wA,0 wA,1

0 0.0273-0.0209i -0.0043+0.0240i 10 -0.0843+0.0112i 0.0144+0.0589i

1 -0.0144-0.0344i -0.0341+0.0167i 11 -0.0424+0.0728i -0.0111+0.0459i

2 -0.0271-0.0226i -0.0248-0.0058i 12 0.0266+0.0758i -0.0464+0.0423i

3 -0.0529+0.0140i -0.0377-0.0340i 13 0.0676+0.0237i -0.0333+0.0059i

4 -0.0250+0.0575i -0.0120-0.0312i 14 0.0616-0.0304i -0.0481-0.0146i

5 0.0355+0.0588i 0.0125-0.0622i 15 0.0099-0.0620i -0.0179-0.0185i

6 0.0697+0.0164i 0.0332-0.0327i 16 -0.0371-0.0404i -0.0032-0.0374i

7 0.0632-0.0495i 0.0586-0.0182i 17 -0.0350+0.0045i 0.0182-0.0159i

8 0.0035-0.0841i 0.0568+0.0129i 18 -0.0307+0.0213i

9 -0.0651-0.0548i 0.0408+0.0425i 19 0.0117+0.0325i

5.4.3 Design Examples for Methods in Sections 5.3.2 and 5.3.4

With φ = 90◦, the directions of the two beams and the corresponding sidelobe regions are

the same as the case in Section 5.4.1 where the number of sample points is Ng = 162. In

addition, the polarisation information is given by η = 100◦ and σ = 45◦. Antennas whose
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Figure 5.8: Cost function JLSE in (5.10) with respect to the iteration number k generated

by the method in Section 5.2.3 with the overlapped subarray architecture.

Table 5.7: Digital coefficients w̆D,0 and w̆D,1 with ϕ0 = −25◦ and ϕ1 = 15◦ generated

by the method in Section 5.2.3 with the overlapped subarray architecture.

m

j
w̆D,0 w̆D,1

0 0.9985+0.0034i 1.0017-0.0039i

1 -1.0016+0.0034i 0.9983+0.0039i

Table 5.8: Analogue coefficients w̆A,0 and w̆A,1 with ϕ0 = −25◦ and ϕ1 = 15◦ generated

by the method in Section 5.2.3 with the overlapped subarray architecture.

n

m
w̆A,0 w̆A,1

n

m
w̆A,0 w̆A,1

0 0.0124+0.0218i 0.0237-0.0034i 7 0.0325-0.0237i -0.0154-0.0344i

1 0.0179+0.0245i 0.0239-0.0078i 8 0.0305-0.0314i 0.0235+0.0224i

2 0.0334+0.0284i 0.0254-0.0150i 9 -0.0131+0.0352i 0.0297+0.0212i

3 -0.0491-0.0149i -0.0247+0.0321i 10 0.0005+0.0335i 0.0409+0.0180i

4 -0.0457+0.0015i -0.0144+0.0468i 11 -0.0080-0.0221i -0.0342+0.0002i

5 -0.0247-0.0003i -0.0049-0.0543i 12 -0.0209+0.0075i

6 0.0397-0.0196i -0.0137-0.0385i
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Figure 5.9: Beam patterns of the zeroth beam with ϕ0 = −30◦ generated by the method

in Section 5.2.2 with the interleaved and localised subarray architectures and the method

in Section 5.2.4 with the overlapped subarray architecture.
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Figure 5.10: Beam patterns of the first beam with ϕ1 = 0◦ generated by the method in

Section 5.2.2 with the interleaved and localised subarray architectures and the method in

Section 5.2.4 with the overlapped subarray architecture.

amplitude of weighting coefficients falls below 1× 10−2 will be removed.

The number of potential antennas for each subarray is Ns = 25 and the adjacent

antenna spacing is d = λ
3
. The trade-off factor in (5.50) and (5.75) is γ = 0.5. The design
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Figure 5.11: Beam patterns of the second beam with ϕ2 = 35◦ generated by the method

in Section 5.2.2 with the interleaved and localised subarray architectures and the method

in Section 5.2.4 with the overlapped subarray architecture.
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Figure 5.12: Cost function JLSE in (5.3) with respect to the iteration number k generated

by the method in Section 5.2.2 with the interleaved subarray architecture.

results generated by the method in Sections 5.3.2 with the interleaved and localised subar-

ray architectures are represented by ‘Interleaved (dipole selection)’ and ‘Localised (dipole

selection)’, respectively; and the design results generated by the method in Section 5.3.4

with the interleaved and localised subarray architectures are represented by ‘Interleaved

(antenna selection)’ and ‘Localised (antenna selection)’, respectively.

The responses of the zeroth and first beams generated by ‘Interleaved (dipole se-
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Table 5.9: Digital coefficients wD,0, wD,1 and wD,2 with ϕ0 = −30◦, ϕ1 = 0◦ and ϕ2 = 35◦

generated by the method in Section 5.2.2 with the interleaved subarray architecture.

m

j
wD,0 wD,1 wD,2

0 1.4139+2.1642i 3.1473-1.6133i 1.7837+4.4997i

1 2.8829+3.8112i -2.2939-5.5635i -4.9232-4.3008i

2 3.9811-4.5091i 4.2128-0.0159i -0.7812-2.7842i

Table 5.10: Analogue coefficients wA,0, wA,1 and wA,2 with ϕ0 = −30◦, ϕ1 = 0◦ and ϕ2 =

35◦ generated by the method in Section 5.2.2 with the interleaved subarray architecture.

n

m
wA,0 wA,1 wA,2

0 -0.0012+0.0029i 0.0009+0.0038i 0.0005+0.0030i

1 0.0047-0.0015i -0.0004+0.0069i 0.0043-0.0011i

2 0.0033+0.0033i -0.0030+0.0086i 0.0036-0.0035i

3 -0.0029+0.0041i -0.0054+0.0077i -0.0009+0.0031i

4 0.0075+0.0001i -0.0002+0.0034i 0.0060+0.0008i

5 0.0059+0.0051i 0.0048+0.0009i 0.0079-0.0042i

6 -0.0044+0.0033i -0.0058+0.0049i 0.0051+0.0025i

7 0.0089+0.0024i -0.0017+0.0036i 0.0117-0.0021i

8 0.0080+0.0077i 0.0054+0.0029i 0.0023+0.0022i

9 -0.0043+0.0008i -0.0041+0.0021i 0.0122+0.0017i

10 0.0083+0.0038i -0.0026+0.0021i 0.0020-0.0042i

11 0.0081+0.01012i 0.0040+0.0039i 0.0090+0.0047i

12 0.0065+0.0035i 0.0018+0.0032i 0.0042-0.0033i

13 0.0057+0.0110i 0.0043+0.0047i

14 0.0048+0.0019i 0.0040-0.0011i

15 0.0024+0.0091i 0.0006-0.0032i

16 0.0035+0.0003i

17 0.0000+0.0055i
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Figure 5.13: Cost function JLSE in (5.3) with respect to the iteration number k generated

by the method in Section 5.2.2 with the localised subarray architecture.

Table 5.11: Digital coefficients wD,0, wD,1 and wD,2 with ϕ0 = −30◦, ϕ1 = 0◦ and ϕ2 =

35◦ generated by the method in Section 5.2.2 with the localised subarray architecture.

m

j
wD,0 wD,1 wD,2

0 0.7627-0.0739i 3.5621+3.4832i 0.0240-0.0647i

1 4.5649-6.2028i -0.5104-0.5376i 0.3109+0.6342i

2 0.2046-0.2861i -0.0136+0.0436i 2.2414-4.5061i
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Figure 5.14: Cost function JLSE in (5.23) with respect to the iteration number k gen-

erated by the method in Section 5.2.4 with the overlapped subarray architecture.
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Table 5.12: Analogue coefficients wA,0, wA,1 and wA,2 with ϕ0 = −30◦, ϕ1 = 0◦ and ϕ2 =

35◦ generated by the method in Section 5.2.2 with the localised subarray architecture.

n

m
wA,0 wA,1 wA,2

0 0.0148-0.0135i -0.0055-0.0120i 0.0141-0.0158i

1 0.0079-0.0088i -0.0025+0.0031i 0.0047+0.0177i

2 0.0127-0.0129i -0.0072+0.0067i 0.0017+0.0091i

3 0.0025-0.0037i 0.0019+0.0103i -0.0091+0.0064i

4 0.0202-0.0169i 0.0031+0.0020i -0.0105-0.0028i

5 0.0218-0.0228i 0.0036-0.0011i -0.0021-0.0065i

6 0.0149-0.0167i 0.0048-0.0091i 0.0113-0.0154i

7 0.0063-0.0032i -0.0061-0.0047i 0.0098+0.0106i

8 0.0144-0.0116i -0.0050-0.0007i 0.0012+0.0062i

9 0.0091-0.0103i -0.0037+0.0041i -0.0158+0.0058i

10 0.0137-0.0159i -0.0021+0.0087i -0.0026-0.0196i

11 0.0082+0.0040i 0.0064-0.0061i

12 0.0043-0.0014i 0.0065+0.0017i

13 0.0017-0.0039i 0.0063+0.0127i

14 -0.0033-0.0083i -0.0045+0.0061i

15 -0.0079+0.0000i -0.0109+0.0107i

16 -0.0054-0.0002i -0.0028-0.0221i

17 0.0034+0.0122i

Table 5.13: Digital coefficients w̆D,0, w̆D,1 and w̆D,2 with ϕ0 = −30◦, ϕ1 = 0◦ and ϕ2 =

35◦ generated by the method in Section 5.2.4 with the overlapped subarray architecture.

m

j
w̆D,0 w̆D,1 w̆D,2

0 -3.2633-0.5000i 0.8392-4.2364i -3.3422-2.7035i

1 -4.0600-3.4336i -2.1647-1.7629i 2.2263+2.0223i

2 3.4947+4.3276i 2.6824-4.8840i 2.4512+0.3788i
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Table 5.14: Analogue coefficients w̆A,0, w̆A,1 and w̆A,2 with ϕ0 = −30◦, ϕ1 = 0◦

and ϕ2 = 35◦ generated by the method in Section 5.2.4 with the overlapped subarray

architecture.

n

m
w̆A,0 w̆A,1 w̆A,2

0 0.0031+0.0017i -0.0003+0.0033i 0.0028+0.0013i

1 0.0026+0.0025i -0.0012+0.0053i 0.0048+0.0033i

2 0.0050+0.0068i -0.0029+0.0077i -0.0023+0.0027i

3 -0.0015+0.0030i -0.0051+0.0082i 0.0055+0.0059i

4 0.0039+0.0081i -0.0038+0.0031i 0.0011+0.0043i

5 0.0027+0.0028i 0.0053-0.0004i 0.0042+0.0074i

6 0.0010+0.0040i -0.0034+0.0031i 0.0018+0.0053i

7 -0.0016+0.0082i -0.0077+0.0047i 0.0022+0.0065i

8 0.0032-0.0008i 0.0043+0.0016i 0.0009+0.0068i

9 0.0005+0.0051i 0.0025+0.0018i 0.0010+0.0044i

10 -0.0019+0.0049i -0.0096+0.0028i -0.0005+0.0034i

11 0.0045+0.0000i 0.0042+0.0041i

12 -0.0001+0.0034i -0.0051-0.0002i

13 -0.0016+0.0032i 0.0030+0.0057i

14 0.0040+0.0007i

lection)’, ‘Localised (dipole selection)’, ‘Interleaved (antenna selection)’ and ‘Localised

(antenna selection)’ are shown in Figures 5.15 and 5.16, respectively.

For the design in Section 5.3.2 with the interleaved subarray architecture, the change

of the cost function in (5.50) with respect to the iteration number, the digital and analogue

coefficients are shown in Figure 5.17, Tables 5.15 and 5.16, respectively; with the localised

subarray architecture, the change of the cost function in (5.50) with respect to the iteration

number, the digital and analogue coefficients are displayed in Figure 5.18, Tables 5.17 and

5.18, respectively.

For the design in Section 5.3.4 with the interleaved subarray architecture, the change

of the cost function in (5.75), the corresponding digital and analogue coefficients are
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Figure 5.15: Beam patterns of the zeroth beam with ϕ0 = −25◦ generated by the method

in Sections 5.3.2 and 5.3.4 with the interleaved and localised subarray architectures.
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Figure 5.16: Beam patterns of the first beam with ϕ1 = 15◦ generated by the method

in Sections 5.3.2 and 5.3.4 with the interleaved and localised subarray architectures.

shown in Figure 5.19, Tables 5.19 and 5.20, respectively; with the localised subarray

architecture, the change of the cost function in (5.75), the corresponding digital and

analogue coefficients are displayed in Figure 5.20, Tables 5.21 and 5.22, respectively.
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Figure 5.17: Cost function JLSE in (5.50) with respect to the iteration number k gen-

erated by the method in Section 5.3.2 with the interleaved subarray architecture.

Table 5.15: Digital coefficients w̌D,0 and w̌D,1 with ϕ0 = −25◦ and ϕ1 = 15◦ generated

by the method in Section 5.3.2 with the interleaved subarray architecture.

m

j
w̌D,0 w̌D,1

0 0.9152+0.7591i -0.4030-0.2577i

1 0.1012-0.7403i 0.1230-0.4837i
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Figure 5.18: Cost function JLSE in (5.50) with respect to the iteration number k gen-

erated by the method in Section 5.3.2 with the localised subarray architecture.
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Table 5.16: Analogue coefficients w̌A,0 and w̌A,1 with ϕ0 = −25◦ and ϕ1 = 15◦ generated

by the method in Section 5.3.2 with the interleaved subarray architecture.

n

m
w̌A,0 w̌A,1

n

m
w̌A,0 w̌A,1

0 0.0076-0.0109i 0.0007-0.0126i 14 -0.0536+0.0731i -0.0570-0.0898i

1 -0.0415-0.0125i 0.0148+0.0029i 15 -0.0387+0.0331i 0.0802-0.0324i

2 -0.0336+0.0011i 0.0340+0.0315i 16 -0.0133-0.0740i 0.1161+0.0162i

3 0.0284-0.0553i -0.0200+0.0234i 17 0.0046-0.0739i -0.0051+0.0561i

4 0.0492-0.0596i -0.0617+0.0067i 18 0.0327+0.0185i -0.0501+0.0456i

5 0.0179+0.0451i -0.0063+0.0474i 19 0.0237+0.0242i 0.0404+0.0679i

6 0.0096+0.0712i -0.0209-0.0382i 20 0.0434-0.0249i -0.0433-0.0227i

7 0.0413+0.0039i 0.0358-0.0479i 21 -0.0160+0.0615i 0.0014-0.0808i

8 -0.0183+0.0026i -0.0667-0.0708i 22 0.0105-0.0064i -0.0553-0.0080i

9 -0.0210-0.0148i 0.0583-0.0086i 23 -0.0073-0.0126i 0.0365-0.0364i

10 -0.0743+0.0673i 0.0167+0.0755i 24 0.0705+0.0628i

11 0.0255-0.0023i 0.0789-0.0057i 25 0.0173+0.0531i

12 0.0011-0.0914i -0.0287+0.0766i 26 -0.0460+0.0056i

13 0.0141+0.0055i -0.1045-0.0540i 27 -0.0328-0.0124i

Table 5.17: Digital coefficients w̌D,0 and w̌D,1 with ϕ0 = −25◦ and ϕ1 = 15◦ generated

by the method in Section 5.3.2 with the localised subarray architecture.

m

j
w̌D,0 w̌D,1

0 -0.0084-0.0010i 1.7973-6.8311i

1 2.1889+2.0972i 0.0039+0.0009i

5.4.4 Design Examples for Methods in Sections 5.3.3 and 5.3.5

With φ = 0◦, the directions of the three beams are the same as the case in Section 5.4.2

and the corresponding sidelobe regions are Θside0 ∈ [−90◦,−40◦] ∪ [−20◦, 90◦], Θside1 ∈

[−90◦,−10◦] ∪ [10◦, 90◦] and Θside2 ∈ [−90◦, 25◦] ∪ [45◦, 90◦], where the number of sample

points for each designed beam is Ng = 162. Moreover, the polarisation information is
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Table 5.18: Analogue coefficients w̌A,0 and w̌A,1 with ϕ0 = −25◦ and ϕ1 = 15◦ generated

by the method in Section 5.3.2 with the localised subarray architecture.

n

m
w̌A,0 w̌A,1

n

m
w̌A,1

0 0.0018+0.0148i -0.0110+0.0050i 10 0.0286+0.0049i

1 -0.0166+0.0117i -0.0038+0.0146i 11 0.0210-0.0180i

2 -0.0217-0.0107i 0.0115+0.0142i 12 -0.0006-0.0272i

3 -0.0009-0.0256i 0.0197+0.0004i 13 -0.0193-0.0150i

4 0.0208-0.0122i 0.0151-0.0170i 14 -0.0222+0.0047i

5 0.0174+0.0105i -0.0035-0.0242i 15 -0.0093+0.0173i

6 -0.0008+0.0149i -0.0233-0.0139i 16 0.0067+0.0170i

7 -0.0260+0.0094i 17 0.0146+0.0039i

8 -0.0099+0.0273i 18 0.0098-0.0071i

9 0.0143+0.0246i
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Figure 5.19: Cost function JLSE in (5.75) with respect to the iteration number k gen-

erated by the method in Section 5.3.4 with the interleaved subarray architecture.

given by η = 100◦ and σ = 45◦ and antennas whose amplitude of weighting coefficients

falls below 5× 10−4 will be removed.

The number of potential antennas for each subarray is Ns = 25 and the adjacent

antenna spacing is d = λ
5
. The trade-off factor in (5.59) and (5.91) is γ = 0.5 and the

responses of the zeroth, first and second beams generated by the method in Sections
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Table 5.19: Digital coefficients w̌D,0 and w̌D,1 with ϕ0 = −25◦ and ϕ1 = 15◦ generated

by the method in Section 5.3.4 with the interleaved subarray architecture.

m

j
w̌D,0 w̌D,1

0 -0.0360-0.4840i 0.1973-0.2002i

1 0.0235+0.3151i 0.4480-0.4543i

Table 5.20: Analogue coefficients w̃A,0 and w̃A,1 with ϕ0 = −25◦ and ϕ1 = 15◦ generated

by the method in Section 5.3.4 with the interleaved subarray architecture.

n

m
w̃A,0(x) w̃A,0(y)

n

m
w̃A,1(x) w̃A,1(y)

0 -0.0022-0.0137i -0.0075+0.0002i 0 0.0073-0.0172i -0.0087-0.0119i

1 -0.0131+0.0008i -0.0034+0.0079i 1 0.0072+0.0406i 0.0407+0.0058i

2 0.0213+0.0205i 0.0171-0.0098i 2 -0.0509-0.0397i -0.0505+0.0403i

3 0.0324-0.0110i 0.0049-0.0287i 3 -0.0243-0.0377i -0.0416+0.0155i

4 -0.0390-0.0064i -0.0142+0.0253i 4 0.0720-0.0104i 0.0058-0.0641i

5 -0.0474+0.0469i 0.0228+0.0621i 5 0.0690+0.0044i 0.0165-0.0680i

6 0.0314+0.0074i 0.0041-0.0274i 6 -0.0326+0.0441i 0.0338+0.0352i

7 0.0237-0.0922i -0.0843-0.0553i 7 -0.0546+0.0569i 0.0450+0.0706i

8 -0.0267-0.0018i -0.0098+0.0261i 8 -0.0055-0.0266i -0.0243-0.0006i

9 0.0326+0.1020i 0.1128-0.0051i 9 0.0008-0.0769i -0.0799-0.0214i

10 0.0492+0.0050i 0.0144-0.0496i 10 0.0382+0.0579i 0.0704-0.0410i

11 -0.0737-0.0675i -0.0859+0.0580i 11 0.0076+0.0196i 0.0173-0.0034i

12 -0.0682+0.0218i 0.0123+0.0738i 12 -0.0627-0.0145i -0.0226+0.0660i

13 0.0788+0.0231i 0.0422-0.0777i 13 -0.0375-0.0143i -0.0152+0.0296i

14 0.0615-0.0557i -0.0555-0.0676i 14 0.0410-0.0275i -0.0269-0.0428i

15 -0.0612+0.0065i 0.0009+0.0666i 15 0.0406-0.0194i -0.0117-0.0363i

16 -0.0328+0.0826i 0.0805+0.0330i 16 -0.0010+0.0262i 0.0299+0.0023i

17 0.0330-0.0158i -0.0159-0.0346i 17 -0.0090+0.0326i 0.0242+0.0122i

18 -0.0107-0.0821i -0.0765+0.0130i 18 -0.0077-0.0133i -0.0100+0.0051i

19 0.0407+0.0457i 0.0409-0.0365i

20 0.0198-0.0030i -0.0019-0.0142i

21 -0.0320-0.0122i -0.0042+0.0246i

22 -0.0127+0.0109i 0.0043+0.0106i
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Figure 5.20: Cost function JLSE in (5.75) with respect to the iteration number k gen-

erated by the method in Section 5.3.4 with the localised subarray architecture.

Table 5.21: Digital coefficients w̌D,0 and w̌D,1 with ϕ0 = −25◦ and ϕ1 = 15◦ generated

by the method in Section 5.3.4 with the localised subarray architecture.

m

j
w̌D,0 w̌D,1

0 0.0002+0.0003i -0.2043-0.1818i

1 -0.3071-0.4159i -0.0010-0.0007i

5.3.3 and 5.3.5 with the interleaved and localised subarray architectures are displayed in

Figures 5.21, 5.22 and 5.23, respectively.

For the method in Section 5.3.3 with the interleaved subarray architecture, the change

of the cost function in (5.59) with respect to the iteration number, the digital and analogue

coefficients are shown in Figure 5.24, Tables 5.23 and 5.24, respectively; with the localised

subarray architecture, the change of the cost function in (5.59) with respect to the iteration

number, the digital and analogue coefficients are presented in Figure 5.25, Tables 5.25 and

5.26, respectively.

For the method in Section 5.3.5 with the interleaved subarray architecture, the change

of the cost function in (5.91) with respect to the iteration number, the digital and analogue

coefficients are shown in Figure 5.26, Tables 5.27 and Tables 5.28, 5.29, 5.30, respectively;

with the localised subarray architecture, the change of the cost function in (5.91) with
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Table 5.22: Analogue coefficients w̃A,0 and w̃A,1 with ϕ0 = −25◦ and ϕ1 = 15◦ generated

by the method in Section 5.3.4 with the localised subarray architecture.

n

m
w̃A,0(x) w̃A,0(y)

n

m
w̃A,1(x) w̃A,1(y)

0 0.0361+0.0018i 0.0064+0.0360i 0 -0.0108+0.0189i 0.0157+0.0167i

1 0.0489+0.0154i 0.0264-0.0437i 1 0.0152+0.0230i 0.0228-0.0102i

2 0.0420+0.0429i 0.0467-0.0306i 2 0.0261+0.0084i 0.0111-0.0225i

3 0.0072+0.0703i 0.0667+0.0033i 3 0.0312-0.0214i -0.0139-0.0310i

4 -0.0349+0.0617i 0.0549+0.0428i 4 0.0034-0.0502i -0.0441-0.0114i

5 -0.1207+0.0802i 0.0549+0.0428i 5 -0.0458-0.0409i -0.0438+0.0354i

6 -0.0893+0.0102i -0.0060+0.0865i 6 -0.0654+0.0093i -0.0020+0.0590i

7 -0.1651-0.0782i -0.1011+0.1430i 7 -0.0377+0.0596i 0.0474+0.0429i

8 -0.0365-0.0613i -0.0647+0.0244i 8 0.0253+0.0754i 0.0715-0.0089i

9 0.0068-0.2616i -0.2461-0.0480i 9 0.0827+0.0327i 0.0419-0.0708i

10 0.0324-0.0564i -0.0488-0.0402i 10 0.0814-0.0463i -0.0286-0.0798i

11 0.2433-0.1514i -0.1035-0.2613i 11 0.0168-0.0898i -0.0772-0.0272i

12 0.0324+0.0001i 0.0062-0.0304i 12 -0.0596-0.0692i -0.0719+0.0399i

13 0.2541+0.1822i 0.2093-0.2091i 13 -0.0926-0.0003i -0.0148+0.0837i

14 0.0080+0.0183i 0.0187-0.0051i 14 -0.0595+0.0727i 0.0562+0.0664i

15 -0.0070+0.2923i 0.2861+0.0615i 15 0.0158+0.0849i 0.0775-0.0034i

16 -0.2248+0.0841i 0.0404+0.2182i 16 0.0693+0.0357i 0.0431-0.0550i

17 -0.1534-0.1114i -0.1391+0.1337i 17 0.0650-0.0263i -0.0128-0.0615i

18 0.0233-0.0990i -0.0836-0.0371i 18 0.0208-0.0641i -0.0550-0.0309i

19 0.0669-0.0184i -0.0098-0.0744i 19 -0.0305-0.0502i -0.0490+0.0208i

20 20 -0.0475-0.0044i -0.0110+0.0417i

21 21 -0.0245+0.0257i 0.0183+0.0250i

22 22 0.0028+0.0299i 0.0280+0.0035i

23 23 0.0197+0.0171i 0.0186-0.0155i

respect to the iteration number, the digital and analogue coefficients are shown in Figure

5.27, Tables 5.31 and 5.32, 5.33, 5.34, respectively.
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Figure 5.21: Beam patterns of the zeroth beam with ϕ0 = −30◦ generated by the method

in Sections 5.3.3 and 5.3.5 with the interleaved and localised subarray architectures.
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Figure 5.22: Beam patterns of the first beam with ϕ1 = 0◦ generated by the method in

Sections 5.3.3 and 5.3.5 with the interleaved and localised subarray architectures.

5.4.5 Performance Discussion on Methods in Sections 5.2 and

5.3

Overall, the mean value of the total sidelobe responses P̄s, the number of antennas, i.e.,

||w||0 for the sub-aperture subarray architectures (||w̆A||0 for the overlapped subarray

architecture), and the indexes of the antennas are compared for the two-beam and three-
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Figure 5.23: Beam patterns of the second beam with ϕ2 = 35◦ generated by the method

in Sections 5.3.3 and 5.3.5 with the interleaved and localised subarray architectures.
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Figure 5.24: Cost function JLSE in (5.59) with respect to the iteration number k gen-

erated by the method in Section 5.3.3 with the interleaved subarray architecture.

beam cases generated by the methods in Sections 5.2.1 (Section 5.2.3) and Section 5.2.2

(Section 5.2.4) in Tables 5.35 and 5.36, respectively. Since the antennas indexed by 12,

19, 21 and 23 are overlapped for the two-beam case and 45 and 54 are overlapped for the

three-beam case. Since the number of employed antenna channels is ||w̆A||0 = 25 and

||w̆A||0 = 40 for the two-user and three-user cases, the total number of antennas for the

overlapped subarray architecture is 21 and 38, respectively.

Moreover, P̄s and the number of dipoles (or antennas), i.e., ||w̌ ||0 (or ||w̃||0
5

) are com-
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Table 5.23: Digital coefficients w̌D,0, w̌D,1 and w̌D,2 with ϕ0 = −30◦, ϕ1 = 0◦ and ϕ2 =

35◦ generated by the method in Section 5.3.3 with the interleaved subarray architecture.

m

j
w̌D,0 w̌D,1 w̌D,2

0 18.0194+0.6830i 20.7692-0.9484i -20.3796-0.6238i

1 -32.2175-0.5644i -22.5883+1.5614i -1.7159+0.9703i

2 42.8450+0.6540i 13.9430-1.9325i 11.4011-1.0900i

Table 5.24: Analogue coefficients w̌A,0, w̌A,1 and w̌A,2 with ϕ0 = −30◦, ϕ1 = 0◦

and ϕ2 = 35◦ generated by the method in Section 5.3.3 with the interleaved subarray

architecture.

n

m
w̌A,0 w̌A,1 w̌A,2

n

m
w̌A,0 w̌A,1 w̌A,2

0 -0.0006+0.0003i -0.0005-0.0003i 0.0011-0.0001i 15 -0.0010-0.0017i 0.0145+0.0022i 0.0109+0.0019i

1 0.0008-0.0012i 0.0026-0.0013i 0.0010-0.0006i 16 0.0075+0.0018i 0.0145+0.0015i 0.0022-0.0053i

2 0.0014+0.0006i -0.0002-0.0007i -0.0004-0.0011i 17 0.0017-0.0028i 0.0022-0.0080i 0.0056-0.0020i

3 -0.0020+0.0009i 0.0014+0.0005i 0.0030+0.0002i 18 -0.0057+0.0011i 0.0149+0.0035i 0.0006+0.0009i

4 0.0026-0.0029i 0.0006-0.0003i 0.0035-0.0012i 19 0.0028-0.0015i -0.0015-0.0005i 0.0053+0.0023i

5 0.0029+0.0009i 0.0058-0.0023i -0.0015-0.0042i 20 -0.0010-0.0023i 0.0064+0.0011i 0.0023-0.0033i

6 0.0002-0.0018i -0.0014-0.0059i 0.0048+0.0011i 21 0.0069+0.0023i 0.0033-0.0056i 0.0046-0.0004i

7 -0.0036+0.0012i 0.0034+0.0007i 0.0065-0.0016i 22 0.0019-0.0024i 0.0093+0.0034i 0.0020+0.0016i

8 0.0006+0.0011i 0.0006-0.0019i -0.0008-0.0083i 23 -0.0033-0.0001i -0.0004-0.0004i 0.0020+0.0004

9 0.0041-0.0034i 0.0069-0.0016i 0.0007-0.0010i 24 0.0021-0.0015i -0.0004-0.0008i

10 -0.0012-0.0013i -0.0020-0.0154i 0.0052+0.0025i 25 0.0148-0.0131i 0.0026+0.0008i

11 0.0043+0.0010i 0.0030+0.0005i 0.0118-0.0011i 26 -0.0010+0.0000i 0.0004-0.0006i

12 0.0017-0.0039i 0.0026-0.0067i 0.0016-0.0068i 27 0.0004-0.0010i 0.0032+0.0018i

13 -0.0062+0.0018i 0.0187-0.0011i 0.0035-0.0023i 28 0.0016+0.0014i 0.0004-0.0003i

14 0.0049-0.0030i 0.0002-0.0082i 0.0029+0.0029i

pared for the two-beam and three-beam cases generated by the individual dipole selection

and whole antenna selection methods in Sections 5.3.2 (Section 5.3.4) and Section 5.3.3

(Section 5.3.5) in Tables 5.37 and 5.38, respectively.

As shown in the beam responses (Figures 5.5 and 5.6 for the two-user case and Figures

5.9, 5.10 and 5.11 for the three-user case) and Tables 5.35 and 5.36, the beamwidth of

each of the multiple beams generated by the localised subarray architecture is the widest
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Figure 5.25: Cost function JLSE in (5.59) with respect to the iteration number k gen-

erated by the method in Section 5.3.3 with the localised subarray architecture.

Table 5.25: Digital coefficients w̌D,0, w̌D,1 and w̌D,2 with ϕ0 = −30◦, ϕ1 = 0◦ and ϕ2 =

35◦ generated by the method in Section 5.3.3 with the localised subarray architecture.

m

j
w̌D,0 w̌D,1 w̌D,2

0 6.2242+0.5470i 149.1934+3.5533i 1.2924+0.4855i

1 -82.2014+3.4024i -0.6135+2.0848i -22.6064+0.4303i

2 -18.2272+6.2611i 1.1136-0.1611i -108.2200-3.5179i
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Figure 5.26: Cost function JLSE in (5.91) with respect to the iteration number k gen-

erated by the method in Section 5.3.5 with the interleaved subarray architecture.
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Table 5.26: Analogue coefficients w̌A,0, w̌A,1 and w̌A,2 with ϕ0 = −30◦, ϕ1 = 0◦

and ϕ2 = 35◦ generated by the method in Section 5.3.3 with the localised subarray

architecture.

n

m
w̌A,0 w̌A,1 w̌A,2

0 -0.0003+0.0015i -0.0033+0.0011i 0.0018-0.0006i

1 0.0003-0.0014i 0.0046+0.0003i -0.0019+0.0040i

2 -0.0006-0.0000i -0.0001-0.0012i 0.0013-0.0023i

3 -0.0002+0.0010i 0.0005+0.0004i 0.0015-0.0007i

4 -0.0002+0.0014i 0.0007-0.0002i -0.0013+0.0022i

5 -0.0008+0.0000i -0.0023-0.0012i 0.0004-0.0006i

6 -0.0002+0.0011i 0.0000+0.0010i -0.0001-0.0012i

7 -0.0008+0.0000i -0.0007-0.0004i 0.0006+0.0005i

8 -0.0002+0.0014i 0.0002+0.0006i 0.0011+0.0004i

9 -0.0002+0.0011i -0.0002+0.0009i -0.0001+0.0012i

10 -0.0006+0.0000i 0.0018-0.0006i -0.0016+0.0006i

11 0.0001-0.0014i -0.0003-0.0011i 0.0009-0.0008i

12 -0.0002+0.0015i -0.0018-0.0010i 0.0008-0.0007i

13 -0.0008-0.0006i 0.0017-0.0002i

14 0.0005+0.0008i -0.0010+0.0017i

15 0.0019+0.0025i -0.0031-0.0002i

16 0.0001-0.0030i

Table 5.27: Digital coefficients w̌D,0, w̌D,1 and w̌D,2 with ϕ0 = −30◦, ϕ1 = 0◦ and ϕ2 =

35◦ generated by the method in Section 5.3.5 with the interleaved subarray architecture.

m

j
w̌D,0 w̌D,1 w̌D,2

0 1.4617+0.0000i 2.0968+0.0000i -12.5385-0.0000i

1 7.5534-0.0000i 8.5673+0.0000i -4.7630-0.0000i

2 -2.2396-0.0000i 5.0794-0.0000i 9.7547+0.0000i
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Table 5.28: Analogue coefficients w̃A,0 with ϕ0 = −30◦, ϕ1 = 0◦ and ϕ2 = 35◦ generated

by the method in Section 5.3.5 with the interleaved subarray architecture.

n

m
w̃A,0(x) w̃A,0(y)

n

m
w̃A,0(x) w̃A,0(y)

0 0.0013+0.0012i -0.0015+0.0007i 12 -0.0108+0.0094i 0.0080+0.0103i

1 -0.0011-0.0002i 0.0000+0.0001i 13 -0.0023+0.0067i 0.0057+0.0045i

2 -0.0010-0.0003i -0.0001+0.0016i 14 -0.0009-0.0129i -0.0130-0.0022i

3 0.0019+0.0021i 0.0012-0.0012i 15 -0.0101+0.0022i 0.0026+0.0106i

4 -0.0024-0.0021i -0.0017+0.0011i 16 -0.0058+0.0083i 0.0045+0.0069i

5 -0.0046-0.0023i -0.0022+0.0057i 17 0.0029-0.0064i -0.0049-0.0039i

6 0.0015+0.0076i 0.0047-0.0009i 18 -0.0043-0.0011i -0.0012+0.0045i

7 -0.0017-0.0031i -0.0020+0.0010i 19 -0.0055+0.0041i -0.0012+0.0045i

8 -0.0085-0.0072i -0.0103+0.0086i 20 0.0017-0.0011i -0.0004-0.0021i

9 -0.0042+0.0116i 0.0100+0.0043i 21 -0.0003-0.0007i -0.0007+0.0007i

10 -0.0005+0.0009i 0.0008+0.0008i 22 -0.0029+0.0009i -0.0003+0.0007i

11 -0.0070-0.0140i -0.0151+0.0051i 23 0.0006+0.0000i -0.0001+0.0002i
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Figure 5.27: Cost function JLSE in (5.91) with respect to the iteration number k gen-

erated by the method in Section 5.3.5 with the localised subarray architecture.

while the interleaved architecture gives the narrowest result for each beam. The number

of active antennas for the overlapped subarray architecture is the fewest among the three

subarray architectures as it has the the most degrees of freedom due to the maximum
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Table 5.29: Analogue coefficients w̃A,1 with ϕ0 = −30◦, ϕ1 = 0◦ and ϕ2 = 35◦ generated

by the method in Section 5.3.5 with the interleaved subarray architecture.

n

m
w̃A,1(x) w̃A,1(y)

n

m
w̃A,1(x) w̃A,1(y)

0 -0.0006+0.0004i 0.0002-0.0002i 11 0.0013-0.0087i -0.0077-0.0021i

1 -0.0002-0.0010i -0.0005-0.0004i 12 -0.0082+0.0002i -0.0004+0.0069i

2 -0.0017+0.0001i -0.0007+0.0019i 13 0.0002+0.0075i 0.0061+0.0013i

3 0.0010+0.0024i 0.0022-0.0005i 14 0.0044-0.0044i -0.0034+0.0044i

4 0.0016-0.0019i -0.0011-0.0019i 15 -0.0044-0.0032i -0.0029+0.0034i

5 -0.0041-0.0027i -0.0035+0.0037i 16 -0.0029+0.0047i 0.0029+0.0032i

6 -0.0015+0.0055i 0.0046+0.0019i 17 0.0030-0.0003i 0.0003-0.0025i

7 0.0046+0.0001i 0.0011-0.0041i 18 -0.0005-0.0023i -0.0019+0.0002i

8 -0.0033-0.0074i -0.0077+0.0025i 19 -0.0021+0.0011i 0.0002+0.0019i

9 -0.0066+0.0050i 0.0039+0.0060i 20 0.0006+0.0005i 0.0007-0.0005i

10 0.0045+0.0052i 0.0051-0.0028i

Table 5.30: Analogue coefficients w̃A,2 with ϕ0 = −30◦, ϕ1 = 0◦ and ϕ2 = 35◦ generated

by the method in Section 5.3.5 with the interleaved subarray architecture.

n

m
w̃A,2(x) w̃A,2(y)

n

m
w̃A,2(x) w̃A,2(y)

0 -0.0012+0.0002i -0.0003+0.0011i 11 -0.0045+0.0085i 0.0063+0.0064i

1 -0.0004+0.0013i 0.0012+0.0008i 12 -0.0004-0.0049i -0.0044-0.0003i

2 0.0001-0.0014i -0.0012-0.0005i 13 -0.0134-0.0051i -0.0063+0.0117i

3 -0.0046-0.0014i -0.0022+0.0045i 14 -0.0081+0.0066i 0.0038+0.0087i

4 -0.0045+0.0042i 0.0030+0.0043i 15 0.0008+0.0005i 0.0007-0.0006i

5 0.0012-0.0004i -0.0002-0.0010i 16 -0.0052-0.0045i -0.0051+0.0041i

6 -0.0076-0.0059i -0.0064+0.0057i 17 -0.0058+0.0015i 0.0008+0.0059i

7 -0.0123+0.0045i 0.0026+0.0122i 18 -0.0002+0.0019i 0.0015+0.0004i

8 0.0002+0.0045i 0.0037+0.0007i 19 -0.0006-0.0016i -0.0014+0.0004i

9 -0.0048-0.0088i -0.0079+0.0038i 20 -0.0016-0.0001i -0.0006+0.0018i

10 -0.0177+0.0022i -0.0029+0.0155i 21 -0.0006+0.0006i 0.0006+0.0002i
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Table 5.31: Digital coefficients w̌D,0, w̌D,1 and w̌D,2 with ϕ0 = −30◦, ϕ1 = 0◦ and ϕ2 =

35◦ generated by the method in Section 5.3.5 with the localised subarray architecture.

m

j
w̌D,0 w̌D,1 w̌D,2

0 1.8273-0.0535i -0.1286-0.0769i -83.3013-0.4824i

1 47.4426-0.0572i -1.1127-0.0685i 0.4486+0.0114i

2 -0.8998-0.0512i 40.5920+0.9504i 0.1779-0.0146i

Table 5.32: Analogue coefficients w̃A,0 with ϕ0 = −30◦, ϕ1 = 0◦ and ϕ2 = 35◦ generated

by the method in Section 5.3.5 with the localised subarray architecture.

n

m
w̃A,0(x) w̃A,0(y)

n

m
w̃A,0(x) w̃A,0(y)

0 0.0053+0.0015i -0.0043+0.0023i 8 0.0001-0.0005i -0.0003+0.0016i

1 -0.0018+0.0077i 0.0022+0.0012i 9 -0.0004-0.0001i -0.0007+0.0003i

2 0.0006+0.0004i -0.0008+0.0012i 10 -0.0006-0.0003i -0.0008-0.0017i

3 -0.0002-0.0006i 0.0015+0.0014i 11 0.0013+0.0003i -0.0008-0.0017i

4 -0.0007-0.0004i -0.0010+0.0018i 12 0.0004+0.0004i 0.0005+0.0005i

5 -0.0002+0.0001i -0.0010-0.0004i 13 -0.0009+0.0002i -0.0004+0.0020i

6 0.0006+0.0002i -0.0005-0.0044i 14 0.0000+0.0005i 0.0001+0.0004i

7 0.0008-0.0000i 0.0020+0.0032i 15 -0.0061-0.0008i 0.0003-0.0069i

number of analogue channels.

In Tables 5.37 and 5.38, the number of dipoles required for the dipole selection method

is much fewer than that of the whole antenna selection method with both the interleaved

and localised subarray architectures. Furthermore, as shown in Figures 5.15 and 5.16 for

the two-user case and Figures 5.21, 5.22 and 5.23 for the three-user case, the beam width

generated by each of the dipole selection and antenna selection methods with the localised

subarray architecture is wider than that by the interleaved subarray architecture based

on the crossed-dipole arrays.
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Table 5.33: Analogue coefficients w̃A,1 with ϕ0 = −30◦, ϕ1 = 0◦ and ϕ2 = 35◦ generated

by the method in Section 5.3.5 with the localised subarray architecture.

n

m
w̃A,1(x) w̃A,1(y)

n

m
w̃A,1(x) w̃A,1(y)

0 -0.0017-0.0036i 0.0096-0.0021i 7 0.0009-0.0038i 0.0008+0.0009i

1 0.0000+0.0052i -0.0119-0.0022i 8 -0.0018+0.0006i -0.0021+0.0001i

2 -0.0003-0.0007i 0.0010+0.0008i 9 -0.0008-0.0005i 0.0032+0.0024i

3 -0.0004-0.0004i -0.0002+0.0001i 10 0.0007+0.0028i -0.0015-0.0023i

4 0.0012+0.0008i -0.0014+0.0001i 11 -0.0017+0.0058i -0.0101-0.0074i

5 0.0005+0.0003i 0.0031+0.0017i 12 0.0026-0.0036i 0.0055+0.0085i

6 0.0014+0.0023i -0.0015-0.0024i

Table 5.34: Analogue coefficients w̃A,2 with ϕ0 = −30◦, ϕ1 = 0◦ and ϕ2 = 35◦ generated

by the method in Section 5.3.5 with the localised subarray architecture.

n

m
w̃A,2(x) w̃A,2(y)

n

m
w̃A,2(x) w̃A,2(y)

0 0.0011+0.0006i -0.0010+0.0039i 6 -0.0029+0.0001i -0.0000+0.0006i

1 -0.0010+0.0003i -0.0007+0.0026i 7 -0.0006+0.0000i -0.0008+0.0035i

2 -0.0006-0.0001i -0.0000+0.0001i 8 -0.0007+0.0002i -0.0000+0.0006i

3 -0.0009+0.0002i -0.0009+0.0042i 9 -0.0008-0.0003i -0.0005+0.0023i

4 -0.0030+0.0001i 0.0003+0.0006i 10 0.0026-0.0008i 0.0001+0.0052i

5 -0.0004-0.0001i -0.0009+0.0034i

5.5 Summary

The optimum antenna selection problem for multi-beam multiplexing design based on

both isotropic and polarisation-sensitive antennas has been solved through a series of

proposed l1 norm minimisation methods. First, the design based on isotropic antennas

with the overlapped subarray architecture has provided a better result due to more de-

grees of freedom available. Second, by choosing to either select the individual dipoles of

each crossed-dipole antenna or select the whole crossed-dipole antennas, two methods for

159



Table 5.35: Summary of performances for the two beams generated by the method in

Section 5.2.1 with the interleaved and localised subarray architectures and the method in

Section 5.2.3 with the overlapped subarray architecture.

Architecture Interleaved Localised Overlapped

||wA||0(||w̆A||0) 25 38 25(21)

P̄s(dB) −27.33 −29.63 −24.73

Indexes of

the antennas

4, 5, 7-12,

14-19, 21-26,

28-30, 32, 33

0-20,

22-37, 39

10-30

Table 5.36: Summary of performances for the three beams generated by the method in

Section 5.2.2 with the interleaved and localised subarray architectures and the method in

Section 5.2.4 with the overlapped subarray architecture.

Architecture Interleaved Localised Overlapped

||wA||0(||w̆A||0) 47 46 40(38)

P̄s(dB) −25.72 −16.31 −21.82

Indexes of

the antennas

6− 9, 11, 12,

14-18, 20, 21,

23-25, 27, 29, 30,

32-34, 36-41,

43-46, 48-50,

52-55, 57-59,

62, 63, 65− 67

0, 3, 4, 7, 8, 12,

16, 17, 20, 21,

24-27, 30− 33,

35, 36, 38, 39,

41-44, 47-52,

55-58, 60, 61, 64,

66-69, 72-74

3, 9, 12, 14, 15,

18, 21, 23, 24,

26, 27, 29− 31,

33, 35, 36, 38-45,

47− 49, 51, 52,

54, 56-58, 60,

61, 63, 66
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Table 5.37: Summary of performances for the two beams generated by the dipole se-

lection and antenna selection methods in Sections 5.3.2 and 5.3.4, respectively, with the

interleaved and localised subarray architectures.

Architecture
Interleaved

(dipole selection)

Localised

(dipole selection)

Interleaved

(antenna selection)

Localised

(antenna selection)

||w̌A||0( ||w̃A||05 ) 52(42) 26(26) 84(42) 88(44)

P̄s(dB) −33.48 −22.66 −33.90 −33.62

Table 5.38: Summary of performances for the three beams generated by the dipole

selection and antenna selection methods in Sections 5.3.3 and 5.3.5, respectively, with the

interleaved and localised subarray architectures.

Architecture
Interleaved

(dipole selection)

Localised

(dipole selection)

Interleaved

(antenna selection)

Localised

(antenna selection)

||w̌A||0( ||w̃A||05 ) 82(58) 46(41) 134(67) 80(40)

P̄s(dB) −33.69 −22.36 −43.43 −25.30

the design with polarisation-sensitive crossed-dipole antennas have been developed. The

dipole selection method with the localised subarray architecture employs the fewest num-

ber of dipoles at the cost of the highest sidelobe responses, while the antenna selection

method with the interleaved subarray architecture gives the lowest sidelobe responses.
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Chapter 6

Conclusions and Future Works

6.1 Conclusions

In this thesis, some basic concepts of beamforming, such as the steering vector, spatial

aliasing and beam pattern, were first reviewed; then, a particular area of low-cost beam-

forming, i.e., hybrid beamforming, was introduced, where the digital and analogue beam-

forming techniques are performed at different stages, followed by the related sub-aperture

subarray architectures, such as the interleaved and localised ones to achieve it.

With a simple digital coding scheme and a common set of analogue coefficients, one

previous technique can only multiplex two beams whose directions have to meet a specific

relationship. To overcome this limitation, two multi-beam multiplexing design schemes

for arbitrary directions, with varying and fixed antenna spacings, respectively, have been

proposed based on the interleaved subarray architecture. This method can also be ex-

tended to design multi-dimensional antenna arrays, such as UPAs, where the antennas

are distributed in a planar geometry. As demonstrated by provided design examples,

the adjacent antenna spacing for the first design can be calculated as a closed-form solu-

tion according to the beam directions; in addition, the second design can generate much

narrower beams with a low sidelobe response compared to other designs without inter-

subarray coding.

To implement the multi-beam multiplexing idea in a real world, some practical factors

have to be taken into consideration and three novel designs have been proposed based
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on the interleaved and localised subarray architectures. While the first design consid-

ers the problem of significantly reducing the implementation complexity of the analogue

beamformer, the second design considers another very important problem, i.e., robustness

against various model errors. Although robustness has been considered in many differ-

ent engineering problems, they take different forms for different specific problems, with

corresponding individualised solutions. For the third design, it is a natural extension of

the work in both the first and second designs and together they form a complete piece

of work. Furthermore, for the second and third designs, although the localised subarray

architecture gives a wider beam width than the interleaved one, it provides better ro-

bust property against steering vector errors due to lower values of the normalised beam

response variance.

To further reduce the complexity, the optimum antenna (dipole) selection problem for

multi-beam multiplexing design based on a hybrid beamforming structure has been solved

through a series of proposed l1 norm minimisation methods. As shown by design examples,

the proposed design with both the sub-aperture and overlapped subarray architectures

can effectively reduce the number of antennas (channels) while meeting the beamforming

requirements, such as mainlobe control and sidelobe responses. Even though the beam

width generated by the interleaved subarray architecture is the narrowest among the three

types of architectures, the overlapped subarray architecture employs the fewest number

of antennas due to having the most degrees of freedom (DoFs) from antenna channels.

The same idea can be applied to the array structure with crossed-dipole antennas from

two different aspects: either select the individual dipoles of each crossed-dipole antenna

or the whole crossed-dipole antennas. Compared to the whole antenna selection method,

the individual dipole selection method employs a reduced number of dipoles because of

more degrees of freedom (DoFs) from a relaxed constraint. The dipole selection method

with the localised subarray architecture employs the fewest number of dipoles at the cost

of the highest sidelobe responses, while the antenna selection method with the interleaved

subarray architecture gives the lowest sidelobe responses.
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6.2 Future Works

Multi-beam multiplexing design for arbitrary directions and corresponding antenna selec-

tion design have been achieved based on the sub-aperture subarray architectures, which

are constructed in a traditional mathematical model. In future work, the quaternion model

can be employed to the multi-beam multiplexing design [115, 125–127]. This means that

the weighting coefficients, steering vectors and the responses are quaternion-valued and

each value consists of a real part and three imaginary parts. If the quaternion model is

employed into the antenna select design, the four coefficients associated with each antenna

have to be minimised simultaneously to guarantee a non-uniform solution.

Another idea is that the antenna selection design for multi-beam multiplexing based

on narrowband array can be extended to the wideband case. Specifically, each antenna

in the array is associated with multiple weighting coefficients because the Tapped-Delay

Lines (TDLs) length is larger than one. To introduce sparsity in the array, all the weight-

ing coefficients associated with each antenna have to be zero-valued and therefore the

corresponding whole antenna can be removed. Thus, the number of antennas of the wide-

band beamformer to generate multiple beams simultaneously can be minimised and the

overall complexity of the system can be reduced to a lower level.

Similar to Chapter 5, by employing the hybrid beamforming technique for the array

structure based on crossed-dipole antennas, how to design the beam response with respect

to the polarisation information, i.e., the auxiliary angle and the phase difference, will be

another interesting topic for future research. To describe how polarised an antenna is,

cross-polar discrimination (XPD), which is the ratio between co-polarisation received

power and the cross-polarisation received power over the sector or beamwidth angle [128,

129], can be introduced in the array design. Cross-polar discrimination is significant for

the low level correlation between orthogonally polarised propagation channels since the

correlation from antennas can degrade the receive diversity in massive MIMO and this

will be another interesting topic for future research.

Since the adjacent antenna spacing the whole array is smaller than half wavelength,

the mutual coupling between adjacent antennas cannot be avoided in practical imple-
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mentations and its effect can be considered in multi-beam multiplexing design based on

hybrid beamforming structures.

Furthermore, the operating principle of spatial modulation (SM) [130–132] is to map

a set of information bits into two carrying units, where the first unit is selected from a

constellation diagram and the second one is to choose the transmitted antennas. Different

from the conventional amplitude and phase modulation methods, the overall efficiency of

the MIMO system serving multiple users is improved by exploiting the spatial dimension of

the antenna indices in the array with the interleaved subarray architecture. The proposed

multi-beam multiplexing designs can be studied in the context of spatial modulation too

in the future.
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