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Abstract

Extracellular adenosine signalling is mainly conferred through adenosine receptors, including the adenosine A\textsubscript{2A} receptor (A\textsubscript{2A}R), modulating a variety of different physiological responses through the human body. Because of its versatile role, A\textsubscript{2A}R represents a valuable drug target for neurodegenerative diseases and in immunotherapy for cancer.

This work aims to characterise the receptor-ligand interactions for a selection of novel A\textsubscript{2A}R screening hits identified by Novartis, to uncover structure-activity relationships that can be exploited for lead identification and further ligand optimisation. To this end, a combination of pharmacological, \textit{in silico}, and structural methods were employed.

Four of the provided hit ligands were characterised as having nanomolar affinity and were selected for structural characterisation. The best hit, DEL-1, displayed a $pIC_{50}$ of 7.3 ± 0.19 in competition binding assays and inhibited agonist-mediated receptor function with a $pIC_{50}$ of 7.7 ± 0.18. A series of co-crystallisation trials were undertaken using differently stabilised receptor constructs, and adding the ligand at different points during the purification protocol. Additionally, \textit{in meso} soaking experiments were explored. While these strategies were successful with the established antagonist ZM241385, no diffracting crystals were obtained with the novel compounds. \textit{In silico} ligand docking studies predicted that DEL-1 and DEL-2 extend into a subordinate, potentially allosteric binding pocket, likely inducing different receptor conformations that might have hampered the success of the crystallographic studies.

The performed pharmacological and docking studies with FOC-6 suggested ligand binding to a completely different receptor site, possibly a lipid pocket, that prevented the ZM241385–A\textsubscript{2A}R complex from forming well ordered crystals. Cryo-EM studies are ventured to characterise this interaction.

Overall, this study forms a basis for rational chemical optimisation of the selected hits, which might lead to the discovery of novel, subtype selective or allosteric A\textsubscript{2A}R ligands and suggests novel strategies for structural characterisation of receptor ligand complexes.
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## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_2$AR</td>
<td>$\beta_2$ Adrenergic receptor</td>
</tr>
<tr>
<td>3D</td>
<td>Three dimensional</td>
</tr>
<tr>
<td>$A_1$R</td>
<td>Adenosine $A_1$ receptor</td>
</tr>
<tr>
<td>$A_{2A}$R</td>
<td>Adenosine $A_{2A}$ receptor</td>
</tr>
<tr>
<td>$A_{2B}$R</td>
<td>Adenosine $A_{2B}$ receptor</td>
</tr>
<tr>
<td>$A_3$R</td>
<td>Adenosine $A_3$ receptor</td>
</tr>
<tr>
<td>AC</td>
<td>Adenylyl cyclase</td>
</tr>
<tr>
<td>ADA</td>
<td>Adenosine deaminase</td>
</tr>
<tr>
<td>ADP</td>
<td>Adenosine diphosphate</td>
</tr>
<tr>
<td>AM1R</td>
<td>Adrenomedullin 1 receptor</td>
</tr>
<tr>
<td>AMP</td>
<td>Adenosine monophosphate</td>
</tr>
<tr>
<td>AR</td>
<td>Adenosine receptor</td>
</tr>
<tr>
<td>ATP</td>
<td>5’-Adenosine triphosphate</td>
</tr>
<tr>
<td>$B_{\text{max}}$</td>
<td>Maximum specific binding</td>
</tr>
<tr>
<td>BAM</td>
<td>Biased allosteric modulators</td>
</tr>
<tr>
<td>BCA</td>
<td>Bicinchoninic acid</td>
</tr>
<tr>
<td>BRET</td>
<td>Bioluminescence resonance energy transfer</td>
</tr>
<tr>
<td>bRIL</td>
<td>Thermostabilised apocytochrome b562RIL</td>
</tr>
<tr>
<td>BSA</td>
<td>Bovine serum albumin</td>
</tr>
<tr>
<td>cAMP</td>
<td>Cyclic adenosine monophosphate</td>
</tr>
<tr>
<td>CASR</td>
<td>Calcium sensing receptor</td>
</tr>
<tr>
<td>CB1</td>
<td>Cannabinoid receptor type 1</td>
</tr>
<tr>
<td>CHO</td>
<td>Chinese hamster ovary</td>
</tr>
<tr>
<td>CHS</td>
<td>Cholesteryl hemisuccinate</td>
</tr>
<tr>
<td>Cl-Adenosine</td>
<td>2-Chloroadenosine</td>
</tr>
<tr>
<td>CMV</td>
<td>Cytomegalovirus</td>
</tr>
<tr>
<td>CNS</td>
<td>Central nervous system</td>
</tr>
<tr>
<td>cpm</td>
<td>Counts per minute</td>
</tr>
<tr>
<td>cryo-EM</td>
<td>Cryogenic electron microscopy</td>
</tr>
<tr>
<td>CV</td>
<td>Column volumes</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>D₂R</td>
<td>Dopamine D₂ receptor</td>
</tr>
<tr>
<td>DAG</td>
<td>Diacglycerol</td>
</tr>
<tr>
<td>DDM</td>
<td>N-Dodecyl-β-D-Maltoside</td>
</tr>
<tr>
<td>DECLs</td>
<td>DNA-encoded chemical libraries</td>
</tr>
<tr>
<td>DEER</td>
<td>Double-electron-electron resonance</td>
</tr>
<tr>
<td>DM</td>
<td>Decylmaltoside</td>
</tr>
<tr>
<td>DMEM</td>
<td>Dulbecco’s modified eagle medium</td>
</tr>
<tr>
<td>DMSO</td>
<td>Dimethyl sulfoxide</td>
</tr>
<tr>
<td>DNA</td>
<td>Deoxyribonucleic acid</td>
</tr>
<tr>
<td>DoE</td>
<td>Design of experiment</td>
</tr>
<tr>
<td>dpm</td>
<td>Disintegrations per minute</td>
</tr>
<tr>
<td>DSF</td>
<td>Differential scanning fluorimetry</td>
</tr>
<tr>
<td>ECD</td>
<td>Extracellular domain</td>
</tr>
<tr>
<td>ECL</td>
<td>Extracellular loop</td>
</tr>
<tr>
<td>E. coli</td>
<td>Escherichia coli</td>
</tr>
<tr>
<td>EDTA</td>
<td>Ethylenediaminetetraacetic acid</td>
</tr>
<tr>
<td>ENT</td>
<td>Equilibrative nucleoside transporter</td>
</tr>
<tr>
<td>EPR</td>
<td>Electron paramagnetic resonance</td>
</tr>
<tr>
<td>Fab</td>
<td>Antigen-binding fragment</td>
</tr>
<tr>
<td>FBDD</td>
<td>Fragment based drug design</td>
</tr>
<tr>
<td>FBS</td>
<td>Fetal bovine serum</td>
</tr>
<tr>
<td>FDA</td>
<td>U.S. Food and Drug Administration</td>
</tr>
<tr>
<td>g</td>
<td>Gravitational constant</td>
</tr>
<tr>
<td>GCGR</td>
<td>Glucagon receptor</td>
</tr>
<tr>
<td>GDP</td>
<td>Guanosine diphosphate</td>
</tr>
<tr>
<td>GEF</td>
<td>RhoGTPase nucleotide exchange factor</td>
</tr>
<tr>
<td>GIRK</td>
<td>G protein-coupled inwardly rectifying potassium</td>
</tr>
<tr>
<td>GLP1R</td>
<td>Glucagon-like peptide 1 receptor</td>
</tr>
<tr>
<td>GPCR</td>
<td>G protein-coupled receptor</td>
</tr>
<tr>
<td>GRK</td>
<td>G protein-coupled receptor kinase</td>
</tr>
<tr>
<td>GTP</td>
<td>Guanosine triphosphate</td>
</tr>
<tr>
<td>HEK293</td>
<td>Human embryonic kidney 293</td>
</tr>
<tr>
<td>HIS</td>
<td>Histidine</td>
</tr>
<tr>
<td>HRP</td>
<td>Horseradish peroxidase</td>
</tr>
<tr>
<td>HT</td>
<td>High throughput</td>
</tr>
<tr>
<td>IC₅₀</td>
<td>Half maximal inhibitory concentration</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Definition</td>
</tr>
<tr>
<td>--------------</td>
<td>------------------------------------</td>
</tr>
<tr>
<td>ICL</td>
<td>Intracellular loop</td>
</tr>
<tr>
<td>IP$_3$</td>
<td>Inositol triphosphate</td>
</tr>
<tr>
<td>$K_D$</td>
<td>Dissociation constant</td>
</tr>
<tr>
<td>$K_i$</td>
<td>Inhibitory dissociation constant</td>
</tr>
<tr>
<td>LB</td>
<td>Lysogeny broth</td>
</tr>
<tr>
<td>LCP</td>
<td>Lipidic cubic phase</td>
</tr>
<tr>
<td>LMNG</td>
<td>Lauryl maltose neopentyl glycol</td>
</tr>
<tr>
<td>MAG</td>
<td>Monoacylglycerol</td>
</tr>
<tr>
<td>MAO</td>
<td>Mechanism of action</td>
</tr>
<tr>
<td>MAPK</td>
<td>Mitogen-activated protein kinase</td>
</tr>
<tr>
<td>MD</td>
<td>Molecular dynamics</td>
</tr>
<tr>
<td>mGlu$_5$</td>
<td>Metabotropic glutamate receptor 5</td>
</tr>
<tr>
<td>microED</td>
<td>Microcrystal electron diffraction</td>
</tr>
<tr>
<td>MOI</td>
<td>Multiplicity of infection</td>
</tr>
<tr>
<td>MS</td>
<td>Mass spectrometry</td>
</tr>
<tr>
<td>NAM</td>
<td>Negative allosteric modulator</td>
</tr>
<tr>
<td>nb35</td>
<td>Nanobody 35</td>
</tr>
<tr>
<td>NECA</td>
<td>5’-N-Ethylcarboxamidoadenosine</td>
</tr>
<tr>
<td>Ni-NTA</td>
<td>Nickel-nitrilotriacetic acid</td>
</tr>
<tr>
<td>NMR</td>
<td>Nuclear magnetic resonance</td>
</tr>
<tr>
<td>NR2B</td>
<td>Ionotropic receptor NMDA type 2B</td>
</tr>
<tr>
<td>PAGE</td>
<td>Polyacrylamide gel electrophoresis</td>
</tr>
<tr>
<td>PAM</td>
<td>Positive allosteric modulator</td>
</tr>
<tr>
<td>PBS</td>
<td>Phosphate buffered saline</td>
</tr>
<tr>
<td>PCR</td>
<td>Polymerase chain reaction</td>
</tr>
<tr>
<td>PDB</td>
<td>Protein data bank</td>
</tr>
<tr>
<td>PEI</td>
<td>Polyethyamine</td>
</tr>
<tr>
<td>PH</td>
<td>Polyhedron</td>
</tr>
<tr>
<td>PIP$_2$</td>
<td>Phosphatidylinositol 4,5-bisphosphate</td>
</tr>
<tr>
<td>PKA</td>
<td>Protein kinase A</td>
</tr>
<tr>
<td>PKC</td>
<td>Protein kinase C</td>
</tr>
<tr>
<td>PLC</td>
<td>Phospholipase C</td>
</tr>
<tr>
<td>PVDF</td>
<td>Polyvinylidene difluoride</td>
</tr>
<tr>
<td>QMEAN</td>
<td>Qualitative model energy analysis</td>
</tr>
<tr>
<td>QSAR</td>
<td>Quantitative structure-activity relationship</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>RAMPs</td>
<td>Receptor activity modifying proteins</td>
</tr>
<tr>
<td>RhoGEFs</td>
<td>RhoGTPase nucleotide exchange factors</td>
</tr>
<tr>
<td>RMSD</td>
<td>Root-mean-square deviation</td>
</tr>
<tr>
<td>RNA</td>
<td>Ribonucleic acid</td>
</tr>
<tr>
<td>RT</td>
<td>Room temperature</td>
</tr>
<tr>
<td>SAR</td>
<td>Structure-activity relationships</td>
</tr>
<tr>
<td>SBDD</td>
<td>Structure-based drug design</td>
</tr>
<tr>
<td>SD</td>
<td>Standard deviation</td>
</tr>
<tr>
<td>SDS</td>
<td>Sodium dodecyl sulphate</td>
</tr>
<tr>
<td>SEC</td>
<td>Size exclusion chromatography</td>
</tr>
<tr>
<td>SEM</td>
<td>Standard error of the mean</td>
</tr>
<tr>
<td>Sf9</td>
<td><em>Spodoptera frugiperda</em> 9</td>
</tr>
<tr>
<td>SFX</td>
<td>Serial femtosecond crystallography</td>
</tr>
<tr>
<td>SHG</td>
<td>Second harmonic generation</td>
</tr>
<tr>
<td>SMO</td>
<td>Smoothened receptor</td>
</tr>
<tr>
<td>SPR</td>
<td>Surface plasmon resonance</td>
</tr>
<tr>
<td>SSX</td>
<td>Serial synchrotron crystallography</td>
</tr>
<tr>
<td>T4L</td>
<td>T4-lysozyme</td>
</tr>
<tr>
<td>Tₘ</td>
<td>Melting temperature</td>
</tr>
<tr>
<td>TBST</td>
<td>Tris-buffered saline with Tween-20</td>
</tr>
<tr>
<td>TM</td>
<td>Transmembrane helix</td>
</tr>
<tr>
<td>TR-FRET</td>
<td>Time-resolved fluorescence resonance energy transfer</td>
</tr>
<tr>
<td>UV</td>
<td>Ultraviolet</td>
</tr>
<tr>
<td>vdW</td>
<td>Van der Waals</td>
</tr>
<tr>
<td>WT</td>
<td>Wild type</td>
</tr>
<tr>
<td>XFEL</td>
<td>X-ray free electron lasers</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

1.1 Target-based and structure-based drug discovery

One of the major challenges of today’s society is the steadily increasing health care costs. Part of this problem is caused by the tremendously high costs and long timelines associated with research and development of novel drugs. The average cost of bringing a drug to market (including drug failures) amounts to about $2.6 billion [4] and takes approximately 15 years [5]. Thus, there is a big interest from the private, as well as the public sector, to design drug discovery processes that are more rational and economically efficient.

Traditional drug discovery strategies (classical forward pharmacology) are based on phenotypical screening, in which cells or whole organisms are hit with large libraries of compounds, looking for a desired phenotypical effect. With the advances in molecular biology and genomics, the idea arose to use a defined molecular target, that is hypothesised to have an important role in disease, as starting point for a more rational drug discovery approach, promising to be a more specific, efficient and rapid process for lead discovery and optimisation. Thus, in contrast to the classical approach, target-based drug discovery (also known as reverse pharmacology) first requires the identification of macromolecular target (Figure 1.1) [6]. If the target is known and assayable, it can then be investigated by ligand-based approaches. In many ways this is similar to phenotypic screening approaches. Additionally, this method employs statistical approaches to correlate ligand activity to structural information [7]. Furthermore, if the structure of the target protein is known, structure-based drug design (SBDD) strategies can be employed to determine structure activity relationships (SAR), and with these predict biological activity from molecular structure [8]. Ligand- and structure-based approaches are highly synergetic and are therefore combined in most drug-discovery programs.

Most SBDD efforts target proteins; nonetheless, successful projects targeting structured ribonucleic acids (RNAs) have been reported as well [9, 10]. Drugs that are developed against a disease caused by a human pathogen are usually devised to completely inhibit an essential pathogenic function, leading to its death. In contrast, if a disease is caused by the malfunction of physiological processes in the human body, drugs are designed to modulate the function of...
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Figure 1.1: Target-based drug design process. Target-based drug design is a highly iterative process including many rounds of screening, validation, and optimisation. Structural information is an extremely valuable input in several stages of the cycle, from target and hit identification to compound optimisation.

the target, rather than total inhibition. A specially interesting family of human protein drug targets are G protein-coupled receptors (GPCRs), which are targeted by about 35% of all marketed drugs [11, 12].

A SBDD project requires a solved target structure. For a target where there is no structure available yet, and a ligand-based approach is not feasible or desirable, a SBDD project starts with its cloning, purification, and experimental structure determination, either by nuclear magnetic resonance (NMR), X-ray crystallography, or more recently cryogenic electron microscopy (cryo-EM). Alternatively, structure prediction methods such as homology modelling can be used [13, 13, 14]. In a second step, the ligand binding site needs to be determined. Ideally, this is a defined pocket with a variety of potential hydrogen bond donors and acceptors, such as found in the active site of enzymes. Allosteric binding sites and target sites for protein-protein interactions can be more difficult to locate, since these might not represent actual pockets, but might be rather flat, large and hydrophobic. Ligand-target complex structures, such as obtained from co-crystallisation studies, can be of great value to identify such a site.

Once the structure and target site are identified, there are different experimental, as well as computer aided strategies, to identify a first selection of binding molecules. These compounds are then further characterised with biochemical assays to describe their biological and pharmacological properties, such as efficacy, affinity, and potency to identify first lead compounds. Usually, a promising lead displays at least micromolar inhibition \textit{in vitro} [15]. This is then followed by a second cycle of structure determination, now of the target in complex with the lead from first selection round, to reveal potential interaction sites that can be optimised to increase potency. A structure-based drug discovery process is highly iterative. It usually includes many
cycles of synthesis, biochemical and structural characterisation, and ligand optimisation, until binding and the specificity of the compound for the target are at a point at which animal and then clinical trials can be realised (Figure 1.1).

Besides improving affinity and specificity of the compound, there are several other factors which need to be considered when optimising a lead compound to ensure its drug-likeness. These are physicochemical properties i.e. the compounds molecular mass, the number of atoms, its partition coefficient, solubility, and the number of present hydrogen bond donors and acceptors that would make a lead compound a likely orally active drug in humans. Lipinski’s “rule of five” is one of the guidelines which is used to evaluate these properties during the drug discovery process [16].

1.1.1 Experimental methods for lead discovery

After having identified a protein target, interaction or affinity-based screens are applied to screen large numbers of diverse molecules in order to identify novel lead compounds for drug development. For the discovery of biomolecules (e.g. antibodies) display technologies such as phage- or yeast-display are a rapid and inexpensive strategy, providing protein-binding peptides or antibodies within weeks. These approaches are however, limited to the development of biotherapeutics and antibodies, as they rely on the natural transcription and translation machinery.

For the discovery of novel small molecule drugs, large numbers of chemically diverse compounds are screened, in an attempt to cover as much of the chemical space as possible. This requires huge, expensive compound libraries, which are tested one at a time in biochemical or cell-based signalling assays. To do this with high throughput (HT-screening), sophisticated robotic equipment is required, which is often not available in academia or smaller companies. Hits must be validated and can then be used as starting points in structure-activity cycles which aim to generate a lead compound.

An alternative approach to efficiently sample the chemical space, is to use smaller libraries with low molecular mass compounds (<250 Da, therefore also called fragments) of low complexity [17]. This results in significantly lower costs, broadening the user availability of fragment-based drug design (FBDD) compared to conventional HT-screening. FBDD is especially interesting for targets that lack a deep or well-defined ligand binding pocket and are also a great way to circumvent patents by discovering ligands of novel chemical classes [18]. However, fragments usually bind with a low affinity to the protein target, requiring highly sensitive biophysical detection approaches such as NMR and surface plasmon resonance (SPR). Using structural knowledge about the target-fragment interaction, these fragments can then be grown or linked into larger molecules that form starting points for classical SAR cycles.

1.1.1.1 DNA-encoded libraries

Deoxyribonucleic acid (DNA) encoded chemical libraries (DECLs or DELs) are collections of combinatorial fragment compounds, in which each chemical structure is tagged with a DNA identification barcode. These libraries were designed with the aim to combine the benefits from display technologies with synthetic methods for compound preparation for the discovery of small molecules. There are several approaches for DEL screening proposed [19, 20, 21, 22, 23], but
Figure 1.2: Principle of DEL screening. DELs are combinatorial libraries in which each compound is tagged with a unique DNA barcode. The coloured shapes represent different functional compound fragments. For DEL screening the library is incubated with a purified and immobilised protein target (orange packman shape). Non-binding compounds are washed off and binders can be released, e.g. by heating up the sample. The eluted library compounds are enriched by PCR amplification and identified by reading out their barcode ID with high throughput sequencing. Subsequently, they can be resynthesized and tested.

usually the target protein is isolated and immobilised and then incubated in the presence of the entire library. Subsequently, DNA conjugates with low target affinity are removed by several washing steps. The binders are identified by analysing the sequence enrichment, either by high-throughput DNA sequencing or using DNA microarray chips (Figure 1.2). Thus, compared to conventional HT-screening, the DNA barcodes of the DEL compounds allow screening of an entire library in one step, rather than one compound at a time, significantly speeding up the screening process and eliminating the need for HT-robotics [24].

DELs are combinatorial libraries, meaning they are prepared by assembling sets of building blocks in predefined geometries. Consequently, besides the actual chemistry of the different building blocks, the number of different sets of building blocks, synthetic cycles, and the assembly geometry are crucial parameters for the design of such a library. However, the selection of chemical reaction for library assembly needs to be considered. Ideally, reactions for DEL synthesis should be high-yielding, generate nearly no side products and, most importantly, need to be DNA-compatible, which limits the choice to only a fraction of organic reactions [24]. The big advantage of adopting a combinatorial approach is the exponential relationship between library size and the number of assembled sets of building blocks. However, adding sets of building blocks inevitably increases the molecular mass of the compounds, which according to Lipinski’s “rule of five” should be less than 500 Da [16]. Moreover, compounds with larger molecular masses tend to display higher polar surface areas or lipophilicity, which are also unfavourable characteristics for a drug’s pharmacokinetics. Therefore, all published libraries use no more than four different sets of building blocks [24]. The structural parameters of these libraries vary markedly, because the ideal compound geometry may vary depending on the protein target. A DEL designed to fit a deep narrow binding pocket might yield no hits for a target with a shallow interaction surface and vice versa. Structural information about the protein target is therefore essential for successful hit discovery.
1.1.2 Computer-aided methods for structure-based drug design

Apart from experimental approaches there are several computer-aided methods which are used to identify, but also to further optimise lead compounds.

The most common approach is virtual screening or docking of compound libraries. For this, each compound in the library is virtually docked into the binding site and is scored based on its predicted interaction with the target \[25\]. To this end a variety of different docking programs have been developed, e.g. AutoDock \[26\], DOCK \[27\], and Glide \[28\] to name only a few. To determine the predicted binding pose, they perform multiple iterations, sampling the conformational space until the minimum energy state is attained. After each step, scoring functions evaluate the quality of the current pose, guiding the search algorithm towards relevant ligand conformations. Besides pose prediction, these scoring functions also help to distinguish between active and non-active compounds and to predict binding affinities. Depending on the task and the program used, one or a combination of different scoring functions are utilised; thus, making it impossible to compare the scores between programs. However, most of the used scoring functions fall into one of three general categories \[29\].

(1) Force field-based scores are calculated based on the physical atomic interactions between the ligand and the target, such as electrostatic and van der Waals (vdW) interactions, as well as bond stretching, bending and torsion forces. To prevent a bias on Coulombic electrostatic interactions and therefore a selection of only highly charged compounds, solvent effects have to be considered as well. This can be done using techniques such as free energy perturbation and thermodynamic integration \[30\].

(2) Knowledge-based scoring functions are based on the statistical analysis of preferred protein-ligand atom pair interactions. These can directly be obtained from the occurrence frequency of atom pairs in databases such as the protein data bank (PDB). The derived potentials are used as predictors for the binding free energy of the complex. Even though this correlation is rather arbitrary, compared to other scoring functions, knowledge-based approaches circumvent the task of balancing many opposing contributions to binding and are therefore relatively fast \[31\].

(3) The last class are empirical scoring functions, which aim to reproduce experimental affinity data \[32\]. To develop this type of scoring function a training data set, consisting of lots of experimental protein-ligand complex structures, associated with the corresponding affinities, is required. First, essential interaction characteristics are numerically captured by defining a set of descriptors. These descriptors are often meant to represent interaction terms or energy contributions to the free binding energy, such as hydrogen bonds, hydrophobic contacts, or the loss of torsional degrees of freedom, and are derived from structural data with particular model assumptions \[33\]. However, it is also possible to use simpler and purely numerical measures, such as element dependent or atom-type dependent distance counts \[34, 35\]. Then the weight of the different descriptors and a relationship between the descriptors and the empirical affinity is established. This is classically done using multiple linear regression, but more recently machine-learning methods based on non-linear regression have become popular. Machine-learning approaches are particularly advantageous with large training sets and descriptor spaces and have significantly contributed to the recent advances in affinity-prediction performance \[36\].
Despite the broad variety of different scoring functions that have been developed over the last couple of years, the desired general reliability of the predictions has not yet been reached and the accuracy of each score is usually tied to a specific application. To take the advantages and balance the error rates of different scoring functions, consensus or composite scoring techniques are now widely used, employing collective scores, rather than to rely on a single scoring function, to increase the possibility of true positive selection [29, 37, 38].

Each docking experiment usually starts with the preparation of the protein structure and the ligands. This includes the addition of hydrogen atoms and assigning the protonation and tautomeric states of residues. Additionally, small molecules, such as ions and water molecules can be added to the structure, if it is known that they play structural roles that are crucial for the conformation of the target. As part of this protein pre-processing step, some docking programs such as Glide also represent the shape and properties of the target as different sets of fields on a grid, providing progressively more accurate scoring of the ligand pose [28]. The next step in the docking process is the generation of initial ligand conformations. To this end, Glide uses a series of hierarchical filters to search for possible locations of the ligand in the binding-site. Starting from these poses, the ligand is minimised in the field of the receptor using a molecular mechanics energy function. For the lowest-energy poses nearby torsion minima are examined to properly orient peripheral groups and to further optimise internal torsion angels. Thus, Glide is an example of a docking program that uses composite scoring functions [28].

Similar to the experimental fragment-based screening, compound fragments, such as benzene rings, carbonyl groups, amino groups etc., can also be positioned virtually into the binding site, in a process called de novo generation of compounds. In contrast to try and dock entire compounds, fragments have the advantage that the binding site can be explored more fully. The fragments are then scored and linked in silico to create druglike compounds. This allows the discovery of novel scaffolds for inhibitors [39]. However, the big disadvantage of this strategy is that these compounds need to be newly synthesised before they can be tested in the laboratory, which is not necessarily straight forward. Further, even though this process is automated along most steps of the route, some work still needs to be done manually, making it quite laborious.

The big advantage of virtual screening is that huge numbers of compounds can be screened without having to purchase or synthesise them all, this reduces costs and speeds up the hit discovery processes. However, when libraries of hundreds of thousands (or even millions) of compounds are screened, this also results in a considerable number of hits. Therefore, post-docking analysis is usually performed to prioritise the compounds. This generally involves the visualisation of the docked compound and looking for the presence of specific intermolecular interactions and other predetermined requirements [40]. Finally, each selected hit is brought into the wet lab for biochemical evaluation. Most of the time this includes affinity assays as well as a measure of compound efficacy and bioavailability. Promising leads re-enter the structural determination process. If a co-structure is obtained, this ligand can be used as a starting point for further modification, which aim to maximise complementary interactions in the target site and thereby develop the compound into an inhibitor. This process, also called inspection, does not need to be started with a virtual screening hit, but is also applicable if initial co-structures bound to e.g. the natural ligand, or if hits from other screening methods are available [41]. The newly designed compounds are again scored for binding using evaluative scoring algorithms.
When comparing the obtained co-structures of novel leads with their predicted binding modes there are only a few examples which show significant differences [42], but in most of the cases the docked and experimental conformations are highly similar, displaying a root-mean-square deviation (RMSD) of less than 2 Å [43]. Some of these observed differences might arise if protein and ligand flexibility are not taken into consideration sufficiently. Some enzymes and receptors can undergo large conformational changes upon ligand binding and in many cases a ligand stabilises a specific subset of conformations. However, often protein structures are only available in one specific conformation, limiting docking to this specific state. If the target is known to display a high degree of flexibility, molecular dynamics (MD) simulations can be used to produce alternative conformational states [44]. MD can also be useful for post-docking analysis to estimate the stability of a proposed ligand-receptor complex [45].

One of the major drawbacks of virtual screening is that many of the used libraries ignore protonation and tautomerism effects, as well as the ionisation state of the compounds. Therefore, significant hits can be overlooked [39]. Nonetheless, the identification of several inhibitors and antagonists demonstrates the potential of computer aided drug discovery strategies. The discovery of drugs targeting the human immunodeficiency virus [46], tuberculosis [47], diabetic neuropathy [48], and cancer [49] are some examples of success cases.

1.1.3 The use of protein structures in SBDD

SBDD has become an integral part of each drug discovery project and the three-dimensional (3D) structures of protein-ligand complexes are now routinely used in all parts of the drug discovery process. They provide detailed information about the intermolecular features of recognition and binding of a ligand, the analysis of different binding conformations, ligand–protein interactions, and the identification of unknown binding pockets. Further, in combination with computational methods, such as molecular dynamics, the elucidation of conformational changes resulting from ligand binding also give mechanistic insights. In combination with combinatorial chemistry, structural information also allows the design of focused compound libraries. As these libraries are designed with the specific target in mind, fewer compounds need to be screened and higher hit rates and discernible structure-activity relationships can be obtained, which facilitate the follow up of these hits.

To date, the most important methods for harnessing information about protein structure in SBDD are X-ray crystallography, NMR, homology modelling and recently also cryo-EM; X-ray crystallography still being the most dominant technique.

1.1.3.1 Structure determination of receptor-ligand complexes by X-ray crystallography for SBDD

Technical advances and the automation of many of the steps during the crystallisation and data collection process allow structure determination at high throughput along the entire drug discovery process, from the initial selection of the protein target, the identification of binding molecules, hit to lead optimisation, to the multi-threaded process by which the final properties of the clinical candidate are developed. Ideally, for each round of optimisation, a novel structure of the protein-ligand is solved. To this end, it is important to have a highly robust crystallisation system, to which a variety of different compounds can be added, without perturbing protein
crystallisation. This is especially challenging with proteins that require the stabilising effect of a ligand for crystallisation, e.g. many membrane proteins. Very often, exchanging this ligand for another compound with different properties, changes the crystallisation conditions or even leads to the protein not crystallising.

The most straightforward approach to get a structure of a receptor-ligand complex is co-purification of the receptor bound to the ligand of interest; however, this involves the addition of excess compound throughout the entire process, which requires increased materials and time resources. Especially in early drug discovery stages, most compounds are only synthesised on a milligram scale and thus, the required amounts of compound for co-purification might not be available.

A more resource-saving strategy is to perform ligand exchange on purified protein, at a point where volumes are already highly reduced. In contrast to when a low affinity ligand is exchanged for a higher affinity ligand during the purification process, where the low affinity ligand is diluted away, in this case it stays in solution, resulting in a ligand mixture. Thus, to maximise the success of the ligand exchange, the concentration of the novel ligand should be as high as possible. Using the law of mass action and the definition of occupancy, it can be estimated that near full occupancy (∼ 91 %) requires a ligand concentration of about ten times the dissociation constant ($K_D$) value. This might be more difficult to reach with low affinity compounds, especially if solubility is limited. Furthermore, when working with lower volumes, dimethyl sulfoxide (DMSO) concentration, which is commonly used to dissolve most compounds, might become problematic as well, as it gets less diluted out while trying to reach high ligand concentrations. However, high DMSO concentrations might hamper crystallisation.

Soaking of small molecule ligands into protein crystals has become one of the standard techniques for structure-based drug design, allowing high-throughput structure determination of protein-ligand complexes with reduced ligand consumption. However, the transfer of these techniques to membrane protein targets still remains a major challenge [50, 51, 52]. The primary caveat of soaking experiments is the need for a reliable crystallisation system, generating crystals with an accessible ligand-binding site, so added ligand can readily diffuse in. Classically this would use the apo-protein; however, often it is also possible to displace co-crystallised ligands with ligands of a similar or equal binding affinity [53]. Indeed, for targets such as GPCRs, where the apo- and ligand-bound state are distinct, co-crystal structures with similar ligands may be a better starting point, as the ligand induced conformational changes might otherwise disrupt crystal contacts. But even with a robust crystallisation system in hand, technical barriers in the experimental setup can be encountered when attempting soaking experiments with membrane proteins. One reason for this is that high resolution structure determination often relies on in meso crystallisation (further discussed in chapter 1.3.2) [54]. In meso crystallisation trials are typically set up using sandwich plates, squeezing the mesophase between two glass plates, which makes crystal harvesting difficult and time-consuming. Post crystallisation treatments such as soaking are basically impossible, as the top glass plate needs to be cut open to access the crystals. One method to circumvent this problem is to use plastic covers, which can be more easily cut open and resealed to apply the ligand of interest [50]. Another method employs the
use of in-situ plates, in which crystallisation occurs between two plastic films. Individual wells can then be cut out for post-crystallisation treatment [55, 56]. However, the manual handling of the crystals in both approaches still remains a major challenge [57].

SBDD typically requires structures at a resolution below 2.5 Å; however, more importantly, the structure should have a high data to parameter ratio and the placement of residues in the electron density map needs to be unambiguous [58]. As for any other interpretation of protein structures, the quality of a crystal structure should be carefully assessed before using it for SBDD. To this end, the standard quality indicators in crystallography are considered. The quality of the model at the ligand binding site can further be assessed by comparing the temperature factors (B-factor) of atoms in the region of interest to the average temperature factor of the molecule. A high B-factor can reflect disorder due to motion of the residue or ligand or be a general indication of error.

Most crystal structures contain additional information about the position of small molecules, such as ions or waters, which often play crucial roles in protein function. About 65% of the protein-ligand complexes solved by crystallography contain at least one water molecule that is involved in ligand-receptor recognition [59]. These molecules are often located deep inside the binding pocket mediating multiple hydrogen bonds between the ligand and the target and are therefore important to take into consideration for docking experiments. There are two main strategies on how to deal with these waters: they can either be removed from the structure and be replaced by the ligand mimicking the interaction network, or they can be considered as a part of the target and be included in the docking process, mitigating the formation of favourable hydrogen bonding networks [40]. Only strongly bound water molecules should be retained in the structure in SBDD and docking strategies. To discriminate them from displaceable molecules, the positions of structural waters from multiple crystal structures should be compared, whenever possible [60]. Additionally, there exist a variety of different algorithms which help to guide the decision of either keeping or removing a water molecule, e.g. free energy perturbation calculation using Monte Carlo statistical mechanics simulations [61] or the analysis of geometric parameters of the protein environment surrounding the water molecule [62].

1.1.3.2 Other methods for protein structure determination for SBDD

The second empirical strategy for structure determination in SBDD is NMR. Besides providing information about protein structure and dynamics, NMR spectroscopy is also a very valuable tool for FBDD [63], as it can reliably detect weak ligand binding (single digit millimolar affinity). In contrast to other biophysical techniques such as SPR, NMR has the advantage that not only the affinity but also the binding site and mode of a fragment can be determined as well. This can be especially interesting for the identification of novel allosteric binding sites.

Homology models

If no structure can be obtained experimentally, but the structure of a homologous protein is known, a homology model can be employed for drug design. There are multiple online recourses available, which generate and evaluate these models, one example being SWISS-MODEL\(^1\). To evaluate a model, SWISS-MODEL calculates a confidence factor per residue,

\(^1\)The Centre for Molecular Life Sciences, University of Basel: https://swissmodel.expasy.org
based on the amount of structural information used, to create that part of the model. A lower confidence number reflects a higher number of templates and, therefore, an increased accuracy [64]. However, besides checking confidence scores, a homology model should always also be evaluated by looking at the stereochemical soundness of the structure, i.e. the Ramachandran plot, bond lengths and angles, planarity, and packing.

Cryo-electron microscopy

Cryo-EM emerged to one of the most popular techniques to solve protein structures, especially if working with larger complexes and more challenging targets such as membrane proteins. Even though there are still no reports about drug discovery campaigns guided by cryo-EM, the method has gained interest in SBDD, as several structures with small molecules bound have now been published (e.g. β-galactosidase in complex with an inhibitor or the glucagon-like peptide 1 receptor (GLP1R) bound to a peptide and a non-peptide agonist [65, 66]). Some of the big advantages of cryo-EM, over X-ray crystallography, are the reduced sample consumption, possibly allowing the study of proteins isolated from their native source, as well as the flexibility to change sample conditions, e.g. allowing a structure to be solved at its native pH, rather than the one at which it happens to crystallise. However, despite all the technical advances, grid preparation is still very laborious, making it difficult to implement HT-processes. This focuses the application of cryo-EM studies in SBDD on the target and hit identification phases and the understanding of the molecular mode of action of drug molecules, while at the moment they still are less suited for SAR guided hit optimisation purposes [67].

1.2 The family of G protein-coupled receptors as drug targets

G protein-coupled receptors (GPCRs) are the largest family of membrane proteins. They recognise a large variety of extracellular stimuli and mediate cellular responses to most hormones, metabolites, cytokines and neurotransmitters. As such, they are involved in basically every physiological process in the human body and are closely linked to human diseases, including Alzheimer’s disease, cancer, diabetes, obesity, cardio vascular diseases as well as psychiatric disorders. Since GPCRs are placed at the cell surface, and are often cell or tissue-specific, they promise high druggability, as drugs do not have to be transported across the cell membrane. Therefore, they are the most successful class of drug targets [11]. In fact, mining different drug data bases revealed that about 34% of all drugs approved by the U.S. Food and Drug Administration (FDA) target GPCRs [12] and that GPCRs represent 19% of all targets for drugs approved in the five years between 2015–2020 [68].

Even though different GPCRs may vary a lot in function and structure, they share a general topology consisting of seven transmembrane helices (TM1–TMVII) connected by three extracellular loops (ECL1–ECL3) and three intracellular loops (ICL1–ICL3), an extracellular N-terminus and an intracellular C-terminus. While the structural architecture of the transmembrane domains is relatively well conserved, the other parts are highly diverse and account for the large variety in ligand recognition and interaction partners. The over 800 human GPCR genes can be grouped into five different classes according phylogenetic characteristics, called
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Figure 1.3: Different classes of human GPCR receptors and their ligand-binding sites. Crystal or cryo-EM structures of representative GPCR-ligand complexes from classes A, B, C, and F, presenting diverse ligand-binding sites. For the class of adhesion GPCRs no experimental structural data is available so far. For class A the non-rhodopsin GPCRs adenosine A$_{2A}$ receptor (A$_{2A}$R, PDB: 2YDO) is shown in complex with its endogenous ligand and cannabinoid receptor type 1 (CB$_1$, PDB: 6KQI) and adenosine A$_1$ receptor (A$_1$R, PDB: 7LD3) are shown in complex with allosteric modulators. Class B is represented by the adrenomedullin 1 receptor (AM$_1$R PDB: 6UUN) in complex with the endogenous peptide hormone, the glucagon receptor (GCGR, PDB: 5EE7) in complex with a small molecule antagonist and the glucagon-like peptide-1 (GLP-1, PDB: 7EVM) with a bound allosteric modulator. Class C GPCRs form constitutive dimers. The cryo-EM structures of the calcium sensing receptor (CASR, PDB: 7M3G) bound to an amino acid, four calcium ions (black spheres) and an allosteric modulator as well as the metabotropic glutamate receptor 5 (mGlu$_5$, PDB: 7FD8) in complex with an allosteric modulator are shown. Finally, class F is represented by smoothened receptor (SMO, PDB: 6XBL) bound to a sterol. Receptors are shown in cartoon representation and the ligands are shown as spheres. Orthosteric ligands are highlighted in read while allosteric binders are coloured in blue.

Glutamate (also known as class C receptors), Rhodopsin-like (family A receptors), Adhesion, Frizzled/Taste2 (class F receptors) and Secretin (family B receptors) class (GRAFS system) [69]. Further subdivision is often made according to the native ligand recognised by the receptor. The class A receptor family forms the largest and most studied group of receptors, including chemokine and aminergic receptors, some peptide receptors such as the opioid and oxytocin receptors and nucleotide receptors such as adenosine receptors.

A feature that makes GPCRs great drug targets is that they often contain accessible, well-defined ligand binding pockets. However, the domains in recognising the endogenous ligand can vary a lot depending on the receptor (Figure 1.3). Glutamate receptors for example, are constitutive dimeric receptors with a large extracellular domain (ECD) containing a Venus flytrap module that is utilised for ligand recognition [70]. Similarly, in frizzled receptors the ligand is recognised by a cysteine-rich domain in the ECD [71]. In contrast, class A receptors usually have very short N-termini and ligands are recognised by a ligand-binding pocket in the transmembrane bundle. Finally, for class B GPCRs the ligand-binding site is formed by both extracellular and transmembrane domains [72].
1.2.1 Physiological GPCR functions and signalling

1.2.1.1 Canonical signalling pathways through G protein and arrestin coupling

Upon ligand binding, GPCRs activate at least one of several canonical and noncanonical signalling partners. Ligand binding induces a conformational change of the receptor that allows coupling of heterotrimeric G proteins on the intracellular side of the receptor. These G proteins consist of a $G_\alpha$, a $G_\beta$ and a $G_\gamma$ subunit. Depending on the nucleotide bound, they are either in an active or an inactive state. The nucleotide binding pocket is located at the $G_\alpha$ subunit in between its two subdomains, the Ras-like domain and the $\alpha$-helical domain. Interaction of the extreme C-terminus of the $G_\alpha$ Ras-like domain with a GPCR leads to nucleotide exchange of bound guanosine diphosphate (GDP) for guanosine triphosphate (GTP) and the activation of the G protein [73]. There are 16 genes in humans that encode $G_\alpha$-subunits, which are classified into four functional families $G_s$, $G_{i/o}$, $G_{q/11}$ and $G_{12/13}$, activating different downstream signalling pathways. The C-terminus of the $G_\alpha$ subunit is the main contributor for coupling specificity [74]. However, the molecular basis for this remains poorly understood and things have become even more complex, as it is now recognised that most GPCRs can couple, selectively, to members of multiple G protein families [75].

After nucleotide exchange the G protein is released from the receptor and the $G_\alpha$ and $G_{i/\beta\gamma}$ subunits dissociate, allowing the modulation of downstream signalling partners such as enzymes and channels that alter cellular levels of second messengers (Figure 1.4) [76, 77]. The activated $G_\alpha$ subunit stimulates the activity of adenylyl cyclase (AC), which is responsible for the formation of the second messenger cyclic adenosine monophosphate (cAMP). Conversely, $G_{i/o}$ activation leads to the inhibition of this same enzyme, reducing levels of the second messenger as well as the simulation of G protein-coupled inwardly rectifying potassium (GIRK) channels. Besides other effects, cAMP directly activates a number of proteins including protein kinase A (PKA) and ion channels, which successively regulate functional activities of cells via a variety of different pathways [78]. cAMP dependant pathways are a very common feature across many different GPCRs and cAMP levels are therefore often used as a readout for receptor activation.

$G_{q/11}$ is coupled to the activation of phospholipase C (PLC), a membrane-associated enzyme that hydrolyses phosphatidylinositol 4,5-bisphosphate (PIP$_2$) into inositol triphosphate (IP$_3$) and diacylglycerol (DAG). The produced IP$_3$ binds to receptors on the endoplasmic reticulum (ER), leading to the release of calcium ions from internal stores. Further, DAG facilitates the activation of protein kinase C (PKC). Both responses participate in diverse signalling to evoke different cellular events [79].

$G_{12}$ and $G_{13}$ directly activate RhoGTPase nucleotide exchange factors (RhoGEFs) to regulate the activity of the GTPase RhoA, which is involved in the moderation of a variety of cytoskeleton related processes, such as the formation of stress fibres [80].

Not only the $G_\alpha$ subunit, but also the $G_{i/\beta\gamma}$ heterodimer acts as signal transducer and activates a wide range of effector targets. Some of the first cryo-EM structures of G protein-coupled receptor complexes revealed that besides the $G_\alpha$, the $G_\beta$ subunit also forms some contacts with the receptor, but their importance is still not clear [81, 82, 83, 84]. Since the $G_{i/\beta\gamma}$ heterodimers do not undergo major conformational changes upon G protein activation, their activity is regulated by the $G_\alpha$ subunit. Dissociation of the trimeric G protein upon
activation exposes the Gβγ protein-protein interface that can bind to downstream interaction partners. One of these targets is G protein-coupled receptor kinase 2 (GRK2), which functions in a negative feedback loop [85].

The agonist activated conformation of the receptor is phosphorylated by GRKs [86]. This allows the recruitment of β-arrestins to the receptor, which leads to receptor desensitization through two separate mechanisms. On the one hand, the β-arrestins compete with the G proteins for binding to the receptor and therefore prevent binding of subsequent G proteins, and on the other hand, they mediate clathrin dependent endocytosis, and thus remove the receptor from the plasma membrane and ligand exposure. However, further investigation of these signalling processes revealed several additional layers of complexity: β-arrestins can also mediate G protein independent signalling pathways, such as the mitogen-activated protein kinase (MAPKs) pathways [87, 88]. Certain ligands can bias the receptor and specifically activate one signalling pathway without the other, also referred to as biased signalling.

While G protein and β-arrestin interactions are common to most GPCRs, many of the receptors additionally interact with receptor specific interaction partners and modulating proteins, these include, but are not restricted to, receptor activity modifying proteins (RAMPs) and other GPCRs though the formation of homo- or heterodimers. This allows GPCRs to signal through a large selection of pathways.
1.2.1.2 Altering GPCR signalling output: Biased signalling

For a long time, GPCRs were presumed to exist in either an active or an inactive state, described through a simple two-state receptor model ("on" and "off"). However, extensive analysis of different signalling pathways and receptor structures revealed that they rather exist as an ensemble of many different conformations, each tailored to a specific response and downstream effects. It was further discovered that by stabilising distinct conformations, some GPCR ligands can specifically activate one or a few signalling pathways, while not affecting others. While this finding vastly increases the complexity of the system, it has become one of the most exciting research areas in the field, as it opens novel possibilities to selectively block the pathways implicated in disease. This phenomenon has since been described through several different terms including biased signalling, ligand directed signalling and functional selectivity and a variety of different types of biased ligands have been identified. Some ligands preferentially promote the activation of G proteins over β-arrestins (i.e. G protein-biased agonists), while others favour the stimulation of β-arrestins (i.e. β-arrestin-biased agonists) or a specific G protein subtype (e.g. Gi over Gs) over others [89].

While classical biased ligands bind to the orthosteric ligand pocket, functional selectivity can also be achieved through allosterically binding modulators. In fact, there is a growing body of evidence suggesting that the intricate network of GPCR signalling pathways is regulated by a series of different endogenous allosteric modulators, including non-small molecule interactions, such as homo- and hetero-receptor dimer formation or sodium ions [90, 91]. For the angiotensin II type I receptor it could even be shown that membrane stretch can bias the receptor towards β-arrestin signalling [92].

Biased ligands have become a major focus for drug discovery efforts, because of their potential to selectively stimulate therapeutically relevant pathways and avoid on-target side effects. Despite the fact that the physical basis for biased agonism is still not fully understood, there are some success stories where SBDD assisted the discovery of novel biased drugs. One of the most exemplary systems for biased signalling is the µ-opioid receptor, where Gi protein signalling is associated with the positive analgesic effects of morphine, while β-arrestin pathways are related to certain side effects such as respiratory depression and constipation associated with opioids [93, 94, 95]. Through virtual screening, a Gi biased non-morphinan agonist could be identified, which displayed nanomolar affinity against µ-opioid receptor, and significant pain relief for mice [96].

1.2.2 Regulating GPCR signalling with ligands and drugs

The primary endogenous ligand of a GPCR is a compound naturally produced by the body that activates the receptor upon binding and as such, initiates downstream signalling responses. As already briefly discussed in the previous section, additional physiological ligands can further regulate the signalling output of a receptor. In contrast, a drug is a substance of known chemical structure that is added exogenously to a system, to provoke specific physiological receptor responses.

Classical GPCR drugs either stimulate or inhibit receptor activity by directly interacting with the orthosteric binding site. Based on their activation intensity they can be divided into four major classes. Full receptor agonists can stimulate maximal GPCR activity, leading to
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Figure 1.5: Effects of different ligands on the biological response of receptors. Antagonists and inverse agonists can only be differentiated if the basal activity of the receptor can be determined e.g. by using a constitutively active receptor system. Therefore, in this thesis, all inhibitors are referred to as antagonists.

the recruitment of downstream signal transducers (Figure 1.5). In contrast, partial agonists cannot activate the receptor to the same extent, only leading to a partial response, and if in the presence of a full agonist, even reducing the agonist response. Interestingly, numerous approved drugs are actually physiological agonists for GPCRs that stimulate receptor signalling, such as salmeterol targeting $\beta_2$-adrenergic receptors ($\beta_2$AR) as well as numerous peptide hormones [11]. Inhibitors act as agonist blockers and can be divided into neutral antagonists and inverse agonists. Neutral antagonists can bind to GPCRs without affecting the receptor’s constitutive activity, whereas inverse agonists reduce the receptor response below its unstimulated levels (Figure 1.5). In practice, it is very difficult to differentiate between an antagonist and an inverse agonist, as a constitutively active receptor system is required to detect inverse agonism. Therefore, inverse agonists are often first described as antagonists and both terms might be used inconsistently to describe the same ligand. Thus, to avoid any confusion, this differentiation is not further considered throughout the rest of this thesis and all inhibitors are referred to as antagonists.

Despite being the most studied drug target, the differences in ligand binding requirements for agonists and antagonists of a given receptor are still not understood. Agonists and antagonists can have very similar structures, yet when binding to the receptor leading to different effects.

1.2.2.1 Allosteric ligands

Besides the orthosteric site, receptor activation can further be modulated indirectly by ligand binding to an allosteric pocket. Multiple allosteric sites are known to exist within a single receptor. They can be found throughout the entire receptor, on the extracellular as well as the intracellular site and also on the lipid face of transmembrane helices [97]. However, allosteric regulators are not restricted to exogenous molecules like natural products and synthetic compounds, but can also be of endogenous nature, including G proteins, $\beta$-arrestins, ions (e.g. $\text{Zn}^{2+}$, $\text{Na}^+$, $\text{Cl}^-$), lipids, RAMPs, autoantibodies, membrane stretch, and other GPCRs through the formation of homo/heterodimers [98].
Allosteric modulators that enhance agonist binding and/or signalling responses are referred to as positive allosteric modulators (PAMs), while negative allosteric modulators (NAMs) decrease agonist binding and/or signalling efficacy. Additionally, there are some molecules that can bind to the orthosteric as well as an allosteric site, which are termed bitopic modulators [99].

Despite the increased interest in allosteric modulation, most of these evolutionarily unique sites remain largely unexplored. The binding sites for allosteric modulators are very diverse and often unique to a specific receptor, thus representing lucrative target sites for the development of more specific drugs with fewer side effects than orthosteric ligands. By screening a DEL-library using receptor with a ligand bound to the orthosteric binding site, the first NAM, and shortly after PAM, for the $\beta_2$AR was discovered [100, 101]. Allosteric modulators have also become a focus of structure-based drug design. Using an optimised crystal-structure based model of the dopamine D$_3$ receptor, once in complex with and once without dopamine, a large-scale virtual screen enabled the identification of both orthosteric and allosteric ligands [102]. In another docking study non-competitive antagonists for two related class B GPCRs were identified [103].

1.3 Strategies to determine GPCR structures

Structural information is key for rational drug design. However, while membrane proteins represent more than half of all drug targets [104], the number of structures still lacks significantly behind soluble proteins. Because of their low expression levels, poor solubilisation efficacy, instability, and tendency to aggregate in detergent solubilised states, as well as their intrinsic conformational flexibility, GPCRs have historically been especially difficult targets for structural studies. The first near-atomic resolution (2.8 Å) structure of a GPCR, the one of bovine rhodopsin, was solved in the year 2000 [105]. However, rhodopsin is a very atypical GPCR, as it is exceptionally stable and highly abundant in natural sources. In contrast, the first crystal structure of a ligand-activated receptor could only be solved another seven years later [106, 107], requiring the development of complementary tools, strategies and technical developments, which will be discussed in subsequent chapters. Since then, 689 GPCR structures have been solved, including 120 unique receptor complexes. In the timeframe of this thesis, the number of unique receptor structures and receptor- ligand complexes more than doubled! This explosion of available GPCR structures lead to increased application of structure-based approaches in GPCR drug design. Nonetheless, so far, there are only a few examples in which structures determined between 2007–2016 have been used directly for drug discovery of clinical agents (reviewed in Congreve et al. [68]). One reason for this is that the drug development processes usually takes a very long time and many candidates might not have reached clinical trials yet. On the other hand, it’s highly likely that many structures and results remain unpublished proprietary. Thus, the number of examples will inevitably expand over time.

\[\text{https://gpcrdb.org/structure/statistics}, \text{ the latest released structure being from 05.01.2022}\]
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1.3.1 Receptor stabilisation for structural studies

1.3.1.1 Ligand-induced receptor stabilisation

One of the reasons why GPCRs are hard to work with is that they are highly dynamic. By complementing structural data with biophysical techniques such as NMR, electron paramagnetic resonance (EPR) and fluorescence spectroscopy, supported by MD simulations, it became evident that GPCRs spontaneously sample a variety of different, functionally relevant conformational states [108, 109, 110, 111]. Changes between major conformational states can result in movements of up to 10 Å of the transmembrane helices [112]. The more flexible parts of the receptor such as the intracellular loops and the N- and C-termini can move even more and undergo substantial fluctuation even within a certain conformational state. This behaviour is very detrimental for any crystallisation attempts. However, ligands alter the fraction of time the GPCR spends in each conformational state and can thereby shift the equilibrium to a preferential conformational state [113, 112, 114]. This increases the likelihood of successful crystallisation. Indeed, excluding bovine opsin [ICAP], no crystal-structure of a native receptor could be solved in the absence of ligand [115]. In all other cases, the receptor needed to be thermostabilised, as demonstrated with the crystal structures of oligomerised β1-adrenergic receptor (β1AR) or endothelin ETB receptor, to be solved without a ligand [116, 117]. However, the recent developments in cryo-EM allowed further advancement of structure determination of apo-receptors.

In 2021 twelve apo-structures of eleven different receptors could be solved, including one family B receptor [118], several metabotropic glutamate [119, 120] and chemokine receptors [119, 121] as well as one frizzled receptor [122], most in complex with signalling proteins. Nonetheless, for the majority of solved structures, ligand-stabilisation of a specific conformational state was required to enable structure determination. Furthermore, for many receptors only stabilisation with a high-affinity ligand yielded diffracting crystals [123, 124, 48] and complexes with lower affinity ligands, often including the primary endogenous agonist, could only be obtained through additional thermostabilisation of the receptor, e.g. by site directed mutagenesis or additional conformational selection through the addition of intracellular binding partners [125, 126].

1.3.1.2 Receptor stabilisation by site directed mutagenesis and truncations

Site directed mutagenesis

Site directed mutagenesis can be used to introduce point mutations that help to increase expression levels [127, 128] and/or thermostability of the receptor. Such mutations can be rationally engineered by introducing intramolecular cysteine or salt bridges [129, 130] or mutations that stabilise a transmembrane helix interface [131]. Very often the design of these mutations can be inspired by comparing the receptor sequence with more stable, closely related receptors with known structure. Another approach is systematic alanine-scanning mutagenesis where each amino acid residue is mutated into an alanine. By screening these mutants in presence of a specific ligand, the receptors can be stabilised in a specific conformation (Figure 1.6). These stabilised receptors are also known as StaRs™. The StaR approach could be generalised across GPCRs from different structural types and was largely applied in industrial drug discovery pipelines [132].
Truncations

Flexible parts of the GPCR usually impair crystallisation. Luckily, they can be predicted and are usually removed or replaced (Figure 1.6). Class B, C and F receptors possess large and flexible N-terminal extracellular domains, which are commonly removed and sometimes crystallised separately [133]. Also, the C-terminus displays a high degree flexibility, consequently significant parts of the C-terminus are usually truncated. In contrast to crystallography, cryo-EM is able to handle a certain degree of sample heterogeneity and inherent flexibility and might allow to resolve several distinct conformational states from a single sample [134, 135]. Thus, conformational selection and the removal of all flexible parts of the receptor is less crucial. Furthermore, the sample is usually frozen straight after purification and does not have to withstand several days in crystallisation conditions. Nevertheless, protein quality remains important for high-resolution structure determination and many of these stabilising truncations are also beneficial for cryo-EM studies.

1.3.1.3 Applications of fusion proteins for GPCR stabilisation and structure determination

The ICL3 of class A receptors is often unstructured and is therefore usually shortened or replaced by a fusion protein (Figure 1.6). In addition to conformationally stabilising the receptor by the reduction of molecular flexibility, they increase the hydrophilic surface of the receptor,
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which is very helpful for the formation of crystal contacts [136]. Fusion proteins are usually small, single domain proteins. The first GPCR structure solved using a fusion protein was the human $\beta_2$AR with a cysteine-free T4-lysozyme (T4L) mutant [106]. Since then, introduction of fusion proteins became one of the most successful strategies for GPCR structure elucidation. Insertion of T4L has proven fruitful, not only at ICL3, but also at the N-terminus, or in some cases into ICL2 [137, 138] (Figure 1.6). Further fusion proteins such as rubredoxin, flavodoxin, xylanase and the thermostabilised apocytochrome b562RIL (bRIL) protein have also been utilized. Fusions with the bRIL protein actually resulted in the highest resolution GPCR structures solved to date, $A_{2A}$R with bRIL at ICL3 at 1.7 Å [139, 140] and human $\delta$-receptor with an N-terminal bRIL at 1.8 Å [91].

It is important to bear in mind that placing fusion proteins into intracellular loops might interfere with native signalling interactions. Receptors with a fusion protein inserted into ICL3 are e.g. not able to interact with the G protein anymore, due to steric hindrance. Nevertheless, fusion proteins have also been very useful for the structure determination of GPCR complexes, especially of class A GPCRs that expose very little polar surface on the extracellular side. Detergents used for the solubilisation of GPCR complexes form very large micelles, making this area even less accessible to the formation of crystal contacts. Consequently, for the structure of $\beta_2$AR-Go complex as well as for the rhodopsin-arrestin structure, an N-terminal T4L-fusion was used to increase the polar surface for crystallisation [141, 142]. In cryo-EM, an N-terminal fusion protein can be helpful too, as, especially in complex with synthetic antibodies, they can serve as fiducial marker for receptor orientation and help to overcome size limitations [143, 144, 145].

1.3.1.4 The use of receptor stabilising antibodies

Another approach used for the stabilisation of GPCRs is the addition of antibodies or nanobodies as “crystallisation chaperones”. They can stabilise the receptor in a specific conformation and increase the crystallisation surface. A monoclonal antigen binding fragment (Fab fragment) was used to initially crystalize $\beta_2$AR by specifically binding and thereby stabilising ICL3 [107]. Nanobodies are a type of antibody produced by llamas and other camelids that are devoid of light chains. These single-domain antigen binding fragments are much smaller than Fab fragments (15kDa, approximately 25% the size of a Fab fragment) and can be easily cloned and expressed in E. coli [146]. It is possible to select for nanobodies that preferentially bind to distinct GPCR conformations using ligand-bound receptors. By immunizing llamas with purified agonist bound receptor, it was possible to generate a G protein mimetic nanobody that binds to the G protein interaction site and stabilises the receptor in its activated conformation [141]. The nanobody increased agonist affinity almost to the same extent as the full Go protein and it is even possible to enhance the affinity of a nanobody by directed evolution, while maintaining its conformational selectivity [126]. The usage of such a high-affinity nanobody allowed high-resolution structure determination of the $\beta_2$AR active state and also determination of a $\beta_2$AR structure bound to an endogenous low-affinity agonist [126]. While G protein binding is abolished when using a receptor with a T4L-fusion, the nanobody can still bind to the receptor [141]. Nanobodies are thus a great surrogate to simplify crystallisation of active state GPCRs.
Furthermore, nanobodies have become a key tool to stabilise GPCR-G protein complexes. Nanobody 35 (Nb35) was developed to prevent the dissociation of the G protein by GTPγS and is now routinely used for structure determination of ternary agonist-GPCR-G protein complexes [141, 119].

1.3.2 Crystallisation and structure determination of GPCRs

Several GPCRs have been crystallised in a micelle-like environment using direct crystallisation strategies such as vapour diffusion (also referred to as in surfo crystallisation). However, the most used system for GPCR crystallisation is lipidic cubic phase (LCP), which provides a more membrane-like environment (also referred to as in meso crystallisation) (Figure 1.7) (reviewed in Caffrey, [54]). LCP consists of a single, highly curved lipidic bilayer that separates two continuous, non-contacting aqueous channels. Transmembrane domains are inserted into the lipidic bilayer while soluble domains extend into the water channels. LCP is formed by mixing a lipid component with a water solution containing the protein of interest in a defined ratio (usually 3:2) at 20°C. Another advantage of LCP crystallisation is that it tolerates higher amounts of protein impurities compared to in surfo crystallisation [147]. In contrast to in surfo crystallisation, the size of the detergent micelles does not influence crystallisation success, but high detergent concentration can prevent LCP formation [148]. Monoacylglycerols (MAGs) such as monoolein (MAG 9.9), are most commonly used as the lipidic component; usually mixed in a 9:1 ratio with cholesterol. MAGs are comprised of a glycerol head, esterified with a cis-monounsaturated fatty acid. The length of the fatty acid may be varied in order to change the properties of the resulting LCP. To crystallise the complexes of β2AR-Gs and rhodopsin-arrestin, a novel lipid, MAG 7.7, which contains a shorter fatty acid chain and therefore forms larger water channels, was used to better accommodate the large complexes [107, 142].

Despite the many successes archived through LCP crystallisation, and further development of the method, the process remains highly laborious, especially extracting crystals from the viscous LCP is extremely difficult, and it is not compatible with automatisation for high-throughput studies. Further, a common problem is that many crystallisation efforts only yield rather small crystals that diffract poorly. Nonetheless, small crystals can still be useful if data collection is performed at different sources. Serial femtosecond X-ray crystallography (SFX) using X-ray free electron lasers (XFEL) is a recent development in protein crystallography that allows high diffraction data collection from crystals of micrometre to nanometre size (Figure 1.7) [149]. The XFEL beam delivers a high density of short X-ray laser pulses that are shorter than fifty femtosecond duration, allowing to terminate protein diffraction before significant radiation damage occurs. This enables data collection with reduced radiation damage using a dose higher than usually used for cryogenically cooled crystals. In the LCP-SFX method, a stream of gel-like LCP, with fully hydrated microcrystals, runs continuously in vacuum across the XFEL beam [150, 151, 152].

Another, even more recent possibility is to investigate small LCP-grown crystals by microcrystal electron diffraction (MicroED) [153]. To this end, the gel-like cubic phase needs to be first converted into a more liquid-like sponge phase, so it can be deposited onto a transmission electron microscope grid. Using focused ion-beam milling the crystals are reduced to thin lamellae that are suitable for MicroED data collection and structure determination.
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The most popular strategies for GPCR structure determination are X-ray crystallography and cryo-EM. Inactive state GPCR structures have mostly been solved by crystallographic means, either by in meso- (LCP) or classical in surfo- (vapour diffusion) crystallisation. To this end, the receptor usually requires to be additionally stabilised by ligands, fusion-proteins, and/or thermostabilising point mutations. Diffraction data is most commonly collected at synchrotron sources. However, more recently methods have been introduced that enable data collection from nano-crystals in LCP, either through serial femtosecond crystallography (SFX) or using electron diffraction (micro-ED). Active state structures require the presence of an intracellular transducer protein. As a result, engineered, minimal Gα proteins or conformation-specific nanobodies were developed. Structures of complexes with the full trimeric G protein (Gα, Gβ, and Gγ) are very hard to crystallise, but are now routinely solved by single particle cryo-EM. Furthermore, novel strategies are established to also enable structure determination of smaller, inactive state GPCRs by cryo-EM, employing universal antibodies (e.g. anti-bRIL Fabs).

1.3.3 Cryo-EM structural approaches for GPCR drug discovery

At the onset of this project, the main method to obtain high-resolution structural information of GPCRs was X-ray crystallography. Despite being able to solve over 400 structures by crystallography, less than a quarter of these structures represent an active (or active-like) state of the receptor, almost exclusively restricted to the rhodopsin-like family (most of them actually being of visual rhodopsin). To date, the β2AR-Gα complex remains the only structure solved by crystallography of a fully-active receptor in complex with its G protein transducer [107]. However, the advent of high-resolution structure determination by cryo-EM has led to an explosion of novel active state structures and, since 2019, cryo-EM has overtaken X-ray crystallography for structure determination of membrane proteins (Figure 1.7) [154]. This development has been enabled mainly by improvements in electron detection and processing software, as well as the introduction of Volta phase plates [155, 156]. A big advantage of cryo-EM is that it
requires much less protein than for crystallisation; while only 0.3 mg/mL calcitonin-Gs complex were required for structure determination with cryo-EM [81], the concentration of the $\beta_2$AR-Gs complex in LCP was approximately 25 mg/mL [107]. Further, cryo-EM allows structure determination of more native-like, and even of full-length wild type receptors, in complex with a variety of signalling partners and in more native environments such as lipid nanodiscs [157, 158, 159].

While the resolution of the first couple of cryo-EM receptor structures were limited to approximately 3.3–4.1 Å, resolutions below 3 Å that can support accurate modelling of drug-receptor interaction have become more common (in one case even reaching a resolution below 2 Å [160]). However, it also has to be noted that in cryo-EM structures, density maps often show large variations in resolution throughout the receptor, often being worse around the orthosteric binding pocket [68]. Furthermore, data processing of cryo-EM micrographs still requires lots of computing power and may take weeks until the structure is solved, making the technique less amenable for routine use in commercial GPCR drug discovery and development. Conversely, in X-ray structures, the map quality is often more uniform. Once a receptor structure has been solved, new structures bound to different ligands can be rapidly determined from the diffraction data using molecular replacement. Often the crystals can grow under similar conditions and in some cases, it is even possible to soak crystals of GPCRs and determine multiple structures from one crystallisation experiment, further speeding the process up [50].

Another barrier for the routine use of cryo-EM in industrial SBDD are technology patents around tools for stabilisation of GPCR-G protein complexes, e.g. the previously mentioned Nb35, and the high cost of access for state-of-the-art microscope time. Therefore, recent efforts focused on developing sustainable workarounds by developing novel dominant negative $G_s$ proteins that do not require the additional stabilisation by nanobodies [119].

Finally, there is still a lower size limit for cryo-EM structure determination of membrane proteins, which currently lays at around 60 kDa. It is therefore still unrealistic to determine the inactive state structure of a single, small 35–60 kDa GPCR. Thus, most structures are currently determined of receptor-transducer complexes, dimers or receptors with large extracellular domains. The smallest GPCR complex solved so far was of the calcitonin gene-related peptide receptor in complex with RAMP1, which amounts to 73 kDa of ordered structure [118].

One approach to overcome this limitation is by binding specific synthetic Fab fragments of a molecular mass of about 50 kDa or two nanobodies (each ~18 kDa in molecular mass) to increase the size of a GPCR in the inactive state. These antibodies can further be used as fiducial markers that help to identify the orientation of the particles on the grid. To circumvent having to develop specific Fabs for each novel target, synthetic antibodies against the commonly used bRIL-fusion protein have been developed, which can be used with most engineered receptor constructs [161, 144, 162]. However, this approach requires the antibody to bind the receptor in a single, specific conformation to not introduce additional inhomogeneity in the system.
1.4 The Adenosine A2A Receptor

1.4.1 Adenosine signalling

Adenosine is a major metabolite and signalling nucleoside that is ubiquitously produced in almost all of the cells in the human body and has been shown to play a regulatory role in virtually every organ system studied. Endogenous purine adenosine is formed by the attachment of adenine to a ribose sugar and represents an important building block in the biogenesis of nucleic acids and 5’-adenosine triphosphate (ATP), the energy currency of the cell. Extracellularly, adenosine functions as a signalling molecule, exerting a range of cytoprotecting responses that are intended to preserve and restore tissue and organ homeostasis. Extracellular adenosine is mainly generated by the enzymatic break-down of ATP, which is released into the extracellular space in response to metabolic stress, such as hypoxia or energy depletion, tissue injury and inflammation (Figure 1.8). This can happen through a variety of different mechanisms, including transporter- or channel-mediated release, active vesicular exocytosis and direct release through mechanical stress or cell destruction [163]. The released ATP functions as a cellular danger signal that promotes innate and adaptive immune responses. In the extracellular space ATP is progressively dephosphorylated by ectonucleotidases such as CD39 and CD73, resulting in the formation of adenosine [164]. In contrast to the stimulatory properties of ATP, extracellular adenosine exerts counteractive, dampening effects, e.g. suppressing immune responses [165]. Besides this ATP-pathway, adenosine levels are further regulated through degradation by adenosine deaminases (ADAs) and reuptake into the cell through equilibrative nucleoside transporters (ENTs) (Figure 1.8). Under normal conditions extracellular levels are in the nanomolar range; however, upon cellular stress they can quickly rise to millimolar concentrations. As such, adenosine exerts pleiotropic functions throughout the body and is involved in the pathology of various diseases: in the central nervous system (CNS) it is involved in the modulation of neurotransmitter release, mediates depressant, anticonvulsant, sleep-promoting, antinociceptive effects, and is linked to neurodegenerative diseases [166, 167, 168]. In the cardiovascular system adenosine is associated with vasoconstriction, as well as vasodilation of veins and arteries [169]. Adenosine signalling further promotes a beneficial response in tissue injury, plays a role in controlling insulin responsiveness in adipose tissue, muscle and liver [170], and is involved in cancer growth and immune evasion [171].

The main effects of extracellular adenosine are mediated by adenosine receptors (ARs), which are located at the plasma membrane of cells and belong to the superfamily of G protein-coupled receptors. There are four subtypes of human adenosine receptors: A1R, A2AR, A2BR and A3R, classified according to sequence homology and their differential G protein coupling [172]. The A1R and A3R share 49% sequence identity and mainly couple to G\textsubscript{i/o} proteins, thus, activation leads to AC inhibition and a reduction in cAMP levels. In contrast, A2AR and A2BR are almost 59% identical and are G\textsubscript{s/o} coupled. Activation of these subtypes leads to an increase in cAMP production and activation of PKA. A2BR and A3R are additionally reported to couple to G\textsubscript{q} proteins, regulating the activity of PLC [173, 174]. While A1R and A2AR have a high affinity for adenosine, the A2BR and A3R show relatively low affinity (Table 1.1).
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Figure 1.8: Adenosine signalling. Upon stress, cells release ATP into the extracellular space through a variety of different mechanisms. Extracellular ATP is hydrolysed by CD39 and CD73 to adenosine. Adenosine functions as signalling molecule through interaction with ARs and can further be metabolised by ADA. ENTs mediate the reuptake of adenosine into the cell.

ARs are expressed in almost every tissue; however, different subtypes are expressed in a cell and tissue specific manner. A₁R is expressed predominantly in neurons and glia cells in the CNS, spinal cord, testis, kidney and adipose tissues [175]. The majority of A₂ARs are distributed in the liver, heart, lung, cells of the immune system, and CNS, primarily in neuronal cells in the striatum, olfactory tubercle, and the nucleus accumbens [176, 177]. The most abundant expression of A₃R is found in the lung and liver [178]. Finally, A₂B is distributed in the CNS and peripheral organs such as the bowel, bladder, lung and the excretory duct of the testis [179].

Because of their central role in adenosine signalling, ARs have become a main focus for targeted therapies in numerous human diseases. Despite the vast interest from both academia and industry, there is a strikingly low success rate of drug candidates reaching the market. To date, there are only two selective ligands that gained FDA approval: an A₂AR agonist (Regadeno-son) is used as coronary vasodilator in cardiac imaging [180] and an antagonist (Istradeffyline), targeting the same receptor, is used in combination with another drug for the treatment of Parkinson’s disease [181].

1.4.2 Efforts targeting A₂AR signalling as therapy in human diseases

The A₂AR is probably the best characterised out of the four human subtypes. For the pharmaceutical industry it first became of interest because of its key role in inflammation, where A₂AR agonists showed anti-inflammatory effects, ultimately limiting tissue damage [169]. These cytoprotective effects were predominantly studied in pulmonary tissue for the treatment of respiratory diseases such as asthma. However, efforts to develop specific agonists remained fruitless, as adverse effects on the cardiovascular system, e.g. causing hypertension, could not be prevented [182].
### Table 1.1: Comparison of the different adenosine receptor subtypes

<table>
<thead>
<tr>
<th></th>
<th>A₁R</th>
<th>A₂₅R</th>
<th>A₂₇R</th>
<th>A₃R</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>G protein coupling</strong></td>
<td>$G_{i/o}$</td>
<td>$G_{s/olf}$</td>
<td>$G_s$ ($G_q$)</td>
<td>$G_{i/o}$ ($G_q$)</td>
</tr>
<tr>
<td><strong>Adenosine affinity</strong></td>
<td>high</td>
<td>high</td>
<td>low</td>
<td>low</td>
</tr>
<tr>
<td><strong>Signalling upon activation</strong></td>
<td>$\downarrow$cAMP, $\downarrow$PKA, $\uparrow$PLC, $\uparrow$MAPK, $\uparrow$Ca$_{2+}$, $\uparrow$PKC, can directly couple to cardiac K$^+$ channels</td>
<td>$\uparrow$cAMP, $\uparrow$PKA, $\uparrow$PKC</td>
<td>$\uparrow$cAMP, $\uparrow$PKA, $\uparrow$PLC, $\uparrow$Ca$_{2+}$, $\rightarrow$modulation of PKC activity</td>
<td></td>
</tr>
<tr>
<td><strong>Expression</strong></td>
<td>CNS, spinal cord, testis, kidney and adipose tissues</td>
<td>liver, heart, lung, cells of the immune system, and CNS</td>
<td>lung and liver</td>
<td></td>
</tr>
<tr>
<td><strong>Function in human body</strong></td>
<td>protects heart by downgrading ionotropic effects, modulation of neurotransmitter release, inflammation, circadian clock</td>
<td>coronary vasodilatation, decrease dopaminergic activity in CNS, Inhibition of central neuron excitation, promoting angiogenesis, sleep</td>
<td>role in inflammation, immunity and tissue repair, bone metabolism, wound healing, glucose homeostasis</td>
<td>cardiac muscle relaxation, smooth muscle contraction, inhibition of neutrophil degranulation, inflammation, regulation of cell cycle</td>
</tr>
<tr>
<td><strong>Instigated as drug target for</strong></td>
<td>neuropathic pain, respiratory diseases (asthma), arrhythmia, Huntington’s disease, schizophrenia, diabetes</td>
<td>immuno-therapy for cancer, arthritis, asthma, heart failure, depression and anxiety, Parkinson’s disease, drug addiction</td>
<td>cancer, diabetes, atherosclerosis, hypercholesterolemia</td>
<td>asthma, lung fibrosis, cancer, stroke, epilepsy, diabetic kidney diseases, angina</td>
</tr>
</tbody>
</table>
When it was discovered that the A2AR forms heterodimers with the dopamine D2 receptor (D2R),modulating dopaminergic responses, the research interest shifted towards its role in the CNS [183]. A2AR antagonists were shown to enhance D2R-dependant signalling and were therefore further perused as an adjuvant treatment in Parkinson’s disease [184], recently resulting in the approval of the first-in-class drug Istradeffylline [185]. Besides directly modulating D2R-signalling, further interactions with metabotropic glutamate receptors and cannabinoid receptors were discovered. The ability of the A2AR to regulate neurotransmission suggests that A2AR antagonists might find utility in the treatment of other neurological indications such as attention deficit hyperactivity disorder and pain [186, 187].

In recent years the A2AR has attracted attention for its role in immune-oncology. Cancer cells have developed a series of different strategies to evade being attacked by the immune system. One of these mechanisms is the generation of high levels of adenosine and A2AR activation, which leads to a suppression of immune responses. Thus, pharmacological blockade of the A2AR could enhance tumour regression and be used as immunotherapy for cancer [171]. These findings led to the redirection of several of the previously developed CNS small molecule inhibitors for cancer treatment. Four of these are currently in phase 1 clinical trials [66].

Despite the great potential as therapeutic target in many human disease areas, the widespread distribution of adenosine receptors, as well as the ubiquitous role of adenosine signalling in many physiological processes, also pose a major challenge for the development of targeted therapeutics. While there are countless studies investigating the use of adenosine ligands as potential therapeutics, most compounds and strategies eventually had to be abandoned because of the lack of specific function and the appearance of adverse effects.

1.4.3 Characterisation of A2AR structure

Human A2AR is a 44.7 kDa protein composed of 412 amino acids. The structure of the A2AR has been extensively characterised and there are several structures published (Figure 1.9). The first A2AR structure was published in 2008, being only the fourth GPCR structure solved, after rhodopsin and the β1/2-adrenoreceptors [188]. This was achieved through the aid of an engineered T4-lysozyme fusion protein inserted into the third intracellular loop. The fusion protein improved expression, protein stability in detergents, and also increased the rather sparse polar surface of the A2AR, facilitating better crystal contacts. Many structures of the receptor in complex with different ligands followed, applying different strategies to stabilise the receptor for crystallisation (Figure 1.9).

The insertion of a fusion protein in an intracellular loop abolishes the interaction of the receptor with the G protein. Therefore, thermostabilised variants of the receptor were developed. By applying the StaR® technology, two different sets of mutations could be identified that either stabilise the receptor in the agonist- or the antagonist-bound state [189, 125, 125]. These mutations increased the melting temperature of the receptor significantly and for the first time allowed the crystallisation of A2AR in absence of any fusion-proteins. Furthermore, the StaR-receptor constructs relied less on stability conferred by high affinity ligands and allowed co-crystallisation with low affinity compounds such as caffeine and theophylline [189]. The structure with the highest resolution so far was obtained from a receptor construct which combines the thermostabilising mutations with a bRIL-fusion protein [140, 139].
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Figure 1.9: Milestone structures of A\(_{2A}\)R solved along the receptor's conformational trajectory. Crystallisation of inactive state (red) A\(_{2A}\)R required the presence of an antagonist (green triangle), as well as stabilisation through either a fusion protein (e.g. T4L, light pink) or thermostabilising point mutations (e.g. 3PWH). Addition of an agonist (orange triangle) shifts the conformational equilibrium of the receptor towards an active-intermediate state (light blue). The main conformational changes on the intracellular side of the receptor between these two states are depicted in panel (A) and include an outward shift of helix V and VI. The fully active sate of the receptor is only obtained in presence of an intracellular transducer and was first solved in complex with an engineered, miniaturised G\(_s\) protein (purple) (5G53). In 2018 the active state (blue) structure of agonist bound receptor in complex with a heterotrimeric G\(_s\) protein (G\(_\alpha\), G\(_\beta\) and G\(_\gamma\)) was solved too (6GDG). The heterotrimeric G\(_s\) protein was stabilised by nb35. Panel (B) shows, how in the fully active state, helix VI is moved out even further compared to the active-intermediate state.

To date, the A\(_{2A}\)R is one of the best structurally characterised GPCRs and has been crystallised 57 times, in complex with four different agonists and 17 different antagonists\(^1\). As such, most of them represent the inactive state of the receptor. While the agonist-bound structures do display some conformational differences compared to antagonist bound structures, they do not represent the fully active state, but rather an active intermediate state [125, 190].

The first active state structure was only published in 2016, when the receptor agonist complex was stabilised with an engineered minimal protein (mini-G\(_s\)) [191]. Two years later a cryo-EM structure of the A\(_{2A}\)R, in complex with an engineered heterotrimeric G protein, was published [84]. The cryo-EM and X-ray structure were practically identical, highlighting the validity of using engineered G protein surrogates. Observed structural differences could be mostly accredited to the distinct experimental setup and as such were probably caused by crystal contacts or the difference in pH. However, the interface between mini-G\(_s\) and the receptor was highly similar in both structures. As for the other G protein complex structures, the main interactions were formed by the C-terminal \(\alpha5\) helix from the G\(_\alpha\) subunit and amino acid residues in TM III, TM V, TM VI, TM VII, helix VIII and ICL 2 of A\(_{2A}\)R. Besides these interactions with the mini-G protein, an additional interaction interface between the A\(_{2A}\)R and the \(\beta\) subunit was observed, which was significantly more extensive than noted in the \(\beta_2\)AR complex. [84].

\(^1\)https://gpcrdb.org, accessed 28.02.2021
Interestingly, further comparisons between the different conformational states of the A$_2$AR and the $\beta_2$AR revealed that these receptors have different energy landscapes. While the agonist-bound state of the $\beta_2$AR resembles the inactive state, the active intermediate state of A$_2$AR is closer to the fully active state [191]. Through this large variety of different A$_2$AR structures, in the active as well as inactive and intermediate states (Figure 1.9), it was possible to get mechanistic insights into receptor activation and ligand recognition.

1.4.3.1 The orthosteric binding site of A$_2$AR

The orthosteric binding site of all ARs is located on the extracellular surface between the transmembrane domain and ECL 2 (Figure 1.10). Most A$_2$AR ligands contain a heterocyclic core, which is stabilised by hydrogen bonding with the conserved asparagine Asn$_{253}^{6.55}$ (numbers in superscript denote the residue position according to an extended Ballesteros-Weinstein numbering scheme [192]. The first number indicates the helix (1-7), and the second number the residue position relative to the most conserved residue of the respective helix, defined as number 50. In this extended numbering scheme proposed by Isberg et al. [192], residues in conserved loop regions are assigned positions as well. In this case the first two numbers indicate the two helices flanking the loop.) on helix VI and a $\pi$-stacking interaction with Phe$_{168}^{45.52}$ in ECL 2 (Figure 1.10). Exocyclic amino groups of the ligand are further stabilised through a hydrogen bond with Glu$_{169}^{ECL2}$ (Figure 1.10 A). Deeper inside the binding pocket, agonists, as well as antagonists, are stabilised by interactions with His$_{250}^{6.52}$ (Figure 1.10 A).

In the antagonist bound state, the top end of the binding pocket is closed off by a salt-bridge “lid” formed between Glu$_{169}^{ECL2}$ and His$_{264}$ on ECL 3. This salt bridge is observed in most antagonist structures; however, its physiological function is somewhat controversial. While some studies demonstrate a role of this salt bridge in controlling the dissociation kinetics of antagonists form the receptor [140], in structures obtained at a more physiological pH these residues were further apart and adopted different rotamers, questioning the biological relevance of this interaction [84, 193]. Towards the intracellular site, the binding pocket is confined by the bulky lining formed by Trp$_{246}^{6.48}$, which is part of the so called “toggle-switch”. Upon receptor activation movement of Trp$_{246}^{6.48}$ and Phe$_{243}^{6.44}$ propagates to the outward shift of TM VI that is associated with the active state of the receptor [191, 84].

Agonist specific binding seems to be mainly mediated through the interactions made by the ribose moiety (Figure 1.10 B). In the nineties, the triad Glu$_{13}^{1.39}$-Ser$_{277}^{7.42}$-His$_{278}^{7.43}$ was identified as a main feature required for agonist activation [194]. Subsequent structural studies revealed that the Glu$_{13}^{1.39}$-His$_{278}^{7.43}$ interaction is required to stabilise the conformation of the histidine, which in turn forms a hydrogen bond with the ribose (Figure 1.10 B) [190, 125]. The ribose moiety is further coordinated through an interaction with Ser$_{277}^{7.42}$ and Phe$_{243}^{6.44}$ propagates to the outward shift of TM VI that is associated with the active state of the receptor [191, 84].

The importance of these polar residues in conveying an active-state conformation of the receptor is further highlighted by the fact that the Ser$_{277}$-Ala and Thr$_{88}$-Ala mutations are part of the StaR2 mutations, stabilising the receptor in the inactive state [189].
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Figure 1.10: Orthosteric binding site of $A_{2A}$R. (A) $A_{2A}$R (cyan) bound to the antagonist ZM241385 shown in yellow (PDB: 4EIY). Residues involved in key interactions formed with the ligand are shown as sticks. For clarity helices IV and V are hidden. Other helices are labelled with I–VII. Aromatic interactions between the ligands and the receptor are indicated in red, hydrogen bonds in blue. The top of the binding pocket is closed off by a hydrogen bond “lid” formed between Glu 169 and His 264. The bottom of the ligand binding pocket is lined by Trp 246 (toggle-switch), which separates the sodium binding pocket from the orthosteric site. The sodium ion is shown as purple sphere with the coordinated water molecules as red spheres. (B) The orthosteric binding site in the activated receptor (magenta) with NECA bound (PDB: 5G53). In addition to the hydrogen bonds with the ligand the stabilising interaction between Glu13 and His 278 is highlighted. The upper part of helix III is hidden for clarity.

1.4.3.2 Structural mechanisms of receptor activation

As mentioned previously, the conformational changes observed upon receptor activation are mainly characterised by a 14 Å outwards movement of the cytoplasmic end of helix VI away from the receptor core and slight changes in positions of the cytoplasmic ends of helix V and VII (Figure 1.11 A) [191, 84]. The mechanisms required to induce these changes involve a series of sequence motifs, which are conserved amongst most class A GPCRs. The centre of the large helix bulge in active-like structures is the NPxxY motif on helix VII, the centre of which is formed by Asn 284. Upon agonist binding, Asp 52, another highly conserved residue across the GPCR family, gets protonated. This allows for the formation of a hydrogen bond between the backbone oxygen of Asn 284 and Asp 52 (Figure 1.11 B), causing the helix bulge in TM VII [195, 196]. Residue Tyr 288 experiences an upward movement and is now positioned to form a hydrogen bond with Tyr 197, which is considered a possible conserved activation switch (Figure 1.11 B) [197]. Interestingly, this Tyr-Tyr interaction can only be observed in the fully active, G protein-bound state. In agonist bound intermediate states, Tyr 197 has been shown to flip out into the membrane [190, 125, 198].

These conformational changes open up a cleft within the cytoplasmic face of the receptor, into which helix 5 of the G protein is inserted (Figure 1.11 C). The $G_{\alpha}$ subunit (respectively the mini G protein used to solve the $A_{2A}$R active state structures) mainly interacts through
Figure 1.11: Structural changes upon receptor activation. (A) Overlay of active (magenta) and inactive (cyan) A$_{2A}$R structures (PDB: 4EIY and 5G53). Helices are labelled I–VIII. The large outward movement of helix VI is highlighted by an arrow. Most of the movement in helix V is hidden behind the active state helix VI. (B) Zoom-in of the NPxxY region, after a rotation of about 120° around the receptor. For orientation, Asp 52 is also labelled in panel A. Upon activation Asp 52 gets protonated and forms a hydrogen bond with Asn 284, causing helix VII to slightly bulge. Tyr 288 is rotated more towards helix V which allows the formation of an interaction with Tyr 197. These conformational changes open up a cleft on the cytoplasmic side of the receptor, highlighted in the last panel. (C) Zoom-in on the G-protein binding site. The end of helix 5 of the G$_s$ protein is shown in transparent yellow. It can only be accommodated upon outwards movement of helix VI. In the active state Arg 102 undergoes intensive vdW interactions with the G protein (behind H5, not visible here). However, in the Inactive state the position of Arg 102 is locked by a hydrogen bond with Glu 288 (= ionic lock), which is further stabilised by interactions with the TDY triad (Thr 41, Asp 101, Tyr 112). Hydrogen bonds are shown as dashed blue lines.
extensive van der Waals interactions with residues on helix III, V, VI, VII, ICL 2, and helix VIII with the A2AR; however, six polar interactions are also made across the interface [191]. The GPCR conserved DRY motif (Asp 101$^{3.49}$, Arg 102$^{3.50}$, Tyr 103$^{3.51}$) on helix III is involved in binding the C-terminus of helix 5 of the G$_{\alpha}$ subunit. Compared to the inactive state structure, Arg 102$^{3.50}$ is moved towards Tyr 103$^{3.51}$, making space for the G protein to move in. Additionally, intensive van der Waals interactions are formed with Tyr 319 of the G$_{s}$ subunit [191].

In inactive and intermediate state structures, the position of Arg 102$^{3.50}$ is locked by residues of the TDY triad and the ionic lock. The ionic lock denotes a conserved salt bridge between Glu 228$^{6.30}$ and Arg 102$^{3.50}$ of the DRY motif, which is important for the deactivation of the receptor. It is can be observed in several but not all inactive A2AR structures [189]. The TDY triad is formed by Thr 41$^{2.39}$, Asp 101$^{3.49}$ of the DRY motif, and Tyr 112$^{34.53}$. It is conserved between all ARs and some class A GPCRs and is involved in the formation of a network of polar interactions that stabilise the ionic lock and thus, stabilising the receptor in the inactive state (Figure 1.11 C) [199].

### 1.4.3.3 Allosteric regulation

A series of GPCRs have been shown to be allosterically modulated by ions binding. In the case of the A2AR, sodium acts as NAM, specifically stabilising the inactive conformation and decreasing agonist affinity [188]. The first high-resolution crystal structure of A2AR revealed an allosteric binding pocket formed by the highly conserved residues Asp 52$^{2.50}$, Ser 91$^{3.39}$, Asn 280$^{7.45}$, and Asn 284$^{7.49}$, which is separated from the orthosteric binding site by Trp 246$^{6.48}$ (Figure 1.10 A, Na = purple sphere) [150]. Upon agonist binding, the pocket collapses as a consequence of concerted movement of several residues situated in TM III, TM VI, and TM VII, inducing the structural changes required for receptor activation discussed in the previous section 1.4.3.2.

The same high-resolution structure also revealed specific binding sites for lipids and cholesterol, which possibly modulate receptor activity. Direct cholesterol binding is also consistent with the observation that the addition of cholesteryl hemisuccinate (CHS) to detergent solutions stabilises solubilised receptors [188]. One of the cholesterol binding sites might stabilise parts of helix VI and thereby fixing the position of Asn 253$^{6.55}$ in the binding site [150]. Similarly, a lipid molecule seems to stabilise the conformation of the first eight N-terminal residues of helix I, which do not make any direct contacts with the rest of the helical bundle [150].

Further allosteric binding sites are thought to locate to the extracellular loop regions. Swapping ECL 2 of the A2B R with the ECL of A2AR lead to increased affinity of the A2B R for selective A2AR agonists and therefore, suggest a role of this loop in stabilising agonist-bound receptor [200].

Finally, a crystal structure with a novel antagonist scaffold uncovered a potential allosteric site adjacent to the ligand binding site, which is not explored by the natural ligand [193]. In complex with the studied ligand, Tyr 9$^{1.35}$, Ala 63$^{2.60}$, Ile 66$^{2.63}$, Ser 67$^{2.64}$, Leu 67$^{3.1}$, Met 270$^{7.34}$, Tyr 271$^{7.35}$, and Ile 274$^{7.39}$ form a compact pocket, in which the two tyrosine residues form
aromatic π-stacking interactions with aromatic substitutions of the ligand. Interestingly, the positions and rotamers of these two residues are unique and the equivalent part in other structures is very shallow or more solvent exposed.

1.4.3.4 Receptor subtype selectivity

Many of the key residues involved in ligand binding and receptor activation are conserved between the different AR subtypes. However, there are some sequence differences that are responsible for some subtype selectivity. The A3R for example, has a serine in position 6.25, in contrast to the histidine found in the other subtypes, which makes the receptor more tolerant towards larger substitutions deeper in the binding pocket [201]. In the A1R a threonine is found at position 7.34, while in the A2AR there is a methionine. This substitution is thought to accommodate cycloalkylcyclic groups, which are characteristic for A1-selective xanthine derivatives [202].

Nonetheless, these specific residues in the main orthosteric ligand binding pocket only explain some of the observed subtype selectivity. Therefore, the extracellular loops, especially ECL2, are suspected to be the main region conveying subtype selectivity, as their amino acid sequence and structural composition vary significantly between the different receptors [203, 204]. One important feature for stabilising ECL2 architecture are disulphide bridges. While the cysteine-bridge between Cys773.25 and Cys16645.50 is highly conserved, not only in adenosine receptors but all class A GPCRs [197], the first crystal structure of the A2AR exhibited two additional disulphide bonds [188]. Mutation of these residues reduced adenosine potency, demonstrating the structural importance of these interactions [205]. Unexpectedly, the A2BR also has three cysteine residues in ECL2. However, these seem not to play such an important structural role, as no effect on ligand binding was observed upon mutation of these residues [203].

1.4.4 A2AR ligands and structure-based drug discovery

Historical A2AR ligands closely resembled either the endogenous agonist adenosine or are derived from the purines adenine and xanthine (Figure 1.12). However, quite often these chemophores have significant shortcomings. For example, adenosine derivatives suffer from very short in vivo half-lives, while many antagonists incorporate toxicophores such as electron rich rings that are poorly soluble. In fact, most antagonists that entered clinical trials have been discontinued due to poor chemical properties, pharmacokinetics and/or compound-related toxicity. Even the recently approved inhibitor Istradefylline still displays suboptimal bioavailability and a poor photostability [206]. Despite the abundance of A2AR ligand information it was difficult to discover novel scaffolds. This changed once the first structures where published, opening the doors for SBDD.

The novel crystal structures enabled highly successful virtual screens, yielding several novel compounds with sub-micromolar affinity and different scaffolds, including triazoles, triazines and chromones (Figure 1.12) [209, 210, 211]. While most of these screens focused on the discovery of novel antagonists, there are also several reports of modelling agonists into the A2AR structure [212, 213, 214]. Nonetheless, virtual studies were not only used to identify novel chemotypes, but further MD studies were used to assess the stability of receptor-ligand
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Figure 1.12: Exemplary A<sub>2A</sub>R ligands relevant for drug discovery. A<sub>2A</sub>R has been crystallised with four different agonists, shown here are adenosine and NECA. Most antagonists are based on a bicyclic core, e.g. a xanthine scaffold or a triazolotriazine core such as found in ZM241385. Through virtual screens novel scaffolds were discovered and followed up. Here shown are the 1,2,4-triazine AZD4635 [207], the triazole cmpd-1 [193] and a ligand from the chromone series [208].

complexes in lipid environments [199], to identify possible ligand recognition domains [215], and in few cases structural information was also used for the development of antagonist lead compounds.

The triazine-series is the first published example for GPCR SBDD, where the chemical scaffold was first identified through in silico screening [211]. Through rational design the initial 1,3,5-compound was optimised to a 1,2,4-scaffold, which fitted deeper into the binding pocket and therefore, displayed higher affinity and increased subtype selectivity over the A<sub>1</sub>R [216]. X-ray structure-directed optimisation of this hit-series lead to a further improvement of drug like properties and better off-rates [217]. Subsequently, the lead compound, was validated preclinically as an agent potentially useful for the treatment of cancer [218]. While this small molecular antagonist (now called AZD4635) moved on into clinical phase 1 trials, these came to a stall by the end of 2021, because of the internal prioritisation of other oncology projects.<sup>1</sup>

The virtual screening hit triazole has also been the subject of structure-based optimisation and, through directed substitutions, ligand efficiency could be improved; however, affinity could not be further increased [219]. Interestingly, in a different effort to identify a dual compound displaying A<sub>2A</sub>R, as well as glutamate ionotropic receptor NMDA type 2B (NR2B) antagonist activities, a similar compound, with an aminotriazole core was synthesised. The co-crystal structure with this compound provided insights into antagonist binding that are not observed in other A<sub>2A</sub>R structures and revealed a potential allosteric pocket [193].

<sup>1</sup>https://www.soseiheptares.com/news/725/129
Similarly, the first chromone hits could be optimised into potent $A_{2A}$R antagonists through rational modification of the structure. A detailed druggability analysis of the entire receptor binding site further enabled the identification of energetically “unhappy” water molecules in the binding site. These could be specifically targeted by suitably placed substituents on the chromone core \[220\]. Subsequent studies then focused on also increasing the pharmacokinetics of this ligand series. Rigorous free energy perturbation methods have been used to explain the underlying structure-affinity relationships of the chromone scaffold. The suggested binding mode could then be further validated and some of the model parameters revised by solving the crystal structure of two chromone-$A_{2A}$R complexes \[208\].

Despite the fact that the timelines for most compounds in clinical trials are probably still too short to have been significantly affected by SBDD, these few examples show the potential of using integrated structural and pharmacological information for the optimisation of drug-like properties of lead candidates and how high-resolution views of ligand-protein interactions could drive SBDD of new agents.

1.5 Screening for novel $A_{2A}$R ligands

Adenosine signalling plays a very important role in many pathophysiological processes. One of the main players mediating these signals is the $A_{2A}$R. Therefore, this receptor represents a highly interesting drug target. Despite the significant efforts made in many disease areas, only a disappointing number of specific compounds could be developed so far. SBDD approaches promise to change this and consequently, are pursued by many players in pharma industry. Due to the vast amount of structural and pharmacological data available, the $A_{2A}$R also represents an excellent model for the study and application of novel techniques to other GPCR- and membrane protein-targets, as well as the refinement of current technologies. Based on this rationale, Novartis used the $A_{2A}$R in two different screens for the discovery of novel ligands.

On the one hand, they explored the use of focused libraries. In a large-scale virtual study, they screened over 3.5 million compounds for $A_{2A}$R-binding, resulting in over 700 validated hits with previously identified, as well as novel chemical scaffolds. On the other hand, Novartis pursued the implementation of large DNA encoded libraries (DELs, see section 1.1.1.1) for membrane protein targets. DELs are combinatorial libraries and as such, exponentially growing in size. They built a library of 321 million different compounds, which was screened for binding against several different targets. In these experiments, the $A_{2A}$R was engaged as counter target besides the investigated receptor, which allowed the identification of non-specific binders. While the assay did not yield any results for the targets of interest, it did produce a series of very interesting $A_{2A}$R hits, with distinct chemical properties. Hence, it became of great interest to further characterise these compounds and evaluate their potential as novel scaffolds for $A_{2A}$R antagonists.
1.6 Aims of this project

The aim of this project was to characterise a selection of these novel hits pharmacologically and structurally in order to determine specific binding characteristics, which might be promising for further drug development. The main focus of this study was the determination of experimental structures of ligand-receptor complexes. There are very few structures of initial hits; however, identifying the binding modalities of structurally distinct scaffolds early on in the discovery process, would allow rational, more direct structural optimisation, speeding up the discovery process and potentially helping to explore unexpected binding pockets on the receptor.


Chapter 2

Materials and Methods

2.1 Standard protocols

2.1.1 Buffers and chemicals

All buffers were made with either Milli-Q® or Extra Pure, deionized water (Thermo Fisher Scientific), using previously prepared stock solutions. These were prepared by dissolving the chemicals, purchased from Sigma-Aldrich, Melford Laboratories, or Thermo Fisher Scientific unless stated otherwise, at an appropriate concentration in Milli-Q® or Extra Pure water and were filtered using a 0.22µm Whatman membrane filter (Cytiva).

2.1.2 Media and agar plates

Media for culturing *E. coli* was prepared using pre-made Lysogeny broth (LB) granules (Sigma-Aldrich), diluted in Milli-Q® water and sterilised through autoclaving. Antibiotics were added just before use and diluted to an appropriate working concentration according to Table 2.1. LB-agar plates were prepared by dissolving LB granules together with 1% agar powder (Melford Laboratories) in Milli-Q® water. The solution was autoclaved and, once cooled to body temperature, the appropriate antibiotic was added and the solution was distributed into plastic petri dishes, either next to a flame or in a sterile hood. Once solid, the plates were stored at 4°C, while liquid media was stored at room temperature.

Table 2.1: Working concentration for commonly used antibiotics.

<table>
<thead>
<tr>
<th>Antibiotic</th>
<th>Working concentration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ampicillin</td>
<td>100µg/mL</td>
</tr>
<tr>
<td>Carbenicillin</td>
<td>100µg/mL</td>
</tr>
<tr>
<td>Chloramphenicol</td>
<td>25µg/mL</td>
</tr>
<tr>
<td>Gentamycin</td>
<td>10µg/mL</td>
</tr>
<tr>
<td>Kanamycin</td>
<td>50µg/mL</td>
</tr>
<tr>
<td>Spectinomycin</td>
<td>50µg/mL</td>
</tr>
<tr>
<td>Tetracycline</td>
<td>10µg/mL</td>
</tr>
</tbody>
</table>
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2.1.3 SDS-PAGE

Samples for sodium dodecyl sulphate (SDS) polyacrylamide gel electrophoresis (PAGE) analysis were mixed with 4 or 5 × SDS-loading dye (250 mM Tris-HCl pH 6.8, 10% SDS, 0.25% bromophenol blue, 500 mM dithiothreitol, and 50% glycerol) and incubated at room temperature for at least ten minutes. Meanwhile, a Mini-Protein® TGX (4–20%) or Criterion™ TGC (4–20%) precast gel (BioRad) was pre-run for ten minutes at 160 V with SDS-running buffer (2.5 mM Tris, 19.2 mM glycine, 0.01% SDS). Samples were then loaded onto the gel, together with a molecular mass protein ladder, such as the Color Prestained Protein Standard (NEB). The gel was run at a constant voltage of 160 V for 56 minutes, or until the dye front reached the bottom of the gel. For analysis of purified protein samples, the gel was then stained for about half an hour with Quick Coomassie Stain (Generon) and subsequently destained with deionised water. For protein analysis of non-purified samples, the gel was left unstained and used for Western-blotting. Both approaches were visualised with a G:BOX (Syngene).

2.1.4 Western blotting

Following SDS-PAGE, proteins on the gel were transferred on a 0.2µm polyvinylidene difluoride (PVDF) or nitrocellulose-membrane using semi-dry blotting at 400 mA in a Trans-blot® turbo™ blotting system (BioRad). Membranes were blocked in Tris-buffered saline with Tween-20 (TBST) and 5% bovine serum albumin (BSA) (Sigma), either at 4°C overnight or at room temperature for at least one hour with constant agitation, and were then probed using either an anti-FLAG-tag (1:1000) monoclonal antibody (mouse Anti-DYKDDDDDK tag 9A3, Cell Signaling Technology), followed by a horseradish peroxidase (HRP) coupled anti-mouse IgG1 secondary antibody (1:5000) or an HRP-coupled HIS-tag antibody (1:5000) (HIS-tag horseradish peroxidase-conjugated antibody monoclonal mouse IgG1 clone, R&D systems, biotechene). After each antibody incubation the membrane was washed three times with TBST for ten minutes. To develop the blot Clarity™ Western ECL substrate (BioRad) was used and exposed in the G:BOX (Syngene).

In cases where re-blotting with a second antibody was necessary, the membrane was first stripped by washing twice in mild stripping buffer (200 mM glycine pH 2.2, 1% SDS, 10% Tween 20) for 5–10 minutes, followed by two washes in phosphate buffered saline (PBS) for ten minutes and two washes in TBST for five minutes. Then the membrane was ready to block and probe again.

2.1.5 Native-Page

Native page was performed following the Novex® Life Technologies™ (Thermo Fisher Scientific) user guide for Bis-Tris NativePAGE™. Protein samples were mixed with 4 × NativePAGE™ sample buffer and 0.125% NativePAGE™ G-250 Sample additive and loaded on NativePAGE Novex® Bis-Tris (3–12%) Mini Gels. The inner gel chamber was then filled with 1× NativePAGE™ dark blue Cathode buffer and the outer chamber with 1× NativePAGE™ Anode buffer. Electrophoresis was performed at 150 V for 90–115 minutes and the gel was subsequently destained in 10% acetic acid.
2.2 Molecular biology

2.2.1 Primers and genes

All receptor constructs were kindly provided from our industrial collaborator, Novartis AG, and cloned into the appropriate expression vector, where necessary. A list of constructs and primers can be found in the appendix (Table B.2, Table B.3).

Primers were purchased from Eurofins Genomics, where they were purified as standard desalted primers and underwent quality control by MALDI-TOF mass spectrometry (MS).

2.2.2 Plasmid backbones

All receptor constructs were cloned into either a pFastBac$^{\text{TM}}$ 1 (Invitrogen) or pcDNA$^{\text{TM}}$ 3.1 (Thermo Fisher Scientific) plasmid backbone for insect cell or mammalian cell expression, respectively (Figure 2.1). The pFastBac$^{\text{TM}}$ 1 vector allows quick integration of the gene of interest into a bacmid using $E. \text{coli}$ cells. The gene of interest is under the control of a strong polyhedron (PH) promoter for high levels of expression in insect cells. The pcDNA$^{\text{TM}}$ 3.1 vector is designed for high-level protein expression in mammalian cell lines under the cytomegalovirus (CMV) enhancer-promotor.

2.2.3 Heat-shock transformation

Transformation of plasmid DNA into competent $E. \text{coli}$ cells (e.g. One Shot$^{\text{TM}}$ OmniMAX$^{\text{TM}}$ chemically competent $E. \text{coli}$ (Thermo Fisher Scientific)) was achieved following a standard heat-shock protocol. To this end, approximately 0.5 µL of purified plasmid DNA were added to 50–100 µL chemically competent cells and incubated on ice for 30 minutes. Then, heat shock

Figure 2.1: Plasmid backbone of the most commonly used vectors in this study. (A) pcDNA$^{\text{TM}}$ 3.1 and (B) pFastBac vector. Gene of interest denotes the place where the receptor was usually cloned in. Usually this receptor construct would contain an N-terminal HA and FLAG-tag and a C-terminal HRV-cleavage site followed by a 10×HIS-tag. The number below the name indicates plasmid size in base pairs without the insert (see Table B.3).
was performed for 30–40 seconds at 42°C. After another two minutes incubation on ice, 400µL of fresh LB were added to the cells to aid recovery and they were incubated at 37°C for one hour. For simple transformations, such as for plasmid amplification, 100µL of cells were plated directly onto a LB-agar plate containing the appropriate antibiotic. If transforming with a cloning product, cells were first centrifuged for one minute at 3000 × g and resuspended in 100µL, before plating everything onto an appropriate agar plate.

2.2.4 Polymerase Chain Reaction

DNA amplification for cloning purposes was performed through a polymerase chain reaction (PCR) using the Q5® High-Fidelity 2× Master Mix (New England BioLabs (NEB)). Usually, reactions were performed in a 50 or 25µL reaction, consisting of 0.5µM forward and reverse primers, 1 ng/µL vector, and 1× of the Q5® High-Fidelity Master Mix. A standard PCR protocol is shown in Table 2.2. The annealing temperature (step 3) was predicted using the NEB calculator and the extension time (step 4) was adjusted allowing 30–40s/kb. Generation of the correct product was monitored using agarose gel electrophoresis. If the desired product could not be detected on the gel, optimisation of annealing temperature was determined through gradient PCR.

Table 2.2: Standard PCR protocol.

<table>
<thead>
<tr>
<th>Temperature</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. 98°C</td>
<td>30 s</td>
</tr>
<tr>
<td>2. 98°C</td>
<td>10 s</td>
</tr>
<tr>
<td>3. 62-70°C</td>
<td>30 s</td>
</tr>
<tr>
<td>4. 72°C</td>
<td>0.5–3 min</td>
</tr>
<tr>
<td>5. Repeat steps 2–4 30×</td>
<td></td>
</tr>
<tr>
<td>6. 72°C</td>
<td>2 min</td>
</tr>
<tr>
<td>7. 10°C</td>
<td>forever</td>
</tr>
</tbody>
</table>

2.2.5 Colony PCR

To determine if insertion reactions were successful, colony PCR was performed. Following transformation, half of several individual colonies were picked and mixed with 10µL of PCR master mix, consisting out of 1× Q5® High-Fidelity Master Mix and 0.5µM forward and reverse primers. The other half of each colony was streaked onto a fresh LB-agar plate. PCR thermocycling was performed following the standard PCR protocol, but extending the initial denaturation step (step 1) to seven minutes.

2.2.6 Agarose gel electrophoresis

To visualise PCR results, and for DNA purification purposes, samples were mixed with a 6× Purple Gel Loading Dye (NEB) and loaded onto an 1% agarose gel. The gel was prepared by dissolving 1% agarose in 1× TEA buffer (40 mM tris-acetate pH 8.5, 1 mM ethylenediamine-
traacetic acid (EDTA)), to which 0.5× SYBR safe DNA Gel Stain (Invitrogen) was added. To determine the size of the DNA fragments approximately 2µL of GeneRuler DNA Ladder Mix (Thermo Fisher Scientific) was loaded alongside the DNA samples. The gels were run in 1× TEA buffer at 100 V for about 20 minutes and visualised using a G:BOX (Syngene).

2.2.7 DNA purification

Gel clean-up of PCR products

Most PCR products and linearized plasmids were additionally cleaned up by isolating the specific band from an agarose gel before subsequent cloning steps. To this end, the entire product was loaded on an agarose gel for gel electrophoresis. The specific DNA band was then visualised using a SafeImager® 2.0 Blue-Light Transilluminator (Invitrogen) and excised, paying attention to cut out as little excess agarose gel as possible. DNA extraction was then performed using a Nucleospin® Gel and PCR Clean Up Kit (Macherey-Nagel). To this end, the cut-out piece of gel was dissolved in 200µL/mg of gel of guanidinium thiocyanate binding buffer at 50°C, before loading onto a silica membrane column. The column was washed twice with 650µL ethanolic NT3 buffer and then incubated at 70°C for two minutes, until completely dry. The column was incubated at 70°C with 15µL NE elution buffer for another five minutes before eluting by centrifugation. The elution step was repeated once and the DNA concentration was determined using NanoDrop spectroscopy at 260 nm.

Plasmid preparation

For plasmid isolation the desired DNA was heat-shock transformed into One Shot™ OmniMAX™ chemically competent E. coli cells (Thermo Fisher Scientific) for amplification. The next day one single colony was inoculated overnight at 37°C in about 2mL of LB media, supplemented with the appropriate antibiotic. The cells were harvested by centrifugation at 3000 × g for ten minutes and the plasmid DNA extracted using a Nucleospin® Plasmid MiniPrep kit (Macherey-Nagel). To this end, the cells were resuspended in 250µL A1 resuspension buffer and subsequently lysed and neutralised by the addition of A2 lysis and neutralisation buffer. The supernatant was cleared by centrifugation at 11 000 × g for ten minutes and transferred to the kit supplied columns. The column was washed twice with AW wash buffer, followed by one wash with A4 buffer, supplemented with ethanol. After drying the membrane, by centrifugation at 11 000 × g for two minutes, the DNA was eluted in 50µL elution buffer and the concentration determined using NanoDrop spectroscopy at 260 nm. Plasmid samples were stored at −20°C.

2.2.8 Infusion cloning

To clone an insert into any site in a different vector the seamless In-Fusion HD Cloning Plus (Takara-Bio) strategy was used. Henceforth, insert and linearized plasmid were amplified with a minimum of 15 base pairs homologous overlap at their termini, that were complementary to the linearized vector or insert respectively. After gel clean-up of both fragments, they were annealed using In-Fusion cloning, forming a circular plasmid that could be used to transform E. coli cells. This was achieved by incubating the vector and insert at a molar ratio of 1:1–1:2 together with 1× of In-Fusion enzyme mix (Takara-Bio) at 50°C for 20 minutes. The exact
vector to insert ratio was calculated depending on their size\(^1\). The obtained product was cooled to 4°C and immediately transformed into One Shot™ OmniMAX™ chemically competent *E. coli*.

### 2.3 Cell culture

#### 2.3.1 Insect cell culture

For large scale protein expression *Spodoptera frugiperda* (*Sf9*) insect cells were grown in Sf900™ II serum-free media (SFM) (Gibco®) and maintained at a density of 0.5–8 million cells/mL in shaking cultures at 27°C and 120 rpm. Cell were split every 48–72 hours. To this end, cell density was counted manually with a hemocytometry or automatically with a Countess™ II cell counter (Invitrogen). Cell viability was determined through trypan blue staining (Invitrogen) and kept above 95% in maintenance cultures and above 80% in infected expression cultures.

#### 2.3.2 Bac-to-Bac baculovirus expression

##### 2.3.2.1 Bacmid preparation

High-level recombinant protein expression in insect cells was performed using the baculovirus expression system. To this end, bacmid and virus preparation were performed following adapted versions of the Invitrogen life technologies Bac-to-Bac® Baculovirus Expression System user guide. All expression constructs were cloned into the pFastBac™ vector, if not already provided in this vector. To isolate recombinant bacmids, MAX Efficiency® DH10Bac cells (Thermo Fischer Scientific) were used. The expression vector was transformed following a standard heat shock protocol, but because bacmid isolation requires multiple antibiotics, cells were incubated at 37°C for at least 8 hours shaking at 220 rpm before spreading on agar plates containing kanamycin, tetracycline, gentamycin, 5-Bromo-4-Chloro-3-Indlyl β-D-Galactopyranoside (X-Gal) and β-D-1-thiogalactopyranoside (IPTG) at 50, 10, 7 and 100 µg/mL respectively and 0.16 mM IPTG. The plates were incubated at 37°C for 48 hours, until blue and white colonies could clearly be distinguished. Four white colonies per construct were picked and incubated in 2 mL of LB media for 16 hours shaking at 220 rpm at 37°C. Then the cultures were harvested by centrifugation for ten minutes at 2900 × g. Pellets were resuspended, lysed and neutralised using the Macherey-Nagel Nucleospin® Plasmid Miniprep Kit buffers according to their manual. The cleared supernatant was then mixed with isopropanol to reach a final concentration of 40% isopropanol. The sample was gently mixed and centrifuged at 15 000 × g for ten minutes. The resulting transparent pellet was washed with 200µL 70% ethanol. After final centrifugation at 15 000 × g for ten minutes the ethanol was removed and the pellet air dried next to a flame to keep sterile. The pellet was carefully resuspended in 30µL sterile Milli-Q® water and bacmid concentration was determined using nanodrop. Transfection was usually performed straight after bacmid preparation; in few occasions the isolated bacmid was stored at −20°C before transfection.

\(^1\)https://takarabio.com/learning-centers/cloning/in-fusion-cloning-tools
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2.3.2.2 Sf9 Cell Transfection

For transfection, $1 \times 10^6$ Sf9 cells were plated on sterile 6-well plates in a total volume of 3 mL SF-900™ II SFM. The bacmid DNA and the X-tremeGene HP DNA Transfection Reagent (Sigma-Aldrich) were individually pre-diluted at a 1:10 ratio in SF-900™ II SFM and then gently mixed at a 2:1 ratio. The mixture was incubated at room temperature for up to 30 minutes before adding 150 µL to each well of cells. Transfected cells were incubated at 27°C for about 60 hours until cultures showed clear signs of cell death and individual cells appeared enlarged and irregular shaped compared to the non-transfected control. The supernatant containing the initial baculovirus ($V_0$) was harvested and stored at 4°C until further used in LightSafe tubes. The media on the cells was replaced and the cells were incubated for another 60 hours before they were harvested for expression testing.

2.3.2.3 Virus Amplification

On the day of infection $2 \times 10^6$ cells/well were plated on sterile 6-well plates in a total volume of 2 mL SF-900™ II SFM. Cells were incubated at room temperature for 1 hour to allow for attachment, which was verified by microscopy inspection. Once the cells attached to the well, 40 µL of $V_0$ virus were added to each well. 48 hours post infection, clear signs of infection were visible when looking at the cells under the microscope. 2 mL of medium containing virus from each well were collected and transferred to sterile 15 mL falcon tubes. The tubes were centrifuged at 500 × g for five minutes to remove cells and large debris and to obtain clarified $V_1$ baculoviral stock. The supernatant was transferred to fresh LightSafe 15 mL tubes, 2 % fetal bovine serum (FBS) (Gibco®) was added and stored at 4°C.

For large-scale expression the baculovirus was further amplified to $V_2$. To this end, Sf9 cells were grown to a density of $2 \times 10^6$ cells/mL. The cells were infected with $V_1$ virus at a multiplicity of infection (MOI) of 0.1, as a higher MOI reduces the quality of the baculovirus. To calculate the volume of virus required the following formula was used:

$$\text{Inoculum [mL]} = \frac{\text{MOI} \times \text{density} \times \text{culture volume}}{\text{titer of viral stock}} \tag{2.1}$$

For $V_1$ viral stock a virus titer of $1 \times 10^7$ pfu/mL was assumed for this calculation. The infected cells were incubated at 27°C with shaking at 120 rpm for about 72 hours, until cell viability dropped below 40 %. The cells were transferred into two 50 mL falcon tubes and the supernatant was harvested by centrifuging for ten minutes at 500 × g. The $V_2$ virus solution was filtered using 0.45 µm sterile syringe filters and was transferred into LightSafe tubes. 2 % FBS was addend and the viruses were stored at 4°C. Instead of determining a virus titer for the $V_2$ virus using a plaque assay, the optimal virus dilution for protein expression was determined empirically through small scale expression tests.
2.3.2.4 Expression testing to determine the optimal virus dilution and time to harvest

To determine the amount of virus and expression time required for optimal protein production, without determining the virus titer by plaque assays, small scale expression tests were performed. To this end, Sf9 insect cells were grown to a density of $2 \times 10^6$ cells/mL, and >95% viability and distributed into 25 mL aliquots. The cultures were infected with 1:100, 1:500, 1:1000, 1:2000, and 1:5000 (v/v) dilutions of V2 virus and incubated at 27°C with shaking at 120 rpm. After 48, 60, and 72 hours post-infection, 2 mL aliquots were taken and cell count, viability, and, if a fluorescent expression was co-expressed, fluorescent signal, were determined. Then the cells were harvested by centrifugation at 500 × g for ten minutes. Pellets where then stored at −20°C until samples of all timepoints were collected. For expression, testing by Western blotting crude membrane preps were prepared. To this end, each 2 mL pellet was resuspended in 500 µL PBS, supplemented with EDTA free protease inhibitor cocktail (abcam). The cells were lysed by vortexing at maximal speed for one minute and membranes were pelleted by centrifugation at 20598 × g for one hour at 4°C. The pellets were resuspended in 150 µL high salt buffer (50 mM HEPES pH 7.5, 1 M NaCl 1:100 protease inhibitor cocktail). Samples were then prepared for Western blotting as described above. Expression levels were determined by densitometry analysis relative to each other. The virus dilution and expression time with the highest expression level, but for which cell viability was still above 80% was chosen for all subsequent experiments.

2.3.2.5 Large-scale Sf9 expression

Large scale expression was performed in either 1 or 3 L Erlenmeyer flasks with 400 mL or 1 L cultures respectively, at a density of $1.8 \times 10^6$–$2.5 \times 10^6$ cells/mL, and >95% viability. Cells were infected with the previously determined amount of V2 virus and maintained and 27°C with shaking at 120 rpm. At the determined day of best expression, cell density, viability and diameter of each culture were monitored and the cells were harvested by centrifugation at 3000 × g for 15 minutes at 4°C. Cell pellets from 1 L culture were resuspended in PBS, transferred to a 50 mL falcon tube and centrifuged again for ten minutes at 3000 × g at 4°C. After determining the wet weigh of the pellet, they were flash frozen in liquid nitrogen and stored at −80°C until further use.

2.3.3 Protein expression in mammalian cells

2.3.3.1 Mammalian cell culture

For recombinant protein expression in mammalian cell culture, either human embryonic kidney 293 cells (HEK293) or Chinese hamster ovary cells (CHO) were cultured in Dulbecco's Modified Eagle Medium (DMEM), supplemented with 10% FBS, at 37°C and 5% CO2. Cells were maintained at 10–90% confluency. For passaging, cells were dislodged by a three-minute incubation in 1× trypsin at room temperature for the HEK cells and 37°C for CHO cells. Trypsin was neutralised by the addition of fresh DMEM and cells were split into new culture flasks at 10% confluency.
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2.3.3 DNA maxi prep

To get viable amounts and concentrations of DNA for mammalian cell transfection a Maxiprep kit (Macherey-Nagel) was utilised. 400 mL of LB supplemented with the appropriate antibiotic were inoculated with 1 mL of preculture containing the plasmid of interest. The culture was grown over night at 37°C, shaking at 200 rpm. The volume of culture corresponding to 1200 OD_{600} was harvested by centrifugation at 5000 × g for 15 minutes at 4°C. Plasmid preparation was then performed following the kit manual. In brief, the cell pellet was resuspended in 12 mL Resuspension buffer (RES-EF) supplemented with RNase A and then lysed and neutralised with the corresponding buffers. The lysate was cleared by applying on an equilibrated NucleoBond® Xtra Column Filter. The column was subsequently washed with the provided wash buffers and the plasmid DNA eluted in 15 mL elution buffer (ELU-EF). If available, the final plasmid clean-up was then performed using either the provided Finalizer syringe filters following the provided manual. Alternatively, plasmid DNA was precipitated by adding 0.7 volumes of room-temperature isopropanol. After centrifugation at 15 000 × g for 30 minutes at 4% the supernatant was carefully removed and the pellet washed with endotoxin-free 70% ethanol. The pellet is allowed to dry at room temperature for 30 minutes and then reconstituted into endotoxin-free buffer (10 mM Tris-HCl, 10 mM EDTA). The final plasmid concentration was determined by UV-spectrophotometry at 260 nm and adjusted to 0.6–1 µg/µL. Before transfection, all DNA samples were filter sterilised using a 0.22 µm syringe filter.

2.3.3.3 PEI transfection of HEK293 cells

HEK293 cells were transiently transfected using the polyethyleneimine (PEI) method. To this end, HEK293 cells were grown as monolayers in DMEM medium supplemented with 10% FBS at 37°C in a moist, 5% CO₂ atmosphere to about 75% confluency. Before preparing the transfection mix, the medium was replaced with fresh DMEM + 5% FBS (Table 2.3), then the flask was returned into the incubator until the transfection mix was ready. For transfection, usually either a 1:1 or 1:1.5 DNA to PEI ratio was used. Plasmid DNA and PEI were prediluted separately in DMEM with 5% FBS according to Table 2.4. After a five-minute incubation the pre-diluted components were mixed and incubated for another ten minutes, to let the complex form. The DNA: PEI-complex was added dropwise to the cells and they were incubated at 37°C in a moist, 7% CO₂ atmosphere for 48 hours. 24 hours post transfection the media was replaced with fresh DMEM supplemented with 10% FBS. To harvest, cells were scraped into an appropriate volume of PBS, collected and centrifuged at 200 × g for five minutes. Cell pellets were frozen in liquid nitrogen and stored at −80°C.

Table 2.3: Volume of media to be added before transfection. As media usually DMEM + 5% FBS was used.

<table>
<thead>
<tr>
<th></th>
<th>T25</th>
<th>T75</th>
<th>T175</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMEM to be added (mL)</td>
<td>2</td>
<td>6</td>
<td>13</td>
</tr>
</tbody>
</table>
The DNA to PEI ratio and expression time were determined empirically for each plasmid and batch of new cells by small scale expression trials using Western-blotting to determine the amount of expressed protein from crude membrane preps as described for the bacculovirus titration.

2.3.3.4 Trans-IT transfection of CHO cells

PEI transfection of CHO cells was not successful. Therefore, the TransIT-X2® dynamic delivery system (Mirus) was used for transient transfection of CHO cells. Cells were seeded at $2 \times 10^5$ cells mL$^{-1}$ the day before transfection so that they reached 85–100% confluency at the time point of transfection. The plasmid DNA was diluted with serum free medium, and the transfection reagent was added according to Table 2.5. The optimal DNA: TransIT-X2 ratio (m/v) was determined for each construct in small scale expression tests. The mixture was incubated for 20 minutes at room temperature to allow sufficient time for complex formation. Then, the complex was distributed to the cells in complete growth media. Cells were incubated at 37°C in a moist, 7% CO$_2$ atmosphere for 48 hours. The optimal expression time was previously determined in small scale expression tests.

Cells were harvested by adding 1× sterile Versene™ solution (Thermo Scientific), incubated for 10 minutes at 37°C, and collected by centrifugation at 300 × g for ten minutes. The cell pellet was resuspended in PBS, counted with a Countess™ II cell counter (Invitrogen) and adjusted to the desired concentration in assay buffer. If not used directly for subsequent assays, cells were washed 2 times with PBS before detaching by adding 1× trypsin and incubating for three minutes at 37°C. The trypsin was neutralised by adding fresh DMEM, the cells counted with a Countess™ II cell counter (Invitrogen), and harvested by centrifuging at 300 × g for ten minutes. The cell pellet was resuspended in freezing media (DMEM supplemented

Table 2.5: DNA to TrasIT-X2 ratios for CHO cell transfection. For $A_{2A}$R transfection a 1:4 DNA to TransIT-X2 ratio was used.
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with 18 % FBS and 10 % sterile DMSO) at a concentration of $2 \times 10^6$ cells/mL and immediately transferred into a $-80^\circ$C freezer. After 48 hours the frozen cells were transferred into liquid nitrogen storage until further used.

2.4 Protein purification

2.4.1 Protein Quantification

Protein quantification of purified protein was usually performed by one or several of the three following methods: First, UV-spectrophotometry at 280 nm using a NanoDrop system. Second densitometry on SDS-PAGE. To this end, known amounts of BSA references were loaded alongside the other protein samples on the same gel. Band intensities were determined using the Fiji (ImageJ 2.0.0) software and unknown concentrations were determined by linear regression on the BSA standards. Lastly, using a colorimetric detergent compatible (DC) protein assay (BioRad). This assay was performed in 96-well plates, according to the manufacturer’s manual. 5μL of protein sample were mixed with 25μL of reagent A’ and 200μL of reagent B. Alongside, eight dilutions of a BSA ranging from 0.2- 1.5 mg/mL were prepared to generate a protein standard curve. Each assay point was prepared in triplicate. After a 15-minute incubation at room temperature, absorbance was read at 750 nm. Unknown protein concentrations were determined by linear regression from the standard curve using Microsoft Excel. Final concentrations were calculated using the mean of sample triplicates.

Protein concentrations of membrane samples were determined using the Pierce™ BCA Protein Assay Kit (Thermo Fisher Scientific). The assay was performed according to the manufacturer’s manual and unknown protein concentrations were determined as described for the DC-assay.

2.4.2 A$_2$AR membrane preparation

Frozen cell pellets were thawed and resuspended in low salt buffer (50 mM HEPES pH 7.5, 10 mM MgCl$_2$, 20 mM KCl) and supplemented with EDTA free protease inhibitor cocktail (Abcam). Each pellet was homogenised by Dounce homogenisation, applying 25–30 strokes. Then the homogenate was centrifuged at 234 788 × g for 60 minutes at 4°C. The supernatant was discarded and the pellet resuspended in high salt buffer (50 mM HEPES pH 7.5, 1 M NaCl) with protease inhibitors and homogenised and centrifuged again for 60 minutes at 234 788 × g and 4°C. This high salt wash was repeated until each cell pellet corresponding to one litre of cell culture was washed with at least 420 mL of high salt buffer. The mass of the final membrane pellet was determined and used to calculate the amount of freezing buffer (50 mM HEPES pH 7.5, 10 mM MgCl$_2$, 20 mM KCl, 40 % Glycerol) according to the following formula:

$$\text{volume [mL]} = \frac{\text{pellet weight [g]} \times 10}{3}$$

(2.2)

After adding protease inhibitors, and careful resuspension of the pellet, the membranes were flash frozen in liquid nitrogen and stored at $-80^\circ$C until further use.
If working with the A2A-StaR2-bRIL construct, buffers contained 40 mM Tris pH 7.4 instead of HEPES pH 7.5 and the final membrane pellet was resuspended in 50 mL 40 mM Tris pH 7.4 per 2 L of cell pellet for freezing.

### 2.4.3 A2AR membrane preparation for binding assays

For the radioligand binding experiments, wild type A2AR was transiently expressed in HEK293 cells. Membranes were prepared according to a protocol adapted from Jaakola et al. [188]. Cell pellets were resuspended in 20 mL per three T175 cell pellets of ice-cold 50 mM Tris-HCl buffer pH 7.4 + 1:100 EDTA free protease inhibitor mix (abcam). A Dounce homogenizer was used to homogenise the cell suspension. The cytosolic and membrane fractions were separated using a high-speed centrifugation step of 100,000 × g at 4 °C for 30 minutes. The pellet was resuspended in 10 mL of Tris buffer and the homogenisation and centrifugation step was repeated. The resulting pellet was resuspended in 3 mL 50 mM Tris-HCl buffer, pH 7.4. BCA assay was used to determine the amount of total membrane protein and adenosine deaminase (ADA) was added to a final concentration of 0.8 IU/mL. The final membranes were distributed into 500 µL aliquots, flash frozen in liquid nitrogen and stored at −80°C. Receptor expression was verified using Western-blotting.

When using Sf9 insect cell membranes for the binding assay, cell pellets from 200 mL of cell culture were used, which expressed the different receptor constructs. Crude membrane preparations were prepared according to a protocol established thorough pers. com. with V.-P. Jaakola based on the protocols used in Jaakola et al. [188]. The cell pellets were resuspended in 4 mL of low salt buffer supplemented with protease inhibitors, homogenised using Dounce homogenisation, and centrifuged at 25,000 × g for 40 minutes at 4 °C. This step was repeated three times, then the pellets were resuspended in 5 mL binding buffer (50 mM HEPES pH 7.5, 150 mM NaCl, 1 mM MgCl2) and the total protein concentration was determined using the BCA assay. The final membranes were aliquoted flash frozen in liquid nitrogen and stored at −80°C. Correct protein expression was verified with Western-blotting.

### 2.4.4 A2AR purification for crystallisation

The A2AR purification was adapted from previously published work. Purification of the A2A-StaR2-bRIL construct was based on Rucktooa et al. [50], while purification of A2A-bRIL was based on Liu et al. [150] and pers. com. with V.-P. Jaakola.

#### 2.4.4.1 Purification of A2A-StaR2-bRIL

Per purification, usually 2–4 L of Sf9 insect cell culture were used (corresponding to 6 × 10^9–10 × 10^9 cells or 24–48 g of cell paste). Membranes were prepared as described in section 2.4.2. Membranes were thawed, resuspended in 40 mM Tris-HCl pH 7.6, supplemented with EDTA free protease inhibitor cocktail and 3 mM theophylline and incubated for 2 hours at room temperature. Then the receptor was solubilised with 1.5% decylmaltoside (DM) for 2 hours at 4 °C. Insoluble material was separated by centrifugation at 145,000 × g for 60 minutes at 4 °C. The solubilised material was applied to a 5 mL nickel-nitrilotriacetic acid (Ni-NTA) Superflow cartridge (QuiagenP), pre-equilibrated in 10 column volumes (CV) 40 mM Tris pH 7.4, 200 mM
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NaCl, 0.15% DM, 1 mM theophylline, using a peristaltic pump at about 2-3 mL/min flow. The column was washed with 25 CV wash buffer (40 mM Tris pH 7.4, 200 mM NaCl, 25 mM imidazole, 0.15% DM, 1 mM theophylline), then the receptor was eluted with 4 CV elution buffer (40 mM Tris pH 7.4, 200 mM NaCl, 280 mM imidazole, 0.15% DM, 1 mM theophylline), collecting 2 mL fractions. Elution fractions were analysed on SDS-PAGE and protein containing fractions were pooled and concentrated to about 500 µL using a Vivaspin 20, 50 000 MWCO PES (Satorius) concentrator. The protein sample was centrifuged at 20 598 × g for ten minutes at 4°C and applied on a Superdex 200 10/300 GL (Cytiva) column, pre-equilibrated with 40 mM Tris pH 7.4, 200 mM NaCl, 0.15% DM, 1 mM theophylline. Size exclusion chromatography (SEC) was performed at 0.3 mL/min flow, collecting 200 µL fractions. The protein content from the monomer-peak was verified by SDS-PAGE, pooled and concentrated to 30–40 mg/mL using a Millipore Amicon® Ultra-4 50k MWCO concentrator (Merk). Protein concentration was determined using NanoDrop, densitometry on SDS-PAGE, and the DC assay.

Protocol adaptions aiming to optimise protein quality

To improve protein quality the following adaptions were made to the protocol stated above:

To speed up the protocol, and reduce possible proteolysis, membranes were only incubated for 30 minutes at 4°C. During the solubilisation step, the NaCl concentration was increased to 0.8 M; other buffers were kept the same. Further, the Ni-NTA column was connected to a ÄKTAvant (Cytiva) system, allowing for automation. The solubilised material was applied with 0.8 mL/min flow, while the wash and elution step were performed at 2 mL/min and 1 mL/min respectively. All concentration steps were performed with Millipore Amicon® Ultracell concentrator with a 50k cut off. For SEC a new Superdex 2000 Increase 10/300 GL column was used. To better separate the peaks the flow rate was reduced to 0.2 mL/min.

Co-purification with FOC-2

As the amount of ligand available was limited, for co-purification with FOC-2, the purification was performed using loose nickel resin instead of a prepacked column, allowing to reduce buffer volumes as much as possible. 1 mL Ni Sepharose™ 6 Fast flow resin (Cytiva) per litre of culture was washed in MilliQ® water and equilibrated with 40 mM Tris pH 7.4, 200 mM NaCl, 0.15% DM, 1 mM theophylline before incubating with the solubilised material for 2 hours at 4°C. The resin was transferred to an empty Ecno-Pac® Chromatography column (BioRad) and the flow through was collected. The column was washed with 15 CV 40 mM Tris pH 7.4, 200 mM NaCl, 25 mM imidazole, 0.15% DM, 1 mM theophylline, followed by 10 CV of the same buffer but with 50 µM FOC-2. Then, the receptor was eluted with 4 CV elution buffer containing 50 µM FOC-2 instead of theophylline. All following steps were performed following the above stated protocol, expect of changing the SEC buffer to 40 mM Tris pH 7.4, 0.2 M NaCl 1.5% DM, 10 µM FOC-2.

2.4.4.2 Purification of A2A-bRIL

Per purification, usually membranes from 3–9 L of Sf9 insect cell culture were used. They were thawed and the volume was diluted 1:2 with high salt buffer to reduce the glycerol concentration to 20%. Then, 4 mM Theophylline and 2 mg/mL iodacetamide were added and the sample was
incubated for 45 minutes, rolling at 4°C. The receptor was solubilised using 1% n-Dodecyl-β-D-Maltoside (DDM) and 0.2% Cholesteryl hemisuccinate (CHS) for 4 hours at 4°C. Solubilised material was isolated through ultracentrifugation at 145,000 × g for 60 minutes at 4°C, diluted 1:2 with high salt buffer to further reduce the glycerol and detergent concentration and supplemented with 20 mM imidazole. 1.5 mL HisPur™ Cobalt Resin (Thermo Fisher Scientific) per litre of culture were washed in MilliQ® water and equilibrated with 50 mM HEPES pH 7.5, 800 mM NaCl, 10 mM MgCl₂, 10% Glycerol, 20 mM imidazole before incubating with the solubilised material rolling at 4°C overnight. The resin-supernatant mixture was centrifuged for ten minutes at 3000 × g at 4°C and most of the supernatant was decanted. The rest of the material was distributed onto empty Ecno-Pac® Chromatography columns (BioRad), so that the resulting resin volume did not exceed 3.5 mL per column. The remaining flow through was collected, and the column washed with 10 CV of wash buffer 1 (50 mM HEPES pH 7.5, 0.8 M NaCl, 10 mM MgCl₂, 10% glycerol, 25 mM imidazole, 0.1% DDM, 0.02% CHS, 8 mM ATP, 25 µM ZM241385), followed by 4 CV of wash buffer 2 (50 mM HEPES pH 7.5, 0.8 M NaCl, 10% glycerol, 50 mM imidazole, 0.05% DDM, 0.01% CHS, 25 µM ZM241385). The protein was then eluted with 4 CV elution buffer (25 mM HEPES pH 7.5, 0.8 M NaCl, 10% glycerol, 220 mM imidazole, 0.025% DDM, 0.005% CHS, 25 µM ZM241385), collecting 1.5 mL fractions. Elution fractions were analysed by SDS-PAGE and fractions containing the highest amount of protein were pooled and concentrated to 60 mg/mL using a Vivaspin 20, 100,000 MWCO PES (Satorius) concentrator. The final protein concentration was determined by NanoDrop and densitometry on SDS-PAGE. For protein quality control, size exclusion was run with an aliquot of the final sample using Superdex 200 10/300 GL (Cytiva) column, pre-equilibrated with 25 mM Tris pH 7.4, 0.8 M NaCl, 1% glycerol, 0.91% DDM, 0.002% CHS, 25 µM ZM241385.

**Co-purification with different Ligands**

For co-purification of the A₂A-bRIL construct with different ligands the ligand was exchanged while bound to the affinity column by adding the ligand of interest to the wash buffer. The used concentration of ligands in each purification step are listed in Table 2.6.

**Table 2.6: Ligand concentration added to each purification step.**

<table>
<thead>
<tr>
<th>Co-purification with</th>
<th>Solubilisation</th>
<th>Wash 1</th>
<th>Wash 2</th>
<th>Elution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theophylline</td>
<td>4 mM</td>
<td>1 mM</td>
<td>1 mM</td>
<td>1 mM</td>
</tr>
<tr>
<td>LUF5834</td>
<td>4 mM theophylline</td>
<td>50 µM</td>
<td>50 µM</td>
<td>50 µM</td>
</tr>
<tr>
<td>ZM241385</td>
<td>4 mM theophylline</td>
<td>25 µM</td>
<td>25 µM</td>
<td>25 µM</td>
</tr>
<tr>
<td>FOC-2</td>
<td>4 mM theophylline</td>
<td>1 mM theophylline</td>
<td>50 µM</td>
<td>50 µM</td>
</tr>
</tbody>
</table>
2.5 Biochemical and pharmacological assays

2.5.1 Radioligand binding

2.5.1.1 Saturation binding assays

Experimental setup

Saturation assays were performed using Sf9 insect cell membranes overexpressing either a bRIL-wt-A2A or a bRIL-StAR2-A2A construct (for more information see Table B.3). Membrane aliquots containing 1 µg of protein were incubated in a total volume of 200 µL binding buffer (50 mM Tris-HCl pH 7.5, 150 mM NaCl, 1 mM MgCl2) to get the best assay window between specific and non-specific binding. Nonspecific binding was determined in the presence of 100 µM theophylline and 0.5 nM [3H]ZM241385. All binding assays were performed in MultiScreen™ HV 96-well filter plates with 0.45 µm hydrophilic Durapore® PVDF filters (MilliporeSigma™). For the saturation assay, 100 µL of cell membrane (1 µg of protein) were used. Serial dilutions of radioligand [3H]ZM241385 (American Radiolabeled Chemicals, Inc.) were prepared in binding buffer, ranging from 0.125–64 nM, of which 50 µL were added to each well, together with 50 µL of binding buffer. The plate was incubated at room temperature for 1.5 hours to reach equilibrium. Incubation was terminated by rapid vacuum filtration to separate the bound and free radioligand. Filters were subsequently washed five times with 200 µL of room temperature binding buffer, the plastic cover on the bottom of the plate was removed and each filter was carefully detached and transferred to vial with 10 mL Emulsifier-Safe™ scintillation fluid (PerkinElmer). The filters were incubated in the scintillation fluid for approximately two hours, the bound radioactivity was detected using a 1450 LSC & luminescence Microbeta TriLux Scintillation counter (Perkin Elmer), measuring each flask for five minutes. Additionally, counts per minute (cpm) of the equivalent of 200 µL 1 nM radioligand were measured, as reference to convert cpm to decays per minute (dpm).

Data analysis

A conversion factor to translate the measured cpm in dpm was calculated using the reference measurement of 1 nM radioligand and the specific activity listed in Table 2.7. With this factor, every value was converted into dpm before further analysis. Then the data was fitted in GraphPad Prism 9.2.0 using the non-linear regression function for saturation binding – one site – total and nonspecific binding (Equation 2.3), assuming one site, independent binding.

\[
Y = B_{max} \times \frac{X}{K_d + X} \tag{2.3}
\]

Each value was measured in triplicates. K_d and B_max values were calculated from the mean of three independent experiments; errors are given as standard error or the mean. Shown curves are representative curves from one single experiment.
2.5.1.2 Competition binding assays

Experimental setup

To determine the affinity of the different novel ligands competition binding assays were performed. These were done using membranes from HEK293 cells transiently transfected with wild-type A2AR. Membrane aliquots containing 10–15 µg of protein were incubated in a total volume of 200 µL binding buffer (50 mM Tris-HCl pH 7.4) to get the best assay window between specific and non-specific binding. Nonspecific binding was determined in the presence of 100 µM theophylline and represented less than 25% of the total binding. Then, to each well were added 100 µL of cell membrane (15 µg protein), 50 µL of 2 nM radioligand [3H]ZM241385 and 50 µL of the indicated compounds in increasing concentrations in the same buffer. The mixture was incubated at room temperature for 2 hours to reach equilibrium. Incubations were terminated by rapid vacuum filtration and filters were subsequently washed 5 times with 200 µL of ice-cold binding buffer. The bound radioactivity was determined as stated above.

Data analysis

The cpm data was fitted in GraphPad Prism 9.2.0 using the non-linear regression function using the One site – Fit logIC50 Least square fit function (Equation 2.4). Each value was measured in triplicates. pIC50 values were calculated from the mean of three independent experiments; errors are given as standard error or the mean. Shown curves are representative curves from one single experiment, normalised against the minimal (no radioligand) and maximal (no competing cold ligand) response of each dilution series.

\[
Y = \text{Bottom} + \frac{\text{Top} - \text{Bottom}}{1 + 10^{\text{LogEC}_{50}}} 
\] (2.4)

2.5.2 LANCE cAMP assay

Experimental setup

To assay compound potency, a LANCE® Ultra cAMP assay kit was used (PerkinElmer). To reduce variability in protein expression from different transiently-transfected cell batches, frozen cell-stocks from one single large-scale transfection were used. The cells were thawed rapidly at 37°C and stepwise diluted in 5 mL PBS to prevent osmotic shock. They were centrifuged for ten minutes at 275 × g and resuspended in 1 mL of fresh PBS. After automatically counting the cells they were centrifuged again for five minutes at 275 × g and resuspended in stimulation buffer (PBS pH 7.4, 5 mM HEPES, 0.1% BSA stabiliser, 50 µM rolipram, 50 µM cilostamide,
0.8 IU/mL ADA) to a final concentration of 400 cells/µL. To create a standard curve, concentrations ranging from $1 \times 10^{-6}$ to $1 \times 10^{-11}$ M cAMP were prepared in stimulation buffer. Similarly, 4× intermediate dilution series of the different antagonists were prepared in stimulation buffer, including 11 half-log dilutions starting at the highest soluble compound concentration at maximally 10 % DMSO and a “no antagonist” control. The assay was performed in Optiplates-384 microplates (PerkinElmer). 2000 cells/well were pre-incubated with 2.5 µL of antagonist dilution for 30 minutes at 37°C before stimulating the A2AR expressing cells with 0.31 µM or 75 µM NECA, respectively, by incubating for 30 minutes at 37°C. Separately, a 1:50 dilution of the Eu-cAMP tracer and a 1:150 dilution of the ULight solution were prepared using the provided detection buffer. 5 µL of each solution were pipetted separately onto the stimulated cells, resulting in a final assay volume of 20 µL. The assay was incubated with the detection mix for at least an hour before measurements were recorded using a Victor x5 multilabel plate reader (PerkinElmer), with an excitation filter of 340 nm and 615/665 nm emission filters.

**Data analysis**

The time-resolved fluorescence resonance energy transfer (TR-FRET) signal was plotted in GraphPad Prism 9.2.0 by non-linear regression using the log (agonist/inhibitor) vs. response – Variable slope (four parameters) function fitting the Hill slope from the data (Equation 2.5). For fitting the agonist curves the HillSlope is $>0$ while for inhibitor curves HillSlope $<0$. Each value was measured in triplicates. Top and bottom values were then taken to normalise and invert the data. When reporting the EC/IC$_{50}$ values the mean of all experiments was taken. The error is reported as standard error of the mean. To plot the means, the mean of the triplicates from each individual experiment were taken and the error bars represent the standard deviation.

\[
Y = \text{Bottom} + \frac{\text{Top} - \text{Bottom}}{1 + 10^{\log \text{EC}_{50} - X} \times \text{Hill Slope}}
\]

(2.5)

**2.5.3 Gel shift assay**

For biophysical studies with the novel ligands, an mCherry tagged wild type A2AR construct was used and expressed in 3.6 L of Sf9 insect cell culture volume. As stated previously, membranes were first washed extensively and then solubilised in 1 % Lauryl Maltose Neopentyl Glycol (LMNG) with 0.2 % CHS. The solubilised material was mixed with 2 mL TALON® metal affinity resin (TaKaRa) per litre of culture. After overnight incubation at 4°C the resin was transferred to a Ecno-Pac® Chromatography column, washed with 15 CV of 50 mM HEPES pH 7.5, 0.8 M NaCl, 10 mM MgCl₂, 10 % glycerol, 25 mM imidazole, 0.001/0.0002 % LMNG/CHS, 8 mM ATP, 1 mM theophylline, and 10 CV of 50 mM HEPES pH 7.5, 0.8 M NaCl, 10 % glycerol, 75 mM imidazole, 0.001/0.0002 % LMNG/CHS, 1 mM theophylline. Then, the receptor was eluted with 220 mM imidazole. Fractions were pooled into four 2.5 mL samples, and exchanged into buffer without imidazole and additional theophylline using PD10 desalting columns (Cytiva). Samples were concentrated to a protein concentration >1 mg/µL using 100K MiliPore concentrators. The protein concentration was monitored by measuring absorbance at 558 nm on the NanoDrop (for mCherry detection). The monomer in all four samples was about 60–70 % pure.
For the gel shift assay, 10 mM ligands in DMSO were pre-diluted 1:100 in protein buffer. Per ligand, 8 assay points were prepared in a PCR plate, as well as one point in a separate tube. To this end, 60µg of protein were mixed with 10µM pre-diluted ligand in a total volume of 10µL. The samples were equilibrated at room temperature for 30 minutes before running a thermogr gradient ranging from 55–80°C on a real-time PCR machine for another 30 minutes. A separate sample was kept on ice during this time. All samples were mixed with SDS-loading dye and run on SDS-PAGE. Band intensities were determined with the BioRad ImageLab software and normalised against each respective 4°C reference.

2.5.4 nanoDSF

For nanoDSF experiments the A2A-StaR2-bRIL construct was used, purified in the same way as for crystallographic experiments. The protein was diluted 1:200 to dilute out the ligand present from the co-purification, resulting in a final protein concentration of 0.1–0.2 mg/mL. The protein was incubated with 50µM ligand in a total volume of 30µL (3.5µM). As negative-control 100 % DMSO was added instead of ligand. The samples were left for 30 minutes at room temperature to equilibrate and were then centrifuged for one minute at 700 × g before loading in high sensitivity grade Prometheus NT.48 capillaries (Nanotemper). The capillaries were loaded into the Prometheus NT.48 and a discovery scan was performed to adjust the excitation power of the device to give fluorescence signal at 330 nm just between 15 000 and 20 000 RFU. Melting scans were performed at 90 % intensity from 20–90°C with a ramp rate of 2.5°C/min, recording fluorescence emission at 330 nm (F330), 350 nm (F350) and the 350:330 ratio. Measurements were all performed in triplicates. The apparent melting temperatures (Tm) were obtained at the minimum of the first derivative of the 350:330 ratio by the PR.ThermControl software and the ∆Tm for each ligand was calculated by using the DMSO sample as null-reference.

2.6 Crystallography

2.6.1 Crystallisation screens

For crystal screening, a series of different commercial as well as homemade crystallisation screens were used. The used commercially available sparse matrix screens included the MemGold1 and 2, the MemTrans and the MemMes screen from Molecular Dimensions, as well as the Rigaku LCP Wizard and the JBS-LCP-HTS screens, which have been specifically designed to include a range of conditions commonly associated with crystallisation of membrane proteins. However, most of them were designed for vapor diffusion crystallisation and not for the use with LCP. Therefore, some of the screens were also used as 70 % dilution.

Additionally, homemade optimisation screens were designed around known A2A-R crystallisation conditions as described below.

DoE-screen

A more specific matrix screen was designed for the A2A-StaR2-bRIL construct, focusing around the published crystallisation conditions. A novel screening matrix was generated combining the different crystallisation components using fractional factorial design of experiment (DoE) to
cover as much of the chemical space as possible (Ellistat®). Many of the factors used in the screen design are discrete, which increases the number of conditions to be screened. Therefore, the experiment had to be manually modified, as the screen had to fit on a 96-well plate and hence, did not fully follow the fractional factorial design. The screen was set up with two different buffers (100 mM MES and 100 mM sodium citrate) at pH 5 and 5.5, PEG400 from 25–35 % (v/v) as precipitant, 5 different salts (200 mM Na-tartrate, 100 mM NaCl, 200 mM LiSO₄, 50 mM NaSCN and 10 mM Zn-acetate) and two different additives (2 % (v/v) 2,5-hexanediol and 0.5 mM theophylline) in different combinations. A list of the complete screen can be found in the appendix (Table B.1). An xml file was generated of the screen that could be read by the RockMaker® software (Formulatrix), so the screen could be dispensed using the Formulator® screen builder liquid handler (Formulatrix).

**HEPTARES-cond PEG screen**

This screen was set up as an optimisation screen around the published A₂A-StaR2-BRIL-theophylline complex condition (9–32 % (w/v) PEG 400, 100 mM tri-sodium citrate pH 5–5.4, 0.05 M sodium thiocyanate, 2 % (v/v) 2,5-hexanediol, 0.5 mM theophylline [221]), varying the PEG400 concentration from 20–48 % in one direction and pH from pH 4–7.5 in the other direction.

**SCRIPPS screens**

For crystallisation of the A₂A-bRIL construct optimisation screens were designed around the published condition for the A₂A-bRIL-ZM241385 complex (25–28 % (v/v) PEG400, 0.04–0.06 M sodium thiocyanate, 2 % (v/v) 2,5-hexanediol, 100 mM sodium citrate pH 5 [150]), varying the PEG400 concentration from 20–31 % and the pH from pH 3.5–6.5 (SCRIPPS 1 and 2). The SCRIPPS 4 screen additionally covered the pH space from pH 5.5–7.5, while SCRIPPS 3 and 5 were copies of SCRIPPS 2 and 4 but set up without any 2,5-hexanediol present.

### 2.6.2 Ligand exchange

When attempting to exchange the ligand before crystallisation, 100 or 200 µM ligand (depending on the concentration of the stock solution in DMSO) was added to an aliquot of purified, concentrated, and ultra-centrifuged (15 minutes 436 000 × g at 4 °C) protein. To this end, the ligand was usually diluted 100-fold to keep the DMSO concentration as low as possible. The sample was incubated at room temperature for 30 minutes to allow for equilibration. Then, any precipitated ligand or protein was removed by centrifugation at 20 598 × g for 15 minutes at 12 °C.

### 2.6.3 In-meso crystallisation

Before setting up crystallisation trials, the final protein sample (A₂A-StaR2-bRIL construct: usually at ∼30–40 mg/mL, A₂A-bRIL construct: usually at ∼60 mg/mL) was reconstituted into lipidic cubic phase (LCP) by mixing detergent solubilised receptor with monoolein (Generon), supplemented with 10 % (w/w) cholesterol (Anatrace), using the twin-syringe method, in a

---

¹https://ellistat.com
final ratio of 40% protein, 54% monoolein, and 6% cholesterol. If the receptor was crystallised in complex with any ligand other than ZM241385, an additional 10 µM ligand were supplemented to the lipid mix before mixing with the protein. Crystallisation trials were performed in 96-well glass sandwich plates (JennaBioscience or Laminex) by an NT8 crystallisation robot (Formulatirx) using 50 nL protein-laden LCP overlaid with 0.8 µL precipitant solution in each well, and sealed with a either a glass cover or a Laminex Film Cover (Molecular Dimensions). Protein reconstitution in LCP and crystallisation trials were carried out at room temperature (∼18–20°C). The crystallisation plates were stored and imaged in an incubator/imager (RockImager® 1000, Formulatrix) at 20°C. Each LCP bolus was automatically imaged every few days with normal and cross polarised imaging and the resulting images were viewed using the RockMaker® software. Crystals were harvested by cutting open the glass cover with a diamond glass cutter (or scalpel if using plastic covers) and scooping up a large fraction of the LCP bolus with a mounted mesh LithoLoop 0.2/0.4 mm -20/40 micron (Molecular Dimensions) that was then immediately flash frozen in liquid nitrogen without adding an extra cryoprotectant.

2.6.4 In-meso soaking

The soaking of LCP-crystals was performed following the protocol described in Rucktooa et al. [50]. For soaking experiments, the A2A-StaR2-bRIL construct was purified in complex with theophylline, reconstituted in LCP, and crystallisation trials were set up using LCP-SBSG-100/200 Modular SBX XPO glass plates with a 100-micron UVP Cover film (Swissci). To open the well a small, cross-wise incision was made, so one corner of the cover film could be carefully lifted to add the soaking liquid. The opened well was flooded with 10 µL of mother liquor supplemented with 1 mM ligand, leading to a final ligand concentration of 925 µM and a theophylline concentration of 74 µM. The well was re-sealed using crystal clear sealing tape (Hampton Research) and incubated for either one or 24 hours at 20°C before harvesting the crystals.

2.7 Data collection and Structure solving

2.7.1 Semi-automated serial data collection

The A2A-bRIL-ZM241385 data was collected using a semi-automated serial data collection strategy at the I24 micro-focus beamline at diamond light source. Since each mesh loop carried a large fraction of the LCP bolus, containing many microcrystals, crystals could not be visually identified, but had to be located using a grid scan. About 10–20 crystals per mesh were selected and their position coordinates stored in the data collection table, which was then used for semi-automated data collection. For each crystal 100 images with 0.1 degree of oscillation at 50 % transmission and 0.01 seconds exposure were collected.

2.7.2 Data processing

Indexing, scaling and multi-crystal merging was achieved by using the xia2-multiplex pipeline which is part of the DIALS project [222], run automatically at Diamond Light Source Ltd. Molecular replacement was carried out using the Phaser graphical user interface (GUI) in
Phenix 1.14-3260, employing a modified version of the 4EIY structure, from which all additional features, such as lipids and ions, as well as the bound ZM241385 ligand were deleted to prevent model bias. An unambiguous density for ZM241385 was observed immediately after molecular replacement. To confirm the identity of the ligand, either ZM241385 or the appropriate novel ligand were manually built into the ligand density using the Crystallographic Object-Oriented Toolkit (COOT) [223].

Then, three rounds of refinement were carried out using the phenix.refine program [224] in the Phenix software package.

2.8 Electron microscopy

The preparation of negative stain and cryo-grids, as well as grid screening and data acquisition on the respective microscopes, were assisted by Alex Flynn and Bolin Wang.

2.8.1 Receptor-Fab complex preparation

To generate particles that are large enough to be suitable for cryo-EM analysis, a receptor-Fab complex was formed using the A$_{2A}$-bRIL receptor construct and the anti-bRIL BAK5 antigen binds fragment (Fab) [144]. The A$_{2A}$-bRIL construct was purified as described above. However, 1% and 0.001% LMNG were used for solubilisation and purification respectively. The protein was concentrated to 2 mg/mL using a Vivaspin20 100K concentrator. Then purified Fab (kindly provided by Andreas Kißling) was added at a 1:1 molar ratio, as well as 100 µM FOC-6. The sample was incubated for 30 minutes at 4°C to allow for complex formation and equilibration and was then further concentrated using an Amicon® Ultra-2 100K concentrator to about 26 mg/mL. Large aggregates were removed by centrifugation at 20,817 × g for ten minutes at 4°C, before injecting 50 µL of sample on a Superose 6 Increase 5/150 GL column (Cytiva), pre-equilibrated with 25 mM HEPES (pH 7.5), 0.2 M NaCl, 1% Glycerol, 10 µM ZM241385, and 20 µM FOC-6. SEC was deliberately run without any additional detergent in the buffer to reduce the free LMNG concentration as much as possible. A flow rate of 0.2 mL/min was used, collecting 100 µL fractions and total of 3 runs were performed, each time injecting 50 µL of sample. All fractions containing the A$_{2A}$-bRIL-Fab complex were pooled and the concentration determined using NanoDrop. A 30 µL aliquot of the unconcentrated sample (0.4 mg/mL) was taken for further analysis, the rest was concentrated using an Amicon® Ultra-2 100K concentrator to 7 mg/mL. While concentrating, 30 µL aliquots were taken at 1.5 mg/mL, and 3.5 mg/mL for analysis of intermediate protein concentrations. Any leftover protein that was not directly used for EM was flash frozen in liquid nitrogen and stored at −80°C.

2.8.2 Negative stain

To assess sample homogeneity after freezing, before setting up cryo-Grids the complex was first analysed by negative stain. To this end, the 0.4 mg/mL sample was further diluted in SEC buffer to 40 µg/mL. Carbon coated copper grids with 200 mesh (Sigma-Aldrich) were glow discharged using a Ted Pella Easiglow system prior to applying 4 µL of diluted sample. The
sample was incubated on the grid for one minute, then excess liquid was carefully removed with a piece blotting paper. For staining 4µL of 1% uranyl acetate were applied twice, the second time incubating for one minute before carefully blotting off excess liquid. The grid was dried completely under a lamp before mounting on the microscope. A second grid was prepared the same way, but using 2% uranyl acetate instead. The grids were screened on a T12 FEI Tecnai G2-spirit microscope, using a Gatan Ultra Scan 4000 CCD camera at 68k × magnification.

2.8.3 Cryo-grid preparation

The first set of cryo-grids was prepared straight after finishing the concentration step of the SEC-purified complex. For this first series of grids, either 0.6/1 or 1.2/1.3 400 mesh Quantifoil® grids were glow discharged either using a GloQube (Quorum) (30 mA, 30 seconds, negative polarity) or a Tergeo Plasma cleaner (PIE Scientific). Cryo-samples were then prepared using a Vitrobot MK IV, applying 3µL of sample, using a blotting time of six seconds and a blotting force of six. The chamber temperature was set to 8°C and the humidity between 40–60%. Grids were clipped and stored in liquid nitrogen.

A second set of grids was prepared using thawed protein samples. Homogeneity of these samples was first assessed by negative stain before proceeding with cryo-grid preparation. For this second set, Au-Flat Protochips GF-12/1.3-3 Au-45 nm gold grids were used. Grids were glow discharged using the Tergeo Plasma cleaner and prepared using the Vitrobot as described above. However, this time, a blotting force of 6 or 0 was used and the chamber humidity was set to 90%. The 0.4 mg/mL sample was not used in this series, as previous screening showed that higher protein concentrations gave better results.

2.8.4 Cryo-EM data collection

Cryo-EM images were acquired on a TitanKrios G3i microscope (Thermo Fisher Scientific) equipped with a Selectris energy filtered FEI Falcon 4 direct electron detector in counting mode, corresponding to a pixel size of 0.91 Å, at 300 kV and 130k × nominal magnification. Each image was dose-fractionated into 46 frames with a dose rate of 6.05 electrons per pixel per second and total exposure time of five seconds, resulting in an accumulated dose of 36.5 electrons per Å². Data were collected over 24 hours resulting in a total number of 5757 movie stacks.

2.9 In silico structural analysis

2.9.1 Generating a homology model for the A₂B R

A₂B R protein structure was predicted by submitting the amino acid sequence to the GPCR-I-TASSER [225] and GPCR-SSFE 2.0 [226] servers for ab initio modelling. Additionally, homology modelling was performed using the SWISS-MODEL [227], and ModBase [228] server, using a series of different A₂A R (4UHR, 2YDV, 3EML and 4EIY), as well as β₂AR (2RH1 and 2R4R) and rhodopsin (1L9H and 1U19) structures as template. Each model was validated using the QMEANBrane (Qualitative Model Energy Analysis for membrane proteins) scoring function.
2.9. IN SILICO STRUCTURAL ANALYSIS

from SWISS-MODEL [64]. The models with the highest QMEAN Z-score where further refined employing the ModRefiner algorithm on the Zhang group server [190]. Based on its final QMEAN Z-score, the ModRefined homology model generated on the ModBase server using an antagonist stabilised A2A receptor (A2AR) structure (3EML) template, was selected for further applications.

2.9.2 Docking with Glide

Molecular docking was performed using the Glide component [229] in the Schrödinger Maestro suite 12.5.139. To this end, the antagonist bound 4EIY structure was imported into the Maestro suite and processed using the protein prep wizard. During this process missing hydrogens were added, lipids and all waters beyond 3 Å were deleted and hydrogen bonds were assigned using PROPKA at pH 7.0. Restrained minimization was performed using the OPLS3e (optimised potentials for liquid simulations) force field. The ligand and bound Na+ ion were left in place. Similarly, the ligands were prepped using the OPLS3e force field, generating possible states at pH 7.0 using Epik. Chiralities in the ligand were determined from the 3D structure. To define a search space the grid preparation wizard was used. For this, the enclosing box was defined using a centroid of the workspace ligand.

As the number of tested ligands was limited, they could be docked using extreme precision. This docking method is designed to be a more powerful and discriminating procedure than standard settings, in which the standard sampling is followed by an additional anchor and growth procedure. Additionally, the sampling of torsion was biased for amides as nonplanar conformations were penalised. Per ligand 10 poses were included in the final result output.

Protein and ligand preparation for docking the ligands into the A1R and A2B receptors was performed as described above, using the 5UEN structure for A1R and the generated A2B receptor model. As the 5UEN structure contains a covalently bound ligand, the ligand could not be automatically recognised by the program. Therefore, the SO3-moieity of the ligand had to be removed, breaking the covalent interaction with Tyr 271, so the centroid around the workspace ligand could be drawn when preparing the screening grid. The A2B receptor homology model does not contain any ligand at all. Therefore, the screened grid space was defined around the residues ASN 254 and PHE 173, using a box length of 10 Å. Docking was then performed using the same parameters as for the A2AR. Root-mean-square-deviation (RMSD) values between docking results and ligands from crystal structures were calculated by uploading the ligand coordinates to DockRMSD [230].

2.9.3 Docking using constraints

Based on the known interaction with other ligands, two different constraints were set up during the grid preparation step and tested when docking the ligands. A positional constraint at different radii was set around the aromatic ring of the ligand interacting with the phenylaniline at position 45.52 and a hydrogen bond constraint for the asparagine at position 6.55. Analysis of docking reference compounds revealed that only the positional constraints of 2 Å around the aromatic ring of the ligand did improve docking result.

As there was no ligand for the A2B receptor (A2BR) structure, the positional constraint was set at 4 Å around Phe 173.45.52.
2.9.4 Docking with Autodock Vina

To look for binding sites outside the orthostatic binding pocket, the AutoDock Vina software (Molecular Graphics Lab, The Scripps Research Institute) [26] was used. A search space of $1322880 \text{Å}^3$ was defined by a fid (size (Å): $x = 106$, $y = 120$, $z = 104$) centered on the center of the 4E1Y model prepped in Maestro, encompassing the entire surface of the receptor. While the receptor model was kept rigid, rotation around totable bonds of the ligand was allowed. The search efficiency and parameters were set a default for each run and up to 20 modes were written into the result file, using an exhaustiveness of 300.
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Pharmacological characterisation of novel $A_2A$R drug-screening hits

3.1 A novel selection of $A_2A$R ligand hits

In order to evaluate novel screening methods for their GPCR targets, and to identify novel chemotypes of $A_2A$R inhibitors, Novartis performed two large-scale screening campaigns. The first of these campaigns entailed the virtual screening of a focused library, which led to the identification of over 700 hits. The second was focused on the application of DELs for membrane protein targets. Novartis validated the hits from both screens previous to this study and confirmed that they were actual $A_2A$R-binders. Furthermore, they were all classified as inhibitors. Six hits were selected from both screens and provided for further pharmacological and structural analysis. Ligands originating from the focused virtual screen are subsequently referred to as FOC-1 – FOC-6, while DEL-screen ligands are referred to as DEL-1 – DEL-6. None of the validation data were made available, therefore, no previous knowledge was assumed except that these ligands were all supposed to bind and inhibit the receptor.

The collection of hits consists of a variety of different chemical scaffolds, several of which had not yet been investigated as $A_2A$R ligands. They were roughly categorised in two classes according to their cyclic core (Table 3.1, Table 3.2). Most of the structurally characterised $A_2A$R ligands contain a purine-like bicyclic core. Accordingly, half of the newly identified ligands also display this known $A_2A$R-ligand feature. FOC-4, for example, is a purine bioisostere, very similar to the natural ligands theophylline and caffeine. In contrast, the other half of the selected ligands contain a monocyclic core. Nonetheless, some compounds still have similarities to known ligands, e.g. FOC-2 is a triazine bioisostere similar to the hit series described in Congreve et al. [217] and FOC-3 contains a triazole core, which is also present in the antagonist characterised by Sun et al. [193]. Despite not being completely novel scaffolds, further analysis of these compounds would provide a reference point for the evaluation of the used methods and results.
Table 3.1: List of novel compounds containing a monocyclic core. The ligands were identified in either a DEL screen or a focused virtual screen. The cyclic system highlighted in the structure is referred to as core of the respective compound.

<table>
<thead>
<tr>
<th>Name</th>
<th>Screen</th>
<th>Core</th>
<th>MW [Da]</th>
<th>Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEL-1</td>
<td>DNA encoded library</td>
<td>pyrimidine</td>
<td>634.83</td>
<td><img src="chart.png" alt="Structure 1" /></td>
</tr>
<tr>
<td>DEL-2</td>
<td>DNA encoded library</td>
<td>pyrimidine</td>
<td>600.21</td>
<td><img src="chart.png" alt="Structure 2" /></td>
</tr>
<tr>
<td>DEL-5</td>
<td>DNA encoded library</td>
<td>pyrimidine</td>
<td>558.02</td>
<td><img src="chart.png" alt="Structure 3" /></td>
</tr>
<tr>
<td>FOC-2</td>
<td>Focused virtual screen</td>
<td>triazine</td>
<td>264.29</td>
<td><img src="chart.png" alt="Structure 4" /></td>
</tr>
<tr>
<td>FOC-3</td>
<td>Focused virtual screen</td>
<td>triazole</td>
<td>312.3</td>
<td><img src="chart.png" alt="Structure 5" /></td>
</tr>
<tr>
<td>DEL-4</td>
<td>DNA encoded library</td>
<td>benzene</td>
<td>441.58</td>
<td><img src="chart.png" alt="Structure 6" /></td>
</tr>
</tbody>
</table>
### Table 3.2: List of novel compounds containing a bicyclic core

The ligands were identified in either a DEL screen or a focused virtual screen. The cyclic system highlighted in the structure is referred to as core of the respective compound.

<table>
<thead>
<tr>
<th>Name</th>
<th>Screen</th>
<th>Core</th>
<th>MW [Da]</th>
<th>Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>FOC-4</td>
<td>Focused virtual</td>
<td>pyrazolotriazine</td>
<td>177.21</td>
<td><img src="image1.png" alt="FOC-4 Structure" /></td>
</tr>
<tr>
<td>FOC-5</td>
<td>virtual screen</td>
<td>pyrazolopyrimidine</td>
<td>287.33</td>
<td><img src="image2.png" alt="FOC-5 Structure" /></td>
</tr>
<tr>
<td>FOC-6</td>
<td>virtual screen</td>
<td>triazolopyrimidine</td>
<td>283.3</td>
<td><img src="image3.png" alt="FOC-6 Structure" /></td>
</tr>
<tr>
<td>FOC-1</td>
<td>virtual screen</td>
<td>diazaindene</td>
<td>419.53</td>
<td><img src="image4.png" alt="FOC-1 Structure" /></td>
</tr>
<tr>
<td>DEL-3</td>
<td>DNA encoded</td>
<td>triazaspiro</td>
<td>661.3</td>
<td><img src="image5.png" alt="DEL-3 Structure" /></td>
</tr>
<tr>
<td>DEL-6</td>
<td>DNA encoded</td>
<td>triazaspiro</td>
<td>663.8</td>
<td><img src="image6.png" alt="DEL-6 Structure" /></td>
</tr>
</tbody>
</table>
Interestingly, the selection also contained some ligands which seemed to originate from the same ligand series. DEL-5 and DEL-2 for example contain the same scaffold (Table 3.1). However, the large morpholyl-propylpropanamide moiety found in DEL-2 is replaced by a small methyl substituent in DEL-5. Similarly, DEL-6 and DEL-3 were generated from the same scaffold only differing in the substitution of a single group (Table 3.2). Before attempting any structural characterisation, the ligand receptor interactions were characterised pharmacologically. This information was then used to guide the decision on which compounds to focus subsequent efforts.

3.2 Measuring concentration-response curves and affinity

The first step in the initial refinement process, after having identified a series of hits from a drug screening assay is to generate concentration-response curves. This verifies that the compounds are showing normal competitive behaviour and specifically bind the target in a reversible manner. If this is not the case, it may indicate that the compound does not bind the target, but rather that the observed effect is cause by an unspecific interaction with another assay component. Furthermore, recording concentration-response curves allows the determination of the affinity of the compounds, which is considered one of the cornerstones of rational drug design, commonly serving as the main factor for choosing promising leads and their optimisation strategies [231, 232].

Despite significant advances in alternative technologies, such as fluorescence- and bioluminescence-based assays [233], radioligand binding assays remain one of the most sensitive and quantitative techniques to measure binding parameters between a given receptor and its ligands, given that there is a suitable radioligand available [234]. Especially for the study of GPCR-ligand interactions, radioligand binding assays are very well established; the first ever GPCR radio-ligand assay having been established during the 1960s [235].

In a saturation assay the receptor is incubated with increasing amounts of radioligand until all of the receptors that can bind the radioligand are occupied. This allows both ligand affinity and receptor density to be determined [236, 237]. If the binding constant of the radioligand is known, the affinity of unlabelled compounds can also be determined by testing their ability to compete the radioligand for the receptor binding site over a wide concentration range. This is termed a competition assay [238, 239].

For A$_{2A}$R, radioligand assays are frequently used to characterise receptor integrity and receptor-ligand interactions, employing commercially available radiolabelled agonists as well as antagonists. Thus, I choose a radioactive competition binding assay using the well characterised radioligand $[^{3}H]$ZM241385 [240] to determine the affinity of this novel selection of hits.

3.2.1 Setting up a competition assay for A$_{2A}$R from HEK293 cells

The most physiologically relevant system available was to transiently transfect human embryonic kidney cells (HEK293) with wild type (WT) human A$_{2A}$R. To this end, a WT HA-Flag-A$_{2A}$-10×HIS construct was cloned into a 3.1-DNA vector for mammalian expression. The tags
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Figure 3.1: Determination of optimal amount of membrane protein to use for radioactive binding assays. Two independent experiments were performed, each in three technical replicates. Here, representative results from one experiment are shown. Error bars represent standard deviation (SD) between the technical replicates. (A) Cpm from varying amounts of total HEK cell membrane protein incubated with 0.5 nM $[^3]H$ZM241385 (total binding). Non-specific binding was determined in parallel reactions in the presence of 100 µM theophylline. Specific binding can then be determined by subtracting the non-specific binding from the total binding. (B) Specific binding represented as percentage of total binding. (C) Western blot of HEK293 cells expressing A2AR probed with a HIS-tag antibody. The red arrow head indicates the monomer of A2AR.

Radioactive binding assays were performed on crude membrane preparations. To this end, the cells were lysed, and membranes were concentrated while washing off soluble cell components. The amount of total protein was determined using a BCA assay to standardise the amount of receptor used in subsequent steps. The membranes were then incubated with the respective ligands for about an hour to allow equilibrium to be established (or at least steady state). Excess ligand was washed off by filtration, leaving only the membrane bound radioligand, which could then be detected through scintillation counting. The presence of the receptor in the membrane sample was checked by Western blot (Figure 3.1 C).

Competition binding assays are usually performed at a radioligand concentration slightly below the dissociation constant $K_D$. As saturation as well as competition binding assays with $[^3]H$ZM241385 are very well described in literature, this value was taken from Jaakola et al. [188]. However, the amount of membranes used was determined empirically, to establish the largest assay window between total and non-specific binding. To this end, total binding was measured by incubating 1 µg, 5 µg, 10 µg, and 25 µg of total membrane protein with 0.5 nM radioligand (Figure 3.1 A). Non-specific binding was determined in parallel reactions in the presence of an excess (100 µM) of theophylline, allowing determination of specific binding as a fraction of total binding. Using 5 µg or 10 µg of total membrane protein resulted in 80–90% specific binding (Figure 3.1 B). However, using more membranes led to significantly higher non-specific binding, resulting in only 68 ± 4.7% specific binding at 25 µg of total membrane protein. When using less membranes, only very low counts were obtained, which resulted in...
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Figure 3.2: Effect of increased DMSO concentration on binding assays. (A) Competition binding assays with theophylline were performed on membranes from HEK cells transiently transfected with A2A R. The ligand was dissolved in increasing concentrations of DMSO. The number of cpm recorded drastically decreased with higher DMSO concentrations. Curves from a single experiment are shown, performed in triplicates. Error bars indicate SD between technical replicates. (B) Curves from A after normalisation. Despite the effect on the measured signal the shape of the curve was not affected, by the DMSO. However, the error bars were significantly larger.

decreased specific binding and increased variation in-between the three technical replicates (70 % ± 12.5 % at 1 µg total membrane protein). Therefore, a membrane concentration of 5–10 µg of total membrane protein was chosen for subsequent experiments.

Dimethyl sulfoxide (DMSO) is the most common solvent for compounds in drug discovery, as its able to dissolve both polar and nonpolar compounds at very high loads [242]. However, at higher concentrations DMSO is toxic to cells and can impact the outcome of pharmacological assays. As water solubility of some of the novel compounds was limited, first the effect of increasing concentrations of DMSO on the binding assay was determined by recording concentration response curves for the reference compound theophylline at varying DMSO concentrations. This experiment showed that DMSO had a significant effect on the maximal number of counts recorded (Figure 3.2 A). At a final concentration of 25 % DMSO, only 10 % of the signal could be recorded compared to a curve without any DMSO. Despite this, the shape of the curve was not significantly affected, and the curves overlaid after normalisation (Figure 3.2 B). The determined IC50 were comparable; however, with the reduction in signal, the variation in-between the three technical replicates increased significantly. Therefore, I established that the maximal concentration of DMSO used for this assay should not exceed 5 %. This was higher than the arbitrary 1 % commonly used as a cut off in many pharmacological assays, allowing to probe slightly higher concentrations of the less water-soluble compounds, but still low enough to get a good number of counts and reasonable error bars. In practice, this limit meant that the highest ligand concentration that could be measured corresponded to 1/5 of the stock solution, given the compound is soluble in 20 % DMSO.

3.2.2 Determining the binding constants for the novel ligands

To validate the assay, binding constants of some well characterised reference compounds were determined and compared to literature values. To this end, theophylline and 2-chloroadenosine (Cl-adenosine) were chosen. Cl-adenosine is a more stable analogue of the natural agonist adenosine, while theophylline is a xanthine derivative, similar to caffeine, that acts as a non-
elective adenosine antagonist. Both compounds have been extensively described in literature, are easily commercially available and have a reasonable water-solubility. To generate dose response curves, ligand dilution series were prepared covering concentrations 3 log units lower and higher than the reported $K_i$. Additionally, a no-ligand sample was included, which was used later on to normalise the curves. For the ligands with unknown affinity, dilution series were started with a maximal concentration of 1 mM and then adjusted according to the first results. For each ligand, at least three independent experiments were performed, each time in triplicate (expect for DEL-6, as there was not enough material available). As a control, one of the reference compounds was included in each experiment.

The data were fitted in GraphPad Prism using non-linear regression, assuming the presence of a single binding site and reversible binding at equilibrium. The inhibition constant $K_i$ of a non-labelled ligand can be calculated if the $K_D$ of the radioligand is known [243]. However, since the $K_D$ of the radioligand was not assayed and could only be taken from literature, it was not used to calculate $K_i$ values for the competing ligands, as this value was not determined under the same experimental conditions. Instead, the concentration of inhibitor required to displace half of the bound radioligand was reported as $IC_{50}$. However, by definition (Cheng-Prusoff equation, Equation 3.1) the $IC_{50}$ will be very similar to the $K_i$ in the situation where the radioligand concentration $[R]$ is lower than its $K_D$. Therefore, the $IC_{50}$ represents an accurate relative measure of the affinity of unlabelled ligands in competition assays where the rest of the system remains unchanged (radioligand concentration, receptor preparations, etc.). This should be the case in the experiments reported here, as membranes from the same batch were used in each experiment.

$$IC_{50} = K_i(1 + \frac{[R]}{K_D}) \quad (3.1)$$

The $pIC_{50}$ values of theophylline and adenosine were determined at 4.6 ± 0.03 and 5.7 ± 0.05, respectively. In literature, $pK_i$ values ranging from 5.2–5.6 can be found for theophylline and from 6.8–7.4 for adenosine (Figure 3.3 A, Table 3.3) [189, 125, 244, 245]. According to the Cheng-Prusoff equation, $IC_{50}$ values will always be slightly higher than the calculated $K_i$ (Equation 3.1). The remaining discrepancy may be explained by differences in expression system and experimental conditions. This reasoning is further supported by the observation that the difference between recorded and literature value was slightly larger for adenosine than for theophylline. It is known that A2AR agonist affinity is highly sensitive to buffer conditions (A2AR is e.g. allosterically modulated by sodium chloride [188]), and therefore it is not surprising that more variability in the determined binding constants could be observed for this ligand. Nonetheless, the obtained results were very robust within the performed experiments ($n = 9$), therefore, the assay was suitable to determine the binding constant of the novel ligands.

For all tested compounds concentration response curves could be fitted, confirming that they behave as A2AR ligands. For DEL-3, DEL-5, and DEL-6 only a relatively low $pIC_{50}$ of 4.2 ± 0.03, 3.9 ± 0.12, and 3.6 ± 0.08 were determined (Figure 3.3 B). Unfortunately, it was not possible to include enough data points from the bottom plateau of these ligands, as concentrations above 1 mM could not be tested due to solubility issues. However, since the recorded $pIC_{50}$ of these three ligands was below the $pIC_{50}$ of theophylline, which is regarded a low affinity compound [246], they did not represent very promising candidates.
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Figure 3.3: Competition binding curves recorded with different ligands. (A) Representative binding curves determined with the reference ligands adenosine and theophylline, (B) the ligands from the DEL screen and (C) the ligands from the focused virtual screen. Experiments were all performed on the same batch of membrane preparations from transiently transfected HEK-cells. Binding curves from one representative experiment are shown. Error bars indicate the SD between three technical triplicates. Curves were normalised against a no-ligand reference. Cold ligand = non-labelled ligand.

Table 3.3: Affinities of novel ligands determined through competition binding. Affinity values are shown for the novel ligands and one reference antagonist and agonist from radioligand competition binding using [³H]ZM241385 with membranes prepped from HEK293 cells transiently transfected with A2A R. All data are presented as mean pIC$_{50}$ from n independent experiments. Errors are given as standard error of the mean. Literature values for the reference compounds are given in parenthesis.

<table>
<thead>
<tr>
<th>Compound</th>
<th>pIC$_{50}$</th>
<th>SEM</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>theophylline</td>
<td>4.6 (5.2–5.6)</td>
<td>0.03</td>
<td>9</td>
</tr>
<tr>
<td>Cl-adenosine</td>
<td>5.7 (6.8–7.4)</td>
<td>0.05</td>
<td>9</td>
</tr>
<tr>
<td>DEL-1</td>
<td>7.3</td>
<td>0.19</td>
<td>4</td>
</tr>
<tr>
<td>DEL-2</td>
<td>7.2</td>
<td>0.05</td>
<td>3</td>
</tr>
<tr>
<td>DEL-3</td>
<td>4.2</td>
<td>0.03</td>
<td>3</td>
</tr>
<tr>
<td>DEL-5</td>
<td>3.9</td>
<td>0.12</td>
<td>3</td>
</tr>
<tr>
<td>DEL-6</td>
<td>3.6</td>
<td>0.08</td>
<td>2</td>
</tr>
<tr>
<td>FOC-1</td>
<td>7.2</td>
<td>0.15</td>
<td>3</td>
</tr>
<tr>
<td>FOC-2</td>
<td>7.3</td>
<td>0.13</td>
<td>4</td>
</tr>
<tr>
<td>FOC-3</td>
<td>6.1</td>
<td>0.08</td>
<td>3</td>
</tr>
<tr>
<td>FOC-4</td>
<td>5.8</td>
<td>0.03</td>
<td>3</td>
</tr>
<tr>
<td>FOC-5</td>
<td>5.7</td>
<td>0.03</td>
<td>4</td>
</tr>
<tr>
<td>FOC-6</td>
<td>6.0</td>
<td>0.07</td>
<td>3</td>
</tr>
</tbody>
</table>
FOC-4, FOC-5, and FOC-6 represent slightly better candidates with an $pIC_{50}$ of 5.8 ± 0.03, 5.7 ± 0.03 and 6.0 ± 0.07, similar to theophylline and adenosine (Table 3.2). Strikingly, while the data for FOC-6 could be reliably fitted to a sigmoidal binding curve, the curve plateaued at a value significantly greater than non-specific binding, different from all the other compounds (Figure 3.3 C). This indicated that FOC-6 was not able to completely displace the radioligand, which suggests that the ligand might bind to a secondary, possibly allosteric binding site as well. Though, to validate this hypothesis, further experiments need to be performed.

The most compelling compounds according to this first analysis were DEL-1, DEL-2, FOC-1 and FOC-2, which had a $pIC_{50}$ of 7.3 ± 0.19, 7.2 ± 0.05, 7.2 ± 0.15, and 7.3 ± 0.13. These are very good values for primary hits and therefore made them very interesting candidates for further studies.

### 3.2.3 Comparison to insect cell expression and effect of different constructs

In order to crystallise the A$_2$AR, a stabilised receptor construct is usually engineered and expressed in Sf9 insect cells. To make sure the ligands would behave similarly under these conditions, ligand binding was assessed using differently stabilised A$_2$AR constructs from insect cell membranes. However, since the amount of compound available was very limited, but structural studies usually require large amounts of compound, these additional binding studies were only performed with the reference compounds.

To be able to better compare the determined binding constants with literature, as a first step, a saturation curve for the radioligand $[^3H]ZM241385$ was determined using a WT-like construct. This construct consisted of the WT receptor but with an N-terminal bRIIL fusion to increase expression levels. Successful overexpression of the engineered construct was assessed by Western blotting using HIS-tag and FLAG-tag antibodies for the C- and N-terminal tags of the construct, respectively (Figure 3.4 B). Saturation assays require large amounts of radioligand. Therefore, no experiments were performed on non-infected control membranes. The introduced N-terminal bRIIL fusion should have no effect on the pharmacology of the receptor, which could be confirmed by the assay. A $pK_D$ of 9.2 ± 0.05 was determined (Figure 3.4 A), which is in line with what is reported in the literature [188]. This value was then used in subsequent competition assays to determine the $pK_i$ of the competing ligands. A saturation assay further allows to determine the $B_{max}$ of the radioligand, which can then be used to calculate receptor density. For this WT-like construct a $B_{max}$ of 2084 ± 245 dpm could be determined, translating into 19 pmol of receptor per mg of total membrane protein.

In a next step, the same experiment was performed with a construct containing point mutations that stabilise the receptor in the antagonist bound state (StaR2 mutations: A54L, T88A, K122A, V239A, R107A, L202A L235A, S277A, (N145 removal of glycosylation site)) [189]. As for the WT-like construct, expression in Sf9 cells was confirmed by Western blotting prior to setting up the binding assays (Figure 3.4 B). The stabilised receptor bound the radioligand with a similar affinity ($pK_D = 9.0 ± 0.02$) to the WT-like construct and the reported literature value [189]. However, the mutations had a notable effect on the expression levels of the receptor and the $B_{max}$ was increased to 8810 ± 1706 dpm (Figure 3.4 C). This resulted in 80 pmol/mg
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Figure 3.4: Binding assays on stabilised constructs from Sf9 membranes. (A) Representative saturation binding curves from a single experiment for bRIL-stabilised WT construct using increasing concentrations of [³H]ZM241385. Nonspecific binding was determined in parallel reactions in the presence of 100 µM theophylline. Specific binding was determined by subtracting the non-specific binding from the total. (B) Western blot of Sf9 membranes used for subsequent binding assays using an anti-FLAG-tag antibody. Membranes from Sf9 cells expressing either the WT-like construct (WT) (at 17 µg of total membrane protein) or expressing a construct containing thermostabilising point mutations that stabilise the receptor in the antagonist bound conformation (AS) (at 21 µg of total membrane protein) were loaded on the gel. (C) Comparison of saturation curves of the WT-like construct and the antagonist-stabilised construct. (D) Competition binding with reference agonists (NECA, adenosine) and antagonists (theophylline, caffeine) using the WT-like construct and (E) the antagonist-stabilised construct. Error bars in the graphs A, C-E represent the SD from three technical replicates. To calculate the $K_D$ and $K_i$ values reported in the text, the mean of 3 independent experiments was taken ± SEM.
3.3 Determining ligand antagonism

The determined affinities confirmed that the novel ligand specifically bind $A_{2A}$R but did not disclose anything about the induced downstream effects. Therefore, the compounds were further assessed in a secondary assay, looking at a functional response. As HEK293 cells have been shown to have a relatively high endogenous $A_{2B}$R expression [247], these experiments were performed in Chinese hamster ovary (CHO) cells.

![Figure 3.5: Receptor activation upon NECA stimulation of transfected and non-transfected CHO cells. LANCE assay measuring cAMP production upon NECA activation in cells transiently transfected with WT $A_{2A}$R (orange squares, EC$_{50}$: 7.4µM) and non-transfected (NT) CHO cells (black dots). Stimulating the $A_{2A}$R transfected cells with FOC-6 (purple stars) instead of NECA had no specific effect. Representative curves from a single experiment are shown. Data points were normalised against top and bottom values of the curve fit. Error bars indicate the SD between three technical triplicates.](image)

of protein and represented a significant increase in functional receptor reaching the membrane, illustrating one of the reasons why these type of modifications are exploited for crystallisation purposes.

Finally, ligand binding of the reference agonists adenosine and NECA, and the antagonists theophylline and caffeine were assessed in competition binding assays and compared for the two constructs. Similarly, to what was observed in the HEK cell system, the $pK_i$ determined for the reference compounds (NECA: $6.5 \pm 0.04$, adenosine: $6.4 \pm 0.13$, theophylline: $5.1 \pm 0.18$, and caffeine: $4.8 \pm 0.14$) were slightly lower than reported in literature (Figure 3.4 D). This discrepancy was again higher for the measured agonists than the antagonists, suggesting they are due to differences in the assay conditions. The construct stabilised in the antagonist bound form clearly showed a reduced affinity for agonists, to an extent that no $K_i$ could be determined. In contrast, the affinity for the antagonists remained unchanged compared to the WT-like construct (theophylline: $5.2 \pm 0.22$ and caffeine: $4.9 \pm 0.19$) (Figure 3.4 E). This is exactly what has been reported before and suggests that the novel ligands should bind the stabilised constructs expressed in insect cells with a similar affinity to what has been determined in the HEK293-system.
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Figure 3.6: LANCE assays measuring cellular cAMP production upon NECA activation of A2AR transfected CHO cells after treatment with different inhibitors. (A) Mean of two or three independent experiments plotted for FOC-1, FOC-2, FOC-3, and DEL-2. Error bars depict the standard deviation between the different experiments. (B) Same as A but for FOC-4, DEL-1 and DEL-5, for which the response seemed to be less robust. Because of the limited amount of DEL-5 the experiment could only be performed once. Hence, the mean of triplicates from one single experiment is plotted and no errors could be determined. Experiments for DEL-1, DEL-2, and FOC-3 were performed in duplicates, for FOC-1, FOC-2, and FOC-4 in triplicates.

The A2AR is a prototypical Gs coupled receptor, which means that receptor activation leads to stimulation of AC and an increase in cAMP synthesis. Changes in cellular cAMP levels are routinely used to determine GPCR activation employing fluorescent reporter-based systems such as the LANCE® Ultra cAMP assay. This specific assay is a homogeneous time-resolved fluorescence resonance energy transfer (TR-FRET) immunoassay, based on the competition between a europium (Eu) chelate-labelled cAMP tracer and cellular cAMP for binding sites on cAMP-specific monoclonal antibodies labelled with a fluorescent dye. Binding of the labelled cAMP leads to energy transfer to the antibody and a fluorescent readout. Thus, the maximal fluorescent signal is recorded in the absence of any free cAMP, whereas high cellular cAMP production is translated into a low fluorescent readout. To measure the action of antagonists, A2AR was first blocked with increasing concentrations of the inhibitor before stimulating with an agonist at an EC90 concentration. The EC90 of the agonist was determined empirically for the used system by recording a concentration response curve for the non-selective agonist NECA (Figure 3.5). The assay confirmed that most of the ligands act as A2AR inhibitors (Figure 3.6). Despite the relative high affinities measured, the inhibitory action of most ligand determined in this assay was more moderate. However, one has to note that these results are highly assay dependent and this assay was performed on transiently transfected cells. Therefore, the determined IC50 cannot be compared directly with the IC50 from the binding assays. Furthermore, most of the ligands contained single and bicyclic aromatic ring systems, which might have interfered with the fluorescent readout to a certain degree, potentially explaining the high error bars on the results for DEL-1, DEL-5 and FOC-4 (Figure 3.6 B). Unfortunately, the appropriate ligand and cell controls could not be included, because of the limited amount of compound available.

According to this assay, DEL-1 was the most potent inhibitor of the novel ligands, with a pIC50 of 7.7 ± 0.18. This value was similar to the affinity determined in the radioactive competition assay. Interestingly, the other ligands of similar affinity were weaker antagonists
Table 3.4: Antagonist potency of novel ligands determined by recording concentration response curves using the LANCE cAMP assay. *pIC*\(_{50}\) are calculated as mean from n independent experiments. Errors are given as standard error of the mean.

<table>
<thead>
<tr>
<th>Compound</th>
<th><em>pIC</em>(_{50})</th>
<th>SEM</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEL-1</td>
<td>7.7</td>
<td>0.18</td>
<td>2</td>
</tr>
<tr>
<td>DEL-2</td>
<td>5.2</td>
<td>0.09</td>
<td>2</td>
</tr>
<tr>
<td>DEL-5</td>
<td>4.34</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td>FOC-1</td>
<td>5.9</td>
<td>0.07</td>
<td>3</td>
</tr>
<tr>
<td>FOC-2</td>
<td>6.3</td>
<td>0.04</td>
<td>3</td>
</tr>
<tr>
<td>FOC-3</td>
<td>5.8</td>
<td>0.26</td>
<td>2</td>
</tr>
<tr>
<td>FOC-4</td>
<td>6.5</td>
<td>0.34</td>
<td>3</td>
</tr>
</tbody>
</table>

in this assay; FOC-2 being 10 times and FOC-1 and DEL-2 being even 100 times less potent than DEL-1 (Table 3.4). For FOC-3 and FOC-4 an *pIC*\(_{50}\) of 5.8 ± 0.26 and 6.5 ± 0.34 was determined, which was more in line with the affinity. For DEL-5, one of the ligands with the lowest affinity, the lowest antagonist potency was recorded in this assay (*pIC*\(_{50}\) = 4.3). Nonetheless, this specific result needs to be taken with extra caution, as the amount of DEL-5 available was only enough for one single experiment. For DEL-6, DEL-3 and DEL-4 there was not enough material available to perform the experiment at all.

Surprisingly, the results for FOC-5 and FOC-6 could not be fitted to a sigmoidal binding curve, indicating that these ligands either interfered with the assay or simply did not behave as antagonists. These results further added to the hypothesis that FOC-6 does not solely bind to the orthosteric binding site, but potentially might bind a secondary site. The ligand acting as an agonist could be excluded, as no positive concentration-dependent effect could be determined (Figure 3.5). However, to identify a potential allosteric effect of FOC-6 on A\(_{2A}\)R signalling more experiments will be required.

3.4 Thermostabilising effect of the compounds

In many cases protein expression and purification can be improved significantly by the addition of a specific ligand that serves to stabilise the protein and thereby reduces its propensity to unfold and aggregate. This effect can be determined as an increase in melting temperature (∆T\(_{m}\)) in thermal denaturation assays [248]. For GPCRs specifically, ligand binding locks the receptor in a specific conformation and shifts the equilibrium towards a specific state, creating a more homogeneous protein sample, which is required to crystallise the receptor for structural studies. Thus, there is a correlation between a high thermal shift and a positive outcome in crystallographic experiments, which can be used to guide the selection of the most promising compounds for structural studies [249].

For purified membrane proteins, changes in thermostability can be quantified by measuring the extent of unfolding using a variety of different techniques, such as assessing protein activity as a function of temperature using radioligands [189], fluorescent size exclusion [250] or differential scanning fluorimetry (DSF) either using specific probes such as thiol-specific fluorophore N-[4-(7-diethylamino-4-methyl-3-coumarinyl)phenyl]maleimide, which fluoresces when
covalently bound to internal cysteines that become exposed upon denaturation [251] or intrinsic tryptophan fluorescence [252]. However, most of these techniques require very specific equipment or specifically labelled compounds or protein constructs. In contrast, SDS-gel based assays allow the study of thermal stability of membrane proteins in every standard biochemistry laboratory. If followed by Western blotting, or if using a fluorescently tagged protein construct, thermal stability can even be assayed using total cell lysates instead of purified protein [253].

3.4.1 Melting temperature of receptor-ligand complexes determined using a gel shift assay

As the gel shift assay does not require any specific equipment or labels, this assay was chosen as the first strategy to determine the thermostabilising effect of the novel ligands. Together with the affinity data, this information should help to select the best candidates for subsequent structural studies.

Despite being one of the simplest methods to assess thermostability, the gel shift assay is relatively error prone and less sensitive than other methods. Therefore, a WT-like receptor construct with minimal thermostabilising modifications was chosen, which would hopefully allow better visualisation of small thermostabilising effects. However, as apo-WT-A2AR was too unstable for purification, the receptor had to be purified in the presence of the transient, low-affinity ligand theophylline. Before setting up the thermal unfolding experiments, affinity purified receptor was buffer exchanged using a PD10 column to remove any excess ligand. For each ligand nine aliquots were prepared, which were preincubated with 100 µM of the novel ligands for 30 minutes at room temperature. Subsequently, the aliquots were heated to eight different temperatures, ranging from 55–80 °C; a control sample was kept at 4 °C. After temperature treatment, SDS-sample buffer was added to each condition and all samples were loaded on an SDS-PAGE. Unfolded protein formed large aggregates that were unable to run

Figure 3.7: Attempt of trying to determine thermostabilising effects using the gel shift assay. (A) SDS-PAGE showing the gel-shift assay for ZM241385, theophylline and the DMSO control. (B) Despite seeing a clear decrease in signal on the gel, when plotting the relative amount of protein in a temperature dependent manner, no clear difference between the ligand-stabilised receptor and the DMSO control could be determined.
into the gel. Therefore, the intensity of the protein band after Coomassie staining decreased in a temperature dependent manner, which could be quantified through subsequent densitometry analysis of the gel (Figure 3.7).

Unfortunately, no thermostabilising effect could be determined using this method, not even for the reference compound ZM241385, for which a $\Delta T_m$ of up to 12°C has been previously reported [188].

### 3.4.2 Determining the melting temperature of receptor-ligand complexes by nanoDSF

As the Gel shift assay was not suited to analyse the thermostabilising effect of the here studied $A_2A$R ligands, another method was chosen. DSF experiments record changes in fluorescence occurring upon protein unfolding. To follow this process in a label-free manner, the intrinsic fluorescence of tryptophan can be used, which is strongly dependent on its close surroundings. Tryptophan residues buried inside a protein structure and thus, located in a hydrophobic environment, have a fluorescence emission maximum at round 330 nm, while in a more polar surrounding, such as encountered upon unfolding, fluorescence is quenched by solvent molecules and the emission maximum is red-shifted to about 350 nm [254, 255]. By following the change in fluorescence emission in a temperature dependant manner protein unfolding can be monitored and thereby the thermal stability of a protein assessed. The apparent melting temperature ($T_m$) of a protein is defined as the temperature required for the unfolding of 50% of a protein, corresponding to the midpoint of the transition from folded to unfolded, which can be calculated from the inflection point from a sigmoidal curve. An increased melting temperature of a specific receptor-ligand complex indicates a more stable and rigid protein conformation and allows to preselect the ligand with the highest likelihood for a positive outcome in crystallisation experiments. Therefore, the same thermostabilised protein sample prepared for crystallographic experiments was also used for DSF experiments. To generate an “apo-protein” sample the protein solution was diluted 200 times with ligand free buffer, thereby hopefully releasing most of the bound ligand. Then, 50 µM ligand were preincubated with 3.5 µM receptor for half an hour at room temperature before setting up the DSF experiment. As negative-control, DMSO alone was used. Melting scans were performed covering a temperature range from 20–90°C at a heating rate of 2.5°C/min. As the fluorescence emission maximum of tryptophan depends on its immediate surroundings the optimal wavelength to record changes in fluorescence emission might vary for different proteins [256]. The Prometheus nanoDSF device therefore records fluorescence emission at 330 nm ($F_{330}$) and 350 nm ($F_{350}$). When following the red-shift in fluorescent emission due to protein unfolding, the 350:330 nm ratio is often suited best to detect any changes in protein structure, and was therefore used here to calculate the $T_m$ for the different receptor-ligand complexes. The $T_m$ is then visualised by plotting the first derivative of each measurement, where the curve minimum corresponds to the inflection point of the melting curve (Figure 3.8 A). Without the addition of any ligand (DMSO-sample), the apparent $T_m$ was 56°C. The thermostabilising effect of each ligand ($\Delta T_m$) was then determined by relating the $T_m$ measured for the different ligand-receptor complexes to this non-ligand reference (Figure 3.8 B). As expected, ZM241385 conferred the largest thermostabilising effect, increasing the melting temperature by 4°C. Unfortunately, only minor changes in $T_m$ were observed for all
Figure 3.8: Thermostabilising effect of ligands recorded by nanoDSF. (A) Exemplary melting curves obtained for ZM241385, theophylline and the DMSO control. The top panel shows the curves obtained at the 350:330 ratio, the bottom the first derivative, where the curve minimum visualises to the $T_m$ at the inflection point of the above melting curves. (B) Comparison of $\Delta T_m$ induced by the different ligands.

the novel ligands; some even displayed a slightly destabilising effect (Figure 3.8 B). According to the recorded $\Delta T_m$, FOC-2 seemed to be the best candidate for crystallographic studies out of this ligand series, followed by DEL-2 and FOC-1. This nicely correlated with the determined affinity, as these compounds also displayed the highest $pIC_{50}$. Interestingly, despite having a similar affinity, DEL-1 seems to stabilise the receptor less than DEL-2. DEL-6 and DEL-5 had a slightly destabilising effect on the receptor, reducing $T_m$ compared to the DMSO-control. Only minor changes in $\Delta T_m$ could be observed for the rest of the compounds. Albeit most of them having higher affinities than the reference compound theophylline, their $\Delta T_m$ was not significantly different.

3.5 Discussion

A set of novel $A_{2A}$R ligands was identified through two different, novel screening approaches and was further validated to determine their potential as lead candidates. To be able to rationally enhance the ligands in subsequent optimisation experiments, as much pharmacodynamic data as possible should be gathered that helps to identify and assign the functional contributions of each structural element of the ligand. Structural characterisation of membrane protein-ligand interactions is still very difficult and usually highly laborious. Pharmacological and biophysical data helps to select the candidates that are most likely to be successful in structure determination approaches and on which efforts should be focused.

One important aspect to consider, specifically when designing inhibitors, is ligand affinity, as they are required to tightly bind to the receptor in order to interfere in the effects of the native ligand. For all but one ligand, reliable binding curves could be recorded, confirming that they specifically bind the $A_{2A}$R. Four ligands, DEL-1, DEL-2, FOC-1 and FOC-2, had an affinity in the sub-micromolar range, indicating that they are good lead candidates. By monitoring cAMP levels, I further confirmed that these ligands are indeed antagonists. Ligands with a high affinity also inhibited the receptor with a higher potency than the compounds of weaker affinity.
FOC-2 is a 1,3,5-bioisostere of previously characterised triazine ligands [217]. It was therefore not surprising that this ligand had a high affinity too. Similarly, FOC-1 contains the typical bicyclic core which is present in many A2AR ligands. Together with the relatively high affinity, this suggested that the ligand probably adopts a similar binding pose as classical A2AR ligands such as ZM241385. However, the FOC-1 core consists of a dideazapurine, containing significantly fewer nitrogen substitutions that could engage in hydrogen bonding, which indicates that the aromatic substituents might contribute important interactions for binding.

In contrast, DEL-1 and DEL-2 were structurally very distinct from previously characterised ligands and are thus especially interesting hits for subsequent structural characterisation. Despite having the same ligand core as DEL-2, the affinity of DEL-5 was reduced by more than one order of magnitude. Further, initial results suggested that the potency of DEL-5 was significantly reduced as well. This indicated that the bulky morphonyl-propylpropanamide moiety was important for binding and function and is therefore likely to directly interact with the receptor.

For FOC-3, FOC-4, FOC-5, and FOC-6 affinities in the lower micromolar range could be determined, suggesting they were still better binders than the nonspecific antagonist theophylline. Interestingly, while the potency of FOC-3 and FOC-4 was in a similar range than what was measured for the best ligands, FOC-5 and FOC-6 did not inhibit receptor activation by NECA. Additionally, FOC-6 was not able to completely displace the radioligand, suggesting this ligand might bind to a secondary, potentially allosteric site on the receptor.

Finally, DEL-3, DEL-5, and DEL-6 were of relatively low affinity. Because I identified stronger binders in this selection of hits, they were not further considered as interesting drug candidates. It is usually more difficult to get structures with low affinity compounds. Therefore, the high affinities determined for DEL-1, DEL-2, FOC-1 and FOC-2 suggest higher chances for getting co-crystal structures with the A2AR.

A second factor that helps to judge if a receptor-ligand complex might crystallise, is the thermostabilising effect of the ligand on the receptor. Because the thermostabilising effects of this novel series of compounds was relatively low, the gel shift assay was not sensitive enough to detect these changes. Sensitivity of the assay might be increased though a series of assay-optimisation steps, but to obtain good signal intensity this would probably require larger amounts of sample and therefore also compound, which were not available. Therefore, nanoDSF measurements were performed. They facilitated the determination of ΔTm inferred by the different compounds onto the exact receptor sample used for subsequent crystallographic experiments. This method was also quicker and more labour efficient than the gel shift assay; however, it is highly dependent on the availability of specific equipment.

The apparent melting temperature determined for the apo-receptor was very high. On one hand, this was because a highly stabilised receptor construct has been used. The thermostabilised StaR2-construct already has a melting temperature of 47 °C [189] and the BRIL-fusion in the third intracellular loop must have increased the stability even further. On the other hand, the protein was purified in the presence of the high-affinity ligand ZM241385. Despite diluting the protein sample 200 times to remove the ligand, some might still have remained bound to the receptor, stabilising a certain fraction of receptor molecules in the sample and therefore increasing the apparent Tm of the non-liganded control. Thus, the observed thermostabilising
effect of any added ligand would appear lower than it actually is, explaining why the $\Delta T_m$ for the reference ligand ZM241385 measured in this experiment is lower than reported elsewhere [188, 189]. Weaker binders might not have been able to completely displace residual ZM241385 from the binding site and therefore, no effect on $T_m$ could be observed. Hence, the absolute $\Delta T_m$ values are likely to be slightly higher than recorded here. Despite being smaller than expected, the $\Delta T_m$ correlated with the affinities of the compounds. This indicates that the observed changes are real and conferred by to the specific compound. Consequently, they could be used to rank the compounds according to their likelihood of stabilising the receptor for crystallographic experiments. However, as even the $\Delta T_m$ of the best candidate was significantly lower than the effect of ZM241385, this experiment suggests that it might be quite difficult to crystallise any of these receptor-ligand complexes.
Chapter 4

*In silico* structural studies of A$_{2A}$ receptor-ligand interactions

Before attempting to obtain co-crystal structures with these novel ligands, the ligand-receptor interactions were predicted using computational docking programs. Docking poses can provide initial models of interaction between small molecules and proteins at atomic levels, which can facilitate the characterisation of small molecule behaviour at a protein binding site [257, 258]. As the novel ligands studied in this research are all hits from primary screening efforts, it is likely that few of them, if any at all, will crystallise in complex with the receptor. Thus, if no structures can be obtained, *in silico* analysis can serve as the basis to derive interaction fingerprints of the ligands [259, 260], as well as to construct quantitative structure-activity relationship (QSAR) models, which will inform chemical refinement of the ligands [261, 262, 263].

4.1 Validation of docking approach

Considering the limitations of computer resources, docking was performed with a flexible ligand and a rigid receptor. As the agonist and antagonist bound state of GPCRs differ significantly for most receptors, it was important to use the appropriate receptor conformational state as the basis for ligand binding simulations. The LANCE assay confirmed that most ligands exhibited an inhibitory activity and hence an inhibitor bound structure was chosen for model based structural studies.

To validate the docking approach, the reference ligands, ZM241385 and theophylline, were docked in a benchmark test [264]. Redocking a ligand that has previously been co-crystallised into the cognate receptor is one of the most highly accepted measures of docking success, as the root mean square deviation (RMSD) from the crystal pose can be measured to determine the accuracy of the predicted pose [265, 258]. If there are several co-crystal structures available, an additional benchmark can be established by evaluating the ligand RMSD from the predicted and the “known” poses. In this case the “known” pose is simply obtained by aligning the reference structure and the ligand’s co-crystal receptor structure [266].
To dock the different ligands into the A2AR structure the docking program Glide from Schrödinger was used. Glide initially generates a series of different poses, which are then passed through multiple hierarchical filters, to find the energetically most probable combination of conformation and orientation of a ligand relative to the receptor. These filters test the spatial fit of the ligand to the defined active site and examine the complementary of ligand-receptor interactions based on empirical scoring functions [267] (See section 1.1.2). Poses that pass these initial screens enter the final stage of the algorithm, which involves the evaluation and further minimisation of ligand-receptor interaction energy. Only these energy-minimised poses are then used to calculate the final docking score, approximating the ligand binding free energy. This score is based on several factors, including electrostatic and vDW contributions, the nonbonded interaction energy, and other terms rewarding or penalising interactions known to influence ligand binding (See section 1.1.2).

For both ligands there is a crystal structure available to which the docking results could be compared. Thus, ZM241385 and theophylline were docked twice, once into a structure solved with ZM231385 (4EIY) and once into the structure determined in complex with theophylline (5MZJ). The overall protein structure of the A2AR bound to these two different ligands is very similar (Cα RMSD: 0.28), including all the residues in the orthosteric binding pocket [221].

To determine the RMSD between the different ligand poses, DockRMSD [230] was used. This algorithm maps the two structures without the assumption of atomic ordering and then calculates the RMSD for each atomic mapping and determines the lowest score. For most benchmark tests, RMSD values below 2 Å are considered good scores [258]. Docking ZM241385 into the 4EIY structure resulted in an almost identical ligand pose as observed in the crystal structure (RMSD: 0.22 Å) and a high docking score of $-10.6$ (Figure 4.1 A). The docking software Glide uses composite docking scores, combining force field-based and knowledge-based scoring functions that are highly complex. However, generally a score of $-10$ or lower usually represents good binding. For targets with shallow active sites, or which predominantly form hydrophobic interactions, scores of $-8$ are considered very good. Glide predicts that ZM241385 forms interactions with Phe 168$^{45.52}$, Glu 169$^{45.53}$, His 250$^{6.52}$, and Asn 253$^{6.55}$ which aligns well with the crystal structure. Hydrophobic interactions such as with Leu 267$^{7.32}$, Met 270$^{7.35}$, and Ile 274$^{7.39}$ are considered for the calculations but will be discussed to a much lesser extent here.

Similarly, docking theophylline into either the 4EIY or the 5MZJ structure resulted in poses that closely match the crystal structure (RMSD of 0.29 Å and 0.21 Å respectively) (Figure 4.1 B, D). The interaction of the ligand with His 278$^{7.43}$ and the backbone carbonyl of Ala 81$^{3.28}$ described in the crystal structure are not visible, as they are made through two water molecules that were not included in the docking structure to increase the speed of docking. Nonetheless, docking theophylline into the theophylline-bound receptor structure (5MZJ), did lead to a slightly better docking score of $-8.0$ compared to $-7.7$ when docking into the ZM251385-bound structure. The docking score obtained for theophylline was significantly poorer than for ZM241385, which corresponds well with the weaker affinity of theophylline.

The biggest difference between a docked ligand pose and a crystal structure was observed when docking ZM251385 into the theophylline structure (5MZJ), as the phenol moiety extending from the ethylamine chain of ZM241385 adopts a different orientation (Figure 4.1 C). Large substituent flexibility has been described previously for this area of the pharmacophore [268]
4.1. VALIDATION OF DOCKING APPROACH

The docked compound positions are shown in orange, while the 4EIY protein structure and bound ZM241385 are shown in cyan and the 5MZJ and bound theophylline from this structure in pink. Docking scores are denoted DS. Hydrogen bonds are shown as blue dashed lines and aromatic stacking interactions in red.

(A) ZM241385 was docked into 4EIY structure and compared to the bound ZM241385 (cyan).

(B) Docking of theophylline into the same structure, compared to the ligand position of aligned 5MZJ (pink).

(C) ZM241385 docked into 5MZJ compared to the ligand position of aligned 4EIY (cyan).

(D) Theophylline docked into the 5MZJ structure compared to the bound ligand.

Figure 4.1: Comparison of docking poses for reference compounds to crystal structures.

and in the original crystal structure this region had higher temperature factors than other parts of the ligand, reflecting its flexibility [188]. Furthermore, an alternative position of the phenol group can be observed in another ZM241385-bound structure (3PWH) [189]. However, the bicyclic core, as well as the furan moiety of the ligand, form the same \( \pi \)-stacking and hydrogen bond interactions with the receptor in the docked model as in the crystal structure and are positioned very similarly (overall RMSD: 1.76 Å).

Overall, the \( \alpha_2 \alpha_2 \)R structure used for docking did not have much of an impact on the resulting ligand poses. The high similarity of the poses obtained with either protein structure was also reflected in the very similar docking scores.
4.2 Docking of novel ligands

Following the benchmarking test using known ligands, the selection of novel ligands from No- vartis was docked into the prepared 4EIY structure using Glide. The obtained docking scores roughly correlated with the $pIC_{50}$ previously determined in the radioligand binding assays (Figure 3.2). Ligands with a tighter dissociation constant than theophylline ($pIC_{50} > 4.6$) were assigned better docking scores ($<-8$), while the ligands for which $pIC_{50} < 4.6$ was measured (including theophylline), a docking score $> -8$ was obtained (Figure 4.2). The only exception was DEL-2, for which docking resulted in one of the poorest docking scores, despite previously showing one of the tightest affinities in the experimental binding assay. The best docking score was obtained for FOC-2, which is also one of the compounds with the tightest affinity. The scores for FOC-2 and FOC-3 were even slightly better than the docking score obtained with the original ligand ZM241385, even though their affinity is more than 50 times lower. Interestingly, these compounds both contain a chemical scaffold that was identified in previous docking studies [209, 210, 211].

The receptor residues known to be important for ligand binding were also engaged in ligand interactions in the present docking study (Table 4.1). These were predominantly Phe168, Glu169, His250, and Asn253. Most of the ligands were predicted to form a $\pi$-stacking interaction between their aromatic core and Phe168. Additionally, all ligands with a docking score $<-8.5$ were further stabilised by a second $\pi$-stacking interaction with either His250 or Tyr271. The ligands not predicted to form this type of interaction with

![Figure 4.2: Correlation of docking scores with the previously determined affinities. Docking scores for the different ligands were plotted against their $pIC_{50}$ values determined in radioligand competition assays ($R^2 = 0.5$). Ligands with a higher affinity than theophylline were assigned docking scores $<-8$. The only exception is DEL-2, which had a relatively poor score assigned despite great affinity (filled red circle). DEL-3 was the only compound for which the score significantly changed after introducing a knowledge based positional constraint (discussed in chapter 4.2.3). The score obtained with this constraint is shown as filled blue circle (c) and the one without constraint as open blue circle (nc).]
Table 4.1: Docking scores and residues predicted to form polar interactions for ligand docking into A2AR (4EIY). The list of ligands is sorted according to the highest Glide docking score. Residues predicted to be involved in polar interactions are listed according to interaction type as π-stacking interactions, hydrogen (H-) bonds, and salt bridges. If nothing else is stated, the interaction is formed by the main functional group of the residue, otherwise the involved group is stated in squared brackets (NH$_2$ = amino group, O = hydroxy group, bb = backbone).

<table>
<thead>
<tr>
<th>Ligand</th>
<th>Score</th>
<th>Interactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>FOC-2</td>
<td>-12.2</td>
<td>F168, Y271</td>
</tr>
<tr>
<td>FOC-3</td>
<td>-11.3</td>
<td>F168, Y271</td>
</tr>
<tr>
<td>ZMA</td>
<td>-10.6</td>
<td>F168, H250</td>
</tr>
<tr>
<td>FOC-5</td>
<td>-10.5</td>
<td>F168, H250, Y271</td>
</tr>
<tr>
<td>FOC-1</td>
<td>-8.9</td>
<td>F168 (2x), Y271</td>
</tr>
<tr>
<td>DEL-1</td>
<td>-8.5</td>
<td>-</td>
</tr>
<tr>
<td>FOC-4</td>
<td>-8.3</td>
<td>F168</td>
</tr>
<tr>
<td>FOC-6</td>
<td>-8.2</td>
<td>F168</td>
</tr>
<tr>
<td>Theo</td>
<td>-7.7</td>
<td>F168 (2x)</td>
</tr>
<tr>
<td>DEL-4</td>
<td>-7.5</td>
<td>F168</td>
</tr>
<tr>
<td>DEL-6</td>
<td>-6.8</td>
<td>-</td>
</tr>
<tr>
<td>DEL-2</td>
<td>-6.7</td>
<td>F168</td>
</tr>
<tr>
<td>DEL-5</td>
<td>-6.3</td>
<td>H264</td>
</tr>
<tr>
<td>DEL-3</td>
<td>-4.9</td>
<td>-</td>
</tr>
</tbody>
</table>

Phe 168$^{45,52}$, DEL-6, DEL-5 and DEL-3, generally had docking scores $>-8$. The only exception was DEL-1, which had a docking score of $-8.5$, despite being predicted not to form any aromatic stacking interactions. Furthermore, most of the ligands were predicted to form hydrogen bonds with either Glu 169$^{45,53}$, Asn 253$^{6.55}$, or both. In addition, DEL-1 was predicted to form an additional hydrogen bond with Tyr 271$^{7.39}$, as was DEL-6 with Lys 150$^{45.34}$.

Interestingly, in their docked poses, DEL-1 and DEL-2 were the only ligands that formed a polar interaction with a residue other than on helix VI and VII or in the loop region, which was mediated through the backbone carbonyl of Ser 67$^{2.64}$ (Figure 4.3). The only ligand not predicted to form any hydrogen bonds with the receptor was FOC-1. In turn, the docked pose showed a π-cation interaction with His 264$^{7.28}$ (Figure 4.3). Remarkably, all other ligands forming either π-cation or salt bridges were assigned a docking score lower than theophylline.
4.2.1 Comparison of predicted binding for different bioisosteres

Several of the selected screening hits are similar to known A2AR ligands and result from the exchange of a few atoms, or groups of atoms, with alternative, broadly similar, atoms or atom groups. However, they likely still have very similar biological properties and are therefore regarded as bioisosteres (see chapter 3.1). For several of these A2AR bioisosteres, there are co-crystal structures available. Thus, while these hits do not provide new ligand scaffolds, the comparison with the bioisostere structure can be used to further validate the docking approach and increase the confidence in the obtained poses. Furthermore, this comparison might help to analyse which groups and substituent arrangements might be important for receptor interaction.

Figure 4.4: Comparison of the docked pose for FOC-2 to the binding pose of the 1,2,4-triazines 4g in the co-crystal structure 3UZA. (A) Docking of FOC-2 into the 4EIY structure. (B) Conformation of 4g from the 1,2,4-triazine ligand series taken from the 3UZA structure, shown in the 4EIY structure. For clarity, helices I and II are hidden. Hydrogen bonds are shown as blue, aromatic stacking interactions as red, and salt bridges as green dashed lines. Residues involved in binding are shown as sticks. (C) Comparison of the positions of the 1,2,4-triazine 4g from the co-crystal structure 3UZA and the docked pose of FOC-2 inside the A2AR binding pocket. For orientation Asn 253 and His 250 are represented as sticks outside the surface. Trp 246 is lining the bottom of the binding pocket. The ribose binding pocket is indicated by an arrow.
FOC-2 is a 1,3,5-isomer of the previously published 1,2,4-triazine series, out of which two ligands, termed 4g and 4e, were co-crystallised with the receptor (3UZA, 3UZC) [217]. Comparison of the receptor conformation in the optimised 4EIY structure used for docking with the conformation in the crystal structures 3UZA and 3UZC, showed the receptor in an identical conformational state, with most ligand-binding residues in the same position, rotameric state, and an average Co RMSD between the structures of 0.688 Å and 0.685 Å respectively. Similar to the crystal structures, the amino-triazine core of FOC-2 was predicted to form a π-stacking interaction with Phe 1685.52 and hydrogen bonding interaction with the sidechain of Asn 2536.55 (Figure 4.4). However, the docking model suggested that the wider spacing of the two aryl pendants in the 1,3,5-triazine isomer hinders the ligand from penetrating deeper into the binding pocket, and therefore, from optimally accessing the region occupied by the ribose moiety of the natural ligand adenosine (Figure 4.4 C). However, the different isomeric state of the amino group on the triazine core allowed the formation of an additional hydrogen bond with Glu 16945.53, which is not reported for the 1,2,4-isosteres.

The second aryl ring was predicted to point towards the solvent exposed opening of the binding site, forming a second π-stacking interaction with Tyr 2717.35. The 1,2,4-triazines possess high ligand efficiencies as they occupy the region where there is a cluster of “unhappy” waters [217]. This is translated into high affinity and slow off rates of the ligands. Thus, despite these additional polar interactions of FOC-2, the less favourable positioning in the binding site is a potential cause of its lower affinity and probably faster off rates.

Similar to FOC-2, the triazine core found in FOC-3 was identified in previous docking studies [210]. Furthermore, a similar scaffold can be found in A2AR co-crystal structure with Cmpd-1 (4UIG), a compound that was originally designed to have dual activity against A2AR, as well as NR2B [193]. However, in FOC-3, the first moiety is a fluorobenzene instead of a methoxyphenyl, which is linked to the core by an ester and not an amide, while the methylpenyl-group is substituted by a phenyl-moiety (Figure 4.5 A). Docking of FOC-3 predicted the same aromatic stacking interaction with Phe 16845.52 and a hydrogen bond between E16945.53 and the amino-triazole core as observed in the crystal structure of Cmpd-1 (Figure 4.5 B, D). By contrast, in its predicted pose, FOC-3 was flipped upside-down compared to Cmpd-1, with the longer fluorobenzene moiety pointing towards the receptor core. While the shorter phenyl substituent was still positioned to form a second π-stacking interaction with Phe 2717.35, it could not extend into the potentially allosteric secondary pocket formed by Tyr 91.35, Ala 632.61, Ser 672.65, Leu 2677.32, Met 2707.35, Tyr 2717.36, and Ile 2747.39, which is occupied by methoxyphenyl pendant of Cmpd-1. Thus, according to this prediction, FOC-3 could not fully explore this secondary binding site, which might explain the less favourable binding properties compared to Cmpd-1.

The comparison of the docking pose obtained for FOC-2 to the co-crystallised bioisostere revealed a similar pose of the main scaffold, thus further validating the docking approach. However, FOC-3 was docked upside-down compared to the bioisostere Cmpd-1. This might indicate that the main interactions predicted between the ligand core and the orthosteric ligand binding site might not be enough to fully predict the orientation of the ligand. Though, the different orientation might also be a real effect, caused by the slight alterations in the terminal substitutions of the two ligands. In this case the comparison highlights the effects that the
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Figure 4.5: Comparison between the docking of FOC-3 and the co-crystal structure of triazole compound Cmpd-1. For clarity helix VII is hidden. Hydrogen bonds are shown as blue, aromatic stacking interactions as red, and salt bridges as green dashed lines. Residues involved in binding are shown as sticks. The alternative rotamers and positions of Y271 and Y9 adopted in the triazole co-crystal structure (5UIG) are shown in darker, transparent sticks. (A) Docking of FOC-3 into 4E1Y structure. (B) ligand pose of Cmpd-1 taken from the 5UIG co-crystal structure.

chemical differences between the bioisosteres had on the interactions made with the receptor. The example of FOC-2 nicely illustrates how ligand isomerisation could be used to better exploit the deeper regions inside the binding pocket, which helped to enhance ligand properties [217]. I therefore wanted to evaluate if similar conclusions about the contributions of different ligand moieties to receptor binding could be drawn for some of the ligands with a novel scaffold.

4.2.2 Comparison of docking poses of ligands containing the same chemical scaffold

Interestingly, the investigated selection of ligand hits also contained some ligands that originate from the same ligand series, as they contain the exact same scaffold, only differing in the composition of one single moiety. The fact that a specific scaffold is picked up twice in the original screen indicates that this ligand scaffold seems to be favourable for A$_{2A}$R binding. Furthermore, comparison of the docked poses of such ligand pairs directly allows the analysis of the effect of different substituent on receptor binding, which might contribute to subsequent ligand optimisation efforts.

DEL-2 and DEL-5 both contain the same scaffold, with a chlorinated pyrimidine moiety and an indole pendent group. However, the methyl moiety on the central nitrogen on DEL-5 has been substituted by a bulky morpholinyl-ethyl-acetamide moiety on DEL-2 (Figure 4.6 A, D). Both docked ligands were oriented the same way, with the pyrimidine moiety facing into the binding pocket (Figure 4.6). However, the bulky substituent of DEL-2 meant the molecule was predicted to orient itself in a way that the pyrimidine moiety could form a π-stacking interaction with Phe168$^{45,52}$, while the chloride substitution on the pyrimidine ring engaged with Asn253$^{6,55}$ (Figure 4.6 B). Furthermore, the ligand core formed hydrogen bonds with Glu169$^{45,53}$. The long morpholinyl-ethyl-acetamide substitution was predicted to face towards...
helix I, forming contacts with almost all residues in the potential allosteric pocket described with Cmpd-1 (Figure 4.6 C). Thus, DEL-2 might display a more similar binding mode to Cmpd-1 than FOC-3, despite the different core.

In contrast to DEL-2, docked DEL-5 was rotated around the ligand axis by about 180°. The ligand was positioned closer to the entrance to the binding pocket and the characteristic π-stacking interaction with Phe_{168}^{45.52} was not formed. However, since the ligand was facing the other way, the amine substitution on the pyrimidine ring was predicted to form a hydrogen bond with Glu_{169}^{45.53} (Figure 4.6 F).

Comparing the docking results of these two ligands suggests that a large substitution on the linker connecting the pyrimidine and indole moiety is desired. Not only did it position the core to form the characteristic π-stacking interaction with Phe_{168}^{45.52}, but the ligand was further

Figure 4.6: Comparison of docking poses of DEL-2 and DEL-5. (A) structure of DEL-2. The large morpholinyl moiety is highlighted in orange. (B) Binding pose of DEL-2. Helix I is hidden for clarity. Residues engaging in polar interactions are shown as sticks. Hydrogen bonds are shown as blue, aromatic stacking interactions as red, and π-cation and salt bridges as green dashed lines. (C) Surface representation of the binding pocket showing the overall orientation and position of DEL-2. The long morpholinyl moiety of DEL-2 extended into the potentially allosteric cleft that is explored by Cmpd-1. The surface is coloured according to the YRB scheme: hydrophobic regions are shown in yellow, positively charged nitrogen atoms in the side chain of arginine and lysine are blue and negatively charged oxygen atoms in the side chains of glutamate and aspartate are red. All remaining atoms are white [269]. (D) Chemical structure of DEL-5. The small methyl substitution in place of the morpholinyl group is highlighted in pink. (E) Binding pose of DEL-5 docked into the receptor. The methyl is shown as pink stick. (F) Surface representation of the binding pocket showing the overall orientation and position of DEL-5.
predicted to extend into a secondary, potentially allosteric binding pocket. Nonetheless, optimal interaction within this site probably depends on ligand-induced conformational changes, as the positions of key residues in this pocket were significantly altered in the Cmpd-1 crystal structure [193]. This might explain why the docking score obtained with DEL-2 does not correlate with the actual affinity of the ligand.

Similarly, DEL-3 and DEL-6 both contain the same ligand scaffold. They consist of a triazaspiro-core with a pyrimidine moiety and a phenyl substituent. They only differ in their exact composition of their benzenepropanoic acid substitution (Figure 4.7 A, D). Both compounds were not predicted to penetrate deeply into the binding pocket, but to mostly form interactions with residues on ECL 2 (Figure 4.7). Furthermore, neither compound was predicted to form the persistent \( \pi \)-stacking interaction with Phe168 observed for most other ligands, or any other interaction of this type, despite both containing several suitable ring systems. The benzenepropanoic acid substitution in DEL-3 is less polar than the substituent in DEL-6 and was positioned directing into the binding pocket. The substitution on DEL-6 is more polar and therefore causes a higher desolvation penalty when docked into the binding cav-

![Figure 4.7: Comparison of docking poses of DEL-3 and DEL-6.](image)

(A) Chemical structure of DEL-3. The benzenepropanoic acid is highlighted in orange. (B) Docking pose of DEL-3 into the receptor. Helices I and II were hidden for clarity. Residues engaging in polar interactions are shown as sticks. Hydrogen bonds are shown as blue and \( \pi \)-cation and salt bridges as green dashed lines. (C) Surface representation of the binding pocket showing the overall orientation and position of the ligand. Surfaces are coloured according to the YRB scheme. (D) Chemical structure of DEL-6. The benzenepropanoic acid is slightly altered to a hydroxy-propanoic acid, highlighted in pink. (E) Docking pose of DEL-6. (F) Surface representation of the binding site.
ity. As this hydroxy-propanoic acid is not predicted to form enough polar interactions with the receptor to compensate for this penalty, it was positioned at the solvent exposed surface of the binding pocket. This flipped the molecule upside down, so that the shared pyrimidine moiety pointed into the binding pocket and formed a hydrogen bond with Tyr 271\textsuperscript{7.35} (Figure 4.7 E, F).

This comparison suggests that a triazaspiro-core with an adjacent phenyl-substitution is probably too bulky to be efficiently positioned into the binding site the same way as other ligands. Furthermore, it seems less favourable if both terminal moieties are highly polar, as this precluded the ligand from penetrating deeper into the binding pocket, resulting in a poorer docking score and affinity of DEL-6. While this comparison allowed conclusions to be drawn about the effects of different substituents on the docking of the same ligand scaffold, it was very surprising that a scaffold such as the triazaspiro-core of DEL-3 and DEL-6, that had been picked up twice in a primary ligand screen, would not form any of the canonical interactions with the receptor that are observed in A\textsubscript{2}AR-ligand co-crystal structures. I therefore wanted to evaluate whether the docking of these ligands could be improved by introducing knowledge-based constraints that would bias the docking towards ligand-receptor interactions identified in crystal structures.

4.2.3 Docking novel compounds using knowledge-based binding constraints

So far, all available crystal structures of ligand-receptor complexes show that the central core of the ligand resides in the same binding pocket, dominated by hydrogen bonds with the completely conserved Asn 253\textsuperscript{6.55}. Alanine scanning studies highlighted the key role of this residue, as ligand binding was completely abolished when Asn 253\textsuperscript{6.55} was mutated [270]. Furthermore, in all co-crystal structures of A\textsubscript{2}AR with a small molecule ligand, the ligand is stabilised by a π-stacking interaction with Phe 168\textsuperscript{45.52}, which is highly conserved in all adenosine receptors. However, in the presented docking studies, not all of the novel ligands formed these pivotal interactions, despite the presence of suitable functional groups in the ligand structure. Therefore, the predicted poses might not represent the true binding mode. To investigate whether the docking results could be improved by considering previous knowledge about ligand binding, constraints were introduced during the docking run.

In an initial test, docking constraints were used which required the ligand to form both of the above-mentioned hydrogen bonds and π-π-interactions. However, these constraints were too restrictive and reduced the docking scores of the reference ligands (data not shown). Therefore, this set of constraints were not pursued further. Previous surface calculations on the ZM241385 bound structure revealed that Phe 168\textsuperscript{45.52} has the highest contact area with the ligand and that the aromatic π-stacking interaction alone contributes a quarter of the total binding energy for this specific ligand [271]. Therefore, a constraint was created that should position an aromatic moiety of each ligand at a similar position as the triazolotriazine core of ZM241385 found in the crystal structure, thereby provoking a π-stacking interaction with Phe 168\textsuperscript{45.52}. To this end, the aromatic ring engaged in the π-stacking interaction in ZM241385 was selected as centre of a sphere for a positional constraint. The radius of this sphere was determined empirically to be
by docking the reference ligands with differently set up constraints; lower or higher radii both worsened the docking scores compared to the ligand docked without constraints (data not shown).

Introducing the constraint had no significant impact on the scoring table and the binding poses of most ligands (supplementary Table B.4). The docking of the reference ligands, as well as FOC-2, DEL-1, FOC4, and DEL-2, remained unchanged. Despite a slightly improved docking score, DEL-6 and DEL-5 still did not form a \( \pi \)-stacking interaction with Phe168\textsuperscript{45,52}. However, after docking with the constraint, the hydroxypropanoic acid of DEL-6 was reoriented and the hydroxyl groups were predicted to form hydrogen bonds with Lys150\textsuperscript{ECL2} and Lys153\textsuperscript{ECL2}, while the benzene group formed \( \pi \)-stacking and \( \pi \)-cation interactions with His264\textsuperscript{ECL3} (Figure 4.8 A, B). Interestingly, previous MD simulations proposed the involvement Lys150\textsuperscript{ECL2} and His264\textsuperscript{ECL3} in the stabilisation of fragment-like PAMs in an extracellular allosteric site \[272\], indicating that even though the interaction enforced by the constraint was not formed, the constraint might still have led to the discovery of a more favourable ligand pose.

![Figure 4.8: Docking of DEL-3 and DEL-6 into A\textsubscript{2A}R with and without positional \( \pi \)-constraints.](image)

(A) Ligand conformation obtained for DEL-6 after docking without constraints (ligand in yellow) and (B) after restraining the docking using a positional constraint for an aromatic interaction with F168 (ligand in orange). (C) Docking pose for DEL-3 without constraint and (D) with the positional \( \pi \)-constraint. For clarity helices I and II have been hidden. Hydrogen bonds are shown as blue, aromatic stacking interactions as red, and salt bridges as green dashed lines. Residues involved in binding are shown as sticks.
In contrast, docking DEL-3 with the knowledge-based constraint did indeed enforce the formation of an aromatic stacking interaction with Phe168. This improved the docking score from $-4.9$ to $-8.9$. Strikingly, the overall position of the ligand did not change much; however, the constraint pulled the ligand 1.8 Å deeper into the binding pocket and thereby positioned the phenyl moiety to form the required aromatic stacking interaction with Phe168 (Figure 4.8 C, D). This slight downwards shift propagated throughout the molecule. The adjacent carboxylic acid was shifted by 2.4 Å allowing the formation of two additional hydrogen bonds with the backbone of Phe168 and Tyr271. Together with the binding energy provided by the novel π-stacking interaction, these additional hydrogen bonds must have accounted for the large improvement in docking score. In contrast, the pyrimidine moiety was docked to the same site, still forming the hydrogen bond and π-cation interaction with Glu169 and Lys150.

Thus, the knowledge-based constraint introduced seems to be very well suited to enforce more relevant ligand poses.

### 4.2.4 Screening for alternative binding sites for FOC-6

The pharmacological assays suggested that FOC-6 might bind to an alternative binding site as well as the orthosteric pocket. However, the docking studies performed in Glide were restricted to a grid around the orthosteric site, making it impossible to find potential binding sites outside of this pocket. Therefore, a second round of docking was performed using Autodock Vina, which allows for a wider search space compared to Glide, encompassing the entire extracellular part of the receptor. As a control, this docking was not only performed using FOC-6, but also the previously used reference compounds ZM241385 and theophylline, as well as the only approved A2A R inhibitor Istradefylline, and the compounds with the highest and poorest docking scores in Glide.

**Figure 4.9: Blind docking of FOC-6 into the whole receptor.** A secondary binding pose was obtained, in which FOC-6 (orange) was positioned into a hydrophobic cleft between helix I and VII. The orthosteric binding pocket would lay behind helix VII, indicated with an arrow. FOC-6 could potentially form a hydrogen bond with S6 (showed as sticks). However, in the 4EIY crystal structure this pocket is occupied by a lipid (green). The protein surface is coloured according to the YRB scheme: hydrophobic regions are shown in yellow, positively charged nitrogen atoms are blue and negatively charged oxygen atoms are red. All remaining atoms are white.
Table 4.2: Docking scores obtained through blind docking into the whole extracellular portion of A2AR using Autodock vina. The inactive state structure (4EIY) was prepared in the same way as for the docking studies in Glide; however, when selecting the region for the docking the whole extracellular part of the receptor was chosen. "-" indicates the compound was not docked to this pocket by the program.

<table>
<thead>
<tr>
<th>Ligand</th>
<th>Orthosteric binding pocket score</th>
<th>Lipid binding pocket score</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZMA</td>
<td>−11</td>
<td>−9.2</td>
</tr>
<tr>
<td>Theophylline</td>
<td>−6.1</td>
<td>−5.7</td>
</tr>
<tr>
<td>Istradefylline</td>
<td>-</td>
<td>−8.2</td>
</tr>
<tr>
<td>DEL-3</td>
<td>−</td>
<td>-</td>
</tr>
<tr>
<td>DEL-5</td>
<td>−8.6</td>
<td>−8.4</td>
</tr>
<tr>
<td>FOC-2</td>
<td>−9.3</td>
<td>−9</td>
</tr>
<tr>
<td>FOC-6</td>
<td>−9</td>
<td>−8.3</td>
</tr>
</tbody>
</table>

The highest scoring pose was obtained when docking FOC-6 into the orthosteric binding pocket. However, with a slightly lower score, it could also be docked into a hydrophobic pocket defined by helix I and VII (Figure 4.9). In the predicted pose within this hydrophobic pocket, the exocyclic amine group on the central core of the ligand was positioned towards the orthosteric cavity, potentially forming a polar interaction with Ser 6132. However, in the original 4EIY crystal structure, this pocket is occupied by a lipid [150]. There are some examples of small molecule ligands that bind to conserved lipid sites of membrane proteins, displacing a bound phospholipid [273]. However, all other compounds were docked into this hydrophobic pocket too, most of them with even higher docking scores than obtained for FOC-6 (Table 4.2). The only exception was DEL-3, which surprisingly could not be docked into either pocket. Therefore, binding of FOC-6 to this lipid-site would not explain the unique behaviour of this compound observed in the binding studies.

4.3 Predicting receptor subtype selectivity of ligands by docking against A1R and A2BR models

The ligand binding site of adenosine receptors is largely conserved (Figure 4.10). While there are certain differences in amino acid sequences that are implied in conveying subtype selectivity (highlighted in bold), the main regions responsible for this selectivity are thought to be found in the extracellular loop region [201, 200]. Docking studies with the novel ligands predicted that most of them do not penetrate deep into the binding site, but form a series of interactions at the surface of the pocket. These involve Lys 150ECL2 and Lys 153ECL2 (highlighted in yellow), both of which are unique to A2AR. This suggests that the some of the ligands might show some subtype selectivity.

To further investigate this hypothesis, the novel ligands were docked into an A1R structure and an A2BR homology model. A first indication for subtype selectivity can be deduced by comparing the docking scores. If a ligand has a very good score for one subtype, but a much weaker score for the other receptors, this might suggest some specificity. This notion might further be enforced by relating the scores and docking poses to a known, well characterised
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Figure 4.10: Alignment of different adenosine receptors. (A) Structural alignment of inactive state structures of A₁R (green), A₂A R (cyan), and a homology model of the A₂B R (pink). (B) Structural alignment of ligand binding sites with relevant conserved residues in sticks. (C) Sequence alignment of A₁R, A₂A R and A₂B R. Residues important for ligand binding in all subtypes are highlighted in blue. Sequence differences conveying subtype specific are flagged in bold and A₂A R specific residues that are involved in ligand binding in yellow. Asterisks (*) indicate positions which have a single, fully conserved residue, the colon (:) indicates conservation between groups of strongly similar properties and a period (.) indicates conservation between groups of weakly similar properties.

reference. ZM241385 is one of the best described AR antagonists with selectivity for the A₂A R subtype. In vitro pharmacological experiments revealed a low affinity at A₁R as well as low potency at A₂B R [274]. Thus, ligands that have a weaker docking score than ZM241385 for the other subtypes, but high A₂A R docking score, might display selectivity for the A₂A R subtype as well. Finally, a detailed comparison of the obtained docking poses will help to identify regions that are predicted to be involved in ligand recognition, but might be specific to a certain subtype, as e.g., the previously mentioned Lys 150 and Lys 1153 in ECL3.

4.3.1 Docking the novel ligands into an inactive state A₁R crystal structure

While A₂A R has been crystallised in complex with a series of different ligands, there are currently only five structures available for A₁R, only two of which are in the antagonist bound state. The highest resolution structure (5UEN) was chosen for subsequent docking studies and the receptor was prepared as described for A₂A R. The novel ligands were then docked against the receptor using Glide with the same parameters as for A₂A R (protein preparation and docking settings are discussed in chapter 2.9.2).
### Table 4.3: Docking scores and residues predicted to form polar interactions for ligand docking into the 5UEN A1R structure.

The ligands are sorted by their Glide docking score, determined without defining any additional constraints (Without constraints). These results are compared to the scores and predicted residues obtained after docking with a positional constraint of 2 Å around an aromatic ligand core that forms a π-stacking interaction with Phe 171.

<table>
<thead>
<tr>
<th>Ligand</th>
<th>Score</th>
<th>π-stacking</th>
<th>H-bonds</th>
<th>Salt bridges</th>
<th>Score</th>
<th>π-stacking</th>
<th>H-bonds</th>
<th>Salt bridges</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEL-5</td>
<td>−9.9</td>
<td>F171 N254 [NH₂, O]</td>
<td></td>
<td></td>
<td>−9.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DEL-2</td>
<td>−10.8</td>
<td>F171 N254 [NH₂, O], E172 E170</td>
<td></td>
<td></td>
<td>−10.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FOC-3</td>
<td>−10.6</td>
<td>F171 N254 [NH₂, O]</td>
<td></td>
<td></td>
<td>−10.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DEL-1</td>
<td>−11.0</td>
<td>F171 [bbNH₂], Y12</td>
<td></td>
<td></td>
<td>−11.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DEL-6</td>
<td>−11.0</td>
<td>F171 N254 [O], N70 [NH₂], K168 K168</td>
<td></td>
<td></td>
<td>−11.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FOC-1</td>
<td>−11.0</td>
<td>F171 N254 [O], E172 E170</td>
<td></td>
<td></td>
<td>−11.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DEL-3</td>
<td>−11.2</td>
<td>F171 N254 [O], K168 K168</td>
<td></td>
<td></td>
<td>−11.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FOC-2</td>
<td>−11.2</td>
<td>F171 N254 [O], H278</td>
<td></td>
<td></td>
<td>−11.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ZMA</td>
<td>−11.3</td>
<td>F171 N254 [NH₂, O], V62 [bbO]</td>
<td></td>
<td></td>
<td>−11.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FOC-5</td>
<td>−11.5</td>
<td>F171 N254 [NH₂, O]</td>
<td></td>
<td></td>
<td>−11.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FOC-6</td>
<td>−11.4</td>
<td>F171 N254 [O]</td>
<td></td>
<td></td>
<td>−11.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Theo</td>
<td>−11.4</td>
<td>F171 (2x) N254 [NH₂, O]</td>
<td></td>
<td></td>
<td>−11.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DEL-4</td>
<td>−11.5</td>
<td>F171, W247 N254 [NH₂], F171 [bbNH₂] E172</td>
<td></td>
<td></td>
<td>−11.5</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*In silico structural studies.*

Legend:
- **Without positional constraint:** Residues predicted after docking without a positional constraint of 2 Å around an aromatic ligand core that forms a Ï-stacking interaction with Phe 171.
- **With positional constraint:** Residues predicted after docking with a positional constraint of 2 Å around an aromatic ligand core that forms a Ï-stacking interaction with Phe 171.

Scores are ranked in descending order with the highest score at the top.

NH₂ = amino group, O = hydroxy group, bb = backbone.
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The main residues involved in ligand recognition are conserved amongst all AR subtypes, including the hydrogen bonding with the asparagine at position 6.55 and the aromatic interaction with phenylalanine at position 45.52 (Figure 4.10) [201]. As the knowledge-based positional constraint improved the predicted docking poses for A$_{2A}$R, it was also applied to the other subtypes. The docking scores obtained for A$_1$R covered a similar range as observed for A$_{2A}$R, ranging from $-6.7$ for DEL-4 to $-10.8$ for DEL-5 (Table 4.3). However, the best scores were slightly worse than in A$_{2A}$R, where the best ranked compound, FOC-2, had a score of $-12.2$. Introducing the positional constraint around Phe 171$^{45.52}$ for A$_1$R docking had no significant effect on the scoring and positioning of most ligands. The only exception was DEL-4, which could not be properly placed without the constraint (Figure 4.11 B). However, after applying the constraint during docking, several of the typical interactions were formed, including a π-stacking interaction with Phe$^{171}$ (Figure 4.11 C).

Interestingly, DEL-5, which had the worst docking score when docked against A$_{2A}$R, had the highest score when docked against A$_1$R (Table 4.5). DEL-5 is a bulky ligand and therefore was predicted not to fit into the binding pocket of A$_{2A}$R, only forming interactions at the solvent exposed end of the pocket. In contrast, in the A$_1$R structure, helix VII is bent outwards by about 3 Å compared to A$_{2A}$R, widening the ligand binding pocket and allowing larger ligands such as DEL-5 to insert slightly deeper into the cavity. In this pose, an aromatic stacking interaction with Phe$^{45.52}$ was predicted (Figure 4.12 B). The ligand core was further stabilised by two hydrogen bonds, both involving Asn$^{256}$ with one going to one of the ligand’s pyrimidine nitrogen and the other going to the adjacent amine.

![Figure 4.11: Docking of DEL-4 into the A$_1$R. (A) Chemical structure of DEL-4. Docking of DEL-4 into the A$_1$R (B) without and, (C) with the positional π-constraint. A$_1$R is shown as green cartoon. (C) The orientation adopted by the ligand if docked with constrains resembles the conformation adopted when docked into the A$_{2A}$R, shown in cyan. Important residues are shown as sticks and formed hydrogen bonds, aromatic interactions and salt bridges as dashed blue, red and green lines, respectively. Helices I and II were hidden for clarity.](image)
The core of the bioisostere DEL-2 was positioned similarly to DEL-5 (Figure 4.12 A). Docking placed the large morpholinyl moiety at the top of the binding cavity, sandwiched in between two glutamic acid residues (Glu170\textsuperscript{45.52} and Glu172\textsuperscript{45.53}). However, the tight coordination of this group meant the pyrimidine core was pulled closer towards Phe171\textsuperscript{54.53} and thereby abolished the hydrogen bond between Asn256\textsuperscript{6.55} and the pyrimidine ring, explaining the slightly lower docking score compared to the smaller bioisostere DEL-5.

While the higher docking scores indicated the large cores of these ligands are better suited for binding into the wider binding pocket of A\textsubscript{1}R, the predictions suggested that the long morpholinyl moiety in DEL-2 adopts quite different positions in the two subtypes. Several of the residues in the secondary pocket that accommodates this substituent in A\textsubscript{2A}R are not conserved in A\textsubscript{1}R, e.g. at position 7.34 there is a threonine instead of a methionine. Interestingly, this specific residue has previously been linked to subtype selectivity \[202, 275, 276\]. This would suggest some subtype selectivity towards A\textsubscript{2A}R. In contrast, one of the glutamic acid residues tethering the morpholinyl moiety in A\textsubscript{1}R bound state is unique to the A\textsubscript{1}R, which might suggest A\textsubscript{1}R selectivity. Thus, this example illustrates that binding data for the A\textsubscript{1}R would first be required to make more definite statements about subtype selectivity of any of these compounds.

The wider binding pocket of A\textsubscript{1}R also allowed for smaller ligands to sit deeper in the binding cavity. Therefore, in contrast to A\textsubscript{2A}R, in A\textsubscript{1}R, FOC-2 was predicted to access more buried regions. In this pose, the modified phenol moiety was pointing towards helix VII, where the hydroxyl-group was engaged by His278\textsuperscript{7.42}, similar to what has been observed in the crystal structures of A\textsubscript{2A}R with the 1,2,4-triazines \[217\]. However, since the top of helix VII is bent outwards, Tyr271\textsuperscript{7.35} was moved out of the binding pocket so the second aromatic interaction observed for FOC-2 docked into A\textsubscript{2A}R could not be formed. Furthermore, with FOC-2 positioned \(
\sim 3.4 \text{ Å}
\) deeper inside the binding pocket, the hydrogen bond formed between the unsubstituted exocyclic amine group and Glu169\textsuperscript{ECL2} of A\textsubscript{2A}R could also not be established with A\textsubscript{1}R. This ultimately led to a lower docking score, despite fitting deeper into the binding pocket, suggesting potential A\textsubscript{2A}R selectivity of this ligand.

Figure 4.12: Docking of DEL-5 and DEL-2 into the wider binding pocket of A\textsubscript{1}R compared to the docked pose of DEL-5 in A\textsubscript{2A}R. (A) Docking of DEL-2 into the binding pocket of A\textsubscript{1}R. (B) Comparison of binding poses of DEL-5 in A\textsubscript{1}R and A\textsubscript{2A}R. The binding site is shown as surface representation. The position of residues important for binding is indicated by line representations.
4.3.2 Docking the novel ligands into an inactive state A2B\(R\) homology model

4.3.2.1 Building a homology model for A2B\(R\)

To further understand subtype selectivity of the ligands, A2B\(R\) should be included into any analysis as it is the closest homologue of A2A\(R\). However, no structure is currently available for A2B\(R\), so a homology model was created to enable docking studies. A variety of different models were generated, using different servers and template models for homology model building, as well as \textit{ab initio} modelling. The quality of the different models was assessed using the QMEANBrane scoring function (SWISS-MODEL) and the QMEAN-Z score from this function was used to compare the different models. The homology models generally scored better than the \textit{ab initio} models and could be even further refined by using the ModRefine algorithm on the Zhang group server [190].

The two highest ranked homology models were both based on A2A\(R\) templates, with one obtained using an antagonist (3EML) and one an agonist (4UHR). These models were selected for further analysis. Both models were highly similar to their template with an average Co RMSD of 0.42 Å and 0.05 Å respectively (Figure 4.13 A, B). Comparison of the two homology models revealed that they mostly differed at the periphery and in the positioning of their loops (Figure 4.13 C). The positions and rotamers of the corresponding residues important at the A2A\(R\) binding pocket did not differ much, except for the residues at the very top of the binding site and on the small helical segment on ECL 2 (Figure 4.13 D). The average Co RMSD between the two A2B\(R\) models was similar to the average Co RMSD between the two differently stabilised A2A\(R\) templates (1.44 Å and 1.36 Å, respectively), which suggested that the models might contain some state-specific features as well. Thus, as the ligands were all considered inhibitors, the model generated with the antagonist-stabilised template was chosen for docking studies.

4.3.2.2 Docking of the novel ligands into the A2B\(R\) homology model

The novel ligands were docked against the A2B\(R\) homology model using the same docking parameters and restraint as for the other receptors. Docking against the A2B\(R\) homology model was notably less successful than the docking of the same ligands against A2A\(R\) crystal structures. Three of the largest, most branched compounds, namely DEL-3, DEL-6, and DEL-2 could not be docked into the model at all. However, while the bulky morpholinyl-ethyl-acetamide moiety of DEL-2 likely prevented docking, the ligand with the smaller methyl, DEL-5, could be modelled into the binding site. The docking score of DEL-5 was still relatively poor (−4.1) and very few specific interactions with the receptor were predicted, indicating that this ligand series is not very well suited to bind A2B\(R\).

Also introducing the positional constraint to force a \(\pi\)-stacking interaction with Phe 173 at position 45.52 was more difficult, as the homology model did not contain any ligand to select as the centre for the constraint. Thus, the constraint had to be defined from the phenyl ring of the side chain, which required the positional radius to be increase from 2 Å to 4 Å. The obtained docking scores for the A2B\(R\) were significantly lower than for the other subtypes. The best score was obtained for FOC-3, which was slightly improved by applying the constraint (−8.5).
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Figure 4.13: Homology models generated for A_{2B}R. Both models were validated using the SWISS-MODEL QMEANBrane server. Each model was aligned to its template (cyan) in pymol. (A) Model from ModBase, generated using the antagonist bound A_{2A} structure 3EML as template and refined using ModRefiner (Zhang Lab). (B) Model generated from SWISS-MODEL using the agonist bound A_{2A} structure 4UHR as template. (C) Alignment of the two A_{2B}R models. (D) Zoom-in on the binding pocket. Residues involved in binding of the different ligands are highlighted as sticks.
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Figure 4.14: Docking of ZM241385 and FOC-3 for the A\(_{2B}\)R compared to the poses in A\(_{2A}\)R. Ligand binding pockets in the A\(_{2B}\)R and A\(_{2A}\)R are shown in pink and cyan, respectively. The side chain of residues forming hydrogen bonds and aromatic interactions are shown in stick, while the interactions are depicted by red and blue lines. Docking poses obtained without constrains are shown in transparent grey. (A) ZM241385 binding to the A\(_{2B}\)R and (B) to the A\(_{2A}\)R. (C) Docking poses of FOC-3 in A\(_{2B}\)R and (D) in A\(_{2A}\)R. Helices I and VII are hidden for clarity.

However, overall, using the constraint generally worsened the docking scores and caused more changes in the ranking of the ligands than for the other two subtypes (Table 4.4). DEL-2, DEL-3 and DEL-6 could still not be docked.

The reference ligand ZM241385 seemed to adopt an unfavourable, folded up position when docked into A\(_{2B}\)R, forming no polar interactions with the receptor (Figure 4.14 E). Introducing the \(\pi\)-stacking restraint did seem to relax the molecule, but the typical interaction of the bicyclic triazolotriazine unit with Phe173\(^{45,52}\) was not predicted to form, instead the terminal phenyl moiety formed a \(\pi\)-stacking interaction with this residue, positioning the compound higher up in the binding pocket than observed in the A\(_{2A}\)R. Furthermore, this caused the ligand to be positioned upside down, with the phenol moiety pointing into the binding pocket, while the furan ring was positioned at the surface (Figure 4.14 A, B).

The predicted conformation and new binding position for ZM241385 in A\(_{2B}\)R indicate this pose is unlikely to occur, which nicely correlates with a significantly lower docking score and is in line with the fact that ZM241385 is a subtype specific A\(_{2A}\)R inhibitor. This suggests that ligands with a A\(_{2B}\)R docking score lower than ZM241385, but high A\(_{2A}\)R docking score might be subtype selective as well. Interestingly, this includes all the DEL-compounds, except of DEL-1.
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Table 4.4: Docking scores and residues predicted to form polar interactions for ligand docking into an inactive state A2B homology model.

The list of ligands is sorted according to the highest Glide docking score, determined without defining any additional constraints (Without constraints). These results are compared to the scores and predicted residues obtained after docking with a positional constrain of 4˚A around Phe 173 (with positional π-constraint).

Residues predicted to be involved in polar interactions are listed according to interaction type as π-stacking interactions, hydrogen (H-) bonds, and salt bridges. If nothing else is stated, the interaction is formed by the main functional group of the residue, otherwise the involved group is stated in squared brackets (NH2 = amino group, O = hydroxy group, bb = backbone). For DEL-3, DEL-6 and DEL-2 no docking poses were found.

<table>
<thead>
<tr>
<th>Ligand</th>
<th>Score</th>
<th>Interactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>FOC-3</td>
<td>-5.8</td>
<td>π-stacking, H-bonds, salt bridge</td>
</tr>
<tr>
<td>FOC-1</td>
<td>-5.7</td>
<td>π-stacking, H-bonds, salt bridge</td>
</tr>
<tr>
<td>DEL-1</td>
<td>-5.7</td>
<td>-</td>
</tr>
<tr>
<td>FOC-2</td>
<td>-5.7</td>
<td>π-stacking, H-bonds, salt bridge</td>
</tr>
<tr>
<td>FOC-5</td>
<td>-5.0</td>
<td>π-stacking, H-bonds, salt bridge</td>
</tr>
<tr>
<td>FOC-6</td>
<td>-5.0</td>
<td>-</td>
</tr>
<tr>
<td>ZMA</td>
<td>-5.9</td>
<td>-</td>
</tr>
<tr>
<td>Theo</td>
<td>-6.1</td>
<td>π-stacking, H-bonds, salt bridge</td>
</tr>
<tr>
<td>DEL-4</td>
<td>-5.3</td>
<td>-</td>
</tr>
<tr>
<td>FOC-4</td>
<td>-4.7</td>
<td>π-stacking, H-bonds, salt bridge</td>
</tr>
<tr>
<td>DEL-3</td>
<td>-4.3</td>
<td>-</td>
</tr>
<tr>
<td>DEL-5</td>
<td>-4.1</td>
<td>-</td>
</tr>
<tr>
<td>DEL-6</td>
<td>-4.0</td>
<td>-</td>
</tr>
<tr>
<td>DEL-2</td>
<td>-3.9</td>
<td>-</td>
</tr>
</tbody>
</table>

The table above shows the docking scores and residues predicted to form polar interactions for ligand docking into an inactive state A2B homology model.
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Table 4.5: Comparison of ligand Glide scores for docking against different AR subtypes. The docking scores determined with the positional $\pi$-constraint for the three assessed AR subtypes are compared. The list of scores is sorted according to the scores for the $A_{2A}$R. The best docking score for each subtype is highlighted in bold and the scores for the reference compounds ZM241385 (ZMA) and theophylline (Theo) are marked in italic. Asterisks indicates compounds that could be selective over one (*) or both (**) of the other subtypes, suggested by either a very high docking score or, specifically for $A_{2A}$R, if the score for $A_{2A}$R is $< -8$ and for the other subtypes $>\text{the score of ZMA}$. The scores assigned to DEL-2 would suggest subtype selectivity for the $A_{1}$R, but the predicted binding poses might suggest selectivity for the $A_{2A}$R. Therefore, this score is captioned with an exclamation mark.

<table>
<thead>
<tr>
<th>Ligand</th>
<th>$A_{2A}$R</th>
<th>$A_{1}$R</th>
<th>$A_{2B}$R</th>
</tr>
</thead>
<tbody>
<tr>
<td>FOC-2</td>
<td>-12.2 **</td>
<td>-8.4</td>
<td>-7.7</td>
</tr>
<tr>
<td>FOC-3</td>
<td>-11.0</td>
<td>-10.6</td>
<td>-7.8</td>
</tr>
<tr>
<td>ZMA</td>
<td>-10.6</td>
<td>-8.1</td>
<td>-5.9</td>
</tr>
<tr>
<td>FOC-5</td>
<td>-10.2 *</td>
<td>-7.5</td>
<td>-6.8</td>
</tr>
<tr>
<td>DEL-3</td>
<td>-8.9</td>
<td>-9.1</td>
<td>-</td>
</tr>
<tr>
<td>FOC-1</td>
<td>-8.8</td>
<td>-9.7</td>
<td>-8.0</td>
</tr>
<tr>
<td>DEL-1</td>
<td>-8.5</td>
<td>-10.1 **</td>
<td>-7.7</td>
</tr>
<tr>
<td>FOC-4</td>
<td>-8.3 *</td>
<td>-8.0</td>
<td>-4.5</td>
</tr>
<tr>
<td>FOC-6</td>
<td>-8.2 *</td>
<td>-7.4</td>
<td>-7.0</td>
</tr>
<tr>
<td>Theo</td>
<td>-7.7</td>
<td>-7.3</td>
<td>-6.1</td>
</tr>
<tr>
<td>DEL-4</td>
<td>-7.6</td>
<td>-6.7</td>
<td>-5.0</td>
</tr>
<tr>
<td>DEL-6</td>
<td>-7.4</td>
<td>-9.9</td>
<td>-</td>
</tr>
<tr>
<td>DEL-2</td>
<td>-6.7</td>
<td>-10.7 !</td>
<td>-</td>
</tr>
<tr>
<td>DEL-5</td>
<td>-6.6</td>
<td>-10.8 **</td>
<td>-4.3</td>
</tr>
</tbody>
</table>

The positional $\pi$-constraint also caused major changes in ligand positioning of FOC-3, which lead to a weaker docking score. Regardless of the lower score, the predicted pose for FOC-3 docked into $A_{2B}$R with the constraint, more closely resembled the average ligand binding mode observed in the different $A_{2A}$R co-crystal structures, making it a more plausible pose to occur. In this pose, FOC-3 formed a $\pi$-stacking interaction with Phe 173 through its central triazole core instead of one of the phenyl moieties (Figure 4.14 C), similar to what was observed for the triazole compound in the $A_{2A}$R co-crystal structure [193]. However, $A_{2B}$R has an asparagine in position 7 instead of a tyrosine and was therefore missing the second $\pi$-stacking interaction formed in $A_{2A}$R (Figure 4.14 D), which explains the lower docking score.

The highest ranked compound when docking into $A_{2A}$R was FOC-2 (Table 4.5), with a docking score of $-12.194$. When docking the same compound into $A_{2B}$R the docking score deteriorated to $-7.664$. Looking at the binding poses revealed that the ligand is predicted to be positioned very similarly in both receptors. However, when docked to $A_{2B}$R, FOC-2 sat about 1.6 Å deeper inside the binding pocket and the two aromatic pendants were flipped, with the phenol moiety at the top of the binding pocket. This abolished the second hydrogen bond, which was predicted to form between the hydroxyl group and Asn 254 of $A_{2A}$R. Furthermore, FOC-2 was predicted to form an additional $\pi$-stacking interaction with $A_{2A}$R, between the phenyl moiety and Tyr 271, which likely contributed to the good docking score.
A$_{2b}$R does not have an aromatic residue at the position 7.35. The lack of these two additional interactions explains the weaker docking score of FCO-2 for A$_{2b}$R and might suggest some subtype specificity.

While the orthosteric binding site of ARs is largely conserved between subtypes, this analysis revealed that the subtle variations between these three receptors still lead to the prediction of significantly different binding poses, suggesting that some of the ligands might indeed display some subtype selectivity.

4.4 Discussion

4.4.1 Validity of the predictions

The results from this docking study are in good agreement with the experimental data previously described in chapter 3. Generally, high affinity ligands had higher docking scores than ligands with an affinity in the micromolar range and vice versa.

The ligands from the virtual screen (FOC-ligands) generally scored better. This is expected, since they have been identified in docking studies and thus, were selected according to their good docking scores. In contrast, the hits from the DEL-screen were generally larger and therefore probably also more difficult to dock [277, 278]. Comparing the results of scaffolds that have previously been identified with published structures of bioisosteres, e.g. FOC-3 with Cmpd-1, revealed similar ligand poses, further corroborating the confidence in the docking.

4.4.2 Possibilities for chemotype optimisation

Evaluating the proposed binding mode to the receptor can aid the chemical optimisation of the ligand hit. This is probably best illustrated when comparing the predicted binding pose of FOC-2 with the crystal structures of the 1,2,4-triazine bioisosteres. 1,3,5-triazines, similar to FOC-2, were already discovered in a previous virtual screen [211]. Considering the proposed binding mode of the hit, it was hypothesised that by reducing the spacing in-between the two aromatic substituents the ligand could sit more deeply in the receptor pocket and access the region normally occupied by the ribose group of adenosines. This hypothesis was subsequently validated and refined using site directed mutagenesis data from literature and biophysical mapping approaches [216] and eventually by solving the structure of two 1,2,4-triazine bioisosteres [211, 217]. This ligand optimisation finally resulted better ligand-efficiency, higher affinity and subtype selectivity [217].

While the affinity reported for the 1,2,4-triazines is significantly higher than the affinity of FOC-2, the binding properties determined for FOC-2 might still be good enough for structure determination and it would be interesting to see if the rationale described above could be supported by an actual structure of the precursor. Furthermore, such a structure could potentially show new directions for optimisation strategies of this scaffold.

Similar optimisation strategies could be applied to the other ligands characterised in this study. These might additionally benefit from the conclusions drawn by comparing ligands with similar scaffolds. Comparison of the docking poses of DEL-3 and DEL-6 e.g. revealed that DEL-6 binding might be improved by reducing the polarity of the ligand to reduce the
4.4. DISCUSSION

desolvation penalty of the compound. This might allow the ligand to sit more deeply into the binding pocket. However, the proper establishment of such strategies will be a task for medicinal chemists, and therefore not be further discussed here.

4.4.3 Possible allosteric ligands

Ligand optimisation might be especially interesting for compounds such as DEL-2, where the docking poses predict interaction with potentially allosteric sites. In recent years there has been a growing interest in allosteric drugs for GPCR targets, as they promise the potential for on-target selectivity and a way to finetune the actions of the medicine, as allosteric effects are usually saturable [279]. However, the list of allosteric A2A ligands is still short, and there is very little knowledge about the structural basis of allosteric modulation [280, 281]. The probably best characterised allosteric modulators are sodium ions and amiloride, that both bind to the same binding site [282, 150].

The only other potentially allosteric site that has been characterised by experimental structures is the secondary site described in complex with Cmpd-1 [193]. Interestingly, two of the selected compounds, DEL-1 and DEL-2 were also predicted to extend into this pocket. The crystal structure of Cmpd-1 revealed significant ligand-induced conformational changes in this region. Thus, it is likely the receptor is also adopting a different conformation in the DEL-1- and DEL-2-bound state compared to the ZM241385-bound state used for docking. This would explain the low docking score of DEL-2 and the few polar interactions predict for DEL-1, despite their high affinity for the receptor.

Interestingly, the corresponding residues of Leu 267 and Met 270 which are part of this possible allosteric A2A pocket, are also suggested to be involved in allosteric ligand binding of a biased A1R ligand (Leu 269 and Thr 270 in A1R) [283]. However, while the described pocket in A2A extends more towards the extracellular aspect of TM I, TM II, and TM VII, the biased A1 ligand described by Wall et al. (2020) mostly occupies a hydrophobic pocket underneath ECL 3 and further engages with Glu 172 that is specific to the A1R. Remarkably, when docked into the A1R, DEL-2 was predicted to form an interaction with Glu 172 as well. This makes it very difficult to judge if this ligand displays any subtype selectivity.

Therefore, further pharmacological experiments will be required to characterise possible allosteric responses. Additionally, MD simulations could be used to optimise the models of the final complexes. By accounting for receptor flexibility, MD simulations allow more accurate binding poses to be determined than the rigid docking models used here and might help to gain insights into the structural and functional role of this secondary binding site and the associated novel receptor conformations [284, 285, 286, 287]. However, MD simulations are extremely computationally intensive, requiring much more computational power and time than rigid docking studies and it would therefore have been impossible to study all the screened compounds in a similar timeframe.

Molecular dynamics approaches were also used to identify allosteric binding sites on A2A [272, 288]. Deganutti & Moro (2017) used MD simulations to characterise the binding site of fragment-like PAMs that were shown to slightly slow down the unbinding kinetics of orthosteric ligands. The biggest contribution to fragment stabilisation in this binding site was provided by
ionic interactions with Lys\textsuperscript{153\text{ECL2}} and His\textsuperscript{246ECL3}. Interestingly, while DEL-6 was one of the few ligands that did not form the canonical π-stacking interaction with Phe\textsuperscript{168}, nor any hydrogen bonds with Asn\textsuperscript{253}, it did form interactions with Lys\textsuperscript{153\text{ECL2}} and His\textsuperscript{246ECL3}, indicating that this ligand might have more allosteric character. Unfortunately, not enough material of this compound was available to perform any functional studies that could have supported this notion.

Finally, a completely different potential allosteric pocket was identified in a hydrophobic cleft formed at the top of helix I and VII by docking FOC-6 into the whole extracellular part of the receptor. However, this prediction was not specific for FOC-6 and so the obtained pose would not explain the unique behaviour of this compound observed in the binding studies. Furthermore, this pocket is occupied by a lipid in the original crystal structure [150]. A\textsubscript{2A}R is known to be allosterically modulated by lipids and lipid interactions have also been shown to depend on the activation state of the receptor [289, 290]. As such, the identified region is likely to be an allosteric site, to which binding might modulate receptor activity. Increasing evidence from biophysical and structural studies suggest that binding of small-molecule drugs to binding sites at the protein-phospholipid interface is not uncommon [291, 273, 225, 292]. The best characterised lipid interactions of A\textsubscript{2A}R are with cholesterol. Several specific cholesterol binding sites have been characterised structurally as well as proposed by computational studies and cell-based assays have shown that A\textsubscript{2A}R-dependent cAMP production is positively correlated with membrane cholesterol [150, 293, 294, 295, 296]. However, a very recent study suggests that these cholesterol interactions are of transient nature and lack high-affinity binding [297]. Thus, despite having a rather low affinity, FOC-6 might be able to displace a transient lipid from this pocket. However, to ultimately identify the binding site of FOC-6, structural, or at least more sophisticated computational studies, will be required. Nonetheless, even if this pocket is not the binding site of FOC-6, it still represents an interesting target site for allosteric A\textsubscript{2A}R modulators.

4.4.4 Possible subtype selective ligands

Many of the novel ligands are predicted to form extensive contacts with the top of helices VI and VII and ECL 2 and 3. These regions are not only involved in the formation of potentially allosteric sites but are also considered important for subtype selectivity [200, 298] and as such, these results might indicate a high degree of subtype selectivity.

In theory, ligands that were assigned a good docking score for A\textsubscript{2A}R but weaker scores for the other subtypes, might preferably bind to the A\textsubscript{2A}R subtype, especially if the docking score for the other subtypes compares to the score of ZM241385, which is A\textsubscript{2A}R subtype specific. As such, FOC-2, which scored highest in the A\textsubscript{2A}R studies, but a significantly lower score for the other subtypes, could potentially be subtype selective. However, binding studies with 1,2,4-tiazine bioisosteres showed that this compound series generally also showed affinity for the A\textsubscript{1}R and only modest selectivity for A\textsubscript{2A}R could be achieved when introducing modifications at the 3,5-positions of one of the pendant rings [217]. The series was also only about ten-fold selective over the A\textsubscript{2B} subtype. It is therefore rather unlikely that the 1,3,5-bioisostere FOC-2 would
be highly subtype selective. Pharmacological assays, such as *e.g.* the LANCE assay, are thus required to determine if some of the ligands suspected to be subtype specific, indeed show a preference for one subtype over others.

It should be noted that docking was optimised for the A$_{2A}$R and might therefore have been somewhat biased towards this subtype. Furthermore, the models used might have contributed to this bias as well. The selected A$_1$R structure was crystallised in complex with a covalently bound ligand, which might introduce a slightly different conformation than noncovalent ligands. For A$_{2B}$R, a homology model based on the A$_{2A}$R was used, as there are no crystal structures available. Therefore, in some instances the specific positions and rotamers of residues in the binding site might be suboptimal and negatively influence the docking. Introducing constraints to enforce a specific type of binding pose did help to generate more realistic poses, but this might have had the consequence that apparent docking scores were reduced, due to restrained flexibility in the ligand.

Subtype selectivity over the A$_3$R was not assessed. However, hits from previous docking studies generally displayed a relatively high A$_{2A}$/A$_3$R selectivity [209]. This was especially true for chemotypes with unsubstituted exocyclic amine groups that form hydrogen bond interaction networks with Asn$^{253}_{\text{ECL2}}$ and Glu$^{169}_{\text{ECL2}}$ in A$_{2A}$R. While these residues are conserved in A$_1$R, A$_{2A}$R, and A$_{2B}$R, A$_3$R has a hydrophobic valine at the position of the glutamic acid.

Overall, these docking studies provide meaningful insights into the binding modes of the different ligands. While most ligands are predicted to bind in a similar pose than described for previously characterised A$_{2A}$R ligands, DEL-1, DEL-2, DEL-6, and FOC-6 might extend into possible allosteric pockets and introduce a novel receptor conformation. They are thus particularly interesting for subsequent structural work.
Chapter 5

Towards experimental structures of novel A$_{2A}$ receptor ligand complexes

Most proteins, as well as small organic compounds, are quite flexible in solution and sample a variety of different conformations. As a result, the docking poses determined in silico may differ from what is observed in solution [299]. All the tested ligands (potentially excluding FOC-6) bind into the same orthosteric binding site, interacting with similar residues of the receptor. Nonetheless, it is still possible that some of them introduce conformational changes in the receptor, which would lead to different poses than obtained in silico. This especially might be the case for the ligands that show a significant discrepancy between predicted docking scores and the experimentally measured affinity (e.g. DEL-2). To fully confirm the presence of the ligand in the binding site, and elucidate the actual binding mode, experimentally obtained ligand-receptor complex structures need to be analysed. Protein X-ray crystallography is routinely used for structure determination in drug discovery and was used to determine the vast majority of the A$_{2A}$R high-resolution structural models obtained so far. Therefore, the aim of this chapter was to crystallise the A$_{2A}$R in the presence of at least one of the novel compounds and solve the structure of the receptor-ligand complex to validate the binding poses obtained in silico.

5.1 Crystallisation strategies for different receptor-ligand complexes

One of the main limiting factors when evaluating the binding properties of early screening hits is that the compounds are usually only available in low quantities, especially if they originate from an internal library and first need to be synthesised. This is particularly limiting for structural studies of GPCR-ligand complexes. As these receptors usually sample a large variety of conformational states, they need to be trapped in a certain conformation in order to be crystallised. This stabilisation of the receptor is particularly important if they are removed
from their native membrane environment, such as when solubilising in detergents, and is usually assisted by the presence of the ligand. Ligands are therefore typically added throughout the entire purification process to enhance stability. This usually further helps to increase protein yields and to reach the high protein concentrations required for crystallographic experiments [225].

A2AR is an example of a receptor that requires the presence of a ligand throughout the entire purification process to ensure stability of the receptor. This involves milligrams of expensive ligand that might not be available. Therefore, when conducting a co-purification with a novel ligand, the solubilisation step is usually performed in the presence of the low affinity ligand theophylline, which is available in large quantities at a reasonable price. Theophylline is then subsequently replaced by higher affinity ligands (co-purification, Figure 5.1) [188]. Nonetheless, for most compounds analysed in this study, only a few milligrams of compound were available, which in most cases was too little to perform co-purifications. Thus, this approach could only be attempted for the ligand with the highest affinity, where the concentration required to fully saturate the receptor was slightly lower. Consequently, alternative strategies such as crystal soaking as well as ligand exchange strategies were explored, where reduced masses of ligand are required (Figure 5.1). For an overview comparing these different crystallisation strategies see the introduction chapter 1.1.3.1.

5.2 Receptor construct choice

Construct design is the first and one of the most crucial steps of a successful crystallographic experiment. For novel target proteins, it is important to screen a variety of different constructs, as usually only half of the protein constructs entering expression trials finally yield suitable protein samples [300]. GPCRs, in particular, require many modifications to make them stable enough for crystallisation. For this study, a construct combining the StaR2 mutations with the bRIL-fusion (A2A-StaR2-bRIL) was used. The use of this construct previously allowed high
resolution structure determination of A2AR [139, 140]. Furthermore, because of the high degree of stabilisation, it also crystallises in complex with lower affinity ligands and therefore, could be successfully used for in meso soaking experiments [50].

5.3 Expression of A2AR in Sf9 cells for structural studies

Initial constructs were obtained from Novartis and cloned into the pFastBac™ vector, if not already provided in this vector. All expression cassettes contained an N-terminal hemagglutinin (HA) signal sequence, a FLAG epitope and a C-terminal 10x histidine (HIS) tag. For X-ray crystallography, all protein constructs were expressed in Sf9 insect cells using the Bac-to-Bac® expression system. Recombinant baculoviruses were generated and amplified as described in the methods section. The optimal virus dilution and expression time for large-scale expression were then determined by performing small-scale expression tests. To this end, Sf9 cells were grown to 2 x 10^6 cells/mL and infected with different virus to cell ratios (v/v), ranging from 1:500 to 1:5000. Samples were taken 48, 60, and 72 hours post-transfection, and cell viability and diameter were measured. Protein expression was measured by Western Blot on crude membrane preparations using an anti-FLAG or anti-HIS epitope antibody and compared by densitometry (Figure 5.2). The virus to cell ratio and expression time that resulted in the highest amount of protein, whilst not killing more than about 20% of the cells, was selected for subsequent large-scale expression.

Figure 5.2: Example of an expression test to determine the best virus dilution and harvesting time for expression of a stabilised A2AR construct in Sf9 cells. For structural studies all A2AR constructs were expressed in in Sf9 insect cells, using the Bac-to-Bac baculovirus expression system. Cells were infected at a density of 2 x 10^6 cells/mL with different dilutions of V2 virus and aliquots were taken after 48, 60, and 72 hours post-infection. Cell viability was recorded at each time-point. A crude membrane preparation was performed for each aliquot and receptor expression was assessed by Western blotting using a HIS-tag antibody. Band intensities were quantified and compared with the cell viability from the corresponding timepoints.
5.4 Effects of C-terminal HRV-cleavage site

Each laboratory usually has their preferred construct design and backbone, and especially in an industrial setting these things are often highly standardised. Most of the constructs used in this study were kindly provided by Novartis and were therefore designed following the same structure, consisting of a N-terminal HA-tag followed by a FLAG-tag, the gene of interest, and a C-terminal HRV-cleavage site tailed by a $10 \times$ HIS-tag. In an initial proof of concept study, a $A_{2A}$-StaR2-bRIL$_{HRV-HIS}$ construct, designed according to this standardised scheme, was purified and crystallised in the presence of the reference compound ZM241385. These first protein purifications for $A_{2A}$R structural studies were performed at Novartis, together with V.-P. Jaakola and were therefore based heavily on his experiences and protocols, including the protocols for membrane protein preparations from $Sf9$ cells established by the Stevens laboratory (Joint center for innovative membrane protein technologies, SCRIPPS Institute, CA, USA) and the protein purification from Jaakola et al. [188] and Liu et al. [150]. These protocols were optimised for the purification of the $A_{2A}$-T4Lysozyme and $A_{2A}$-bRIL construct and had established the importance of high sodium chloride concentrations and adding CHS to detergent solubilised receptors to enhance protein stability. In contrast, the thermostabilised $A_{2A}$R constructs (StaR2) were first introduced for vapour diffusion crystallography experiments by an independent research group and the purification protocols were therefore optimised accordingly [189]. This optimisation included a reduction of the sodium chloride concentration, and the use of a shorter chain detergent (DM instead of DDM). Initially, the $A_{2A}$-StaR2-bRIL$_{HRV-HIS}$ construct was therefore purified according to a hybrid protocol, based on the experience V.-P. Jaakola, but using DM as a detergent and including as size exclusion chromatography (SEC) step, which allowed the separation of aggregates and higher oligomers from the main monomer peak at approximately 14 mL (Figure 5.3 A). Fractions containing monomeric receptor were

![Figure 5.3: Purification of $A_{2A}$-StaR2-bRIL$_{HRV-HIS}$](image)

Figure 5.3: Purification of $A_{2A}$-StaR2-bRIL$_{HRV-HIS}$. (A) Size exclusion chromatogram using a Superdex 200 10/300 gel filtration column. The first peak corresponds to a higher oligomeric state or aggregates, while the peak at approximately 14 mL consists of receptor monomer. Fractions corresponding to this peak were pooled and concentrated. (B) 1 µL of this pool (first lane), 1 µL of the final concentrated sample, and a 1:10 dilution were loaded on a SDS-PAGE. The receptor monomer corresponds to the band slightly below 37 kDa. In the concentrated sample some dimeric protein is visible slightly below 75 kDa. (C) The identity of the final protein sample was analysed by mass spectrometry. The MW of the construct after HA-tag removal is 48 586.7 Da. The 10 Da difference potentially comes from oxidation.
5.4. EFFECTS OF C-TERMINAL HRV-CLEAVAGE SITE

Figure 5.4: Crystals obtained for the A$_{2A}$-StaR2-bRIL$_{HRV-HIS}$–ZM241385 complex. (A) Crystals obtained in 30% (v/v) PEG500 DME, 0.1 M sodium citrate tribasic dihydrate pH 5, 0.1 M sodium chloride imaged after 5 days using polarized light. (B) Crystals obtained in 20% (v/v) PEG1000, 0.1 M HEPES/sodium hydroxide pH 7.5, 200 mM lithium sulphate imaged after 10 days using visible light.

The A$_{2A}$-StaR2-bRIL$_{HRV-HIS}$ construct was specifically chosen because it allows crystallisation of receptor-ligand complexes with low affinity compounds, such as theophylline. Therefore, an identical purification of A$_{2A}$-StaR2-bRIL$_{HRV-HIS}$ was repeated, but, in this instance, theo-
phylline was retained throughout the entire purification process. Theophylline shows some absorption at 280 nm, interfering with nanodrop protein quantification; therefore, protein concentration was additionally estimated through densitometry on SDS-PAGE. This analysis suggested that the final protein sample was concentrated to 35 mg/mL before reconstituting into LCP. Crystallisation trials with the A2A-StaR2-bRILHRV-HIS–theophylline complex were carried out using the commercially available MemMeso screen as well as two home-made optimisation screens. The HEPTARES-cond PEG screen was set up around the crystallisation condition for the A2A-StaR2-bRIL–theophylline complex described by Cheng et al. [221]. The second screen contained different combinations of all published A2AR crystallisation conditions compiled from a statistical design of experiment analysis in Ellistat©, further denoted as DOE screen. Full details about both of these screens can be found in the methods (see chapter 2.6.1). No crystals were obtained from any of these screens.

In an attempt to improve protein quality, the protein purification buffers were modified to match the conditions in Rucktooa et al. [50] exactly. The main changes consisted in switching the buffers from 50 mM HEPES pH 7.4 to 40 mM Tris pH 7.4 and reducing the sodium chloride concentration from 0.8 M to 0.2 M. These changes indeed seemed to improve protein quality, as the aggregation/multimer peak in the SEC profile was significantly reduced (Figure 5.5). This time, the protein concentration was additionally determined using the detergent compatible BCA assay from BioRad (DC-assay). While the final protein concentration determined by densitometry resulted in 36 mg/mL the DC-assay indicated that it might be even higher (68 mg/mL). There might be differences in absorbance of the Coomassie stain between the A2AR and the BSA used as a standard, so densitometry might be a rather inaccurate method for determining protein amounts, explaining the discrepancy observed. 68 mg/mL would be higher than the protein concentration used for crystallisation by Rucktooa et al. [50], but around the concentration used with other constructs [150]. Despite the optimisation in protein quality, no crystals were obtained. There was also no heavy aggregation in any of the crystallisation conditions, which would have indicated that the protein concentration might have been too high.

https://ellistat.com
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Because I didn’t obtain any diffracting crystals, I decided to compare the protein sequence of the construct obtained from Novartis to the literature, revealing that the original construct did not contain an HRV-cleavage site between the end of the gene and the C-terminal HIS-tag. Minuscule things can have big impacts in crystallography. Therefore, the cleavage site was removed though infusion cloning (Takara-Bio). The modified construct was reassessed by sequencing and then cloned into a pFastBac™ vector for expression in Sf9-cells.

The corrected A2A-StaR2-bRIL construct was then purified following the exact protocol described in Rucktooa et al. [50]. In addition to the change in buffer (see above, chapter 5.4), I also used a prepacked nickel-column instead of loose cobalt-resin and did no overnight incubation. This resulted in a single, monodispersed peak in the SEC profile (Figure 5.6 A). The protein was concentrated to a final concentration of 28 mg/mL (DC-assay) before reconstituting into LCP for crystallisation. As the affinity for theophylline is rather low, 1 mM compound was also added to the monoolein as well as the crystallisation screen. Crystallisation trials were set up using the HEPTARES-cond PEG screen and a variety of different glass plates (Swissci Modular Glass Base, Swissci Modular SBS XPOL Glass base and Jenna bioscience glass base), spacers (100 μm and 200 μm) and covers (glass plate, 100 μm film and 40 μm film). Additionally, one plate using the DOE screen and the Jenna bioscience glass plate and glass cover was set up. Some small microcrystals were obtained in all of the plates. However, the best crystals grew in 25-33% (v/v) PEG400, 0.05 M NaSCN, 2% (v/v) 2,5-hexanediol, 0.1 M sodium citrate pH 6–6.5, 0.5 mM theophylline using Swissci Modular glass bases, with a 100 μm spacer and a plastic cover film. Crystals were of a plate like, squared to hexagonal shape and grew to a maximal size of 30 μm × 37 μm (Figure 5.6 B).

Now, being able to crystallise the A2A-StaR2-bRIL in presence of theophylline, this construct could be used for crystallisation with the novel compounds. As I had obtained many conditions with nice large crystals in this first experiment, most of them were already used for subsequent soaking studies, before assessing protein diffraction of these crystals.
5.5 Crystallisation trials with A$_{2A}$-StaR2-bRIL construct

5.5.1 Crystal soaking

Crystal soaking is one of the most common approaches to solve many different receptor-ligand complexes. Rucktooa et al. [50] recently described a method how this should be possible for the A$_{2A}$R crystallised in LCP. In their approach, highly stabilised A$_{2A}$-StaR2-bRIL construct was purified and crystallised in the presence of the low affinity compound theophylline, which was subsequently replaced by other ligands. The novel Novartis ligands selected for crystallographic studies displayed a higher affinity than theophylline. Thus, using the same approach, it should be possible to outcompete theophylline from the binding site when adding the novel ligands in excess to the crystals. Furthermore, this strategy only uses minimal amounts of ligand and should therefore be applicable to most of the novel ligands.

The A$_{2A}$-StaR2-bRIL construct was purified as described above and concentrated to a final concentration of 40 mg/mL (nanoDrop) with 1 mM theophylline present and mixed with monoolein supplemented with 10% (w/w) cholesterol and 10 µM theophylline. The final protein to lipid ratio was 2.3 (v/w), resulting in about 30 µL of protein laden LCP. Crystallisation trials were performed in 96-well glass sandwich plates and sealed with a plastic cover film. Crystals were grown for 18 days, reaching an average size of 15–25 µm (Figure 5.7 A), the largest ones reaching a maximal size of 50 µm. To soak the crystals, a cross-wise incision was made into the cover over the crystal containing wells using a sharp scalpel. This allowed a small corner of the cover to be lifted and to flood the well with 10 µL mother liquor supplemented with 1 mM ligand, either FOC-1, FOC-2, or DEL-1, resulting in a final ligand concentration of 925 µM and theophylline concentration of 74 µM. The wells were resealed with crystal clear sealing tape and incubated for either one or 24 hours.

Despite this process sounding very similar to the regular soaking process for sitting drop crystallisation experiments, it is in fact far more complex. The main reason for this is the small well depth of only 100–200 µm, depending on the spacer used. When making the incision into the cover film, the applied pressure very easily squeezes the entire well, which can cause the entire LCP drop to detach and float around the well. This effect is especially pronounced if the mesophase is more liquid and has turned into sponge phase. As soon as any of the mother liquor liquid touches the rim of the well, the entire well content gets drawn underneath the spacer and any crystals present are lost. In addition, once a well is opened further manipulations should happen as quickly as possible to prevent the drop from drying and any phase transitioning of the mesophase that could harm the crystals. All of this makes crystal handling extremely difficult and led to the loss of many promising crystals before they could actually be soaked or harvested.

Crystals of 25 µm length are still relatively small for single crystal diffraction experiments. Therefore, crystals were harvested using mesh loops, so a large fraction of the LCP with several crystals could be harvested at once, allowing for serial data collection on a single loop. However, as the mesophase gets scooped up as well in this process, it becomes almost impossible to see any crystals on the mesh once mounted on the goniometer at the beamline (Figure 5.7 B). None
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Figure 5.7: Crystal soaking of $A_{2A}$-StaR2-bRIL-theophylline complex. (A) Example of theophylline crystals used for soaking experiments. (B) mesh loop mounted on goniometer carrying a big, dark dollop of LCP in which it is impossible to optically locate any crystals.

of the harvested samples showed any diffraction and it was impossible to judge if this was due to bad crystal quality or if crystal harvesting was unsuccessful because of all the encountered difficulties.

5.5.2 Ligand exchange

In a second approach, the ligand was added to the purified protein, just before setting up the crystallisation plates (Figure 5.1). This reduces crystal handling compared to the soaking approach and, therefore, the chances of crystals getting lost in the process, while still only using small amounts of ligand. As the protein is already highly concentrated at this point, it is important to consider the molarity of the protein, to ensure the ligand is actually added in excess. For this experiment $A_{2A}$-StaR2-bRIL was concentrated to 35 mg/mL, which corresponds to 720 nM.

This is already quite high and therefore, only the best candidate with the highest affinity and thermostabilising effect from each screening series were chosen for subsequent experiments. The affinity of FOC-2 and DEL-2 is about 500 times higher than what was measured in the same experiment for theophylline. Thus, only a small excess should be sufficient for complete ligand exchange. Further, the high affinity reference compound ZM241385 was included in the experiments as proof of principle.

The second important aspect for this approach was to keep the final DMSO concentration as low as possible, as it might otherwise affect crystallisation. Consequently, the final ligand concentration depended on its solubility in DMSO: for FOC-2 a stock solution of 200 mM could be prepared, but DEL-2 and ZM241385 could only be prepared at 100 mM, resulting in a maximal final concentration of 3.3 mM and 1.7 mM respectively, while keeping the DMSO concentration below 2%.

To further increase the chance of a complete ligand exchange, the protein sample was warmed to room temperature before incubating for 30 minutes with the novel ligand. This allows for quicker equilibration and thereby hopefully a complete ligand exchange by the time the
Table 5.1: Summary of collected data for A2A-StaR2-bRIL ligand exchanged from theophylline to ZM241385. Despite some pipelines finding a result, the data was too poor for proper analysis, as there were too few observations recorded and the cell parameters did not match what was previously observed. Statistics for the highest-resolution shell are shown in parentheses.

<table>
<thead>
<tr>
<th>Data set</th>
<th>947l-D2</th>
<th>9486-D2-2</th>
<th>9486-D2-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pipeline</td>
<td>fast_dp</td>
<td>xia2 dials</td>
<td>xia2 dials</td>
</tr>
<tr>
<td>Space group</td>
<td>P222</td>
<td>C121</td>
<td>P222</td>
</tr>
<tr>
<td>a, b, c (Å)</td>
<td>54.09, 85.47, 95.44</td>
<td>155.69, 58.16, 104.34</td>
<td>80.32, 87.50, 143.82</td>
</tr>
<tr>
<td>α, β, γ (°)</td>
<td>90, 90, 90</td>
<td>90, 90.97, 90</td>
<td>90, 90, 90</td>
</tr>
<tr>
<td>Resolution (Å)</td>
<td>7.36–23.86</td>
<td>1.23–54.48</td>
<td>1.23–35.95</td>
</tr>
<tr>
<td>Measured reflections</td>
<td>191 (17)</td>
<td>25 007 (25)</td>
<td>98 161 (59)</td>
</tr>
<tr>
<td>Unique reflections</td>
<td>131 (11)</td>
<td>20 334 (24)</td>
<td>65 485 (59)</td>
</tr>
<tr>
<td>Completeness (Å)</td>
<td>18.8 (22.7)</td>
<td>7.5 (0.2)</td>
<td>22.3 (0.4)</td>
</tr>
</tbody>
</table>

Crystals are set up. Additionally, an effort was made to keep the ligand concentration high in all subsequent steps. To this end, 100 µM ligand was added to the lipid as well as the HEPTARES-cond PEG crystallisation screen.

For ZM241385 several conditions on the HEPTARES-cond PEG optimisation screen, as well as the commercial MemMeso screen yielded crystals. The crystal yielding conditions on the random screen were very similar to the condition used for optimisation screen, but the obtained crystals were very small. One of the reasons for this might be that no additional ligand was added to this screen. In contrast, the HEPTARES-cond optimisation was supplemented with 100 µM ZM241385 and used to set up crystal trials on glass plates with either glass or plastic covers. Crystals were obtained in both plate types. The largest crystals grew in 22.55% PEG400, 50 mM NaSCN, 2% (v/v) 2,5-hexanediol, 0.1 M sodium citrate pH 5.5. Interestingly, in the plate with the plastic cover, the crystals grew slightly larger, reaching a maximal length of 40 µm, while with the glass cover, they only grew up to 30 µm (Figure 5.8 A). Crystal shape was more elongated and rod like compared to the previously obtained theophylline crystals, which is in line with what was observed for A2A–ZM241385 complexes (V.-P. Jaakola, pers. com.). Crystals smaller than 10 µm did not diffract. The slightly bigger crystals showed some weak protein diffraction that was not good enough for data collection. Data could only be collected and auto processed using the xia2 dial or fast dp pipeline from the largest crystals (30–40 µm). However, for all three recorded datasets, the correct space group and cell parameters could not be determined, and overall data quality, number of measured reflections, and completeness were too poor to justify further processing (Table 5.1).

The receptor also crystallised after ligand exchange with FOC-2. The obtained crystals were short needles, similar to the ones observed for ZM241385, however, significantly smaller. The best crystal hits grew in 25.6–27.6% PEG400, 50 mM NaSCN, 2% (v/v) 2,5-hexanediol, 0.1 M sodium citrate pH 5.5, reaching a maximal length of 10–15 µm (Figure 5.8 B). Interestingly, using the plastic cover resulted in a larger number of crystals, while crystal size was not significantly affected. Similar to the ZM241385 complex, there was also one hit on the MemMeso
screen, in a condition closed to the optimised one. While these crystals were even smaller than the ones on the optimisation screen, they seemed to have more of a second dimension. Unfortunately, none of the obtained crystals diffracted.

In contrast, even after 34 days, no crystals appeared in any of the plates set up with DEL-2. As the receptor does crystallise in the presence of theophylline alone, this indicates that ligand exchange did happen; however, it might have either occurred only partially, resulting in a conformational mixture which does not crystallise, or binding of DEL-2 destabilises the receptor significantly, preventing crystallisation. This is quite surprising, as the thermostabilising effect measured for DEL-2 was, despite being rather small, still significantly higher than the one of theophylline.

5.5.3 Co-purification

Ligand exchange to FOC-2 on purified protein did yield crystals, but they were of very poor quality. This might be due to an incomplete ligand exchange, introducing heterogeneity into the protein sample. To eliminate any crystal defects that might arise from a potential mixture of two ligand-receptor complexes, a co-purification with FOC-2 was performed. To this end, the purification protocol was slightly modified to minimise the volumes of buffer used once FOC-2 was added. This mainly involved changing from a pre-packed nickel column to loose resin in a gravity driven column, which allowed a reduction in total column volume and omitted the need to prepare excess buffer, as required when using an automated purification system. A$_{2\Delta}$-StaR2-bRIL was still solubilised in the presence of theophylline and the ligand was then exchanged once bound to the affinity column. To keep the ligand concentration high after reconstitution of the receptor into LCP, 100 µM FOC-2 was added to the lipid, as well as the optimisation screens. Besides the HEPTARES-cond PEG optimisation screen, a MES-additive screen was prepared that was based around published crystallisation conditions for A$_{2\Delta}$-StaR2-bRIL in complex with several ligands other than theophylline or ZM241385 (for more details see methods chapter 2.6.1). Some microcrystals were obtained in 25.1% (w/v) PEG400, 0.05 M sodium thiocyanate, 2% (v/v) 2,5-hexanediol, 0.1 M tri-sodium citrate pH 5.5 and 0.1 mM FOC-2 and some slightly larger ones with 37.3% (w/v) PEG400, 0.2 M potassium/sodium tartrate, 0.5% (w/v) 1,2,3-
heptanetriol, 0.1 M MES pH 6 and 0.1 mM FOC-2. Interestingly, the latter did not appear if using the screen without any additional compound added, suggesting that off rates of FOC-2 might be relatively high and therefore, an excess of ligand is required to maintain enough receptor in the ligand-bound state to facilitate crystal formation (Figure 5.9 A, B).

Despite being too few and too small for a successful data collection, these crystal hits provided a good starting point for further optimisation. Firstly, protein quality needed to be enhanced. The protein preparation resulted in similar yields as previous purifications with this construct. However, SEC showed that there were two populations of higher oligomers present in the sample, which could not be completely separated from the monomer peak (Figure 5.9 C). Subsequently, about half of the protein was lost on the concentrator while concentrating for crystallisation, which might have led to some aggregation in the sample as well.

5.5.4 Improving protein quality: Co-purification and crystallisation with Theophylline

One of the most important things for a successful crystallisation experiment is a high quality, homogeneous protein sample. In most protein preparations used for crystallography, SEC revealed the presence of at least one higher oligomeric species, which could not be completely separated from the monomer. Thus, the first step in optimising any crystals was to improve protein quality and reduce the amount of higher order oligomers in the sample. As the amount of ligand available was limited, these optimisation experiments had to be performed in the presence of a reference compound. Additionally, using a reference compound has the advantage that the exact conditions required for well diffraction crystals are known. ZM241385 is the most commonly used compound for crystallisation studies, as it strongly stabilises the receptor (28 out of the 59 published structures used ZM241385\(^1\)). However, getting a high-quality protein

\(^{1}\)https://gpcrdb.org/structure, latest update 31.01.2022
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Figure 5.10: Attempt to optimise A2A-StaR2-bRIL-theophylline protein quality. (A) Exact repetition of first purification as performed in Figure 5.6. This time a dimer-peak was present, which could not be completely separated from the monomer peak. (B) Chromatogram after increasing the sodium chloride concentration to 0.8 M and changing the detergent to DDM with CHS. (C) Chromatogram for the purification using the same buffer conditions as in A but using the Äkta Pure system to automate the affinity purification step. (D) Crystals obtained with the receptor purified in A. (E) Crystals obtained with the receptor purified in C.

...sample with a less stabilising ligand might be more difficult and require some additional receptor stabilisation. Therefore, theophylline was chosen as a reference ligand, as its thermostabilising effect was similar or in some cases even lower than the one measured for the novel compounds.

A single, monodispersed peak was obtained when the protein was first purified in presence of theophylline for the crystal soaking experiments (Figure 5.6 A). However, since the best crystals were used and potentially destroyed in the soaking experiment, diffraction with theophylline alone could not be verified. Hence, the first step was to reproduce this purification and validate diffraction of the crystals. Surprisingly, even after several attempts these previous results could not be reproduced. Each time there was a population of dimers present that could not be completely separated by SEC from the monomer fraction (Figure 5.10 A). Despite this, crystals could be obtained using the HEPTARES-cond PEG optimisation screen. However, they were rather small and either impossible to harvest, or did not diffract (Figure 5.10 D).
The purification protocol used to purify the A$_{2A}$-StaR2-bRIL construct was based on the methods published by Cheng et al. [221]. Interestingly, this protocol differs quite a bit from protocols used with other constructs employed for LCP crystallisation. To determine the contribution of different buffer components, a small-scale comparison of different conditions was performed (data not shown). Changing the detergent to DDM with CHS as well as using a higher sodium chloride concentration significantly increased protein yields and consequently should have helped to stabilise the receptor. Therefore, for the next large-scale experiment, the protein was solubilised in DDM/CHS and the sodium chloride concentration was increased to 0.8 M. These changes did indeed increase protein yields significantly; unfortunately, this led to even more aggregation than previously observed (Figure 5.10 B).

Consequently, buffer conditions were maintained as previously used. Instead, some technical changes were made to the protocol to reduce the purification time. This mainly included the reduction of the pre-incubation time with ligand before solubilisation to half an hour, as well as reducing the temperature for this incubation to 4 °C, and the automatisation of the affinity purification using an Äkta Pure system. Through these changes, the entire purification could be performed in only a single day, whilst minimising the chance for technical mistakes. Indeed, looking at the size exclusion chromatogram suggests that protein quality did improve, as the oligomeric fraction was reduced and better separated from the monomer peak (Figure 5.10 C). This was also reflected in the obtained crystals, which were significantly bigger than in previous experiments, reaching a maximal length of 45 µm (Figure 5.10 E). Crystals were harvested by two different people, to minimise the chances of all the crystals being destroyed during the harvesting process. Despite all this effort, no protein diffraction could be recorded.

5.6 Crystallisation trials with the A$_{2A}$-bRIL construct

As the initial results with the A$_{2A}$-StaR2-bRIL construct could never be reproduced and all subsequently obtained crystals did not diffract, a different receptor construct was used for further crystallisation trials. Using the A$_{2A}$-bRIL construct without the thermostabilising StaR2-mutations allowed structure determination of the A$_{2A}$R–ZM241285 complex at almost the same resolution as the A$_{2A}$-StaR2-bRIL construct [150]. However, no co-structures with low-affinity compounds have been determined using that construct so far. Therefore, soaking experiments are not possible with this construct. Nonetheless, in an alternative approach towards determining multiple co-crystal structures of a GPCR target in complex with novel ligands, the authors demonstrated that by using the A$_{2A}$-bRIL construct a transient ligand could be replaced by an excess of a high-affinity ligand added just before crystal formation [301]. As the best candidates from this study had relatively high affinity in the two-digit nanomolar range, crystallisation attempts with a less stabilised receptor might have been possible.

5.6.1 Crystallisation and data collection with ZM241385

Because I struggled with the purification of the first construct, in a first instance, crystallisation and diffraction of the A$_{2A}$-bRIL construct was assessed in complex with the reference compound ZM241385. This would allow the effects caused by protein quality to be distinguished from the ones caused by insufficient stabilisation by the ligand. The original A$_{2A}$-bRIL construct was
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Figure 5.11: Purification and crystallisation of A\textsubscript{2A}-bRIL construct in complex with ZM241385. (A) SDS-PAGE after IMAC purification. FT = flow-through after loading the cobalt resin into gravity column (9µL of 1:10 dilution loaded), W1/W2 = column washes with different concentrations of imidazole (9µL loaded) and E1–E9 = imidazole elutions (9µL loaded). Fractions E3–E5 were pooled (1µL of undiluted and 1:2 diluted pool loaded on the gel on the right) and concentrated (samples labelled conc on the right-hand side gel, 1µL of 1:60 and 1:100 diluted final sample). (B) SEC chromatogram recorded the next day using a small aliquot of the final, concentrated sample. (C) Crystals obtained using fresh protein imaged after 3 days with visible light and (D) second harmonic generation (SHG) imaging. The red arrow heads point out the same position of one single crystal. (E) crystals obtained with protein after storage at −80°C.

obtained in a pFastBac vector from Novartis, while the bacmid and subsequent virus were produced and titered as described previously. The receptor was then expressed and purified following the protocol reported in Liu et al. [150]. The most striking difference to the protocol used for purification of the A\textsubscript{2A}-StaR2-bRIL construct is that no size exclusion step is performed. Instead affinity chromatography was performed using more selective cobalt resin. Then, only the highest concentrated elution fractions were pooled to minimize the amount of detergent accumulating in the subsequent concentration step. The receptor was concentrated to 60 mg/mL (NanoDrop). As observed with the first construct, the determined protein concentration varied depending on the quantification method. Interestingly, for this construct in complex with ZM241385, the concentration determined by densitometry on the Coomassie stained gel, as well as the DC assay, was higher compared to that determined on NanoDrop, resulting in about 100 mg/mL, while for the A\textsubscript{2A}-StaR2-bRIL-theophilline complex it was usually lower. Because there was no equipment for analytical size exclusion available at the time, protein purity was initially only monitored by SDS-PAGE (Figure 5.11 A), and size exclusion analysis could only
be performed 24 hours after finishing the purification and setting up crystallisation trials. The chromatogram revealed that, similarly to what was observed before, there was a fraction of dimeric receptor present that could not be separated from the monomeric peak (Figure 5.11 B). However, in this case, the dimer peak was significantly smaller than the monomer peak. Further, some of the oligomerization might have occurred during the 24 hours the protein was stored on ice before it could be analysed.

Crystallisation trials were set up using a home-made optimisation screen (subsequently called SCRIPPS 1) based on the published conditions for the A$_{2A}$-bRIL–ZM241385 complex [150], while varying the PEG400 concentration and the pH. Small, rod-like crystals appeared after twelve hours. Due to limited beamtime, crystals were harvested after only three days, when they were only 20µm long and sent to P14 at the German Electron Synchrotron DESY for data collection. A few crystals showed clear protein diffraction out to about 3.7 Å and data collection was attempted for several crystals (Figure 5.11 C, D). Unfortunately, these crystals did not survive long enough in the beam to collect an entire data set. To get better data, more and bigger crystals would be required. Providentially, this construct proved to crystallise even after freezing and storage at −80°C, therefore, protein from the same purification could be used to optimise crystallisation. Using the same screen and protein, but preparing the LCP freshly and leaving the crystals to grow for longer was already enough to get several conditions with crystals at higher density. After eight days they reached a maximal length of about 40µm (Figure 5.11 E). Furthermore, they also grew in width and their shape could now be best described as “Z-shaped” compared to the initial more rod-like crystals. These improved crystals were likely to give better diffraction, indicating that there was no problem with the construct or the protein preparation. As there was still a lot of protein from this preparation available, ligand exchange trials were set up before sending off any crystals for data collection.

5.6.2 Attempts to exchange ZM241385 with novel ligands

Despite the A$_{2A}$R having a very high affinity for ZM241385, it may still have been possible to exchange it for slightly lower-affinity ligands if they are supplemented in excess. To this end, ligand in DMSO at the highest concentration possible was added to the final protein in a 1:100 ratio, to not exceed 1% final DMSO and then incubated at room temperature for half an hour to allow for equilibration. FOC-2 and DEL-1 were soluble at 200 mM while for FOC-1 only 100 mM could be reached in DMSO, resulting in a final ligand concentration of 2 mM and 1 mM respectively, which is 20–40 times higher than the ZM241385 concentration.

To expand the PEG400 concentration- and pH-range tested, two fresh optimisation screens were set up around the conditions published for 4EIY (SCRIPPS 2, 4). Furthermore, both screens were set up additionally without any hexanediol (SCRIPPS 3, 5). Because of the limited amount of ligand available no additional ligand could be added to the screens. Nonetheless, crystals were obtained in almost all of the plates. Ligand exchange with FOC-1 yielded the fewest conditions with crystals and the obtained crystals were relatively small compared to the trials set up with the other ligands (Figure 5.12 A). Slightly more crystals were obtained on the screens without hexanediol. Similarly, the sample with added DEL-1 seemed to crystallise better without hexanediol. For this sample, crystals were generally slightly larger than for FOC-1, but the crystal density in a single drop was usually lower (Figure 5.12 B). The largest crystals
Figure 5.12: Ligand exchange attempting to displace ZM241385 with three novel compounds. Excess of FOC-1 (A), DEL-2 (B) and FOC-2 (C) was added to concentrated receptor bound to ZM241385. Crystals were imaged after eight days using polarized light.

were obtained after ligand exchange with FOC-2, reaching a maximal size of 10µm × 60µm (Figure 5.12 C). Interestingly, this sample seemed to crystallise better with hexanediol present in the screen. However, for all three samples, crystal size varied a lot depending on the exact mother liquor composition and it was therefore difficult to judge if the observed differences were ligand induced or due to general variability. Hence, it was not possible to judge if the ligand exchange was successful at this point.

As the crystal density in most drops was very high, but most of the crystals still relatively small (<30µm), they were harvested using mesh loops, which facilitated serial data collection from a single loop. Data were collected at the I24 beamline at Diamond Light Source using a semi-automated serial approach. To this end, crystals were located in the loop using a grid scan. For data collection 10° (100 images) from many different crystals were recorded at 50% transmission and 0.01 s exposure. Data were collected for all ligand-exchanged samples, with the best crystals diffracting to 2Å resolution. The diffraction data was auto-processed using the Xia2.multiplex pipeline. For most of the recorded data sets the obtained space group and cell dimensions were practically identical to previously deposited data [150] (Supplementary Table B.5). Molecular replacement solutions were found in XDS using the 4EIY structure with additional features such as the ligand, Na⁺ and lipids removed. Immediately after molecular replacement an unambiguous electron density in the orthosteric binding site could be identified. In all cases, this density clearly fitted ZM234385 and not any of the novel ligands (Figure 5.13). Each data set underwent three cycles of limited initial refinement, further corroborating the identity of the ligand as ZM241385. Therefore, a full refinement was not carried out, since exactly the same structure has already been solved previously at even higher resolution.

To enhance the chance of ligand exchange, the ZM241385 concentration of the protein sample was reduced through several rounds of diluting and re-concentrating to 0.3nM. Then 2 mM FOC-2 were added, so that the final ligand concentration was over 6000 times higher than the ZM241385 concentration. Unfortunately, this process also led to significant protein losses, so that the final protein concentration was only 35 mg/mL, and the volume was only large enough to set up one crystal plate. No crystals were formed, indicating that either protein concentration was too low or the newly formed FOC-2 complex not stable enough to crystallise.
Figure 5.13: Electron density maps for the ligand binding site of A2A-bRIL-ZM241385 complex after the attempted ligand exchange, showing that ZM241384 could not be displaced by the novel ligands. The 2F_o-F_c map for key residues in the ligand binding pocket is shown in blue (σ = 1) and F_o-F_c maps in green (σ = 3). Maps are shown straight after molecular replacement (left panel) and after 3 rounds of refinement (right panel) for datasets obtained from crystals after ligand exchange with (A) FOC-2, (B) DEL-1, and (C) FOC-1. The structure of the added ligand is depicted in the overlaid box for each panel. In all datasets the difference density clearly fits ZM241385 and not the novel ligand. This is corroborated after refinement with ZM241385. While there is some extra difference density remaining in the central section of the DEL-1 exchanged sample after refinement with ZM241385, it is unlikely this comes from DEL-1. DEL-1 is significantly larger and more branched than ZM241385 and would therefore not fit the rest of the density.
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5.6.3 Ligand exchange LUF5834 and theophylline

As pointed out previously, ZM241385 is a very high-affinity ligand, capable of tightly binding to the receptor and significantly stabilising it in the antagonist bound conformation [188]. Thus, exchanging ZM241385 might be challenging. A more transient ligand is therefore the obvious choice when looking for a ligand to stabilise the receptor during the purification process, before attempting crystallisation with novel compounds. An additional advantage of using such transient ligands is that they do not stabilise the A$_{2A}$-bRIL construct enough to allow for crystal formation. Thus, if crystals appear, this is a strong indication that the ligand exchange was successful. One of the ligands used in previously reported ligand-exchange experiments with A$_{2A}$R is LUF5834, a high-affinity but transient partial agonist [301]. Therefore, in a next step, the receptor was purified in the presence of 50µm LUF5834 and concentrated to a final concentration of 66 mg/mL (Figure 5.14 B). Subsequently, the protein sample was incubated with 2mM ligand for 30 minutes. In contrast to the ligand-exchanged experiments described by Ishchenko et al. [301], no additional ligand could be added to the crystallisation screen, as not enough material was available. As negative control, crystallisation trials were also set up with the LFU5834-complex, to test that no other component in either the protein sample or the crystallisation conditions was prone to the formation of salt or detergent crystals. Unfortunately, all ligand-exchange experiments set up with the novel ligands were unsuccessful. However, addition of 2 mM ZM241385 did yield very small, rod-like crystals (Figure 5.14 C). These crystals were significantly smaller and their shape was less well defined than any of the previously observed ZM241385 crystals.

Figure 5.14: Ligand exchange experiments using A$_{2A}$-bRIL purified in complex with theophylline or LUF5834. (A) SDS-PAGE of receptor-theophylline complex after IMAC purification. Protein containing elutions were pooled (IMAC pool) and 1µL of the undiluted and 1:2 and 1:4 diluted sample were loaded on the gel. The pooled fractions were concentrated and 1µL of 1:10 diluted final sample was loaded as well (numbers above the band indicate the dilution factor). (B) SDS-PAGE of receptor-LUF5834 complex after IMAC purification. Protein containing elutions were pooled (IMAC pool) and 1µL of the undiluted sample was loaded on the gel. The pooled fractions were concentrated and 1µL of 1:50 diluted final sample as well as 9µL the flow thought (FT) from the concentrator were loaded as well. Monomeric receptor ins pointed out by the red arrow heads. (C) Crystals obtained after ligand exchange of LUF5834 and (D) theophylline protein with ZM241385.
Despite being regarded as transient ligand, the reported $K_i$ of LUF5834 is still in the low nanomolar range [302], which is lower than the affinity determined for most of the novel ligands. In contrast, the affinity determined in the radioligand-binding experiments for the reference compound theophylline was significantly lower. Therefore, this ligand was further explored for subsequent ligand-exchange experiments. To this end, I used the identical purification protocol as before, but maintained 1 mM theophylline throughout the entire process (Figure 5.14 A). For the ligand-exchange experiment the two ligands with the highest affinity and solubility in DMSO, FOC-2 and DEL-1, were chosen, as well as ZM241385 as a control. In each case, 2 mM of ligand was added to the final protein sample, which was concentrated to 36 mg/mL (DC assay). Besides the 4EIY-optimisation screens (SCRIPPS 2–5), the commercial MemMeso and the home-made DoE screen were set up with each ligand-complex sample. Again, no crystal-hits were obtained for any of the novel ligands. However, for the ZM241385 exchanged sample, several conditions with microcrystalline hits were observed with all of the SCripps optimisation screens (Figure 5.14 D). Similar to when replacing LUF5834 with ZM241385, these crystals remained significantly smaller than the ones obtained after directly co-purifying the receptor with ZM241385. Therefore, diffraction was not assessed. Because of their small size, it is highly likely that for proper data acquisition a brighter X-ray source such as XFEL would have been required, similar to what is suggested in the ligand-exchange approach by Ishchenko et al. [301].

5.6.4 ZM241385–FOC-6 complex

The ligand-exchange experiments suggested that none of the novel ligands stabilised the receptor well enough to facilitate crystal formation. Therefore, co-purification of the $A_{2A}$-bRIL construct in complex with any of these novel ligands was not attempted. In contrast, ZM241385’s stabilising effects are significant enough that crystallisation is even possible under less ideal conditions, e.g. with some dimer present in the protein sample, after freezing, or after ligand exchange. The data from the competition assay shows that FOC-6 is not able to completely

![Figure 5.15: Significantly smaller crystals were obtained after adding FOC-6 to $A_{2A}$-bRIL–ZM241385 complex. 200µM FOC-6 were added to the same protein as used in the ligand exchange experiments in Figure 5.12. (A) Crystals imaged after 5 days using visible and (B) using polarized light. Crystals did not grow larger than about 10µm in length and did not diffract beyond 8 Å.](image)
displace ZM241385 from the binding site. However, a sigmoidal binding curve could still be fitted, suggesting FOC-6 might bind to a secondary binding site as well (see chapter 3.2.2). Assuming this hypothesis is true, and FOC-6 binds to a secondary, allosteric site, it might either additionally stabilise the active or the inactive form. If it stabilises the inactive form, the ZM241385 stabilised receptor could be used for crystallisation to locate this secondary binding site of FOC-6. To investigate this idea, an aliquot of the same frozen protein-ZM241385 complex used for previous successful crystallisation was mixed with 200 µM of FOC-6 and incubated for 30 minutes to allow for equilibration. When setting up the LCP and crystallisation trials, an additional 100 µM of ligand was added to the lipid mixture as well as the crystallisation screens. Small crystals appeared after only 24 hours. However, even after two weeks they did not grow larger than about 10 µm in length and did not diffract beyond 8 Å (Figure 5.15).

As the excess of ligand might have affected crystallisation, potentially displacing some of the ZM241385, the experiment was repeated with freshly purified receptor-ZM241385 complex. If FOC-6 does not have to compete with the bound ZM241385, smaller amounts of ligand should be enough to just occupy the secondary binding site. Thus, this time FOC-6 was added in a 1:1 molar ligand to receptor ratio, not adding any additional ligand in the subsequent crystallisation steps. Surprisingly, under these conditions, no crystals at all were obtained. These results indicate that FOC-6 does have some effect on the receptor that is preventing the formation of well-ordered crystals. Either FOC-6 outcompetes well enough to remove some ZM241385 from the orthosteric binding site, creating a mixed population that is less prone to crystallisation, or it binds to a second site, inducing a different conformation than ZM241385 binding, thereby destabilising the receptor. The first rationale seems to be less likely, as adding excess of higher affinity ligands did not displace ZM241385 and prevent the formation of diffracting crystals.

5.7 Alternatives to crystallisation: Cryo-EM

Protein crystallisation is a very sensitive system that can be easily disturbed by small changes, such as the introduction of a novel ligand. This study illustrates how, especially for the analysis of early lead candidates, the investigated ligands might not have the right properties to promote receptor crystallisation, hampering structure directed optimisation of a hit series. Cryo-EM has the potential to provide a valid alternative for structure determination in these cases. Nonetheless, despite the explosion of active state GPCR structures determined by cryo-EM in the recent years, the study of inactive state class A GPCRs has been limited by the small size of the receptor [303]. To circumvent this size limit and introduce additional fiducial markers for single-particle cryo-EM structure determination of inhibitor complexes synthetic universal antibodies can be used [144, 162].

The A2AR mainly consists of the 7TM core, which is embedded in the membrane or detergent micelles and does not contain many extracellular features. Therefore, the construct used here for crystallography introduced an intracellular bRIL fusion in ICL3, which provides an additional surface to form crystal contacts. Now, with respect to cryo-EM studies, this construct was ideal to try and form a complex with a universal anti-bRIL antibody that would not only help to increase the size of the complex, but also introduce some additional asymmetry (Figure 5.16 A). In light of previous cryo-EM experience with membrane proteins of
Figure 5.16: Cryo-EM studies on the A$_2$A-R-bRIL-Fab complex. (A) Model of Fab binding to the bRIL-fusion in ICL3 of the receptor. A$_2$A-bRIL is about 48 kDa, while the Fab adds another 49 kDa. (B) SDS-Page of SEC purified complex, fractions were taken along the concentration process. The 0.4 mg/mL sample is straight from the SEC column. (C) SEC chromatogram of the complex purification. (D) Negative stain micrograph of 40 µg/mL complex after storage at −80°C. (E) Micrograph of 7 mg/mL protein on Au-Flat protochips with gold film 130k × magnification. Red circles highlight side view of LMNG micelle with complex.

Other lab members, the detergent to solubilise the receptor was changed to LMNG instead of DDM. LMNG has a significantly lower off-rate, which means that buffers can be prepared with a detergent concentration below the critical micelle concentration without disrupting the formed micelles, leading to a reduction of excess detergent and empty micelles in the system. The A$_2$A–bRIL construct was purified as described for crystallography and then incubated with purified anti-bRIL BAK5 Fab [144] in a 1:1 molar ratio and 100 µM FOC-6. Afterwards, the complex was further purified by size exclusion (Figure 5.16 C). GPCR complexes are often applied onto cryo-EM grids at relatively high concentrations [304]. Therefore, the peak fractions were further concentrated to 7 mg/mL, taking several aliquots along the way (Figure 5.16 B). Cryo-grids were set up straight away and excess complex was flash frozen and stored at −80°C. Initial screening of these grids revealed that the complex fell apart when applied onto quantfoil grids. Only the Fab particles were visible in the holes, clustering around the edges, while the centre of the holes were essentially clear. The micelles with the receptor were drawn to the carbon support of the grid. Looking at the distribution of the Fab particles, the grids prepared with the higher concentrated protein sample looked generally better, having more particles towards the centre of the hole. Therefore, the effect of a different grid material was investigated. Before preparing new grids complex integrity after freezing was checked by nega-
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The sample still looked quite homogeneous and particle size suggested that the complex was still sound (Figure 5.16 D). Using the higher concentrated protein samples gold cryo-grids were prepared. Indeed, particle distribution could be improved compared to the first grids, and more particles were visible towards the middle of the holes. On the grids with the highest protein concentration some elongated disc shaped particles could be observed, which might represent LMNG micelles, possibly even with a Fab sticking out of some (Figure 5.16 E). This type of particle could not be identified on the grids prepared first, where the particles of the disintegrated complex were much smaller and more globular. Nevertheless, the grids were still very inhomogeneous, containing aggregates, as well as disintegrated complex. The fragile gold grids were also strongly damaged, only leaving a few squares for data collection. Consequently, the micrographs will be challenging to analyse, probably not allowing the generation of a high-resolution model. If the observed particles do indeed correspond to the intact receptor-Fab complex can only be judged after a first data analysis and 2D classification of the particles. Thus, it is too early to say if this strategy will be successful.

Nonetheless, these results suggest that cryo-EM might be an alternative approach for structure elucidation of inhibitor bound A2AR. However, substantial sample optimisation as well as optimisation of grid preparation will be required to improve the micrographs enough to obtain structural data at a resolution that is high enough to identify an additional ligand binding site or an alternate ligand conformation in the orthosteric binding site.

5.8 Discussion

Protein crystallisation is a multidimensional problem dependant on fragile equilibria. Even in a well-established system, small changes can have a detrimental effect on the crystallisation process of a protein, making it hard to reproduce results under different conditions. Bucher et al. [305] demonstrated that the amino-acid sequence of the used purification tag can have a major effect on both the formation of crystals and their ability to diffract X-rays. A similar observation was made when I attempted to crystallise the slightly altered expression construct A2A-StaR2-bRILHRV-HIS (see chapter 5.4). The C-terminal HRV-site only added an additional eight amino acids before the HIS-tag; however, this was enough to abolish the formation of crystals of the theophylline bound receptor and had a detrimental effect on the ability of ZM241385-complex crystals to diffract. Unfortunately, the C-terminus with the HIS-tag is not resolved in any published crystal structure, making it impossible to give structural reasoning for this observation. However, the study by Bucher et al. [305] suggests, that such effects are not related to steric hindrance in crystal packing and thus, the additional eight amino acids might rather have an effect on receptor stability. The C-terminus of the A2AR is known to be flexible and impede protein crystallisation and is therefore truncated after residue 316 for structural studies. Thus, it might be possible that these eight amino acids re-introduce some of the innate flexibility of the C-terminus. Alternatively, they might be provoking protein oligomerisation and/or aggregation under specific conditions such as the used crystallisation conditions.

Similar effects can be observed when changing the ligands, as they might induce different receptor conformations along the activation spectrum. Furthermore, different charges on the ligands may also strongly influence the crystallisation process [306, 307]. Therefore, the co-
crystal structures of A2AR with several important ligand series have remained elusive so far (e.g. Regadenoson, Preladenant, and Istradefylline). When I co-purified A2AR with FOC-2, only small microcrystals could be obtained. Thermal unfolding experiments revealed that the stabilising effect of FOC-2 on the receptor is rather modest and previous examples in literature, using ligands with even higher affinity, showed that for some ligands it is very hard to get a co-crystal structure following a co-purification protocol [221]. Nonetheless, since at least some small crystals were obtained, there are still several aspects that can be optimised, e.g. trying to decrease the heterogeneity of the protein sample. In addition to protein quality, protein quantity needs to be optimised. Determining the protein concentration by different techniques suggested that the actual protein concentration might have been lower than assumed. In LCP, A2AR usually crystallises at about 35–60 mg/mL [308, 150, 188], therefore, a higher protein concentration might favour protein crystallisation. It must be noted at this point that all efforts to further improve protein quality were unsuccessful and the monodispersed SEC peaks obtained at the beginning of the project could not be reproduced. This cannot be explained, except by differences in fundamental supplies such as chemicals or even water. Following the initial Covid19 lockdown, a significant decrease in water quality was reported in the faculty, which also affected the MilliQ® systems. These impurities had clear negative impacts on membrane protein purifications in our laboratory. The missing of some specific batches of sodium chloride on protein purification outcomes were also observed.

Finally, crystallisation conditions need to be optimised. In the current screen, a lot of salt crystallisation could be observed, possibly derived from the potassium/sodium tartrate present in the crystallisation condition. A slightly reduced salt concentration might avoid the formation of salt crystals and benefit protein crystallisation. However, screening the effect of different crystallisation conditions will be very time consuming, as these initial crystal hits could not be reproduced with frozen protein and thus, each round of optimisation would require a fresh protein preparation. Furthermore, the limited amount of compound constrains the number of different screens that can be set up with the crucial ligand additive.

Because of the limited quantity of ligands available, co-purification could only be attempted for FOC-2. For the other ligands, alternative strategies had to be explored, which required less compound. It has been previously reported that soaking of A2AR-theophylline crystals can be a successful alternative path to get receptor-ligand co-crystal structures, if other crystallisation strategies did not result in diffracting crystals [221]. Despite being a widely used technique in drug discovery of soluble proteins, crystal soaking is not a straight-forward approach for crystals grown in LCP [50, 51, 52]. On the one hand, this method poses technical challenges, entailing manual handing and low throughput. Furthermore, to facilitate this process, a comprehensive knowledge of how different crystallisation conditions can affect the LCP is crucial. Sponge-phase like conditions make crystal handling steps even more difficult, as they are more liquid and should therefore, if possible, be avoided. On the other hand, high quality crystals of the receptor-theophylline complex are required [50]. Theophylline is a transient ligand with a relatively low affinity. This characteristic of theophylline facilitates its replacement by another ligand during the crystal soaking process, but it also means that perfect protein samples and
crystallisation conditions are required, as the ligand is not able to assist much in stabilising the receptor. Optimisation of all of these factors was difficult to achieve in the timeframe of this project; therefore, a third strategy was explored.

To use less ligand than required for a full co-purification, but circumvent the difficulties of soaking the crystals, I attempted to exchange the ligand just before setting up the LCP. No crystals were obtained when trying to exchange theophylline with DEL-2, even though the affinity of DEL-2 was about 40 times higher than the one of theophylline (see chapter 3.2.2). One reason for this could be that ligand exchange was not complete, leading to a mixture of different receptor conformations. This would imply that DEL-2 binding to the receptor induces a different conformation than theophylline binding and is in line with the observations made in the docking experiments described in chapter 4. Docking predicted the ligand to extend into a secondary pocket, which might introduce a different receptor conformation. It is interesting to note that the structure of the Cmpd-1–A2AR complex, for which this secondary pocket was described first, could not be solved in LCP [193]. The authors observed that the ligand-induced structural changes around Tyr 91.35 propagated to the top of helix I. The extracellular part of this helix is involved in the formation of crystal contacts and the slight changes in conformation prevented the formation of type I crystals. However, LCP crystallisation is known to mainly produce type I crystal packing [309]. The complex therefore had to be crystallised by vapour diffusion. Consequently, it is likely that structure determination by crystal soaking would also not work for DEL-2, instead, vapour diffusion crystallisation strategies should be explored.

The affinity of ZM241385 was about 50 times higher than the affinity of the novel ligands selected for crystallographic experiments. Therefore, in the experiments where I attempted to displace ZM241385 with these compounds, ZM241385 was not outcompeted completely from the binding site, but probably a mixed population of A2AR bound to different ligands was present. For DEL-1, a similar ligand pose was predicted by docking as for DEL-2, where the ligand formed contacts with all residues defining the secondary binding pocket. Thus, DEL-1 binding in this experiment might have induced a slightly different receptor conformation, which may have hampered the crystallisation process, leading to smaller crystals. It is likely that the majority of crystals formed were in fact ZM241385-bound A2AR. However, the presence of some DEL-1 in the crystals cannot be excluded and could potentially explain the extra density observed around the ligand core in the solved A2AR structure.

In contrast, much larger crystals were obtained when attempting to exchange ZM241385 with FOC-2. There are two factors that could contribute to this observation. Firstly, less FOC-2-receptor complex might have been present at equilibrium, which would also explain the unambiguous density for ZM241385 in the solved structure. However, as the affinity of FOC-2 was similar to DEL-1, this would further imply that the ligand has unfavourable kinetics, i.e. very fast dissociation rates. Secondly, FOC-2 binding might have induced a highly similar receptor conformation as ZM241385, as observed for the triazine compounds 4e and 4g [217]. This is also suggested by the very high score obtained when docking FOC-2 into a ZM241385-derived A2AR structure. Thus, small amounts of FOC-2-bound receptor present in the system would not distort crystallisation.
When I attempted to exchange the more transient and lower affinity ligand, theophylline for FOC-2, small crystals were obtained. They displayed a different morphology than the previously obtained theophylline-complex crystals, indicating that the ligand was exchanged. If the FOC-2-induced conformation was similar to the ZM241385 conformation, it would also be more similar to the theophylline-bound state, as ZM241385- and theophylline-bound structures are practically identical [221]. Therefore, a mixed population would not fully prevent crystal formation. However, if a relatively large theophylline-bound A2AR fraction was present in the protein sample used for crystallisation, this might explain why the crystals seemed to be rather inhomogeneous and did not diffract.

In contrast, ZM241385 was clearly able to displace more theophylline from the receptor binding site, as typical ZM241385-complex crystals were formed. Furthermore, these crystals did also diffract. The higher quality of these crystals can be explained by the 50 times higher affinity of ZM241385 for A2AR which drives the receptor into a specific conformation [188]. Ligand exchange with ZM241385 was even possible using a less stabilised receptor construct, further validating the rationale of this approach. Nonetheless, protein diffractation at a synchrotron source was still too poor to solve the structure. This could be due to residual theophylline, introducing defects in the crystal lattice or an inherent problem with the protein sample. In both cases, further optimising the protein and crystallisation conditions will certainly help to push the equilibrium more towards the ZM241385-bound state and lead to better crystals. If the crystals remain small, it may be possible to use a brighter X-ray source as described by Ishchenko et al. [301]. Alternatively, these tiny crystals could also be analysed by cryo-electron diffraction [153].

At the end of the day, the receptor could not be crystallised with any of the novel compounds. All the ligands that were used in these crystallisation trials had a much higher affinity and an increased thermostabilising effect on A2AR compared to theophylline. Thus, further knowledge, about the binding kinetics of the ligand would be required to better predict the crystallisability of these complexes. This knowledge would be beneficial especially when attempting ligand displacement strategies. It is likely that the dissociation rate ($k_{off}$) of the assessed ligands is very high and therefore, the receptor adopts multiple conformations that impair formation of well-ordered crystals. In ligand exchange experiments, this would lead to a mixture of receptor conformations, stabilised by the two different ligands. Furthermore, it is also possible that the ligands induce structural changes necessitating a different form of crystal packing [193]. Thus, exploring different crystallisation techniques, such as vapour diffusion, might be required to crystallise these receptor-ligand complexes.
Chapter 6

Overall conclusions and future directions

Using two different HT-screening methods, Novartis identified a set of novel A2AR ligands that included compounds with known, as well as novel, chemical scaffolds. The main goal of this study was to characterise the interactions of these novel compounds with A2AR, both pharmacologically and structurally, in order to gain insights into structure-activity related mechanisms. The results presented here show that the HT-screens were highly successful, yielding high affinity compounds with potentially novel binding modes. Furthermore, they could form the basis for rational chemical optimisation of selected hits, which might lead to the discovery of new allosteric ligands.

6.1 Key findings of the project

6.1.1 Identification of novel A2AR binders

One of the screens Novartis used for the identification of novel A2AR ligands was a large-scale virtual screen using a focused library. Out of the selection of compounds made available for further analysis, FOC-1, FOC-2, and FOC-3 had sub-micromolar affinity, while the others displayed affinities in the low micromolar range. Furthermore, all of these compounds inhibited cAMP production and thus, receptor activation.

In virtual screens, large compound libraries are docked into a rigid receptor structure. This biases the results towards ligands that are likely to bind to or induce a receptor conformation similar to the ligand in the original structure. As such, several of the hits contained a bicyclic core similar to the purine core in adenosine. However, hits with monocyclic cores were discovered too. Interestingly, the triazine and triazole scaffolds found in FOC-2 and FOC-3 have been identified in previous docking screens as well [209, 210, 211], indicating that these are very potent scaffolds. Subsequent in silico studies were performed to further analyse the predicted binding poses of these ligands. Most of the ligands were predicted to form hydrogen bonds and aromatic interactions with residues that are known to be involved in ligand recognition. Comparison of
FOC-3 and FOC-2 with bioisosteres that have been further optimised and crystallised showed that the predicted poses were similar to the experimental structures, validating the docking approach.

In contrast, using the DEL-screen, more novel scaffolds could be identified. Similarly to the virtual screen, this primary hit selection resulted in the identification of two ligands, DEL-1 and DEL-2, that had a high affinity in the low nanomolar range. Interestingly, DEL-1 also displayed the highest antagonist potency of all ligands tested. In a DEL screen, the receptor conformation is more flexible and therefore ligands with more diverse binding modes were identified. Docking studies of these hits suggested that DEL-1 and DEL-2 both extend into a secondary binding pocket that is not occupied by the natural ligand.

Interestingly, this selection of ligands contained two pairs of compounds, DEL-2/DEL-5 and DEL-3/DEL-6, that only differed in the composition of one single moiety. Comparison of the pharmacological data with the predicted docking poses facilitated predictions about the structural role of these chemical groups. The large morpholino-ethyl-acetamide moiety on DEL-2 was important for positioning the ligand core in the binding site and further interacted with a secondary binding pocket, greatly increasing the affinity of the ligand. In DEL-6 the highly polar hydroxypropanoic acid moiety was identified to hinder the ligand from properly binding into the orthosteric pocket. Targeted chemical substitutions in these regions might facilitate further improvements the binding properties of these compounds.

### 6.1.2 Different strategies for the determination of early stage ligand co-structures

One of the main issues when evaluating the binding properties of early screening hits is that they are usually only available in low quantities, especially if they are not available commercially and need to be synthesised internally. This is particularly limiting for structural studies of GPCR-ligand complexes, where the presence of a ligand is usually required throughout the purification process to stabilise the receptor [225]. Therefore, I explored three different approaches to generate co-crystal structures with the best candidates out of this novel ligand selection. The first strategy was to co-purify the receptor with the novel ligand. This was the most straightforward approach, but used the largest amounts of ligand and therefore could only be attempted with FOC-2. The second approach was to soak ligands into crystals obtained in complex with theophylline. While this approach was successfully used for several A<sub>2A</sub>R ligands in Sosei Heptares Therapeutics’ drug discovery pipeline [50, 221, 208, 308], it requires a lot of manual practice and optimal sample quality. The final strategy was to exchange the ligand once the protein was purified and concentrated, but before setting up LCP. In this way minimal quantities of compound were used, while reducing the crystal handling. The validity of this approach could be shown by exchanging the low affinity ligand theophylline with the reference ligand ZM241385. Unfortunately, no diffracting crystals were obtained with any of the three approaches for any of the novel ligands. One reason for this might have been the low thermostabilising effect of the ligands, making the complex more difficult to crystallise [307]. Another reason could be that the ligands induced a different conformational state, which is less amendable for crystal formation. While the vast majority of A<sub>2A</sub>R crystal structures were
solved in LCP, this might not always be the optimal methodology. LCP crystallisation favours type I crystal packing [309]. Thus, if the ligand induces an altered receptor conformation that requires different crystal packing, classical in surfo methods might be preferred [193].

### 6.1.3 Identification of novel potential subtype-selective and allosteric ligands

Surprisingly, out of the 12 selected ligands, four might bind to an allosteric binding site. DEL-1 and DEL-2 were predicted to extend into a previously identified pocket extending towards the extracellular aspect of TM I, TM II, and TM VII that is not explored by the natural ligand [193]. Both ligands inhibited receptor activation by NECA. While displaying similar affinity than other ligands, DEL-1 had a clearly higher potency. Thus, interaction with this secondary region might potentially increase ligand potency. Furthermore, docking of the ligands into an A₁R structure and an A₂B homology model predicted that these ligands adopt a different binding pose in these subtypes. Several residues in this pocket are subtype specific e.g. Thr²⁷⁰ in A₁R (Met²⁷⁰ in A₂A) has been previously associated with subtype selectivity [202, 275, 276]. Consequently, interaction with this secondary site might increase A₂A subtype specificity. Therefore DEL-1 and DEL-2 might be good starting points for subtype selective ligands.

Despite the fact that no protein diffraction was obtained with any of the novel ligands, the results from the crystallisation trials further corroborate the hypothesis that DEL-1 and DEL-2 induce a different conformational state in A₂B. The crystal structure with the triazole Cmpd-1 showed that ligand binding induced a slightly different conformation that was not compatible with type I crystal packing [193]. If DEL-2 would induce a similar conformation this would explain why no crystals were obtained in LCP. Furthermore, when I tried to displace ZM241385 with DEL-1, this led to smaller crystals compared to FOC-2 or when crystallised with ZM241385 alone. This indicates that the subpopulation of DEL-1-bound receptor hampers the crystallisation process and suggests the presence of multiple conformational states. In contrast, FOC-2 was predicted to bind in a similar pose as ZM241285 and ligand binding would therefore likely induce a similar receptor conformation, which did not affect crystal formation.

The third ligand that could potentially bind to a secondary site is FOC-6. FOC-6 displayed a very unusual behaviour in the binding assays: despite binding to the receptor in a competitive manner, the ligand was not able to fully displace the radioligand, even at millimolar concentrations. Furthermore, it neither inhibited nor stimulated cAMP production. This indicates that FOC-6 might bind to a secondary site. However, the functional relevance of this interaction still needs to be established.

To identify possible alternative binding sites on A₂B, blind docking studies were performed, scanning the entire extracellular part of the receptor. The docking studies suggested that FOC-6 binds to a previously identified lipid-pocket at the extracellular end of helix I and VII [150]. While some studies suggest lipid (especially cholesterol) interactions to be highly specific, a more recent study showed an absence of high-affinity binding and a more transient nature of interactions [310, 294, 297]. This suggests that FOC-6 might indeed be able to compete with a lipid for binding, even though only micromolar affinity for the receptor could be determined.
However, other ligands were predicted to bind to this pocket as well, so binding to this pocket would not explain the unusual behaviour of FOC-6. Nonetheless, lipid interaction sites might be an interesting target for the allosteric modulation of A2AR and other GPCRs.

Overall, DEL1, DEL-2 and FOC-6 are very exciting hits that display interesting characteristics that should be investigated further. On the one hand these ligands could give rise to novel ligand series with improved subtype selectivity or allosteric function. On the other hand, identifying the binding sites for these ligands will provide further insights into the conformational landscape of A2AR and potentially reveal novel target sites for allosteric modulators.

### 6.2 Future directions

The *in silico* studies performed, predicted that several of the ligands might adopt distinct binding poses and introduce novel receptor conformations. However, this hypothesis could not be fully validated, and additional studies are required to properly characterise these receptor-ligand interactions.

#### 6.2.1 Strategies to further advance structural work

The most valuable result would still be to generate a high-resolution structure of the ligand bound to A2AR, which would allow the most detailed characterisation of the ligand binding site. As discussed previously, one of the first things to try would be *in surfo* crystallisation, to allow the formation of different crystal packing. However, LCP crystallisation might also be successful. The poor thermostabilising effects of the ligands suggest that the complex might not have been stable enough for crystallisation and therefore require some additional stabilising measures. One strategy for this, without having to further modify the receptor construct, could be the addition of stabilising lipids. When the first A2AR structure was solved, addition of CHS to the detergent solubilised A2AR was shown to be crucial for successful crystallisation [188]. Also cholesterol is well known to affect the function and stability of GPCRs and is therefore routinely mixed with monoolein for LCP crystallisation [310]. I therefore also added these lipids during my purifications and crystallisation trials. However, we recently discovered that 1-palmitoyl-2-oleoyl-sn-glycero-3phosphate (POPA), a phosphatic acid lipid, also stabilises A2AR by +5.8°C [3]. This is slightly more than half of the effect recorded with CHS. It would be interesting to see if these effects are cumulative and a lipid mixture could be used to further stabilise the receptor facilitating the crystallisation of less stable receptor-ligand complexes.

FOC-2 crystals could be obtained but were too small for standard structure determination at a synchrotron X-ray source. Diffraction by XFELs can improve data quality of small crystals given the advantages of the intense and very short XFEL pulses. This was exploited for structure determination of the β-arrestin-rhodopsin complex [142]. Subsequent studies also showed the application of SFX for the determination of multiple co-crystal structures in SBDD of A2AR ligands [301]. Unfortunately, XFEL access is still highly limited. Similar serial approaches for room-temperature structure determination of GPCRs have been developed; however, the obtained data still remains at slightly lower resolution [139]. An alternative strategy to analyse
these small crystals might be to explore the emerging potential of micro ED. A recent study reported structure determination of A₂A R at 2.8 Å resolution from LCP grown crystals using this technique [153].

Over the course of this project, cryo-EM has become a powerful technique for high-resolution structure determination, and since 2019 the number of membrane protein structures determined by cryo-EM has overtaken the number of X-ray structures [154]. While most of the crystal structures represent an inactive receptor state, the vast majority of cryo-EM structures are solved in the active state; however, structure determination of inactive state GPCRs, especially class A GPCRs with small extracellular domains, still represents a major challenge. Recently, universal anti-bRIL synthetic antibodies have been developed to overcome this hurdle [144, 162]. The Fab helps to increase the size of the complex and serves as a fiducial marker assisting in determining particle orientation. In preliminary studies I could show that a stable complex of the A₂A R-bRIL and the anti-bRIL Fab could be formed and applied onto cryo-EM grids. Elongated disc shaped particles could be observed, which are typical for LMNG micelles and the sideview of the Fab sticking out of the micelle could be identified. However, these grids were still very heterogeneous and further optimisation of sample and grid preparation will be required to improve the micrographs enough to obtain structural data at a resolution that is high enough for the identification of ligand densities. The main challenge will be to ensure that the complex does not dissociate when applied onto the grid. This might require testing several different detergents, several rounds of size exclusion purification and/or technical changes to the protocol, such as complex formation on the grid. Nonetheless, these results suggest that cryo-EM might become an alternative approach for structure elucidation of inhibitor bound A₂A R.

6.2.2 Biophysical characterisation of receptor-ligand interactions

Besides structural approaches the ligand-receptor interactions and associated conformational changes can further be analysed by using biophysical and advanced in silico techniques. Assuming DEL-1 and DEL-2 binding induces a similar receptor conformation as Cmpd-1, docking scores and pose predictions should be improved when docking these ligands into the 5UIG structure, where the secondary binding pocket is more established and relevant residues should be in a more favourable rotamer conformation. Furthermore, the effect of structurally relevant waters should be examined and MD simulations can help to account for ligand induced changes in the receptor [284, 286]. These computational simulations can further be improved by providing more experimental knowledge about the ligand-receptor interactions [216].

Another approach that has been shown increasingly valuable to study the conformational landscape of GPCRs and other membrane proteins and the changes induced upon ligand binding is double electron-electron resonance (DEER), also known as pulsed electron-electron double resonance spectroscopy (PELDOR) [311, 312]. To this end, a combination of site-directed spin labelling and electron paramagnetic resonance (EPR) spectroscopy is used to resolve distances between a pair of spin labels in the range of 15–80 Å, allowing to resolve conformational changes at sub-angstrom resolutions [313, 314, 109]. Katie Hardman is in the process of creating a cysteine free-A₂A R construct, and specific cysteine-mutants, for the site-directed spin labelling.
With a suitable protein sample in hand, she aims to investigate the effect of different ligands, as well as varying lipid environments and even membrane tension on the conformational space of A2AR by DEER spectroscopy.

As mentioned in previous chapters, an in-depth knowledge of binding kinetics at GPCRs is required to successfully target this class of proteins [315]. As such, it would be helpful to determine the rate constants $k_{\text{off}}$ and $k_{\text{on}}$ for the different ligands. If rate constants are determined for the WT-receptor, as well as for a set of active site mutations, this information can be used in combination with molecular modelling and docking to map the small molecule binding site, even in the absence of a co-crystal structure [216]. Ultimately, understanding the binding kinetics of the different ligands, as well as structure kinetic relationships, will help to increase ligand residence time and help to further optimise the ligands [316, 317]. In order to determine these rate constants for the novel ligands, I started setting up SPR experiments during my secondment at Novartis. Unfortunately, the assay could not be established during the timeframe of the secondment and further experiments will be required to obtain the desired information.

6.2.3 Functional aspects of ligand binding

The docking studies allowed some speculation about subtype selectivity of the ligands. These hypotheses should be verified experimentally. One way to do this would be to apply the LANCE® assay described in chapter 3.3 on the different subtypes. HEK cells have been shown to have relatively high endogenous A2B R expression [247] which would make it more difficult to assign responses to a specific AR subtype. Therefore, the LANCE® assay was established using CHO cells rather than HEK cells. Constructs for A1R and A2B R were established and could be expressed in CHO cells. However, the assay still needs to be optimised for the different subtypes.

The LANCE® assay could further be used to explore the possible allosteric function of the ligands. FOC-6 showed no direct inhibitory or activating effect; however, it might have an effect on agonist binding. This could be detected if a curve shift can be observed when recording an agonist curve in presence of FOC-6. Alternatively, other assays could be used to investigate the effect on alternative signalling pathways. Bioluminescence resonance energy transfer (BRET) based biosensors have been extensively used to study protein-protein interactions of GPCRs in living cells, such as the interactions between receptors, G proteins, β-arrestins, and their many binding partners. Furthermore, these biosensors can also be used to measure the formation and accumulation of second messengers following receptor activation and signal transduction [318]. To further characterise the functional effects of the here studied novel A2AR ligands, BRET-based studies could e.g. be used to directly monitor the interaction between the A2AR and the G protein [319, 320]. The potentially allosteric ligands might affect this interaction differently than previously studied agonists or antagonists and might therefore give valuable information on signalling bias. Similarly, β-arrestin requirement assays might help to further complete the picture [321].
6.3 Significance of the work

A$_2$A$_R$ is one of the main mediators of adenosine signalling and as such represents an interesting drug target for neurodegenerative disease, as well as in immunotherapy for cancer treatment. Despite significant efforts in developing specific agonist and antagonistic drugs, most projects eventually come to a halt, either because of a lack of efficacy or adverse effects resulting from A$_2$A$_R$ activation. One strategy to circumvent such effects might be the use of allosteric or potentially even biased ligands [280, 322, 323].

SBDD has become an integral part of most drug discovery projects. Since the release of the first (non-rhodopsin) GPCR structure, SBBD has also become more established in GPCR drug discovery. However, the quick generation of many different receptor-ligand co-crystal structures still remains a major hurdle to fully take advantage of SBDD.

This project explored a variety of different strategies to characterise a series of novel A$_2$A$_R$ ligands, pharmacologically and structurally, which led to the identification of several potentially allosteric ligands. These hits would probably not have been identified if only one single parameter, such as affinity or docking score would have be considered, which shows the importance of employing complementary techniques and in-depth analysis of screening hits.

Despite not leading to a co-crystal structure, the crystallographic efforts further corroborated that these ligands induce a conformational change of the receptor, and the presented results form a basis for rational chemical optimisation of the selected hits. Upon optimisation these hits might become interesting lead candidates for the discovery of novel allosteric A$_2$A$_R$ drugs.
Appendix A

Exploring novel ways in which crystallography might assist drug discovery

Production of microcrystals for serial and time-resolved crystallography

Preface

During a three-month secondment in the laboratory of Prof. Arwen Pearson, I had the opportunity to learn and develop new methods for the generation of protein microcrystals for serial and time-resolved crystallographic studies. The results from this work contributed to a publication on homogeneous batch micro-crystallisation of proteins from ammonium sulphate, one of the most common crystallisation agents used [1]. The following chapter provides background on the topic of this publication and discusses the results I obtained.
Abstract

Time-resolved crystallography is an exciting new avenue to study dynamic processes in proteins. However, the generation of large volumes of homogeneous microcrystal suspensions required for these types of studies is still a major bottleneck. While batch crystallisation is typically the method of choice for this purpose, it usually requires information about the phase diagram of the protein, which can only be determined experimentally in extensive crystallisation experiments that are very sample consuming. Therefore, the aim of this project was to establish some general guidelines for homogeneous batch micro-crystallisation from ammonium sulphate conditions. To this end, a robust micro-crystallisation protocol for the soluble model protein aspartate α-decarboxylase (ADC) was established. Using this protocol, crystal size and size distribution could be fine-tuned according to the experimental requirements given by the envisioned study, rather than having to adjust the experiment according to the crystals obtained. By employing data from two additional model enzymes, it was further explored how the ammonium sulphate concentration can be used to navigate the crystallisation diagram to quickly establish conditions for micro-crystallisation.

Furthermore, the ADC micro-crystallisation protocol developed here was used to generate crystals for the characterisation of a novel 3D printed and X-ray compatible microfluidic chip that allows low-consumption serial synchrotron data collection in flow [2].
A.1 Introduction

To explain how proteins perform their biological function, knowledge about the protein structure, as well as the dynamic motions that underlie the chemical mechanism, is required. One of the few techniques that can provide insights into protein structure and dynamics, at near atomic resolutions, is time-resolved crystallography. The idea of directly capturing structural dynamics by crystallography is almost as old as macromolecular crystallography itself, but has received a tremendous boost since the establishment of free electron lasers (XFELs) and 3rd and 4th generation synchrotrons, all of which facilitate serial data collection [149, 324, 325]. The traditional approach to time-resolved crystallography is to trap and solve the structure in different intermediate states. This can be achieved by soaking crystals of an apo-protein with substrate and trapping the intermediates by snap-cooling the crystals after a defined time delay. However, this limits the achievable time resolution to the speed at which the crystal can be cooled. In contrast, serial approaches are based on collecting a single diffraction pattern from many crystals in random orientations and merging these still images to give a complete dataset. This enables time-resolved data collection based on the “pump-probe” method, in which reaction initiation (pump) is followed by an X-ray probe. Besides enabling greater time resolution for time-resolved studies, serial data collection allows room-temperature (RT) data collection with limited radiation damage [326, 139, 327] and the structure solution of more challenging proteins, such as integral membrane proteins, in cases where only small crystals can be obtained [150].

A.1.1 Strategies for serial time-resolved crystallography

To study protein function with time-resolved crystallography there are two main requirements: first, the studied protein needs to be active in the crystalline state, and second, a controlled initiation of the reaction needs to be possible. Furthermore, for effective reaction initiation, the process needs to be triggered in a significant fraction of the sample, and the triggering event needs to be faster than the process of interest. Therefore, the simplest biological processes to investigate are those that can be triggered by short laser pulses, for example, in inherently light sensitive proteins such as myoglobin [328, 329], photoactivatable yellow protein [330, 331] and photosystem I & II [149, 332]. For non-natural photoactivatable systems, photolabile protecting groups can be chemically added to the natural substrate [333], or photocaged unnatural amino acids can be introduced into the protein during translation [334, 335]. A second protein activation approach employs the delivery of substrates or ligands by diffusion [336, 337, 338]. This can be achieved in flow using T-shaped mixing devices [2] or on fixed targets e.g. employing liquid application strategies [336]. Even though these “rapid-mixing” strategies are applicable to a wider range of targets, they are limited in time-resolution, due to the diffusion rate of the ligand, and are only possible if ligand diffusion is fast compared to the timescale of the reaction of interest.

Serial data collection can be performed either at synchrotron or XFEL X-ray sources. Data collection at an XFEL is based on the “diffraction before destruction” principle and therefore inherently requires a serial approach. The XFEL beam delivers high intensity X-ray laser pulses of shorter than fifty femtosecond duration, which allows recording of protein diffraction
before significant radiation damage occurs (serial femtosecond crystallography (SFX)) [149].
This means that only a single “snapshot” per crystal is collected, requiring many, differently
oriented crystals for a complete data set. Because of the high beam intensity, this strategy allows
diffraction data collection from crystals of micrometre to nanometre size and femtosecond time
resolution for time-resolved studies.

Serial data collection approaches have also become increasingly popular at synchrotrons.
They follow the same idea of distributing the radiation dose over thousands of crystals to
maximise the signal. However, because the brightness of synchrotron beams is considerably
weaker than that of XFELs, longer exposure times are required. Nonetheless, today's 3\textsuperscript{rd}
and 4\textsuperscript{th} generation synchrotrons provide sufficient photon flux to perform time-resolved experiments
at timescales as short as 100 ps (using polychromatic radiation) [339].

A.1.2 Crystal requirements for time-resolved studies

In contrast to conventional single-crystal rotation crystallography, where a complete data set
can be collected from a single large crystal, serial data collection requires many small crystals. In
fact, for most time-resolved applications, crystal size is minimised to ensure uniform activation
of reactions (e.g. by laser or substrate diffusion) across the whole crystal. The desired crystal
size is dependent on the experimental setup used, i.e. the delivery system, the activation
strategy (for time-resolved experiments), as well as the used X-ray source.

The most popular crystal delivery system at XFELs are liquid jets [51]. For these and
other microfluidic experiments, such as microfluidic mixing devices (e.g. 3DMiX), crystal size
is limited by the size of the nozzle or channel of the system. Clogging and jet instability are
significant issues when working with liquid jets, causing substantial delays and reduced hit rates
[340]. These effects are further increased by a polydisperse size distribution of the crystals [341].
Additionally, a homogeneous size distribution is important to tune the exposure time required
to obtain good diffraction, without the appearance of overloads, and to reduce the challenge for
good scaling and merging of the data, as large variation in crystal size will lead to discrepancies
in the measured intensities [342]. Similarly, for time-resolved experiments, minimising any
variations in crystal size is important to allow for homogeneous reaction initiation throughout
the sample.

Time-resolved experiments generally demand small crystals. Light activated processes re-
quire consideration of the laser penetration depth relative to the size of the crystal under
investigation [339]. Larger crystals lead to increased absorption of the pump laser pulse, resulting
in inhomogeneous activation throughout the crystal and thus, a lower fraction of the sample
ultimately activated. This results in reduced signal from the desired activated state relative
to the inactive state, making the interpretation of structural changes more difficult. Likewise,
the time required to activate a reaction by a ligand diffusing into the crystal depends on the
thickness of the crystal and the diffusion coefficient of the ligand [343]. Thus, varying crystal
sizes will lead to uncertain diffusion times, burring the final time-resolution.

Because of their brightness, XFELs allow the use of very small crystals (<10\textmus). Convention-
ally, fully hydrated microcrystals are delivered in a jet of liquid or viscous media, which
continuously runs in vacuum across the XFEL beam. The crystals in the stream are randomly
oriented and produce a diffraction pattern whenever the XFEL pulse coincides with a crystal
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being in the focal region [324, 149]. These strategies of data collection require a continuous supply of crystals throughout the entire process and are thus associated with a very high sample consumption. To address this issue, a series of different delivery systems have been developed, including drop on demand dispensing and fixed targets [344, 345]. Nonetheless, for serial crystallography experiments sample consumption and availability is a major concern, especially when challenging samples are investigated, such as membrane proteins or protein complexes [51]. When sample consumption is high and sample availability limited, time-resolved experiments become impossible as multiple complete data sets need to be collected, each covering a different timepoint along the reaction coordinate.

Due to the limited availability of XFEL beamtime, a variety of sample delivery strategies have been adapted and developed for serial experiments at synchrotron sources. [346, 347, 348, 325, 336, 349]. Because of the reduced beam intensity available, many serial synchrotron (SSX) experiments can benefit from slightly larger crystals (∼10–50 µm) [325].

A.1.3 Micro-crystallisation strategies

Despite the high demand of crystal samples for serial crystallography experiments, methods for their generation are still sparsely explored. Usually, the large volumes of microcrystalline sample required for serial experiments dictate the type of crystallisation used. About one third of all microcrystal samples are produced in batch, as it is usually easier to scale up to the large volumes required compared to vapour diffusion [350]. Furthermore, if the crystal density required is not reached, crystals can be concentrated by low speed centrifugation. In batch crystallisation, the protein and precipitant solution are usually mixed directly, aiming for a ratio that places the protein within the nucleation zone of the crystallisation phase diagram after mixing [351]. However, finding this starting point usually first requires the determination of the crystallisation phase diagram. This can be achieved by determining the solubility limit of the protein either through stepwise dissolution of protein crystals or by small scale batch experiments with added crystal seeds [340]. Alternatively, the crystallisation space can be mapped by a series of experiments with varied protein and precipitant concentrations [350]. All of these strategies are very time-consuming and require several rounds of optimisation. Furthermore, the obtained microcrystal solutions often display a rather broad crystal size distribution. To a certain extent, filtering of the crystal slurries can help to obtain a more homogeneous crystal sample. However, this strategy is very inefficient with a continuous size distribution. Furthermore, filtering can damage the crystals, which can lead to complications in the downstream analysis of the diffraction data [352].

The second most popular technique is lipidic cubic phase (LCP) crystallisation [350]. LCP crystallisation first became popular for the crystallisation of membrane proteins, as it mimics their native lipidic environment and therefore benefits protein stability, producing highly ordered crystals [353, 354, 355]. Even though these crystals are often limited in size, they are frequently obtained at high density. Because LCP is highly viscous, it turned out to be an ideal carrier media for slow flowing jets, not only allowing high-resolution structure data of challenging membrane protein samples to be collected, but also significantly reducing sample consumption compared to liquid jets [152]. However, the lower flow rate comes at the price of broader stream diameters, causing increased background scattering. As proteins are directly
crystallised in LCP they don’t need to be transferred to a different carrier media, simplifying crystal handling procedures and reducing mechanical stress opposed on the crystals. However, because of the high density of LCP, time-resolved experiments initiated through rapid mixing are not possible and thus, only light activated reactions can be studied.

There are only a few crystallisation protocols which specifically focus on the generation of high quality micro- and nanocrystals [350, 356, 352, 341, 340]. To produce microcrystals exhibiting a monodisperse, uniform size distribution, Kupitz & Grotjohann et al. [340] suggest the use of free interface diffusion. This strategy is based on the formation of crystals at the interface of a highly concentrated protein solution with precipitant solution. The larger the interface, the more nuclei are formed. Therefore, the authors suggest an approach in which the precipitant is slowly dropped into the protein solution. As the protein solution has a lower density than the precipitant solution, the small precipitant droplets move through the protein solution to form two distinct layers, creating a large transient interface area at which protein nucleation occurs [340]. Another promising approach is the use of crystal seeds. Seeding is a well described method, regularly used for the growth of large single crystals. However, it can also be extremely helpful for the growth of nano- and microcrystals in batch, as crystal size usually depends on the number of seeds. Many seeds lead to smaller crystals, as there remains less protein available in solution for crystal growth. While producing microcrystals, by physically crushing large crystals, might still result in suitable diffraction for some proteins, the resulting crystal slurry is usually heterogeneous in size and crystal damage manifests as a high mosaic spread, leading to the streaking of spots and issues while indexing [352]. Better results can be obtained by spiking these crushed crystals into new crystallisation drops. Additional rounds of crushing and seeding further improve sample homogeneity [352]. Similarly, Ibrahim et al. [341] proposed different microseeding protocols, in which either the crystals of the first seeding experiment are used to produce a highly concentrated seed stock for the second round, or a second spike of the initial seeds is added to the supernatant after the removal of the first microcrystals.

More recently a supersaturation-controlled micro-crystallisation method was described [356]. Nucleation in protein crystallisation is known to be dependent on the level of supersaturation, therefore, in conventional crystallisation, slowing of the rate of supersaturation is used to grow large single crystals. By allowing increased evaporation at specific time delays, the reverse approach can be applied, increasing supersaturation and facilitating rapid and continuous nucleation. This results in increased microcrystal density and improved reproducibility [356].

Despite the success of these methods for some protein systems, the generation of microcrystals remains rather challenging, as most strategies require prior knowledge of the crystallisation phase diagram and/or do not suggest how to scale up to the amounts required for an SSX/SFX experiment, and therefore require additional optimisation steps.

A.1.4 Aim

The main goal of this project was to establish a robust batch micro-crystallisation protocol for E. coli L-aspartate α-decarboxylase (ADC) (60 kDa homotetramer), which could then be used to generate enough microcrystals for proof-of-principle experiments with a novel, X-ray-compatible microfluidic device for serial and time-resolved crystallography.
There are only a few crystallisation protocols which specifically focus on the generation of high quality micro- and nanocrystals. However, these protocols are often very time consuming and cannot be readily upscaled. Therefore, in order to establish the wide application of the micro-crystallisation protocols developed, two other proteins were investigated and the micro-crystallisation results compared between the three. This comparison aimed to identify novel, more straightforward approaches for transitioning from vapour diffusion to batch crystallisation, based on the precipitating properties of the frequently used crystallisation additive ammonium sulphate.

A.2 Methods

The full methods are described in Stohrer et al. [1]. Described here is only the micro-crystallisation protocol that was developed for ADC.

To screen different crystallisation conditions a large amount of cell mass was prepared, using 11 L of E. coli culture. This allowed protein to be prepared from the same batch of cells throughout the optimisation process. ADC was purified as described previously [357, 358].

All crystallisation solutions were prepared by dissolving the powders or liquids from the corresponding salts and buffer components (from Sigma Aldrich or Roth) and making up to the total volume with MilliQ® water. The pH was adjusted using the corresponding acid-base pair. Before use, all solutions were filtered using 0.1 µm syringe filters. The ammonium sulphate stock solution was prepared freshly before each crystallisation experiment, as the hygroscopic characteristics of the precipitant quickly led to a change in concentration of the stock solution.

Before crystallisation, ADC was buffer exchanged into 50 mM Tris pH 7.5, 100 mM NaCl, 0.1 mM DTT and concentrated to 25 mg/mL. Crystallisation trials were set by mixing the protein with precipitant solution (1.85–2.10 M (NH₄)₂SO₄, 65 mM citric acid pH 3.8, 71 mM Na₂HPO₄) in a 1:3 protein: precipitant ratio. Initial crystallisation was performed in 0.5 mL Eppendorf tubes. Firstly, 20 µL of protein were added, followed by 60 µL of mother liquor, then the tube was vortexed for ten seconds. The samples were then incubated at 18 °C for one to two days. To have control over ambient humidity, reactions were set up inside a glove bag containing Drierite™ as a moisture absorbent. To accelerate the production of large amounts of crystals, reactions were scaled up using up to 200 µL of protein.

A.3 Micro-crystallisation of ADC

A.3.1 Using changes in ammonium sulphate concentration to control crystal size

In a simplified approach, crystal growth can be described with a two-dimensional phase diagram, as a function of two crystallisation parameters, usually protein and precipitant concentration. For protein crystallisation to occur, protein concentration needs to be above its solubility limit, in a supersaturated state. Depending on the level of supersaturation, this region of the diagram can be divided into three different zones: at very high supersaturation, precipitation occurs, leading to the formation of amorphous aggregates. At slightly lower supersaturation, protein
Figure A.1: Simplified protein crystallisation diagram. The different routes of reaching nucleation and metastable zones are shown for vapour diffusion in blue and batch crystallisation in red. The boundaries between undersaturation/metastable and nucleation/precipitation zone are shown as black lines and the boundary between metastable and nucleation zone as dashed line. Figure adapted from Stöhrer et al. [1].

crystal nucleation is initiated, while in the metastable zone, crystal growth is facilitated [359]. Drop equilibration in a vapour diffusion experiment leads to a diagonal move across the phase diagram from a point of undersaturation into the nucleation zone, followed by a vertical drop in protein concentration and a shift into the metastable zone, where crystal growth occurs (Figure A.1). To enable micro-crystallisation in batch, the initial crystallisation conditions must be inside the nucleation zone of the crystallisation phase diagram. If conditions for vapour-diffusion crystallisation are known, it is possible to estimate the required conditions based on a few simplifying assumptions. Firstly, it must be assumed that full equilibration of a vapour-diffusion drop is reached before crystallisation, and secondly, that it then remains constant. In this case, the maximal precipitant concentration approximately equals the precipitant concentration of the reservoir. Thus, crystal nucleation should also occur at this precipitant concentration. Since batch experiments are usually set up by mixing the protein and precipitant in a 1:1–1:3 ratio, the concentration of the precipitant for batch crystallisation should be chosen to be 1.3–2 times higher than in the vapour-diffusion conditions. Similarly, the protein solution is also diluted by this mixing step, and consequently, the sample concentration needs to be higher than in vapour-diffusion.

Using this assumption as a starting point, a robust protocol could be generated for the micro-crystallisation of ADC. Precipitant concentrations in the range of 1.7–2.2 M ammonium sulphate usually gave microcrystals, concentrations above this range led to precipitation and concentrations below resulted in only few, very large crystals. The protein concentration was kept constant at 6.3 mg/mL. Furthermore, exchanging the protein from an imidazole containing elution buffer into a tris-buffer and using a citrate-phosphate buffer in the mother liquor helped to grow crystals of more uniform size.

Interestingly, the exact precipitant concentration could be used as a means to control crystal size. While 2.1 M ammonium sulphate gave the smallest crystals of about 5–10 µm size; with decreasing ammonium sulphate concentration crystals increased in size up to 50 µm at 1.8 M
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![Crystal Size Comparison](image)

**Figure A.2: Effect of increasing ammonium sulphate concentration on ADC micro-crystallisation.** Vapour-diffusion crystallisation required the smallest concentration of ammonium sulphate. In micro-crystallisation experiments higher concentrations led to smaller crystals. Figure from Stohrer *et al.* [1].

Ammonium sulphate (Figure A.2). Changes in concentration as small as 0.05 M ammonium sulphate were tested, which still resulted in differences to crystal size. This allows fine-tuning of crystal size according to the experimental requirements, rather than having to choose the experiment to be compatible with the obtained crystals.

### A.3.2 Reproducibility of the crystallisation protocol

The tight dependency of ADC crystallisation on the precipitant concentration might explain why the system was highly sensitive to the age of the used buffers and ambient air humidity. The observation was made that dry air led to smaller crystals of a more homogeneous size distribution, while higher ambient humidity levels resulted in larger variations in crystal size (Figure A.3). Ammonium sulphate is known to be highly hygroscopic and, therefore, elevated air humidity might lead to changes in concentration of the stock solutions, resulting in differences in concentration in the final crystallisation conditions and consequently, to a higher variability in crystal size. Therefore, it was important to set up the crystallisation experiments in a humidity-controlled environment, such as inside a glove bag.

Similarly, protein quality had a major impact on crystallisation success. When using fresh protein, crystallisation was robust and could be finely controlled by adjusting the precipitant concentration. However, when using protein that had been stored at 4°C for several weeks, polydispersion occurred, and some very large crystals appeared. This indicates non-uniform nuclei formation, possibly from some small aggregates acting as initial crystal growth sites. If the protein was re-purified by size exclusion chromatography, this effect could be slightly diminished, but an increased propensity to crystal size polydispersity remained an issue.
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Figure A.3: Effects of buffer and protein age on ADC micro-crystallisation. Comparison of crystals obtained in batch crystallisation using the same conditions (2 M ammonium sulphate) but either set up with freshly purified protein, protein stored at 4 °C for three weeks, buffer prepared from fresh stock solutions and buffer prepared from stock solutions that were stored at RT for three weeks. The age of both, buffer and protein, caused more polydisperse crystal sizes. This effect was even more pronounced when combined. Figure from Stohrer et al. [1].

Nonetheless, respecting these limitations and setting up crystallisation trials inside a humidity-controlled glove bag and using freshly purified protein, allowed reproducible micro-crystallisation, generating crystals of defined size. Furthermore, the crystallisation reactions were successfully scaled up using protein volumes of up to 200 µL. Even at these volumes, crystal size was still very reproducible.

A.4 Micro-crystallisation of other model enzymes

When using ammonium sulphate as the precipitant, the complexity of a crystallisation experiment can be simplified by assuming that crystallisation is mainly driven by the precipitant. However, the effects of changing the ammonium sulphate concentration will very much depend on the crystallisation phase diagram of the investigated protein. Therefore, the micro-crystallisation results of *A. cycloclastes* copper nitrite reductase (AcNiR) and *E. coli* copper amine oxidase (ECAO) were analysed. The corresponding crystallisation experiments for AcNiR and ECAO were carried out by Dr. Sam Horrell and Susanne Meier, respectively.

For the generation of ECAO microcrystals, besides an increase in ammonium sulphate concentration, it was essential to omit sodium citrate from the batch crystallisation conditions. In contrast to ADC, even though an increase in precipitant concentration was required to obtain microcrystals, ECAO showed less sensitivity to the exact ammonium sulphate concentration. Indeed, concentrations ranging from 2.9–4 M all resulted in crystals of about the same size, going below or above this range resulted in no crystals at all. Even though crystal size was not as tuneable as for ADC, micro-crystallisation of ECAO was highly reproducible and large amounts of crystals could be produced.
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In contrast to the other proteins, AcNiR crystals emerged from an initial precipitation phase. The amount of precipitation formed was dependent on the protein to precipitant ratio, and as such, also on the ammonium sulphate concentration. Microcrystals were obtained using either a 1:3 or a 1:2 ratio, accompanied by heavy or moderate precipitation, respectively. At a 1:1 protein to precipitant ratio, only very light precipitation was observed, and no crystals appeared. Interestingly, in the condition with the higher ammonium sulphate concentration, stronger precipitation was observed. However, under these conditions, crystals formed overnight, while at the lower ammonium sulphate concentration crystallisation took one to two days.

A.5 Discussion

As previously mentioned, batch crystallisation needs be started inside the nucleation zone of the crystallisation phase diagram [351]. For all three systems tested, this required a shift to higher precipitant concentration compared to vapour diffusion crystallisation. The observed effects of altering the ammonium sulphate concentration for the three model enzymes can be explained by differences in the phase diagram of the specific proteins (Figure A.4). Increasing the ammonium sulphate concentration translates into a right shift on the phase diagram. For ADC this resulted in more, smaller crystals, which can be explained with a rather steep boundary between the metastable and the nucleation zone (Figure A.4, line a). At lower precipitant concentrations, the starting point (Figure A.4, 1i) will be closer to this boundary; thus, little time will be spent in the nucleation zone before entering the growth zone. This results in fewer, larger crystals. Shifting the starting point towards the right will increase the amount of time spent in the nucleation zone and therefore, smaller crystals are obtained (Figure A.4, 2). In contrast, for ECAO no effect on crystal size could be observed in a similar concentration range. This can be explained by a flatter boundary between the metastable and nucleation zone (Figure A.4, line b). In this case the time spent inside the nucleation zone is not significantly altered when shifting the starting point towards the right (Figure A.4, 1ii → 2).

Unlike ADC and ECAO, AcNiR crystals emerged from an initial precipitation phase. To explain the observations made for this protein, not only the phase diagram but also other properties of the precipitant need to be considered. Ammonium sulphate is highly water soluble and its respective ions have great ability to “salt out” proteins [360]. Therefore, small changes in concentration might have a strong effect on protein solubility and thus on the speed with which nuclei are formed. The observed precipitation in AcNiR crystallisation implies that the precipitation process is fast. The initial precipitated phase is probably a mixture of amorphous aggregate and the ordered nuclei required for crystallisation. At a higher ammonium sulphate concentration, when mixing the protein and precipitant in a 1:3 ratio, protein is driven out of solution more quickly and crystals appear faster. However, this also leads to more amorphous aggregation. In contrast, if the protein to precipitant ratio is 1:2, and accordingly the ammonium sulphate concentration is lower, this process is slower and, therefore, more ordered nuclei and are formed and less aggregation is observed. However, crystals will also take longer to appear.
The observations made for these three model proteins demonstrate how the precipitating properties of ammonium sulphate can be exploited to quickly transition from vapour diffusion conditions to batch, allowing faster and easier generation of microcrystals required for time-resolved crystallographic experiments. Furthermore, depending on the phase diagram of the studied protein, adjusting the ammonium sulphate concentration can lead to a controlled way to adjust crystal size.

Ammonium sulphate is a very successful precipitant for protein crystallisation [361, 362] that has been used in about 7.3% of the crystallisation conditions reported in the protein data base (pdb) [1]. Therefore, this approach should also be applicable to many other proteins.

### A.6 Application of microcrystals: testing 3D printed microfluidic chips for serial synchrotron experiments in flow

The produced ADC microcrystals were used to test a newly developed 3D printed microfluidic chip (3D-MiXD) [2]. The design of this 3D-MiXD device incorporated a 3D flow focusing geometry through a simple cross-shaped junction. Through this geometry, the sample is focused in the centre of the channel by buffer or water that is fed in though the cross channels. Using the ADC and other sample crystals, it was possible to generate a stable flow of crystals of around 30µm size inside the chip. Through the 3D flow focusing the crystal flow was centred in the 3DMiXD and a more uniform crystal speed was obtained. Additionally, this helped to reduce sample waste and prevented fouling of the device.
Furthermore, the design of the chip allows time-resolved experiments to be performed by mixing in substrate through the side channels. The X-ray interaction region begins at the channel intersection. Thus, by collecting data at specific distances from the mixing point, different timepoints after the mixing event can be resolved.

Merging of about 10,000 still diffraction images allowed the structure of ADC to be solved at about 2 Å by molecular replacement, where it was possible to clearly identify a difference-density in the active site. Further analysis revealed that this density does not fit the substrate, but must come from a small molecule component in the crystallisation buffer. It was therefore not possible to assess whether substrate is able to diffuse into the crystal upon mixing.

Consequently, the next step will be to determine, if it is possible to exchange the crystals into a different buffer, removing this unknown component and leaving the active site free for the mixed in substrate.
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### Supplementary material

**Table B.1: Composition of the DoE screen.** The PEG400 concentration is given in % (v/v). Both buffers were added at 0.1M concentration. pH refers to the pH of the used buffer. Hex = 2% (v/v) 2,5-hexanediol, Theo = 0.5 mM theophylline.

<table>
<thead>
<tr>
<th>Well</th>
<th>PEG400</th>
<th>Buffer</th>
<th>pH</th>
<th>Salt</th>
<th>Hex</th>
<th>Theo</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 A</td>
<td>25</td>
<td>Na-citrate</td>
<td>5</td>
<td>LiSO₄ (0.2 mM)</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>2 A</td>
<td>25</td>
<td>Na-citrate</td>
<td>5</td>
<td>LiSO₄ (0.2 mM)</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>3 A</td>
<td>25</td>
<td>Na-citrate</td>
<td>5</td>
<td>NaCl (0.1 M)</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>4 A</td>
<td>25</td>
<td>Na-citrate</td>
<td>5</td>
<td>NaCl (0.1 M)</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>5 A</td>
<td>25</td>
<td>Na-citrate</td>
<td>5</td>
<td>NaCl (0.1 M)</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>6 A</td>
<td>25</td>
<td>Na-citrate</td>
<td>5</td>
<td>Na-tartrate (0.2 M)</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>7 A</td>
<td>25</td>
<td>Na-citrate</td>
<td>5</td>
<td>Na-tartrate (0.2 M)</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>8 A</td>
<td>25</td>
<td>Na-citrate</td>
<td>5</td>
<td>NaSCN (0.05 M)</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>9 A</td>
<td>25</td>
<td>Na-citrate</td>
<td>5</td>
<td>NaSCN (0.05 M)</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>10 A</td>
<td>25</td>
<td>Na-citrate</td>
<td>5</td>
<td>Zn-acetate (0.01 M)</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>11 A</td>
<td>25</td>
<td>Na-citrate</td>
<td>5</td>
<td>Zn-acetate (0.01 M)</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>12 A</td>
<td>25</td>
<td>Na-citrate</td>
<td>5.5</td>
<td>LiSO₄ (0.2 mM)</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>1 B</td>
<td>25</td>
<td>Na-citrate</td>
<td>5.5</td>
<td>LiSO₄ (0.2 mM)</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>2 B</td>
<td>25</td>
<td>Na-citrate</td>
<td>5.5</td>
<td>NaCl (0.1 M)</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>3 B</td>
<td>25</td>
<td>Na-citrate</td>
<td>5.5</td>
<td>NaCl (0.1 M)</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>4 B</td>
<td>25</td>
<td>Na-citrate</td>
<td>5.5</td>
<td>Na-tartrate (0.2 M)</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>5 B</td>
<td>25</td>
<td>Na-citrate</td>
<td>5.5</td>
<td>Na-tartrate (0.2 M)</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>6 B</td>
<td>25</td>
<td>Na-citrate</td>
<td>5.5</td>
<td>Na-tartrate (0.2 M)</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>7 B</td>
<td>25</td>
<td>Na-citrate</td>
<td>5.5</td>
<td>NaSCN (0.05 M)</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>8 B</td>
<td>25</td>
<td>Na-citrate</td>
<td>5.5</td>
<td>NaSCN (0.05 M)</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>9 B</td>
<td>25</td>
<td>Na-citrate</td>
<td>5.5</td>
<td>Zn-acetate (0.01 M)</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>10 B</td>
<td>25</td>
<td>Na-citrate</td>
<td>5.5</td>
<td>Zn-acetate (0.01 M)</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>11 B</td>
<td>25</td>
<td>MES</td>
<td>5</td>
<td>LiSO₄ (0.2 mM)</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>12 B</td>
<td>25</td>
<td>MES</td>
<td>5</td>
<td>LiSO₄ (0.2 mM)</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>1 C</td>
<td>25</td>
<td>MES</td>
<td>5</td>
<td>NaCl (0.1 M)</td>
<td>no</td>
<td>no</td>
</tr>
</tbody>
</table>
Table B.1: Composition of the DoE screen. (Continued)

<table>
<thead>
<tr>
<th>Well</th>
<th>PEG400</th>
<th>Buffer</th>
<th>pH</th>
<th>Salt</th>
<th>Hex</th>
<th>Theo</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>C</td>
<td>25</td>
<td>MES</td>
<td>5</td>
<td>NaCl (0.1 M)</td>
<td>no</td>
</tr>
<tr>
<td>3</td>
<td>C</td>
<td>25</td>
<td>MES</td>
<td>5</td>
<td>NaCl (0.1 M)</td>
<td>yes</td>
</tr>
<tr>
<td>4</td>
<td>C</td>
<td>25</td>
<td>MES</td>
<td>5</td>
<td>Na-tartrate (0.2 M)</td>
<td>no</td>
</tr>
<tr>
<td>5</td>
<td>C</td>
<td>25</td>
<td>MES</td>
<td>5</td>
<td>Na-tartrate (0.2 M)</td>
<td>yes</td>
</tr>
<tr>
<td>6</td>
<td>C</td>
<td>25</td>
<td>MES</td>
<td>5</td>
<td>NaSCN (0.05 M)</td>
<td>no</td>
</tr>
<tr>
<td>7</td>
<td>C</td>
<td>25</td>
<td>MES</td>
<td>5</td>
<td>NaSCN (0.05 M)</td>
<td>yes</td>
</tr>
<tr>
<td>8</td>
<td>C</td>
<td>25</td>
<td>MES</td>
<td>5</td>
<td>Zn-acetate (0.01 M)</td>
<td>no</td>
</tr>
<tr>
<td>9</td>
<td>C</td>
<td>25</td>
<td>MES</td>
<td>5</td>
<td>Zn-acetate (0.01 M)</td>
<td>yes</td>
</tr>
<tr>
<td>10</td>
<td>C</td>
<td>25</td>
<td>MES</td>
<td>5.5</td>
<td>LiSO₄ (0.2 mM)</td>
<td>no</td>
</tr>
<tr>
<td>11</td>
<td>C</td>
<td>25</td>
<td>MES</td>
<td>5.5</td>
<td>LiSO₄ (0.2 mM)</td>
<td>yes</td>
</tr>
<tr>
<td>12</td>
<td>C</td>
<td>25</td>
<td>MES</td>
<td>5.5</td>
<td>NaCl (0.1 M)</td>
<td>no</td>
</tr>
<tr>
<td>1</td>
<td>D</td>
<td>25</td>
<td>MES</td>
<td>5.5</td>
<td>NaCl (0.1 M)</td>
<td>yes</td>
</tr>
<tr>
<td>2</td>
<td>D</td>
<td>25</td>
<td>MES</td>
<td>5.5</td>
<td>NaCl (0.1 M)</td>
<td>yes</td>
</tr>
<tr>
<td>3</td>
<td>D</td>
<td>25</td>
<td>MES</td>
<td>5.5</td>
<td>Na-tartrate (0.2 M)</td>
<td>no</td>
</tr>
<tr>
<td>4</td>
<td>D</td>
<td>25</td>
<td>MES</td>
<td>5.5</td>
<td>Na-tartrate (0.2 M)</td>
<td>yes</td>
</tr>
<tr>
<td>5</td>
<td>D</td>
<td>25</td>
<td>MES</td>
<td>5.5</td>
<td>Na-tartrate (0.2 M)</td>
<td>yes</td>
</tr>
<tr>
<td>6</td>
<td>D</td>
<td>25</td>
<td>MES</td>
<td>5.5</td>
<td>NaSCN (0.05 M)</td>
<td>no</td>
</tr>
<tr>
<td>7</td>
<td>D</td>
<td>25</td>
<td>MES</td>
<td>5.5</td>
<td>NaSCN (0.05 M)</td>
<td>yes</td>
</tr>
<tr>
<td>8</td>
<td>D</td>
<td>25</td>
<td>MES</td>
<td>5.5</td>
<td>Zn-acetate (0.01 M)</td>
<td>no</td>
</tr>
<tr>
<td>9</td>
<td>D</td>
<td>25</td>
<td>MES</td>
<td>5.5</td>
<td>Zn-acetate (0.01 M)</td>
<td>yes</td>
</tr>
<tr>
<td>10</td>
<td>D</td>
<td>30</td>
<td>Na-citrate</td>
<td>5</td>
<td>LiSO₄ (0.2 mM)</td>
<td>yes</td>
</tr>
<tr>
<td>11</td>
<td>D</td>
<td>30</td>
<td>Na-citrate</td>
<td>5</td>
<td>NaCl (0.1 M)</td>
<td>no</td>
</tr>
<tr>
<td>12</td>
<td>D</td>
<td>30</td>
<td>Na-citrate</td>
<td>5</td>
<td>Na-tartrate (0.2 M)</td>
<td>no</td>
</tr>
<tr>
<td>1</td>
<td>E</td>
<td>30</td>
<td>Na-citrate</td>
<td>5.5</td>
<td>NaSCN (0.05 M)</td>
<td>no</td>
</tr>
<tr>
<td>2</td>
<td>E</td>
<td>30</td>
<td>Na-citrate</td>
<td>5.5</td>
<td>Zn-acetate (0.01 M)</td>
<td>yes</td>
</tr>
<tr>
<td>3</td>
<td>E</td>
<td>30</td>
<td>MES</td>
<td>5</td>
<td>NaSCN (0.05 M)</td>
<td>yes</td>
</tr>
<tr>
<td>4</td>
<td>E</td>
<td>30</td>
<td>MES</td>
<td>5</td>
<td>Zn-acetate (0.01 M)</td>
<td>no</td>
</tr>
<tr>
<td>5</td>
<td>E</td>
<td>30</td>
<td>MES</td>
<td>5.5</td>
<td>LiSO₄ (0.2 mM)</td>
<td>no</td>
</tr>
<tr>
<td>6</td>
<td>E</td>
<td>30</td>
<td>MES</td>
<td>5.5</td>
<td>Na-tartrate (0.2 M)</td>
<td>yes</td>
</tr>
<tr>
<td>7</td>
<td>E</td>
<td>35</td>
<td>Na-citrate</td>
<td>5</td>
<td>LiSO₄ (0.2 mM)</td>
<td>no</td>
</tr>
<tr>
<td>8</td>
<td>E</td>
<td>35</td>
<td>Na-citrate</td>
<td>5</td>
<td>LiSO₄ (0.2 mM)</td>
<td>yes</td>
</tr>
<tr>
<td>9</td>
<td>E</td>
<td>35</td>
<td>Na-citrate</td>
<td>5</td>
<td>NaCl (0.1 M)</td>
<td>no</td>
</tr>
<tr>
<td>10</td>
<td>E</td>
<td>35</td>
<td>Na-citrate</td>
<td>5</td>
<td>NaCl (0.1 M)</td>
<td>yes</td>
</tr>
<tr>
<td>11</td>
<td>E</td>
<td>35</td>
<td>Na-citrate</td>
<td>5</td>
<td>Na-tartrate (0.2 M)</td>
<td>no</td>
</tr>
<tr>
<td>12</td>
<td>E</td>
<td>35</td>
<td>Na-citrate</td>
<td>5</td>
<td>Na-tartrate (0.2 M)</td>
<td>yes</td>
</tr>
<tr>
<td>1</td>
<td>F</td>
<td>35</td>
<td>Na-citrate</td>
<td>5</td>
<td>NaSCN (0.05 M)</td>
<td>no</td>
</tr>
<tr>
<td>2</td>
<td>F</td>
<td>35</td>
<td>Na-citrate</td>
<td>5</td>
<td>NaSCN (0.05 M)</td>
<td>yes</td>
</tr>
<tr>
<td>3</td>
<td>F</td>
<td>35</td>
<td>Na-citrate</td>
<td>5</td>
<td>Zn-acetate (0.01 M)</td>
<td>no</td>
</tr>
<tr>
<td>4</td>
<td>F</td>
<td>35</td>
<td>Na-citrate</td>
<td>5</td>
<td>Zn-acetate (0.01 M)</td>
<td>yes</td>
</tr>
<tr>
<td>5</td>
<td>F</td>
<td>35</td>
<td>Na-citrate</td>
<td>5.5</td>
<td>LiSO₄ (0.2 mM)</td>
<td>no</td>
</tr>
</tbody>
</table>
Table B.1: Composition of the DoE screen. (Continued)

<table>
<thead>
<tr>
<th>Well</th>
<th>PEG400</th>
<th>Buffer</th>
<th>pH</th>
<th>Salt</th>
<th>Hex</th>
<th>Theo</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>F</td>
<td>35</td>
<td>Na-citrate</td>
<td>5.5</td>
<td>LiSO(_4) (0.2 mM)</td>
<td>yes</td>
</tr>
<tr>
<td>7</td>
<td>F</td>
<td>35</td>
<td>Na-citrate</td>
<td>5.5</td>
<td>NaCl (0.1 M)</td>
<td>no</td>
</tr>
<tr>
<td>8</td>
<td>F</td>
<td>35</td>
<td>Na-citrate</td>
<td>5.5</td>
<td>NaCl (0.1 M)</td>
<td>yes</td>
</tr>
<tr>
<td>9</td>
<td>F</td>
<td>35</td>
<td>Na-citrate</td>
<td>5.5</td>
<td>Na-tartrate (0.2 M)</td>
<td>no</td>
</tr>
<tr>
<td>10</td>
<td>F</td>
<td>35</td>
<td>Na-citrate</td>
<td>5.5</td>
<td>Na-tartrate (0.2 M)</td>
<td>no</td>
</tr>
<tr>
<td>11</td>
<td>F</td>
<td>35</td>
<td>Na-citrate</td>
<td>5.5</td>
<td>Na-tartrate (0.2 M)</td>
<td>yes</td>
</tr>
<tr>
<td>12</td>
<td>F</td>
<td>35</td>
<td>Na-citrate</td>
<td>5.5</td>
<td>NaSCN (0.05 M)</td>
<td>no</td>
</tr>
<tr>
<td>1</td>
<td>G</td>
<td>35</td>
<td>Na-citrate</td>
<td>5.5</td>
<td>NaSCN (0.05 M)</td>
<td>yes</td>
</tr>
<tr>
<td>2</td>
<td>G</td>
<td>35</td>
<td>Na-citrate</td>
<td>5.5</td>
<td>Zn-acetate (0.01 M)</td>
<td>no</td>
</tr>
<tr>
<td>3</td>
<td>G</td>
<td>35</td>
<td>Na-citrate</td>
<td>5.5</td>
<td>Zn-acetate (0.01 M)</td>
<td>yes</td>
</tr>
<tr>
<td>4</td>
<td>G</td>
<td>35</td>
<td>MES</td>
<td>5</td>
<td>LiSO(_4) (0.2 mM)</td>
<td>no</td>
</tr>
<tr>
<td>5</td>
<td>G</td>
<td>35</td>
<td>MES</td>
<td>5</td>
<td>LiSO(_4) (0.2 mM)</td>
<td>yes</td>
</tr>
<tr>
<td>6</td>
<td>G</td>
<td>35</td>
<td>MES</td>
<td>5</td>
<td>NaCl (0.1 M)</td>
<td>no</td>
</tr>
<tr>
<td>7</td>
<td>G</td>
<td>35</td>
<td>MES</td>
<td>5</td>
<td>NaCl (0.1 M)</td>
<td>yes</td>
</tr>
<tr>
<td>8</td>
<td>G</td>
<td>35</td>
<td>MES</td>
<td>5</td>
<td>NaCl (0.1 M)</td>
<td>yes</td>
</tr>
<tr>
<td>9</td>
<td>G</td>
<td>35</td>
<td>MES</td>
<td>5</td>
<td>Na-tartrate (0.2 M)</td>
<td>no</td>
</tr>
<tr>
<td>10</td>
<td>G</td>
<td>35</td>
<td>MES</td>
<td>5</td>
<td>Na-tartrate (0.2 M)</td>
<td>yes</td>
</tr>
<tr>
<td>11</td>
<td>G</td>
<td>35</td>
<td>MES</td>
<td>5</td>
<td>NaSCN (0.05 M)</td>
<td>no</td>
</tr>
<tr>
<td>12</td>
<td>G</td>
<td>35</td>
<td>MES</td>
<td>5</td>
<td>NaSCN (0.05 M)</td>
<td>yes</td>
</tr>
<tr>
<td>1</td>
<td>H</td>
<td>35</td>
<td>MES</td>
<td>5</td>
<td>Zn-acetate (0.01 M)</td>
<td>no</td>
</tr>
<tr>
<td>2</td>
<td>H</td>
<td>35</td>
<td>MES</td>
<td>5</td>
<td>Zn-acetate (0.01 M)</td>
<td>yes</td>
</tr>
<tr>
<td>3</td>
<td>H</td>
<td>35</td>
<td>MES</td>
<td>5.5</td>
<td>LiSO(_4) (0.2 mM)</td>
<td>no</td>
</tr>
<tr>
<td>4</td>
<td>H</td>
<td>35</td>
<td>MES</td>
<td>5.5</td>
<td>LiSO(_4) (0.2 mM)</td>
<td>yes</td>
</tr>
<tr>
<td>5</td>
<td>H</td>
<td>35</td>
<td>MES</td>
<td>5.5</td>
<td>NaCl (0.1 M)</td>
<td>no</td>
</tr>
<tr>
<td>6</td>
<td>H</td>
<td>35</td>
<td>MES</td>
<td>5.5</td>
<td>NaCl (0.1 M)</td>
<td>yes</td>
</tr>
<tr>
<td>7</td>
<td>H</td>
<td>35</td>
<td>MES</td>
<td>5.5</td>
<td>Na-tartrate (0.2 M)</td>
<td>no</td>
</tr>
<tr>
<td>8</td>
<td>H</td>
<td>35</td>
<td>MES</td>
<td>5.5</td>
<td>Na-tartrate (0.2 M)</td>
<td>yes</td>
</tr>
<tr>
<td>9</td>
<td>H</td>
<td>35</td>
<td>MES</td>
<td>5.5</td>
<td>NaSCN (0.05 M)</td>
<td>no</td>
</tr>
<tr>
<td>10</td>
<td>H</td>
<td>35</td>
<td>MES</td>
<td>5.5</td>
<td>NaSCN (0.05 M)</td>
<td>yes</td>
</tr>
<tr>
<td>11</td>
<td>H</td>
<td>35</td>
<td>MES</td>
<td>5.5</td>
<td>Zn-acetate (0.01 M)</td>
<td>no</td>
</tr>
<tr>
<td>12</td>
<td>H</td>
<td>35</td>
<td>MES</td>
<td>5.5</td>
<td>Zn-acetate (0.01 M)</td>
<td>yes</td>
</tr>
</tbody>
</table>
**Table B.2: List of used primers.** Primer sequences are given in 5' → 3' direction. T_m indicates the melting temperature for the annealing part of the primer. FW = forward primer, RV = reverse primer, mam. expression = for expression in mammalian cell culture.

<table>
<thead>
<tr>
<th>ID</th>
<th>Oligo Name</th>
<th>Sequence (5' → 3')</th>
<th>T_m</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Cloning primers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>037</td>
<td>2411-FW</td>
<td>ATCGGCGGCCGATCCATGAAGACCATC ATCGC</td>
<td>59</td>
<td>HRV removal, transfer into pFastBac vector</td>
</tr>
<tr>
<td>038</td>
<td>2411-RV</td>
<td>CTAGAAGCTTGGCTGAGAAGTACTAGAGG GTGATGGTGATGGTGATGAGCCGC GTGCCCTGAAAGGTGTTTGC</td>
<td>63</td>
<td>HRV removal, transfer into pFastBac vector</td>
</tr>
<tr>
<td>039</td>
<td>pFastbac739-FW</td>
<td>TACGCGTTAACTTTAAGCCCATGAG ACCATCATC</td>
<td>67</td>
<td>vector linearisation</td>
</tr>
<tr>
<td>040</td>
<td>pFastbac739-RV</td>
<td>GGATCCGGGCGCCAT</td>
<td>69</td>
<td>vector linearisation</td>
</tr>
<tr>
<td>042</td>
<td>A2A pcDNA3.1-FW</td>
<td>TAGCGCGTTAACCTTTAAGCCCATGAG ACCATCATC</td>
<td>56</td>
<td>cloning into pcDNA3.1 vector for mam. expression</td>
</tr>
<tr>
<td>043</td>
<td>A2A pcDNA3.1-RV</td>
<td>TAAACGGGGCCCTCTATTAGTGGTGTTGATG</td>
<td>57</td>
<td>cloning into pcDNA3.1 vector for mam. expression</td>
</tr>
<tr>
<td>044</td>
<td>pcDNA3.1-lin-FW</td>
<td>CACCACCAAACACTAAAGAGGG GCCGCTTTAAGTAGGTGTTG</td>
<td>58</td>
<td>vector linearisation</td>
</tr>
<tr>
<td>045</td>
<td>pcDNA3.1-lin-RV</td>
<td>GATGATGGGTCTTTCATGGCTTAAGTTT AAACGCTAG</td>
<td>55</td>
<td>vector linearisation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sequencing primers</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>pFASTBAC F</td>
<td>TCCGGATTATTCATAAGGTCCG</td>
<td>60.3</td>
<td>eurofins standard vector primer</td>
</tr>
<tr>
<td></td>
<td>pFASTBAC R</td>
<td>CCTCTACAAATGTGTTGCTG</td>
<td>60.6</td>
<td>eurofins standard vector primer</td>
</tr>
<tr>
<td></td>
<td>A2A seq 2</td>
<td>CTTCACCTCTTCCCTGCTGCTG</td>
<td>59.5</td>
<td>A2A sequencing (seq start at ~100 bp)</td>
</tr>
<tr>
<td></td>
<td>CMVF</td>
<td>CGCAAAATGGCGGTAGGGGTG</td>
<td>75</td>
<td>sequencing primer FW pcDNA3.3</td>
</tr>
<tr>
<td></td>
<td>bGHrev</td>
<td>AGCACTCTACGACAAATGGG</td>
<td>64</td>
<td>sequencing primer RV pcDNA3.3</td>
</tr>
<tr>
<td>Name</td>
<td>$A_{2A}$-bRIL</td>
<td>$A_{2A}$-StaR2-bRIL&lt;sub&gt;HRV-his&lt;/sub&gt;</td>
<td>$A_{2A}$-StaR2-bRIL</td>
<td>WT-$A_{2A}$-mCherry</td>
</tr>
<tr>
<td>--------------</td>
<td>---------------</td>
<td>----------------------------------</td>
<td>-------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>Backbone</td>
<td>pFsatBac</td>
<td>pFsatBac</td>
<td>pFsatBac</td>
<td>pFsatBac</td>
</tr>
<tr>
<td>Resistance</td>
<td>AmpR</td>
<td>AmpR</td>
<td>AmpR</td>
<td>AmpR</td>
</tr>
<tr>
<td>Exp. marker</td>
<td>none</td>
<td>EGFP (p 6.9)</td>
<td>none</td>
<td>none</td>
</tr>
<tr>
<td>Promoter</td>
<td>PH</td>
<td>PH</td>
<td>PH</td>
<td>PH</td>
</tr>
<tr>
<td>Exp. host</td>
<td>Insect cells, $Sf^9$</td>
<td>Insect cells, $Sf^9$</td>
<td>Insect cells, $Sf^9$</td>
<td>Insect cells, $Sf^9$</td>
</tr>
<tr>
<td>N-tag</td>
<td>HA-Flag</td>
<td>HA-Flag</td>
<td>HA-Flag</td>
<td>HA-Flag</td>
</tr>
<tr>
<td>Insert</td>
<td>ADORA2A, P2-A316</td>
<td>ADORA2A, P2-A316</td>
<td>ADORA2A, P2-A316</td>
<td>ADORA2A, P2-S412 (FL)</td>
</tr>
<tr>
<td>PDB</td>
<td>4EIY</td>
<td>51U4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modifications</td>
<td>bRIL insertion at L208/E219</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C-tag</td>
<td>$10 \times$ HIS</td>
<td>$10 \times$ HIS</td>
<td>$10 \times$ HIS</td>
<td>$10 \times$ HIS</td>
</tr>
<tr>
<td>Application</td>
<td>crystallography</td>
<td>crystallography</td>
<td>crystallography</td>
<td>gel shift assay</td>
</tr>
</tbody>
</table>

Table B.3: List of used $A_{2A}$R constructs. The backbone indicates the used expression vector and antibiotic resistance selection marker of the vector (resistance). The pACB-pp64-3 vector additionally carries a fluorescent expression marker (exp. marker) that is co-expressed with the receptor.
Table B.4: Docking scores and residues predicted to form polar interactions for ligand docking into the A2AR (4EIY) determined using a positional $\pi$-constraint. The positional constraint was defined by a 2 Å radius around an aromatic ligand core that forms a $\pi$-stacking interaction with Phe168$^{45,52}$. The list of ligands is sorted according to the highest Glide docking score. Residues predicted to be involved in polar interactions are listed according to interaction type as $\pi$-stacking interactions, hydrogen (H-) bonds, and salt bridges. If nothing else is stated, the interaction is formed by the main functional group of the residue, otherwise the involved group is stated in squared brackets (NH$_2$ = amino group, O = hydroxy group, bb = backbone).

<table>
<thead>
<tr>
<th>Ligand</th>
<th>Score</th>
<th>$\pi$-stacking</th>
<th>H-bonds</th>
<th>Salt bridge</th>
</tr>
</thead>
<tbody>
<tr>
<td>FOC-2</td>
<td>-12.194</td>
<td>F168, Y271</td>
<td>N253 [O], E169</td>
<td>-</td>
</tr>
<tr>
<td>FOC-3</td>
<td>-11.023</td>
<td>F168, Y271</td>
<td>N253 [NH$_2$, O], E169</td>
<td>-</td>
</tr>
<tr>
<td>ZMA</td>
<td>-10.56</td>
<td>F168, H250</td>
<td>N253 [NH$_2$ (2×), O], E169</td>
<td>-</td>
</tr>
<tr>
<td>FOC-5</td>
<td>-10.167</td>
<td>F168, H250, Y271</td>
<td>N253 [NH$_2$, O], E169</td>
<td>-</td>
</tr>
<tr>
<td>DEL-3</td>
<td>-8.948</td>
<td>F168</td>
<td>F168 [bbO], Y271, E169</td>
<td>K150 ($\pi$-cation)</td>
</tr>
<tr>
<td>FOC-1</td>
<td>-8.843</td>
<td>F168 (2×), Y271</td>
<td>-</td>
<td>H264 ($\pi$-cation)</td>
</tr>
<tr>
<td>DEL-1</td>
<td>-8.472</td>
<td>-</td>
<td>E169 [bbNH$_2$], Y271, S67 [bbO]</td>
<td>-</td>
</tr>
<tr>
<td>FOC-4</td>
<td>-8.311</td>
<td>F168</td>
<td>N253 [NH$_2$, O], E169</td>
<td>-</td>
</tr>
<tr>
<td>FOC-6</td>
<td>-8.18</td>
<td>F168</td>
<td>N253 [O], E169</td>
<td>-</td>
</tr>
<tr>
<td>Theo</td>
<td>-7.704</td>
<td>F168 (2×)</td>
<td>N253 [NH$_2$, O]</td>
<td>-</td>
</tr>
<tr>
<td>DEL-4</td>
<td>-7.603</td>
<td>F168, H250</td>
<td>N253 [NH$_2$], F168 [bbNH$_2$]</td>
<td>-</td>
</tr>
<tr>
<td>DEL-6</td>
<td>-7.376</td>
<td>H264</td>
<td>K153, K150, Y271</td>
<td>K153, K150, H264 ($\pi$-cation)</td>
</tr>
<tr>
<td>DEL-2</td>
<td>-6.683</td>
<td>F168</td>
<td>S67 [bbO], E169[O, bbNH$_2$], Y271</td>
<td>N253 [NH$_2$] ($\pi$-cation), K150 ($\pi$-cation)</td>
</tr>
<tr>
<td>DEL-5</td>
<td>-6.598</td>
<td>H264</td>
<td>E169 [O, bbNH$_2$]</td>
<td>H264 ($\pi$-cation)</td>
</tr>
</tbody>
</table>
Table B.5: Data collection and refinement statistics. Statistics are given for the A_{2A}-bRIL–ZM241385 complex after ligand exchange with either FOC-2, DEL-2, or FOC-1. * Refinement was not carried out fully. Statistics are reported after three rounds of Phenix-refinement. ** Only some water molecules modelled during these initial refinement rounds. Statistics for the highest-resolution shell are shown in parentheses. MR = molecular replacement.

<table>
<thead>
<tr>
<th>Data collection</th>
<th>FOC-2</th>
<th>DEL-1</th>
<th>FOC-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Space group</td>
<td>C 2 2 2\textsubscript{1}</td>
<td>C 2 2 2\textsubscript{1}</td>
<td>C 2 2 2\textsubscript{1}</td>
</tr>
<tr>
<td>Cell dimensions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a (Å)</td>
<td>39.57</td>
<td>39.66</td>
<td>39.62</td>
</tr>
<tr>
<td>b (Å)</td>
<td>179.19</td>
<td>179.59</td>
<td>179.78</td>
</tr>
<tr>
<td>c (Å)</td>
<td>140.03</td>
<td>139.86</td>
<td>139.89</td>
</tr>
<tr>
<td>α (°)</td>
<td>90.0</td>
<td>90.0</td>
<td>90.0</td>
</tr>
<tr>
<td>β (°)</td>
<td>90.0</td>
<td>90.0</td>
<td>90.0</td>
</tr>
<tr>
<td>γ (°)</td>
<td>90.0</td>
<td>90.0</td>
<td>90.0</td>
</tr>
<tr>
<td>Source</td>
<td>DLS: I24</td>
<td>DLS: I24</td>
<td>DLS: I24</td>
</tr>
<tr>
<td>Wavelength (Å)</td>
<td>0.9686</td>
<td>0.9686</td>
<td>0.9686</td>
</tr>
<tr>
<td>Resolution (Å)</td>
<td>(2.123–2.05)</td>
<td>(2.424–2.34)</td>
<td>(2.475–2.39)</td>
</tr>
<tr>
<td>Measured reflections</td>
<td>271 337 (25 537)</td>
<td>164 529 (15 914)</td>
<td>119 034 (11 156)</td>
</tr>
<tr>
<td>Unique reflections</td>
<td>31 606 (3141)</td>
<td>21 645 (2116)</td>
<td>20 204 (2022)</td>
</tr>
<tr>
<td>Completeness (%)</td>
<td>97.11 (90.98)</td>
<td>99.09 (96.46)</td>
<td>98.28 (97.00)</td>
</tr>
<tr>
<td>CC\textsubscript{1/2}</td>
<td>0.964 (0.326)</td>
<td>21 645 (2116)</td>
<td>0.818 (0.239)</td>
</tr>
<tr>
<td>Mean I/σ(I)</td>
<td>3.37 (0.65)</td>
<td>2.50 (0.46)</td>
<td>3.21 (0.82)</td>
</tr>
<tr>
<td>Multiplicity</td>
<td>8.6 (8.1)</td>
<td>7.6 (7.5)</td>
<td>5.9 (5.5)</td>
</tr>
<tr>
<td>B-Factors (Å\textsuperscript{2})</td>
<td>25.18</td>
<td>30.72</td>
<td>26.03</td>
</tr>
<tr>
<td>R\textsubscript{merge}</td>
<td>0.4149 (2.099)</td>
<td>0.7019 (2.679)</td>
<td>0.5426 (1.118)</td>
</tr>
<tr>
<td>R\textsubscript{free}</td>
<td>0.4416 (2.24)</td>
<td>0.7524 (2.873)</td>
<td>0.593 (1.229)</td>
</tr>
<tr>
<td>R\textsubscript{pim}</td>
<td>0.1452 (0.7587)</td>
<td>0.265 (1.014)</td>
<td>0.2325 (0.4964)</td>
</tr>
</tbody>
</table>

Refinement* | FOC-2 | DEL-1 | FOC-1 |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>MR Search model</td>
<td>4EIY-apo</td>
<td>4EIY-apo</td>
<td>4EIY-apo</td>
</tr>
<tr>
<td>R\textsubscript{work} (%)</td>
<td>22.19</td>
<td>22.81</td>
<td>23.71</td>
</tr>
<tr>
<td>R\textsubscript{free} (%)</td>
<td>26.19</td>
<td>29.39</td>
<td>29.78</td>
</tr>
<tr>
<td>No. of atoms</td>
<td>3304</td>
<td>3234</td>
<td>3130</td>
</tr>
<tr>
<td>Protein</td>
<td>3105</td>
<td>3105</td>
<td>3105</td>
</tr>
<tr>
<td>Ligand</td>
<td>25</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Water**</td>
<td>174</td>
<td>104</td>
<td>-</td>
</tr>
</tbody>
</table>

R. M. S. Deviations

| Bond length(Å) | 0.008 | 0.009 | 0.009 |
| Bond angle (°) | 1.03  | 1.05  | 1.16  |

Ramachandran statistic (%)

| Favoured | 98.17 | 97.38 | 97.64 |
| Allowed  | 1.83  | 2.62  | 2.36  |
| Outliers | 0     | 0     | 0     |
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