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Abstract

Manufacturing enterprises are challenged to remain competitive due
to the increasing demand for greater product variability and quality,
intensifying complexity of the production processes, as well as a drive
for sustainable manufacturing and the increasing regulatory impact
resulting in high labour and energy costs. Consolidated around the
discussion of Industry 4.0, the efficient and effective solutions to these
challenges lie outside the mainstream production methods. One of the
drivers of transition towards the novel manufacturing paradigm is the
technological modernisation of the production processes motivated by
the increasing availability of computational capacities.

Manufacturing digitalisation is a critical part of the transition to-
wards Industry 4.0. Digital twin plays a significant role as the instru-
ment that enables digital access to precise real-time information about
physical objects and supports the optimisation of the related processes
through conversion of the big data associated with them into action-
able information. A number of frameworks and conceptual models
has been proposed in the research literature that addresses the require-
ments and benefits of digital twins, yet their applications are explored
to a lesser extent.

The work presented in this thesis aims to make a proposition that
considers the novel challenges introduced for data analysis in the pres-
ence of heterogeneous and dynamic cyber-physical systems in Industry
4.0. In this thesis a time-domain machining vibration model based on
a generative adversarial network (GAN) is proposed as a digital twin
component. The developed conditional StyleGAN architecture enables
(1) the extraction of knowledge from existing models and (2) a data-
driven simulation applicable for production process optimisation. A
novel solution to the challenges in GAN analysis is then developed,
where the comparison of maps of generative accuracy and sensitivity
reveals patterns of similarity between these metrics.

The proposed simulation model is further extended to reuse the
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knowledge extracted from a source model and adapt it to a given target
environment, enabling the elicitation of information from both physics-
based and data-driven solutions. This approach is implemented as a
novel domain adaptation algorithm based on the GAN model: Cy-
cleStyleGAN. The architecture is validated in an experimental scenario
that aims to replicate a real-world manufacturing knowledge transfer
problem. The experiment shows that the transferred information en-
ables the reduction of the required target domain data by one order of
magnitude.

The thesis thus builds a strong case for a StyleGAN-based digital
twin to be developed to support practical implementation of technolo-
gies paving the road towards the target state of Industry 4.0.
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Chapter 1

Introduction

1.1 Research motivation and context

1.1.1 Industry 4.0 and the digital twin

The 4th industrial revolution, i.e. the strategic vision of transition to
Industry 4.0, draws a path to a totally customisable production with
viable single-item customisable batch production, just-in-time execu-
tion and high resource-efficiency including zero waste and right first
time fabrication. Advances along this path are believed to be fea-
sible as a result of pervasive digitalisation throughout the industry,
spanning from the shop-floor to the whole supply chain and to the
users of the end-products [45]. The steps to achieve this state include
development of advanced sensing systems capable of in-process and
embedded metrology that enable high-accuracy representation of the
manufacturing systems’ state. The effectiveness of processing of the
prospective metrological data relies on novel manufacturing analytics
methodologies. The efficiency of such analysis depends on the manu-
facturing informatics technologies that should support the communi-
cation latency and throughput requirements implied by the functional
requirements of the underlying analytics systems. Therefore, several
IT challenges introduced by Industry 4.0 have to be addressed to make

1



2 1.1. Research motivation and context

the implementation of smart factory technologies more accessible and
to thus accelerate the digitalisation rate throughout industry, as sum-
marised in fig. 1.1 [88].

Figure 1.1: Industry 4.0 analytics and informatics challenges sum-
mary.

Total factory digitalisation is being made possible by the technolo-
gies emerging from the research fields of big data, cyber-physical sys-
tems (CPS) and industrial internet of things (IIoT) [64]. The implemen-
tation of these technologies is becoming increasingly accessible as the
big data technology stack has matured over the last couple of decades,
offering many open-source and proprietary software tools supporting
its deployment on commodity hardware [2]. As a result, IIoT imple-
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mentation became feasible [77] and one anticipates seeing the indus-
try shift rapidly towards widespread adoption of IIoT technologies as
companies compete to disrupt the market or to maintain their position
on it by reaping the performance and efficiency benefits. This would
be a significant step in the evolution towards complete CPS integrated
end-to-end through the value chain. Despite notable progress in de-
velopment of the strategic vision of Industry 4.0 and increasing afford-
ability of hardware and software solutions, actual implementation of
smart factory technologies on manufacturing shop-floors remains rela-
tively low, especially among small and medium enterprises [112]. Re-
searchers and industry experts attribute this fact to the high complexity
of execution, long return on investment periods and high investment
costs [50, 112].

Precise representation of physical objects or processes in the digi-
tal realm is researched within the digital twin domain. Definition of
the digital twin has varied throughout its existence: from the aircraft-
oriented definition originally introduced in the aerospace domain re-
search [96] to the modern concept of digital twin as a complete digital
recreation of whole ecosystems [8]. The main aspect common to all
the proposed scales is the absolute information equivalence between
the perfect digital and the physical twins, implying that any interac-
tion with one is mirrored in another [40]. Development of digital twins
is an important step of the digitalisation process, as the unification of
digital and physical data within a single virtual object enables signifi-
cant efficiency improvements across multiple stages of the object’s life
cycle [111].

A holistic digital twin requires integration of multiple intercon-
nected models and metrology tools that capture the different aspects
of the complete system. The progress towards this goal would thus
be followed in stages with gradual development of digital twin com-
ponents, including infrastructure, monitoring and predictive systems.
Only after significant research advancement in these directions would
the digital twin become usable as a decision-making tool capable of
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delivering the robust efficiency improvements promised by technology
visionaries [40, 78].

1.1.2 Simulation and data-driven modelling

Simulation modelling is a widely used technique employed in the ver-
ification of engineering designs and evaluation of their functionality
and performance. By utilising the known information about the prod-
uct geometry, its material characteristics and operating conditions, the
virtual recreation of its operation environment enables analysis of the
product’s behaviour. A product can be similarly studied during a man-
ufacturing process, and its feature characteristics both after and during
processing can be predicted [84].

The enhanced efficiency is going to be increasingly attractive to the
manufacturers of high-value products, as simulations enable a shift-
ing of the physical experimentation costs to virtual analysis. And the
increased flexibility shall enable agile product design, which is a pre-
requisite for agile manufacturing. In both cases a significant reduction
of waste, cost and lead times is to be expected [29].

The computational constraints limiting the usefulness of simula-
tion modelling in previous decades is significantly compensated for by
the modern hardware and software advances. Thus, simulations have
become a critical tool utilised in the analysis of the various aspects
related to the machining processes over the last several decades [104].
For example, experimentally validated time-domain simulation models
are used in the dynamic modelling of machining process stability, en-
abling real-time chatter suppression for increased machining stability
[4], as well as in the generation of 3D milled surface profiles [15]. The
finite element method (FEM) is a widely-used approach for simulation
of physical processes, under which a complex problem (or geometry)
is subdivided into its smaller parts for which the approximations of
interactions can be computed via relatively simple equations. Exam-
ples of FEM applications in machining include the simulation of the
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chip formation and the cutting forces in precision machining [1] and
the simulation of the tool stress and temperature in high-speed milling
[82]. Over the years the physics-based FEM models have been spe-
cialised to niche applications, such as for 3D simulation of titanium
alloy micro-end milling chip flow and tool wear [113] or for simula-
tion of the 3D interactions of various composite material drilling tech-
niques and their effect on composite delamination [98]. By enabling
the off-production virtual experimentation, the simulations thus aid
the practitioners during the configuration of the cutting conditions and
the tool path planning prior to the execution of the machining process
[5]. Further refinement of the established simulation modelling tech-
niques with hybrid data-driven and knowledge-based approaches is an
ongoing research topic [39].

The growing complexity of manufacturing processes and products
has been identified as a stable trend by the end of the previous century
[125]. The variety of error sources and their dynamic nature signifi-
cantly distort the model predictions and present a considerable chal-
lenge that has been and still is thoroughly studied by manufacturing
researchers [26]. These sources include the material uncertainties (such
as its workability, shear stress or deviations from material specifica-
tions) and machining uncertainties (for example, tool wear and run-
out, machine geometry and thermal errors) [68, 126]. These production
process-related uncertainties are propagated and magnified through-
out the potential measurement errors arising from the measurement
strategy choice, fixturing and environment variability, as well as from
measurement tool and software errors [31, 84]. The result is the chaotic
variability of the behaviour of the modelled processes under different
conditions and in heterogeneous environments.

Physics-based analytics models tend to achieve high accuracy rates,
but have several drawbacks that can become blocking factors for im-
plementation of a digital twin. On one hand, in an interconnected
CPS environment interactions between the components introduce very
high complexity of the modelled phenomena. On the other hand, the
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incremental character of modular development and the fluid module
composition cause an almost constant stream of changes in the system
[80]. This and the utilisation of empirically estimated parameters that
approximate some of the unobserved factors in physics-based models
imply that a given model has to be manually adapted to every new
environment or scenario it is deployed in. Data-driven modelling ad-
dresses this issue by making use of the big data produced by the vari-
ous manufacturer’s CPSs and automating the modelling process, thus
aligning the digital twin state with the evolutionary changes in the
modelled systems [75]. Therefore, despite the wide success of physics-
based simulation models for prediction of abnormal conditions during
milling and turning processes, data-driven simulation methods offer
greater flexibility at adapting to a broader range of conditions, includ-
ing dynamically changing ones [32]. Moreover, increasing amount of
effort is directed towards fusing the physics-based knowledge acquired
by the previous generations with the information extractable from the
new digital data sources [114].

1.1.3 Artificial neural networks in manufacturing

Development of efficient and flexible data-driven simulation models of
physical manufacturing processes is an important step towards CPS
digitalisation in general, and particularly to wide adoption of digital
twins throughout the industry. Artificial neural network (ANN) is a
machine learning model inspired by the information flow structure of
a brain’s neurons. Scaled versions of these networks labelled as deep
learning models [63] have shown increasingly impressive state-of-art
results on many data-driven problems [52]. Among the many works
that have resonated throughout the community are the first AI to beat
the grand champion in the game of Go [102, 103] and the protein fold-
ing model capable of atomic accuracy predictions of protein structures,
even ones that have never been seen before [53]. Deep learning models
have attracted a lot of attention from the manufacturing research com-



Chapter 1. Introduction 7

munity for their wide applicability to problems from different domains
and of different scopes [86]. ANNs have been utilised in manufactur-
ing applications ranging from conventional machine health monitoring
for fault detection and classification [124, 129] to the more advanced
predictive analytics for machine health prognosis [51] to the real-time
product quality monitoring based on acoustic emission signals in ad-
ditive manufacturing [99].

The proposed applications of ANNs to machining domain prob-
lems include chatter prediction for turning processes via the classifica-
tion of the points on a stability lobe diagram [18]. For milling chatter
analysis a use case is available concerning the prediction of chatter fre-
quency and of the critical depth of cut at which the regenerative chatter
occurs [81]. ANNs have also been used for machined surface rough-
ness prediction for various machining process configurations [87, 118].
And a review paper on smart machining highlights the research works
that have applied ANNs to the predictive modelling of surface quality
and machining parameter optimisation in laser, abrasive water jet and
electric discharge machining [57].

Generative adversarial network (GAN) is a type of ANN architec-
ture based on a competitive minimax game between two ANNs: the
generator that learns to produce artificial data samples and the dis-
criminator that learns to identify fake data samples [38]. The data dis-
tribution produced by the generator network thus approaches a repre-
sentation of the true data which can be directly utilised for simulation
of the process underlying the data. In the few years since its incep-
tion the approach has been extended in multiple directions. The re-
search on various neural network architectures for the generator and
the discriminator introduced the deep convolutional model DCGAN
for unsupervised image feature extraction and picture generation [90],
as well as the SeqGAN model for reinforcement learning-based se-
quence generation validated on text and music synthesis tasks [127].
The drive for the generation of higher fidelity imagery meant that the
output resolution of the computationally expensive GANs had to be
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increased while maintaining the tractability of the calculations. This
has been addressed by the authors of StackGAN via an ensemble of
low-resolution GAN paired with a super-resolution GAN that showed
reasonable performance in 256x256 image generation [128]. The au-
thors of BigGAN further scale up the GAN model to accommodate
512x512 image synthesis capability [14]. Reviews of the GAN training
approaches have produced notable solutions, such as the progressive
growing of the GAN topologies [55], where the authors propose to in-
crementally increase the model output from 4x4 to 1024x1024 during
training, thus pushing the synthetic image resolution even further. The
lack of control over the original GAN’s outputs led the research ef-
forts to the development of methods for the conditioning of the GAN
models by additional inputs or outputs. Initially proposed in Condi-
tional GAN [73], where the image generation was successfully tied to
input labels via supervised learning, successive work showed the un-
supervised conditional training approach based on information theory
with InfoGAN [16]. Furthermore, the ss-InfoGAN extension of this ap-
proach has showed how the human understanding of the relationship
between the labels and the synthetic output conditioned on these labels
can be enforced within the model with minimal supervision [105].

Recently GANs have advanced the state of the art in various do-
mains. For example, in neural audio synthesis WaveGAN adapts the
DCGAN model mentioned above for audio sequence generation [24],
and GANSynth is developed for the generation of high-quality audio
spectrograms [28]. The authors of [54] include a GAN into an ensem-
ble model for speech reconstruction from a compact representation,
and the authors of VoiceGAN adopt style transfer techniques for voice
impersonation, i.e. the translation of speech style onto content [35].
RelGAN has advanced the state of the art in text generation, while
also introducing a model configuration parameter for controlling the
ratio of the synthesised samples’ diversity to their quality [79]. Fi-
nally, a most notable advance in simulation of realistic high-resolution
(1024x1024) images of human faces has been achieved via the Style-
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GAN architecture that has adapted the style transfer methods for the
GAN’s generator network [56]. With most of GAN studies focussed on
image-generation, the generation of time-domain signals with GANs
remains a very narrow field of research. Some examples can be found
within the publications on healthcare, such as the radiation dose opti-
misation for lung cancer patients’ radiotherapy [115] and the genera-
tion of time-domain medical data [30]. Wind and solar energy output
prediction models based on GANs have been proposed for the renew-
able energy scenario generation [17]. An attempt at the synthesis of
classical music samples is also available with the C-RNN-GAN [74].

Data augmentation aimed at the support of a primary classification
model currently dominates the research agenda on GANs in manufac-
turing, with the very similar use of the generator network applied for
generation of rare fault samples for planetary gearbox fault diagnosis
[42, 122] or for wafer fabrication defect recognition [120], for generation
of missing data for energy consumption monitoring [121] and in a dig-
ital twin-based prognostics and health monitoring system [11]. This is
also evidenced by multiple review papers touching on ANN and GAN
applications in manufacturing, where the only identified use case for
GAN models is data augmentation [51, 59, 89, 119]. An increasing
plethora of works is being published in the recent years that propose
GAN solutions for enhancing the classification accuracy of machinery
fault detection through data augmentation, as evidenced in the review
papers covering just the deep learning research on the machinery fault
diagnosis topic [66]. Adoption of a GAN’s generator as a primary
instrument for manufacturing problems are discussed within image-
generation GAN research considering generative material design [110]
and sample super-resolution [3]. Additionally, a very recent anomaly
detection approach was proposed in [22] via inversion of the generator,
i.e. the authors considered the optimisation of the generator input with
the rest of the network fixed for a given data sample. The generative
accuracy of the sample produced by the GAN this way is suggested as
a measure of the abnormality of the given data sample. Thus, the re-
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search on the generative function of GANs for manufacturing process
simulation remains largely unexplored.

1.1.4 Knowledge transfer in manufacturing

The main limitation of the data-driven modelling is its requirement for
data. At the current stage of industrial digitalisation it is likely that a
data-driven method would lack the range of empirical data variability
necessary for capturing the underlying process behaviour. Moreover,
the data-driven model would not be able to reason from first princi-
ples unless merged into a hybrid system with the incorporation of a
physics-based model. It is thus likely that a training regime based on
hybrid dataset comprised of the experimental data and the data ob-
tained from an existing model would in practice be employed at first.
Such hybrid approaches are actively investigated by the research com-
munity [39], but their implementation is limited by the access to the
underlying models of the physics-based tools used in industry. The
proprietary modelling software rarely provides flexible integration ac-
cess to its outputs, even less so to its internal procedures. Nevertheless,
the information contained within such models is of great value, usually
reflected in the price tag of the proprietary modelling software. The ex-
traction of this information in a reusable form is one of the applications
of the methods found in the knowledge transfer research domain [83]
and is the main topic of this work.

Knowledge transfer for data analytics deals with the problem of het-
erogeneous or non-stationary environments, where a model effective in
some environment requires adaptation to new or changed conditions
to remain accurate [9]. In the context of manufacturing this usually
implies that the target domain data is very limited, thus the need for
efficient knowledge transfer from data-abundant domains. Knowledge
transfer is usually regarded as an approach for information transfer
between machine learning methods [83]. But for simulation modelling
the current work shows that the source model does not strictly nec-
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essary have to be a learned model, as knowledge is extractable from
physics-based simulation models using a GAN.

A recent review by [9] groups the knowledge transfer methods into
two groups: incremental learning and domain adaptation. The main
difference between the approaches in these groups is the discarding of
the source domain data during incremental learning, as only the source
domain knowledge encoded via a trained model is carried over to the
target domain training phase [36]. Domain adaptation, on the contrary,
implies that the source domain data is at least partially available and
used to learn a mapping between the source and the target domains
[34, 123].

Several recent domain adaptation methods are inspired by the ad-
versarial interactions within GANs, as reflected in the terminology
used to describe these techniques: adversarial domain adaptation. They
are usually categorised as either feature-level [69, 108] or pixel-level
adversarial domain adaptation approaches [12, 101] with some of the
recent works merging the two in hybrid adversarial domain adaptation
models, e.g. [13].

GAN-based approaches are widely popular in image processing
domain adaptation, with examples available in unsupervised image
transformation via the CoGAN, which is trained to add or remove cer-
tain attributes to the images of faces or to transform colour images into
depth images [69]; CycleGAN [131], an image-to-image translation net-
work that utilises mirrored duplex-GAN architecture for image style
transfer between two domains; and the CyCADA model that has in-
troduced cycle-consistency loss for image segmentation and image-to-
image translation [47]. A recent work proposed a technique for knowl-
edge propagation and knowledge sharing between the classes in con-
ditional GANs via the sharing of batch normalisation parameters [97].
Another recently published paper adopted the attention mechanism
that has been gaining popularity recently for improving the accuracy
of text-to-image translation task [109].

Current research on domain adaptation GAN approaches in man-
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ufacturing follows the same pattern, as the manufacturing GAN re-
search in general: while popular in the image translation domain, the
use of GANs for time-series domain adaptation problems is relatively
limited. The application of digital twin simulations in the context of
knowledge extraction for Industry 4.0 is thus an even less studied area
than the application of GANs for manufacturing process simulation
[130].

1.2 Research aims and contributions

1.2.1 Thesis aims and objectives

The research presented in this thesis aims to address the implementa-
tion challenges that the manufacturing industry is facing in its transi-
tion to a smart manufacturing paradigm throughout the 4th industrial
revolution, also known as Industry 4.0. This work is focused on infor-
mation technology innovation that enables manufacturing companies
to transform their facilities into “smart factories”. Thus, this disserta-
tion pursues the following objectives:

1. Extraction of the manufacturing process knowledge contained
within the existing industrial modelling tools and its reuse in a
digital twin.

2. Data-driven adaptation of the information, either extracted from
or embedded in the existing models, to new environments with
limited available data.

Chapter 2 of this thesis introduces the reader to the basic philosoph-
ical and technical background relevant for understanding the research
methods proposed in the subsequent chapters.

Chapter 3 introduces the novel conditional StyleGAN model as a
digital twin component. This module is aimed at capturing the condi-
tional distribution of a machining vibration signal, thus enabling the



Chapter 1. Introduction 13

configurable simulation of the underlying process. The performance
and reliability of this model are evaluated using a novel sensitivity
analysis approach. And the applications of the proposed method for
manufacturing process optimisation and for knowledge extraction are
explored.

The subsequent chapter 4 narrows the inspected machining simula-
tion modelling problem towards the issue of the practical applicability
of the StyleGAN model. The adaptability of the data-driven simula-
tion model to specific environment conditions under data limitation
constraint is investigated, and a novel GAN architecture is proposed
to address the identified issues. The novel CycleStyleGAN model is
implemented as a domain adaptation method aimed at the facilita-
tion of knowledge transfer from a data-rich domain. This approach
is validated in an experiment designed to approximate a real-world
manufacturing deployment that shows the almost tenfold data volume
optimisation capability.

1.2.2 Research contributions

The work presented henceforth has partly been previously made public
within the following research papers:

• The StyleGAN model presented in chapter 3 has initially been
brought forward within the conference paper:

E. Zotov, A. Tiwari, and V. Kadirkamanathan. Towards a dig-
ital twin with generative adversarial network modelling of ma-
chining vibration. In L. Iliadis, P.P. Angelov, C. Jayne, and E.
Pimenidis, editors, Proceedings of the 21st EANN (Engineering
Applications of Neural Networks) 2020 Conference, pages 190–
201, Cham, 2020.

• The subsequent journal publication has discussed the StyleGAN
modelling analysis:
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E. Zotov, A. Tiwari, and V. Kadirkamanathan. Conditional Style-
GAN modelling and analysis for a machining digital twin. Inte-
grated Computer-Aided Engineering, pages 1–17, jul 2021.

• And chapter 4 is based on the following journal publication:

E. Zotov and V. Kadirkamanathan. CycleStyleGAN-based knowl-
edge transfer for a machining digital twin. Frontiers in Artificial
Intelligence, 4, 2021.

The data used in the experiments presented in this thesis is freely
available at GitLab:

• Chapter 3: https://gitlab.com/EZotoff/conditional-stylega
n-digital-twin

• Chapter 4: https://gitlab.com/EZotoff/cyclestylegan-based
-knowledge-transfer-for-a-machining-digital-twin

https://gitlab.com/EZotoff/conditional-stylegan-digital-twin
https://gitlab.com/EZotoff/conditional-stylegan-digital-twin
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Chapter 2

Artificial neural network models

2.1 Artificial intelligence and deep learning

The philosophical thought of humanity for seemingly the entirety of
its existence has considered the problem of consciousness. Yet, the
millennia-long debate yields poor explanation not only of the origin
of consciousness, but even of its existence. The acquisition of con-
sciousness or intelligence by inanimate entities is a popular narrative
represented in the mythos of different peoples: from the early sto-
ries about gods bringing matter to life or craftsmen producing living
automata, through the medieval concept of a golem and the Enlight-
enment period’s Frankenstein, to the modern computer-based artificial
intelligence (AI). The common-sense contemporary understanding of
an AI is highly influenced by the seminal works of Alan Turing that
first proposed the concept that we now call software [19], followed by
the widely popular Turing Test introduced for the purpose of identifi-
cation of a human-like intelligence in a machine [116]. While AI as a
field of research was formulated based on the information theory and
cybernetics research areas at the Dartmouth College Artificial Intelli-
gence Conference [71] in 1956, the application of this idea found more
success with the fiction authors, rather than research scientists. The de-
velopment of a general-purpose AI, like the ones portrayed in the west-
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16 2.1. Artificial intelligence and deep learning

ern culture’s cinematography, for example, in "2001: A Space Odyssey"
(1968) or "Alien" (1979), is to date a work in progress surrounded by
debate on its feasibility, ethics and existential consequences. While the
philosophical arguments about human-level AI are now mostly treated
as a prerogative of public speakers, the science and industry commu-
nities have narrowed the AI development effort and found ways to
train the machines to effectively perform specific tasks towards the
end of the 20th century. Machine learning methods that mostly ex-
isted since the inception of AI have suddenly resurged, driven by the
increasing availability of computational resources. Within the first two
decades of the 21st century, the breakthrough research significantly
pushed the performance of specialised AI in different areas. To name
a few, human-level accuracy in handwriting recognition [20] (based on
the MNIST dataset) and super-human performance in image classifi-
cation [43] or playing the game of Go [102] has been achieved. The
vast majority of these technological marvels utilise an Artificial Neural
Network (ANN) as the substrate that captures the knowledge neces-
sary to perform the specialised task that the network is trained in. The
study of large-scale ANNs has since been regarded as a separate sub-
field of machine learning, named deep learning owing to the concept
of depth used in the formulation of ANN architectures. The following
sections of this chapter provide an overview of the basic concepts that
constitute the elements of ANNs. This overview is intentionally kept
simple in order to accommodate both non-technical readers and those
unfamiliar with the presented topics. Works that provide the complete
detail of the relevant concepts are referenced alongside their condensed
introductions.
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2.2 Artificial neural networks

2.2.1 Artificial neurons

Perceptron, introduced in [92] and later expanded upon in [93], is a
simple processing unit that converts some input vector x = {x1, .., xn}
of length n into a binary output y,

y =

1 if ∑ wixi + b > 0

0 otherwise
, (2.1)

by taking the weighted and biased sum of its inputs (∑ wixi + b), where
wi are the scaling factors (weights) applied to these inputs and b, called
bias, is a constant shift added to the resulting weighted sum, and eval-
uating whether the result is positive or not. In the former case the
perceptron is excited, outputting 1, or it outputs 0 in the latter case.
Itself being inspired by the mechanism of a biological brain’s neuron
excitation, this module influenced the development of the basic unit of
the ANNs — the artificial neuron. Formulated generally, the artificial
neuron outputs an excitation value y,

y = f (∑ wixi + b), (2.2)

by taking the weighted and biased sum of the neuron’s inputs, ∑ wixi +

b, and applying some activation function f to the result.

A thorough review of the advantages and disadvantages of the dif-
ferent activation functions depending on their role in a ANN’s archi-
tecture is a research topic of its own and is explored in the published
research, e.g. [23]. Among the simplest functions is the step function
that can be used to specify the neuron’s behaviour to that of the per-
ceptron:

f (z) =

1 if z ≥ 0

0 if z < 0
. (2.3)
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While usable for manually constructed boolean logic functions [72], the
main problem with the application of this activation function in the
training artificial neural networks is its non-differentiability, because
most gradient-based training methods require the functions within the
neural network to be differentiable. This issue and the available solu-
tions are addressed below in section 2.2.3.

Initial solution that aimed to replicate the step function, but in a
smooth differentiable form, is the sigmoid activation:

f (z) =
1

1 + e−z , (2.4)

which is likewise bound by the range (0, 1). Due to this property, it is
often used when an output represents a ratio or a percentage. A modi-
fication of the sigmoid activation function that attempts to improve the
ANN trainability and also adds a potentially desirable property of ap-
proximating the identity function near z = 0 is the tangent hyperbolic
function:

f (z) =
ez − e−z

ez + e−z . (2.5)

Another activation function, arguably the most widely used at the mo-
ment of writing, is the rectified linear unit (ReLU) [37]:

f (z) = max(0, z). (2.6)

The idea behind its formulation again draws inspiration from the hy-
pothesised functioning of the human brain, particularly the fact that
its activity is mostly sparse, which means that most, 95% – 99%, of
the brain’s neurons remain inactive during regular activities [65]. The
ReLU thus tries to emulate this sparsity by nullifying all the non-
positive inputs it receives. The authors argue that the neural network
is thus lent the opportunity of learning separable, disentangled repre-
sentations of the data it processes, due to the direct ability of silencing
or "turning off" individual neurons. This ability can make the net-
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work output insensitive to small changes in some of its inputs, which
is harder to achieve with, for example, sigmoid neurons, where each
input node is connected to all the downstream neurons.

Despite the empirical effectiveness of the sparsity introduced by
ReLU [23], its use entails a drawback originating from the training of
the ANNs based on back-propagation of the network’s errors. As will
be evident from the discussion in section 2.2.3, the constant output of
a ReLU for negative inputs provides the network with no information
about the direction towards potentially optimal network weights. This
means that some data samples, for which a neurons inputs turn out
to be negative, stop advancing the ANN training towards optimum.
And therefore, if for some ReLU neuron all the data samples result
in zero activation, this neuron is effectively "dead", as its output shall
never be different from zero. To prevent the potential non-trainability
of neurons while preserving the capability for developing a sparse rep-
resentation of the data, an extension of the ReLU is proposed - the
leaky ReLU [70]:

f (z) =

z if z > 0

αz otherwise
, (2.7)

where 0 < α < 1 is the leakiness coefficient that determines the slope of
the activation function for negative inputs. By using a small value for
α, the negative values that the neuron receives are no longer translated
into a constant output, but are still closely approximate to the sparsity-
inducing zero. The non-constant output implies that the gradient is still
computable for the negative input range, which is expected to improve
the network trainability.

The selection of optimal activation functions seems to depend on
the specific task or data structures that an ANN tries to learn. To
the best of authors knowledge, the choice of suitable activation func-
tions for a specific implementation is currently based on an empirical
evaluation of the AI engineer building the said network, as no robust
and complete comparison of the activation functions’ performance has
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been published to date. Some data suggests that the ReLU produces
the best classification accuracy [23], but this fact requires robust verifi-
cation across a wider range of ANN architectures and network sizes, as
well as for other modelling tasks. An alternative approach is the inclu-
sion of the activation functions types as a hyperparameter in the neural
network architecture optimisation process. It must be noted though,
that for a deep ANN this means that each of the many network lay-
ers could be parametrised with a different activation function. Thus,
despite its potential for improving the effectiveness and efficiency of
the trained model, the multiplicative increase of the possible network
architecture variations implies that an expert-based approach for acti-
vation function selection would significantly reduce the requirements
for computational resources’ availability. Therefore, in this thesis the
choice of activation functions is guided by the previous works that in-
troduced the used ANN modules.

2.2.2 Network layers

A single neuron on its own does not possess the computational capac-
ity to perform anything extraordinary, unlike an ensemble of numerous
neurons forming the layers that constitute a ANN. For example, one of
its simplest forms is a three-layer neural network:

y = fy(z) = fy( fz(x)), (2.8)

where x is the networks’ inputs, z the result produced by the so-called
hidden layers that process the network’s inputs to be passed to the
last, output layer that transforms them into y. And fz and fy are acti-
vation functions used in the hidden and the output layers respectively.
A graphic representation found on fig. 2.1 helps the comprehension of
this concept by presenting a basic example of an ANN with two in-
puts, one hidden layer with three neurons and a single output. Such a
network architecture is referred to as the multi-layer perceptron. Each
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Figure 2.1: Example of a feed-forward neural network with two in-
puts x, one hidden layer with its neurons’ outputs: z, and one output
that produces y.

neuron of the four in the hidden and the output layers applies its own
set of weights and a bias to the input it receives from the preceding
layer, for example

z1 = fz((w
z1
1 x1 + wz1

2 x2) + bz1) (2.9)

and
y = fy((w

y
1z1 + wy

2z2 + wy
2z2) + by), (2.10)

where and wL
i are the weights of layer L applied to its i-th input and

bL is the bias of this layer.

The hidden layer from the example above is called fully-connected,
owing to the all-to-all connection pattern between its neurons and
the outputs of the preceding layer. This example ANN is also feed-
forward, as the connections between the layers are strictly one-sided.
Another common layer type used in the feed-forward networks is the
convolutional layer. Based on the initial attempts at the modelling of
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Figure 2.2: Graphical representation of a single one-dimensional con-
volutional filter k applied to obtain the first two elements of the layer
output b.

the brain’s pattern recognition capability [33], the convolutional layer
became the main component of many computer vision systems after
its significant successful application for optical character recognition
[62]. The convolutional layer iteratively applies a kernel k (also called
filter) with some weights wi, i ∈ {0, .., n} to the subset of its input to
produce an element of its output on each iteration. Figure 2.2 presents
an example for the first two computations of a convolutional filter of
length 5 applied to an input vector a of size 8 with the target output
vector b of size 4. In this example, the first element of the output is

b0 = w0a0 + w1a1 + w2a2 + w3a3 + w4a4 (2.11)

and the second one is

b1 = w0a1 + w1a2 + w2a3 + w3a4 + w4a5. (2.12)

The kernel can be said to slide over the input, filtering out some fea-
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tures from each section of the input, with the type of the captured fea-
tures dependent on the weights w constituting this kernel. The matrix
representation of this operation may be found useful for clarification
of its mechanism:

b = ka, (2.13)

where k is the matrix form of the kernel:


b0

b1

b2

b3

 =


w0 w1 w2 w3 w4 0 0 0
0 w0 w1 w2 w3 w4 0 0
0 0 w0 w1 w2 w3 w4 0
0 0 0 w0 w1 w2 w3 w4

×



a0

a1

a2

a3

a4

a5

a6

a7


(2.14)

The convolutional layers in a typical convolutional neural network
(CNN) operate on significantly more than a single kernel, thus ex-
tracting multiple different features at each layer, that are then fur-
ther processed by the downstream convolutional layers into increas-
ingly abstract features. For a handwriting recognition system this may
mean that the initial layers learn to identify strokes or edges in the in-
puts, with a subsequent layer capturing the presence of simple shapes
formed by these edges, and the final convolutions transforming the
detected shape information into an abstract concept that we might call
"letter A".

For tasks that require the expansion of some data from its compact
representation, an inverse of the convolutional operation was found
to enable significant performance gains. The transposed convolutional
layers implement this inverse transformation in the ANNs. The un-
derlying mechanism of this layer type is almost exactly the same as
the one employed in the convolutional layers. The similarity is evident
from both the graphical depiction of this operation (fig. 2.3) and its
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matrix representation:

b0

b1

b2

b3

b4

b5

b6

b7


=



w4 0 0 0
w3 w4 0 0
w2 w3 w4 0
w1 w2 w3 w4

w0 w1 w2 w3

0 w0 w1 w2

0 0 w0 w1

0 0 0 w0


×


a0

a1

a2

a3

 (2.15)

Additional configurations of both the convolutional and the trans-
posed convolutional layers, including padding types, strides and dila-
tion, are presented in the published papers [25], but are not of direct
relevance to the current work.

Another ANN layer type widely present in deep learning research
is the recurrent layer. Originating from the sequence modelling do-
main, the core necessity behind its function is the representation of

Figure 2.3: Graphical representation of a single one-dimensional
transposed convolutional filter k applied to obtain the first two ele-
ments of the layer output b.
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causality between elements of a, often temporal, sequence, includ-
ing cases when such a relationship is exerted over long distances in
terms of the sequence steps. In its basic implementation, a fully-
connected layer described above is enhanced with the recurrent con-
nection, adding its output at step t to the inputs at t + 1. Such an
implementation did not achieve much success in modelling the target
phenomena, but its extension that includes an explicit mechanism for
the storage of long-term information proved to be significantly more
effective. This recurrent architecture, called the long short-term mem-
ory (LSTM) [46], was introduced in 1997, and after almost 20 years of
maturation it now occupies an important place in the fields of speech
recognition and machine translation.

While mostly applied in their respective historical domains, both
the recurrent and the convolutional models are becoming intertwined.
Although evidence suggests that convolutional networks may perform
comparably or better than recurrent networks on sequence modelling
tasks [7], the extension of the convolutional layers with recurrent ele-
ments seems promising, and the analysis of the first hybrid convolu-
tional LSTM [100] systems is available in the research literature.

2.2.3 Neural network training

Most of the ANN modules have existed long before the widespread
use of deep learning. The key component that enabled the significant
advance of their capabilities is the act of training a network, alongside
the relatively low price of the modern computational resources that ac-
commodate increasingly large neural networks. The process of training
an artificial neural network is similar to the process of shaping a bio-
logical neural network, for instance as in the Pavlov’s dog experiment.
The AI in training is presented with a stimulus, i.e. some input, and
is then incentivised in case of a desired reaction and penalised if the
resulting behaviour is erroneous. For an ANN this process requires a
quantifiable measure of success of the trained network, an objective. A
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loss function measuring the error of the classification or regression task
at hand is a common representation of an objective. As noted in the
sections above, the weights and biases that form the connections be-
tween the ANN layers determine the transformations that the network
inputs are processed with before being output by the ANN. Therefore,
the training of a neural network implies the modification of the param-
eters w, b aimed at the optimisation of the network’s performance in
terms of the objective function L:

arg min
w,b

L(w, b). (2.16)

The specific loss function strongly depends on the learned task, as it
should accurately quantify the (un)desirable behaviour of the trained
network. The standard loss used for classification tasks is the cross-
entropy that essentially measures how badly a sample is misclassified.
For a predicted probability yc of the output y belonging to class c, the
cross-entropy loss Lcross_entropy is calculated as

Lcross_entropy(y, c) = −ln(yc). (2.17)

Thus, in case the sample is correctly attributed to the target class the
loss is equal to 0, and it increases towards infinity as the prediction
deviates from the correct output probability 100% and towards 0. The
standard loss function used in regression tasks is the mean squared
error (MSE):

MSE(y, ỹ) =
1
n

n

∑
i=1

(yi − ỹi)
2, (2.18)

where y = y1, .., yn and ỹ = ỹ1, .., ỹn are the vectors with length n
of target and predicted outputs respectively. The MSE loss function
thus directly measures the average difference between the prediction
and the actual value and penalises large errors relatively stronger than
smaller ones.

Key for the work described in this thesis is the approach of evalu-
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ation of a neural network’s performance by another ANN, i.e. the use
of a neural network’s output as a loss function for another network.
This idea forms the core of the method proposed by the authors of the
GAN [38], which will be reviewed in the next section. The networks
presented in the current thesis models continuous labels and outputs
and are thus trained using MSE as the loss function where the adver-
sarial approach is not used.

The concrete mechanism that implements the discrete optimisation
steps of the parameters of an ANN is yet another active research topic.
The most popular optimisers are the gradient-based methods, like the
stochastic gradient descent with momentum [94] and the Adam opti-
miser [58], built on the foundation of error back-propagation. These
algorithms propagate the gradient, which can be thought of as the di-
rection of a slope that leads down towards the optimum of the objective
function, from the output error back through the weights and biases
used to generate this output. In other words, starting with a small step
improvement of the output error, the algorithm calculates the small
step changes in the parameters of a preceding neural network layer
that would result in the respective output error change. This process is
then repeated for each layer, propagating the error change throughout
the entirety of the neural network parameter set. The main difference
of Adam to the stochastic gradient descent is the adaptive learning
rate used for different parameters. This means that the size of the
step changes applied to the network’s weights during the optimisation
adapts to the history of observed gradients by making the step size
invariant to the gradient’s scale. The formulation of the Adam opti-
miser update rules that are iteratively applied at each time step are as



28 2.2. Artificial neural networks

follows:

gt = ∇θ L(θt−1)

mt = β1mt−1 + (1− β1)gt

vt = β2vt−1 + (1− β2)g2
t

m̂t =
mt

1− βt
1

v̂t =
vt

1− βt
2

θt = θt−1 −
αm̂t√
v̂t + ε

,

(2.19)

where gt is the gradient obtained from the loss function, t is the opti-
misation time step index, θ is the optimised parameter set of the neural
network; mt and vt are the exponential moving averages of the gradient
and of the squared gradient respectively with the exponential decay
rates parametrised with β1 and β2, which represent the estimates of
the mean and the variance of the gradient; m̂t and v̂t denote the bias-
corrected estimates of mt and vt that remove the bias towards zero that
the exponential moving averages receive from their initialisation with
zero values. The Adam optimiser, as the current de facto standard, is
utilised during training of the ANN presented in chapter 3. The model
presented in chapter chapter 4 is built based on hyperparameter opti-
misation, and the choice of the optimiser is included in this process as
one of the hyperparameters.

The main drawback of gradient-based methods is the requirement
for the differentiability of the loss function and the operations con-
stituting the ANN’s layers. While reasonable in many use cases, this
requirement cannot be satisfied without additional approximations or
simplifications for discontinuous functions. In such cases the non-
gradient optimisation methods can be employed, among which the
evolutionary optimisation algorithms occupy a significant place in ANN
optimisation domain followed by similar methods, like the simulated
annealing. Evolutionary optimisation considers the weights and bi-
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ases or the neural network architecture (or sometimes both) to form a
candidate solution to the problem the model is evolved to solve. The
optimiser searches the solution space by iteratively evolving a set of
candidate solutions using some rules that depend on the specific evo-
lutionary optimisation heuristic. The rules usually define a mechanism
for the generation of new candidate solutions based on the existing
ones and on some random perturbation and a method for pruning the
candidate solution set that bounds the maximal size of the set. While
most of such algorithms are explicitly aimed at the search of the objec-
tive function optimum, several attempts have been made to implicitly
search for the optimum via an open-ended search for novel solutions,
e.g. [21]. In these cases, the candidate solutions are formed based on
their difference to the existing candidate solutions rather than on their
performance on the target task. Proof that such an approach outper-
forms objective search is limited, but the method has been shown to
enhance optimisation process in hybrid systems, especially for prob-
lems with complex search space where objective search tends to yield
local but not global optimum [117].

For example, interesting solutions to the neural network architec-
ture search problem are available in the published materials [27, 91].
Some evidence suggests that non-gradient methods might be compa-
rable in performance to the gradient-based ones [76, 107], but more
substantial evaluation is currently lacking with an overwhelming ma-
jority of machine learning research applying the established gradient-
based optimisers due to the ease of access to their highly-efficient GPU
(graphical processing unit, i.e. the video card) implementations across
a wide range of computing software libraries.

Training the ANN is the process of optimisation of the loss func-
tions it is provided with, which usually represent the accuracy of the
neural network at modelling a given training set. While this approach
may incentivise the neural network to learn the underlying concepts
of the modelled phenomena, i.e. to build an "understanding" of it, the
ANN may also cheat by memorising only the correct answers with-
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out developing interpolation or extrapolation abilities. The resulting
neural network shows good performance when evaluated on the data
it has been trained on, but fails to produce accurate results on the
data it has not yet been exposed to. This generalisation incapabil-
ity is called model overfitting and may occur with most data-driven
methods. A common approach for the identification of overfitting is
cross-validation. For this the dataset is separated into the training data
and the validation data subsets. The model is then trained using only
the training data and evaluated using the validation data. The signifi-
cantly lower accuracy obtained on the validation data than that on the
training dataset would then indicate the presence of overfitting. The
standard way of overfitting prevention applicable to any loss-based
training of an ANN is thus the early stopping of the training. Under
this approach the performance of the neural network on the valida-
tion dataset is calculated during training, and the model is trained as
long as this performance is improving. Several methods have been
proposed that attempt to introduce some form or regularisation into
the training process aimed at overfitting reduction. Among the widely
used is the dropout method [106] which randomly overrides different
neuron’s outputs and its gradients with zeros during training. Reduc-
tion of co-adaptation between neurons is the intended effect, implying
that the network is forced to encapsulate the target processing logic
within smaller neural structures by limiting during training the stabil-
ity of the connections between neurons that are separated by several
layers of the neural network. Another common approach that aims to
reduce overfitting is weights regularisation. This technique implies the
addition of the sum of weights, taken at absolute value in case of L1
regularisation or at squared value in case of L2 regularisation, to the
loss function. The model is thus incentivised to follow the Occam’s ra-
zor principle by making the regularised loss lower for networks using
lower values for their parameters all else (i.e., accuracy) being equal.
The models described in this thesis are trained with the early stop-
ping policy implemented to prevent overfitting. Empirical tests on the
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data used in the current work showed that neither dropout nor L1/L2
regularisation improve neither the training time nor the final accuracy
of the trained models, thus none of these methods are used with the
methods developed in this thesis.

2.3 Advanced ANN architectures

Based on the basic methods introduced above a plethora of large-scale
neural network models has been developed to date. The research do-
main that considers the various architectures and training methods
with common uses in the development of AI models is called deep
learning. The desire to model complex phenomena requires the used
computational framework to support the increasingly intricate non-
linear relationships between the analysed or generated concepts. Pre-
vious research shows that multi-layer neural networks with many lay-
ers, called deep ANNs, provide this desired capability more efficiently
than the networks with few but wide layers [10]. As the size of the
neural network architectures used in practice, so does the composition
of the modules that they are built with. With some of the basic rele-
vant neural network components discussed above, the current section
introduces several ANN architectures relevant to the work presented
in this thesis.

2.3.1 GAN and Conditional GAN

While the initial success of ANNs has been clear in the discriminative
domains, such as the classification of images according to some classes,
the research community encountered computational intractability and
other difficulties during the application of the same methods for the
generative tasks [38]. GAN is a generative neural network that aimed
at solving these issues by engaging two networks, the generator G and
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Figure 2.4: Original GAN architecture. G denotes the generator net-
work, D - the discriminator.

the discriminator D, in a competitive interaction:

min
G

max
D

E
x∼pdata(x)

[log D(x)] + E
z∼pz(z)

[1− log D(G(z))], (2.20)

where x denotes true samples and z is some input that the generator
uses to produce fake samples [38], and Ex∼pdata(x)[log D(x)] denotes the
accuracy of discriminator at the identification of x as origination from
the true data distribution pdata, and Ez∼pz(z)[1− log D(G(z))] denotes
the probabilities estimated by the discriminator of samples z belonging
to the distribution of fake samples. The purpose of the discriminator
is thus the identification of whether a given data sample is fake or
real, and the generator is trained to produce synthetic data that the
discriminator would classify as real. The high level representation of
this architecture is depicted on fig. 2.4.

The training of GANs has been accompanied by several problems
in the early years since its inception. These include training instability,
gradient vanishing due to discriminator overtraining and mode col-
lapse, i.e. the condition of the generator outputting a single output
type instead of the many types present in the true data. Over several
iterations of research works addressing these issues, the publications
converged onto the application of the Earth Mover distance as the loss
metric in Wasserstein GAN [6] and its extension with gradient penalty
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in WGAN-GP [41]. WGAN-GP losses for the generator G and the dis-
criminator D networks are

Lwgan-gp
G = − E

x̃∼Pg
[D(x̃)],

Lwgan-gp
D = E

x̃∼Pg
[D(x̃)]− E

x∼Pr
[D(x)] + λgpLgp

(2.21)

respectively, where Pr and Pg are the real and the generated signal
distributions, and

Lgp = E
x̂∼Px̂

[(||∇x̂D(x̂)||2 − 1)2] (2.22)

is the gradient penalty, λgp is its scaling hyperparameter, x and x̃ de-
note the real and fake signals respectively and ||∇x̂D(x̂)||2 is the square
norm of the gradient of D(x̂); and Px̂ is a distribution sampled uni-
formly from straight lines between pairs of points from Pr and Pg [41].
Initial empirical tests with GAN training performed in scope of this
thesis’ work showed that the Wasserstein loss with gradient penalty
indeed provides the robustness of training results across multiple runs
that was not attainable with the original GAN loss. It must be noted
that the calculation of the gradient penalty (eq. 2.22) requires a second
call to the discriminator function during gradient evaluation, which
increases total training time by approximately 70%. Despite the in-
creased computational load, the stability of training was considered
subjectively more important, thus WGAN-GP loss was used during
the training of the GANs presented in this thesis.

The conditional GAN is an extension of the original GAN architec-
ture with the additional input that the networks are conditioned on.
This is achieved by substituting the random noise input of the genera-
tor network in the vanilla GAN for the conditioning labels. In case of
a manufacturing simulation model, these labels could be the process
parameters that define the configuration of the manufacturing process.
A high-level visualisation of the conditional GAN architecture is pre-
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Figure 2.5: Conditional GAN architecture. G denotes the generator
network, D - the discriminator.

sented on fig. 2.5. The control over the network’s output via the input
parameters is of interest for the manufacturing process simulation use
case, and its application to the proposed GAN model extension will be
described in the sections below.

2.3.2 StyleGAN

The digital twin component architecture discussed in the chapters of
this thesis is inspired by StyleGAN [56]. It is an image generation
model based on two-dimensional deep convolutional networks with
the enhancement of the generator by style-injection adopted from style
transfer research works. While the traditional GAN feeds the generator
inputs directly into the network, in StyleGAN the input is first trans-
formed into an intermediate space via a mapping network. This net-
work transforms the label inputs into style components that are then
injected into the layers of the synthesis network via the adaptive in-
stance normalisation (AdaIN) operation [49] defined as

AdaIN(x f , si) = ss
i
x f − µ(x f )

σ(x f )
+ sb

i , (2.23)

where x f is a filter response that is each normalised separately and ss
i

and sb
i are the scaling and the bias components of the style vector at

level i. This way AdaIN renormalises the means and standard devi-
ations of each channel of the generator’s output at level i with those
calculated by the mapping network from the input labels (i.e., the pro-
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cess parameters in our case) and encoded as the style component si.
The signal generation within the deep synthesis network of the Style-
GAN starts with a learned constant vector that is iteratively modulated
by the style components introduced at each level, alongside an addition
of a noise map input at each layer, and processed by a convolutional
layer. The output of each subsequent convolution blocks, each com-
posed of two AdaIN operations and two convolutional layers, is a set
of multichannel images with their resolution doubling at each block.
Following the StyleGAN architecture, the conditional StyleGAN model
proposed in chapter 3 injects the style components into the network via
the AdaIN operation. The synthesis is likewise initiated from a learned
constant, but the noise inputs are omitted, as the target data model that
the generator aims to learn is deterministic, which is discussed further
in section 3.2.

2.3.3 CycleGAN

One of the extensions of the GAN architecture for the use in trans-
fer learning is the CycleGAN [131], an image-to-image translation net-
work that utilises mirrored duplex-GAN architecture for image style
transfer between two domains. The underlying intent is the training
of two generators: one, Gab, that translates data samples from domain
a to domain b and the other, Gba, that executes the inverse transfor-
mation. The key invention of [131], which necessitates the addition of
the second GAN structure, is the cycle consistency loss that enforces
the equivalence between the true signals from one of the domains x̃
and the reconstructed signals ˜̃x that are obtained after passing the true
signals through both generators, i.e.

˜̃xa = Gba(x̃b) = Gba(Gab(xa)) (2.24)

and
˜̃xb = Gab(x̃a) = Gab(Gba(xb)), (2.25)
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where a and b denote the two domains. The cycle consistency loss is
calculated for both domains and is defined as:

Lcycle = |xa − ˜̃xa|+ |xb − ˜̃xb|
= |xa − Gba(Gab(xa))|+ |xb − Gab(Gba(xb))|.

(2.26)

The use of the cycle loss solves the issue of mode collapse in unpaired
image-to-image translation tasks, i.e. the image domain adaptation
problem where the training dataset consists of unpaired images from
the two domains. For this purpose the Lcycle is useful for the domain
adaptation of machining signals to the domains with limited data avail-
ability, as evidenced by its implementation within the CycleStyleGAN
model proposed in chapter 4.

2.4 Chapter summary

The advent of cheap computational power that followed the Moore’s
law over the last few decades relatively well has made some of the
former science fiction technologies accessible today. While not all fan-
tasies have come true to date, and the technological advances have
not shed much light on the topic of consciousness, the techniques for
AI training and their applications in industrial, social and domestic
use cases have challenged the established methods and approaches to
many problems. Having identified the research gaps in the previous
chapter, the current chapter established the background and the basics
underpinning the AI methods proposed in this thesis and introduced
the GAN, conditional GAN, StyleGAN and CycleGAN ANN architec-
tures relevant for further discussion. The rest of the work discloses
the modelling and analysis results targeted at the manufacturing ap-
plication of the generative AI in the context of a machining digital twin
implementation.



Chapter 3

Conditional StyleGAN
modelling and analysis for a
machining digital twin

3.1 Introduction

An unexplored area of research of GAN applications in the manufac-
turing field is the potential use of controllable generative features of
a GAN for analysis of the manufacturing processes. Research in this
direction can potentially uncover ANN-based data-driven simulation
techniques that could significantly augment the decision-making pro-
cess pipelines in a manufacturing enterprise. This work focusses on
simulation via data-driven generation as a component of a future dig-
ital twin. GAN is a suitable candidate for digital twin development
due to its efficiency at inference time and the generative nature of the
model, in addition to the flexibility benefits of a data-driven method
that reduce the expected cost of implementation of the model for highly
variable processes.

The current work proposes the first StyleGAN-based digital twin
machining simulation component. A conditional StyleGAN architec-
ture is developed that captures the conditional distribution of a vibra-

37
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tion signal. The process signal generation is controllable via manipula-
tion of the input machining process parameters. The model may thus
act as a vibration simulation tool that maps process parameter inputs
to vibration signal outputs. This makes the proposed GAN usable as a
process optimisation instrument. An optimisation process loop would
search for the best process parameters by interrogating the model to ob-
tain parameters-signal pairs and determining the process quality based
on the obtained signals. This chapter also introduces a method of un-
certainty analysis that is applicable to the optimised process state. To
this end, a novel generation sensitivity analysis technique is proposed
that aims to estimate the conditions under which the simulation yields
reliable results.

The following text describes the data and the neural network model
in section 3.2, followed by the methodology and the experimental anal-
ysis in sections 3.3 and 3.4 and concluded with a discussion of the im-
plications of the analysis results for potential applications and future
research in section 3.5.

3.2 GAN model as a machining digital twin

3.2.1 Dataset: Machining Tool Vibration

Manufacturing process data is a scarce resource at the current mo-
ment due to its acquisition cost. While the sensing hardware is get-
ting increasingly cost-effective, the production processes themselves
are costly to run, implying that any manufacturing operations yield
a sunk cost in case they do not produce a valuable product, which
is the case for most experimental operations. And although the data
could be collected from the monitoring of a live production process, the
variability in its conditions is likely to be insufficient for a data-driven
modelling approach to capture the system dynamics across these con-
ditions. Commercial confidentiality of such data adds an additional
impediment to its use in public research. It can be expected that ac-
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Figure 3.1: Geometrical representation of the forces simulated by the
physics-based model. F is the cutting force and β is the force angle.
Ft and Fn denote the tangential and the normal cutting forces and φ is
the cutting tooth angle.

tual implementations of data-driven digital twins would be initially
trained on the existing and proven physics-based models, due to the
experimental data scarcity mentioned above, and fine-tuned using a
mixture of simulated and empirical data. The simulation that pro-
duced the dataset used in this work represents a surrogate of a real
operational data-generating process. On one hand, this allows for a
rigorous analysis of the digital twin component performance due to
the full control over data generation. On the other hand, the proposed
approach approximates a real world scenario of transition from a pure
physics-based modelling to a scenario with mixed physics-based and
experimental data.

The GAN model described in this work is trained on a synthetic
dataset produced by a physics-based time-domain simulation model
adopted from [95]. The simulation iteratively calculates the forces pro-
duced by the interaction between the cutting teeth of a non-rigid ma-
chining tool and a rigid workpiece (Figure 3.1). These forces are used
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Figure 3.2: Workpiece geometry produced by the simulation model.
h(t) is the instantaneous depth of cut at time t that is the distance
between the current normal direction vibration level n(t) at angle φ
and the cut surface at angle φ produced at time t − T, where T is
the time period of cutting tool revolution between two neighbouring
cutting teeth.
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Table 3.1: Milling time-domain simulation parameters

Parameter type Parameter Value

Machining chip width b 0.004 to 0.005
parameters spindle speed ω 3000 to 4000

feed rate f 10.2
Process-dependent number of cutting teeth Nt 3
parameters start angle of cut φs 126.9

exit angle of cut φe 180
process dependent coefficient Ks 2250e6
force angle β 75
x direction dynamics parameter kx 9e6
x direction dynamics parameter ζx 0.02
y direction dynamics parameter ky 1e7
y direction dynamics parameter ζy 0.01

Simulation parameters steps per revolution 256
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Algorithm 3.1 Physics-based simulation algorithm

1: for t in range(simulation time steps) do
2: h(t)← Instantaneous chip thickness
3: F(h)← Cutting force
4: Vibration(F)← Displacement values
5: φ← φ + dφ (increment tooth angle)
6: end for

in the derivation of the acceleration, velocity and displacement, i.e. the
vibration, of the cutting tool. Vibration is selected as the analysed sig-
nal type based on the low expected cost of its acquisition and potential
usefulness in the analysis of the machining process. The simulation
tracks the position of each cutting tooth and the workpiece geometry
produced by material removal (Figure 3.2) to identify which cutting
teeth are performing the cut at each time step. The operation consid-
ered in the current work is a linear non-slotting milling cut performed
with a straight-teeth cutting tool on a metal workpiece.

The physics-based model accepts several variables that control the
deterministic simulation, including the machining parameters control-
lable during the configuration of the metal cutting process and the
parameters dependent on the characteristics of the workpiece material,
the machining tool and the manufactured product. These variables
are detailed in Table 3.1 followed by the values used for generation
of the training data. The parameter values are based on the exam-
ple from [95] that describes a linear down milling cut performed by
a three-tooth square endmill with straight teeth on a low-carbon steel
alloy, the type of cut pictured on Figures 3.1 and 3.2. The parameter
values are constant throughout each cutting operation, and the param-
eters varied across the samples in the produced dataset are chip width
and spindle speed in ranges from 0.004 to 0.005 mm and 3000 to 4000
rpm respectively. The generated signals represent the displacement of
the cutting tool along the x-direction during the third revolution of the
cutting tool, sampled at a rate proportional to the spindle speed.
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A signal sample is obtained for each combination of 200 linearly
spaced chip width and 200 spindle speed parameter values in the
specified ranges, resulting in 40 000 signal samples within the dataset.
The only pre-processing applied to this data is the mean and stan-
dard deviation normalisation that is applied to each of the process
parameters separately and to the time-domain signals. The valida-
tion dataset containing 40 000 samples is produced using the same
approach, but with the process parameters values shifted a half of the
step, i.e. chip width from 0.004025 to 0.005025 and spindle speed 3002.5
to 4002.5. Both training and validation datasets are publicly available at
https://gitlab.com/EZotoff/conditional-stylegan-digital-twin.

3.2.2 Conditional StyleGAN architecture

Elements of StyleGAN introduced in section 2.3 are repurposed for the
1D case of a time-domain signal simulation developed in this chapter.
The noise inputs and the mixing regularisation (regularisation applied
during training that randomly mixes the disentangled latent with an-
other one to produce a sample from the generator G) are excluded
from the model, as the variation of outputs of the target distribution
is deterministic with respect to the input process parameters, i.e. the
training data contains not more than a single sample for each unique
label set. The architecture is enhanced with the substitution of the ran-
dom input latent vector for continuous labels C: the machining process
parameters, chip width and spindle speed, that the generator’s output
is conditioned on. The process parameters are used as inputs to the
generator and as outputs of the discriminator, i.e. the discriminator
learns to not only identify synthetic data samples, but also to estimate
the labels associated with a given time-series. The architecture includes
a non-linear mapping network M that projects process parameter in-
puts into a disentangled latent space. The styles S produced from the
input labels C by the mapping network M subsequently control the
modulation of outputs of the convolutional layers within the synthesis

https://gitlab.com/EZotoff/conditional-stylegan-digital-twin


44 3.2. GAN model as a machining digital twin

Figure 3.3: Architecture of the conditional StyleGAN generator net-
work. "A" denotes learned affine transformations of style components
si; "AdaIN" - adaptive instance normalisation [49], which implements
the per-channel modulation of the network’s intermediate outputs by
the transformed style components.

network F of the generator (see Figure 3.3).

The mapping network M is implemented as a multi-layer percep-
tron and consists of 8 layers with 32 neurons each with leaky ReLU
activation functions. M maps the input process parameters C into style
vectors S of length 256. The first input to the synthesis network is a
learned constant vector of dimension 2x1024, where the first dimension
is the signal length and the second dimension is the number of filters.
This learned constant is sequentially processed by multiple blocks each
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containing two convolutional layers with convolutional kernel of size
7. Except for the first block where the constant vector takes place of
the first convolutional layer’s output, the first convolutional layer in
each block upscales the signal length by a factor of 2 and reduces the
number of filters by a factor of 2 until the number of filters reaches 64.
After each convolutional layer the signals are passed through a leaky
ReLU activation function and then normalised and mixed with the re-
spective style component vector within the AdaIN operation. The last
layer of the synthesis network F applies a convolution operation with
kernel 1 to aggregate the 64 filter outputs produced by the final block
into a single signal of length 256.

The loss functions are adjusted to accommodate the inclusion of
machining process parameters in the network’s architecture by addi-
tion of terms that penalise inaccurate label predictions. This is similar
to the approach followed by the authors of InfoGAN [16], with the fol-
lowing difference. The accuracy of label predictions for training data
Lin f o

D impacts only the discriminator, while the accuracy of the pre-
dictions for fake data samples Lin f o

G is taken into account only by the
generator. The loss terms are

Lin f o
G =

√√√√ 1
n

n

∑
j=1

(ct,j − c̃ f ,j)2,

Lin f o
D =

√√√√ 1
n

n

∑
j=1

(ct,j − c̃r,j)2,

(3.1)

where c̃ f ,j is a value of parameter j predicted by the discriminator
based on a fake signal, c̃r,j is a value predicted from a real signal,
and ct,j are the true parameter values. On one hand, the generator
is thus incentivised to encode the label information in an identifiable
way within the synthesised samples. On the other hand, the discrim-
inator learns the relationship between labels and samples only on the
real data, thus preserving the non-cooperative nature of the minimax
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game between the generator and the discriminator. With λin f o denot-
ing the scaling factor for the label prediction accuracy error loss, the
total loss functions for the generator LG and the discriminator LD are
therefore:

LG = Lwgan-gp
G + λin f oLin f o

G ,

LD = Lwgan-gp
D + λin f oLin f o

D ,
(3.2)

with Lwgan-gp
G and Lwgan-gp

D are the Wasserstein losses with gradient
penalty defined in equation 2.21.

The generator network learns the conditional distribution of the
time-domain vibration signal with respect to the machining process
parameters that control the basic milling conditions. The use of style-
based architecture of the generator enables a reduction of a trained
model’s complexity via inspection of its style-level components. This
and the degree of control provided by the conditional component of the
generator increases the model’s potential interpretability and enables
a reductionist approach to the analysis of its black-box inner mecha-
nisms.

The models are trained using the Adam optimiser for both the gen-
erator and the discriminator with learning rates of 0.00001 and 0.0001
respectively. The network losses are parametrised with λin f o = 10 and
λgp = 10. The GAN described in this work is trained until convergence,
and the models used in correlation analysis described in Section 3.4.1
were trained for the same number of epochs as the main network, and
thus have not necessarily converged. Training convergence was as-
sessed based on the rate of improvement of the root-mean-square error
(RMSE) metric measured and averaged across the validation dataset.

3.3 Digital twin performance analysis

The generator successfully learns to capture the relationship between
the process parameters and the time-domain signal and performs well
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Figure 3.4: Comparison of generated time-series samples and valida-
tion data samples. X-axis represents time steps, Y-axis - displacement
in log scale. Real signal is represented by the yellow curves and the
generated signal by blue.

both on training and validation data. Figure 3.4 depicts several sam-
ples of generated time-series against the signals from training data pro-
duced using the same process parameters.

The metrics used in the analysis of the generator network perfor-
mance are aimed at capturing the accuracy of the model conditional
on the input parameters. The potential mode collapse (i.e. the inability
of the generator to produce parts of the target distribution) inevitably
affects the accuracy of the generator due to the deterministic nature of
the experimental data coupled with the conditional generation. There-
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Figure 3.5: Standard deviation of training data samples for each set
of process parameters values (log scale).

fore, the discussed experimental setting permits less attention on the
variety of the generated samples, and the current work focusses on the
analysis of the generator accuracy. The true accuracy value for some
labels C is measured by the root-mean-square error (RMSE) E(C) be-
tween the true signal x(C) from the training data and the synthetic
signal x̃ produced by the generator:

E(C) =
√

1
n

n

∑
i=1

(xi(C)− x̃i(C))2, (3.3)

where n is the signal length.

The generative performance of the neural network is investigated
via analysis of metrics mapped across machining process parameter
values, chip width and spindle speed. This is visualised by calculat-
ing the inspected metric for a range of the process parameter pairs and
plotting the values on a two-dimensional figure with spindle speed var-
ied across the horizontal axis and chip width across the vertical axis.
The training data exhibits high variability, especially across the spindle
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Figure 3.6: Error E values in log scale for generated time-series across
various process parameter values for training data (top) and validation
data (bottom). A single point on the map represents the generator G(C)
error value E measured at process parameter values of chip width and
spindle speed C corresponding to the Y-axis and the X-axis values
respectively. The error pattern similarity on both maps indicates low
over-fitting.
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speed parameter values range, visible on the plot of standard devia-
tions of the training data signals (Figure 3.5). Figure 3.6 depicts the
error E(C) of the generated time-series on training and on validation
data. The mean (standard deviation) of these errors are approximately
1.408 (2.554) and 1.408 (2.514) millimetres respectively. Error distri-
butions are nearly identical, i.e. the generator performs equivalently
during both training and validation. The validation dataset is of the
same size as the training dataset, which is feasible due to the control
over the source data synthesis.

In contrast to the high accuracy of the generator in the areas of the
parameter space characterised by low dispersion in the training data,
the generative performance is suboptimal in some regions of high train-
ing data variance. Closer inspection of a region between 3450 and 3550
spindle speed reveals that the generator experiences a local mode col-
lapse at high chip widths (for an example refer to Figure 3.7). The
trough visible on the error map in this region represent a parameter
space where the generator successfully learnt the mode of the target
signal, while the peaks to the sides along the X-axis from this narrow
band of high accuracy are indicative of the dropped modes. An inspec-
tion of the dynamics of change of the training data signals compared to
the change of the synthesised signals reveals that whereas the training
data signals change shape linearly with the change in spindle speed,
the generated signals remain constant for most of the inspected param-
eter space and sharply switch to the next mode near the peak on the
error map.
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Figure 3.7: Example of a path in labels space where the transition
between the signal modes is smooth in the training data, but abrupt
in the signals produced by the generator. The blue dot on the error
maps (left) indicates the parameter values used to compare the two
signals (right), real signal in yellow and generated signal in blue. The
differences between the fake signals along the labels transition paths
shown on the two top figures and the two bottom figures are much
lower than for the real signal. The opposite is true for the transition
captured by the two middle figures.
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3.4 Digital twin sensitivity analysis

3.4.1 Generator sensitivity

The metric discussed in the following sections is the sensitivity of the
generator output to the input parameters δ:

δ(C) =
1
m

m

∑
j=1

(

∣∣∣∣∣∂x̃(C)
∂cj

∣∣∣∣∣), (3.4)

where cj ∈ C and m is the number of input parameters in a label set C.
The generator sensitivity δ(C) provides an insight into the origin of

the parameter space regions where the GAN produces samples with
relatively high inaccuracy. Empirical observation of the sensitivity
maps obtained from several trained GANs reveals a complex but stably
recurring relationship between the distributions of the generator sen-
sitivity δ(C) and the generator error E(C) across the parameter space.
Comparison of the correlation between the point-wise sensitivity and
error metrics for different generator networks implies a moderately
strong connection between these metrics that is nevertheless consistent
across the generators, with average correlation of 0.45 for 52 different
generator networks. Examples of this comparison are presented on
Figure 3.8. Both the empirical observations and the correlation analy-
sis imply that a complex, potentially non-linear, relationship between
the two metrics exists. If mapped onto the generator accuracy, the gen-
erator sensitivity δ(C) can be used as an accuracy estimator. Thus, the
sensitivity can represent the generation uncertainty at some input pa-
rameter values using only the information obtained from the generator
model itself. Calculation of δ(C) requires generation of an additional
sample from the generator per parameter in C for each evaluated sig-
nal, which yields a negligible additional computational cost for GANs
implemented in most modern neural network libraries that allow batch
evaluation of the models. Generator sensitivity can thus be efficiently
used at inference time to enhance the produced data samples with an
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accuracy uncertainty metric without requiring any external data and
additional measurements.

The discussed relationship between the generative accuracy and
sensitivity to input labels implies that the cause of the modes of fail-
ure of the generator originates from the parameters inputs and con-
sequently from their style representation. This link is studied in the
following section.

(a) Error E (b) Sensitivity δ (c) E and δ

Figure 3.8: Error E and sensitivity δ maps for three trained models, a
model’s plots on each row. The right column contains plots of the joint
distributions of these two measures, with the shaded regions repre-
senting the frequency of samples for the corresponding E and δ values
and the solid lines are the fitted linear regressions.
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3.4.2 Interpolation Analysis

If the origin of the high sensitivity (which is linked to the high er-
ror) can be found, an approach for dampening the sensitivity could
be applied, theoretically trading reduced maximal model error for in-
creased average error. The style-based neural network architecture en-
ables a reduction of the model analysis complexity via the inspection
of the influence of the disentangled input parameter vectors si at the
different layers i of the synthesis network F(S) within the GAN, where
S = {si} = M(C) is a set of disentangled style vectors produced by
the mapping network M of the generator from the input label vectors
C. This is performed via the analysis of the changes in the generated
output signals arising from alteration of the disentangled inputs. Two
style sets are obtained from the mapping network using different input
parameters,

So = M(Co) and St = M(Ct) for Co 6= Ct, (3.5)

and two signals are generated using these parameter sets,

x̃o = F(So) and x̃t = F(St). (3.6)

An interpolated signal x̃c is calculated by feeding into the synthesis
network an affine combination of style sets So and St:

x̃c = F(Sc),

Sc = {sc
i } = {so

i ∗ wi + st
i ∗ (1− wi)},

(3.7)

where i is the index denoting the style level increasing towards the
output layer of the model and wi is the relative weight of the first style
used at the i-th level. In other words, at each style level i the style
component of Sc is the weighted sum of the components of So and St

at this level, with the weight wi = 0 indicating that only the component
of the first style set So is used and wi = 1 implying that only the second
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Figure 3.9: Comparison of the interpolations over high- and low-level
styles on the top and the bottom figures respectively. The dashed line
represents the initial signal x̃o = F(So) on both plots. Top solid line,
the signal generated using interpolated styles Sc = {st

1..5} ∪ {so
6..16}, is

significantly different from x̃o in its phase and modes. Bottom solid
line, the signal produced from Sc = {so

1..5} ∪ {st
6..16}, differs from the

source in its local high-frequency features.

style St is applied at this layer.

The variation of the generated signals produced as a result of grad-
ual changes to one or several style components reveals the features
that the style components at the respective levels control. By perform-
ing a linear interpolation between so

i and st
i for each i = k individ-

ually, i.e. while keeping sc
i and so

i equal for each i 6= k, we empir-
ically observe that the generator model style layers can be classified
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into two groups: high-level styles SH and low-level styles SL, where
SH = {s1..5} and SL = {s6..16}. The high-level styles significantly affect
the low-frequency features of the output signal like its phase and gen-
eral envelope shape. The low-level styles impact the high-frequency
detail of the generated output. Figure 3.9 visualises the end points of
this interpolation: an initial signal x̃o, its interpolation towards x̃t in
high-level styles only (i.e. x̃c = M(St

H ∪ So
L)) on the top plot and in

low-level styles only (i.e. x̃c = M(So
H ∪ St

L)) on the bottom one.

An analogous inspection of the style-level interpolation effects is
performed at the layer level of the generator, i.e. the variation of the
activations produced by the intermediary convolutional layers of the
model is observed as a result of changes in the style parameters. Em-
pirical analysis reveals that the sensitivity of the layer activations to
the changes in the high-level style components exhibits the irregular
non-smoothness similar to the sharp gradients notable in δ(C). The
search for the origin of the error-producing high sensitivity discussed
in section 3.4.1 can thus be narrowed to the layers of the GAN where
the high-level styles are injected. The impact of the style modulation
measured at a single-layer level seems insignificant, as evidenced by
the minor difference between the distributions of the input and output
activations of the style injection layers. Example of this is depicted on
Figure 3.10. Nevertheless, these minor changes are propagated through
the generator network and magnified by the complex black box pro-
cessing within the downstream convolutional layers, resulting in major
variability of the network outputs.

3.4.3 Activation node sensitivity

One of the possible ways of further reduction of the complexity of
the analysed chaotic system is an additional refinement of the anal-
ysed object’s scale. Thus, the sensitivity of individual activation nodes
within the generator layers relative to the sensitivities of other nodes
in the same layer is of interest. This sensitivity δ

layer
node is measured as
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Figure 3.10: Distributions of activation clusters that are the input (top
plot) and the output (bottom plot) of a high-level style modulation
layer of the generator network. Solid line is the cluster activations’
mean and the shaded areas show the cluster activations’ distribution
covering the whole range of activation values in a cluster. Style injec-
tion at this layer changes neither the cluster sizes nor the activation
distribution significantly.

the sensitivity of the activation outputs to the changes in input process
parameters averaged across a set of process parameter values C.

δ
layer
node =

∣∣∣∣∣ 1
σk

k

∑
p=1

(δ′(Cp))

∣∣∣∣∣ , where

δ′(Cp) =
1
m

m

∑
j=1

(
∂zlayer

node (Cp)

∂cj
),

(3.8)

zlayer
node (Cp) is the activation output of a single node within a layer, δ′

is the sensitivity of this activation to change in the process parameter
input measured at process parameter values Cp and σ is the standard
deviation of δ′ across the process parameter values.

Therefore, δ
layer
node is high for the activation nodes that are highly sen-

sitive to the process parameters C robustly across the parameter space.
Comparison of δ

layer
node calculated using the complete process parameter

set from training data with δ
layer
node based on a limited parameter set con-

taining only the parameter values that produce the top 5% of generator
sensitivity δ(C) is presented on Figure 3.11. Most of the nodes produc-
ing high sensitivity in regions where the whole generator network is
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Figure 3.11: Distribution of the activation node sensitivity metric
δ

layer
node for one of the generator layers with values of δ

layer
node along the Y-

axis and node indices along the X-axis. Crosses denote the sensitivity
values measured based on the process parameters values from the re-
gions where the whole generator network is highly sensitive to input.
The δ

layer
node calculated on the full process parameter set are marked by

the filled dots.

highly sensitive to input are also producing relatively high sensitivity
in the process parameter regions not characterised by high generator
sensitivity. This metric thus makes possible the identification of the
most sensitive activation nodes within the network and consequently
the convolutional kernels that produce this sensitivity, which can po-
tentially be used for remedying the anomalously high sensitivity δ(C)
of the generator and reducing the errors in the respective regions.

3.5 Chapter summary

The conditional neural network architecture described in this chapter
allows a significant degree of control over the generator via control-
lable input process parameters, thus enhancing the flexibility of the
model and creating the potential for exploratory analysis of the mod-
elled process. Such analysis could serve the purpose of CNC machin-
ing process planning and optimisation. Researchers have shown how
signal data can be utilised to predict product conformity to quality
standards [44, 85], therefore enabling the prediction of manufacturing
errors and product quality prior to manufacturing when coupled with
signal simulation proposed here. Additionally, the machining process
stability estimation can be enhanced with a generative model substitu-
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tion for some of the physical measurements, which is a future research
direction also proposed by machining stability experts [39].

The validation of the proposed GAN model using an almost raw vi-
bration signal data, pre-processed only by domain-agnostic mean and
standard deviation normalisation, implies that the findings discussed
in this work are generalisable and relevant for other time-domain sig-
nal generation applications. The neural network architecture at the
base of the proposed model is computationally cheap at inference time.
This and the generative nature of GAN enable the development of a
machining digital twin component that simulates the underlying phys-
ical process in real-time, which is an important step towards implemen-
tation of data-driven simulation models in the development of digital
twins for Industry 4.0. The proposed analysis methodology utilising
the style-based input disentanglement enables a reductionist approach
to the model’s performance analysis, and the generative uncertainty
metrics based on the generator sensitivity presented in this work in-
crease the model’s transparency and interpretability. Both are impor-
tant barriers to the widespread adoption of complex models in the
industrial context [50].

The conditional component of the proposed GAN is naturally ex-
tensible to simulation of longer signals via autoregressive model based
generation, i.e. the inclusion of signal history as a conditioning input
to the generator. The use of recurrent neural network layers might also
prove beneficial for this extension of the generator network. Condition-
ing can additionally be applied for adoption of the proposed model to
a signal transformation problem, e.g. for prediction of cutting forces
from the vibration signals, similar to the image style transfer idea [49].

A real world implementation would likely be limited in terms of
data availability due to the relatively high cost of acquisition of non-
production experimental data. With the lack of data for creation of a
complete map across the various operating conditions, the approach
would have to be implemented using a limited subset of these con-
ditions. An attentive consideration of the sampling efficiency of true
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data would thus be important in the optimisation of the model’s abil-
ity to learn with fewer data. This could also be remedied by a hybrid
data generation approach that assembles the training and validation
datasets using any existing expert- or physics-based models comple-
mented with the real world data.

The problem of data scarcity in the context of machine fleet de-
ployment is the topic of the next chapter, which builds on the mod-
elling approach presented above to propose a solution that leverages
the knowledge already embedded in an existing process model in the
modelling of a process from another domain.



Chapter 4

CycleStyleGAN-based
knowledge transfer for a
machining digital twin

4.1 Introduction

The widespread digitalisation within the transition towards Industry
4.0 creates a drive for flexible and efficient data-driven simulation mod-
elling. The existing simulation solutions frequently lack the required
flexibility and integration access to be effective in a heterogeneous and
dynamic environment of the interconnected cyber-physical systems.
Nevertheless, the knowledge contained within these costly models is
often valued at a very high price. The efficient use of this knowledge is
therefore an important concern for any business employing such sim-
ulations.

The work presented here proposes a solution for extraction of the
knowledge from the existing manufacturing simulation tools applica-
ble both to physics-based and to data-driven source models, thus en-
abling business cost optimisation. The proposed approach implements
a novel CycleStyleGAN domain adaptation model by introducing the
style-based signal representation into the CycleGAN framework. The

61
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sections below present an evaluation of the effectiveness of the pro-
posed knowledge transfer method and its comparison to an incremen-
tal learning approach validated under identical conditions. A proposed
use case of the developed model for manufacturing process optimisa-
tion is also discussed in section 4.4.

4.2 Materials and Methods

4.2.1 Milling Vibration Datasets

The physics-based model introduced in section 3.2.1 accepts several
variables that influence the deterministic simulation, including ma-
chining parameters that can be controlled during the metal cutting
process configuration and parameters that are dependent on the work-
piece material, machining tool, and the manufactured product char-
acteristics. Three datasets are created for the experiments presented
in this chapter. Dataset 1 represents source domain data. Datasets
2 and 3 correspond to the target domains that differ from the source
domain, respectively, either slightly or significantly. The similarity be-
tween dataset 2 and dataset 1 portrays a situation of a small difference
in the environment temperature or the machined material properties
between the two domains. Dataset 3 represents a case of substantially
varied properties of the underlying signals, for example resulting from
a change of machining tool. The parameter changes made to ob-
tain the two target-domain datasets were chosen based on an empirical
comparison of the resulting datasets to the original dataset with the
purpose of introducing relatively small and large changes to dataset
2 and 3 respectively, as described above. While the resulting parame-
ter values are not directly inferred from a particular real combination
of tool and material properties, they lie within the ranges used in the
examples in [95], and are thus considered realistic.

Table 4.1 details the process simulation variables, followed by the
values used to generate the training data. The hyphens indicate the
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Table 4.1: Milling time-domain simulation parameters

Parameter type Parameter Dataset 1 Dataset 2 Dataset 3

Machining chip width b 0.004 to 0.005 - -
parameters spindle speed ω 3000 to 4000 - -

feed rate f 10.2 - -
Process- number of cutting teeth Nt 3 - -
dependent start angle of cut φs 126.9 - -
parameters exit angle of cut φe 180 - -

process dependent coefficient Ks 2250e6 1950e6 1950e6
force angle β 75 - -
x direction dynamics parameter kx 9e6 - 7e6
x direction dynamics parameter ζx 0.02 - -
y direction dynamics parameter ky 1e7 - 1.3e7
y direction dynamics parameter ζy 0.01 - -

Simulation steps per revolution 256 - -
parameters
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values used in datasets 2 and 3 that are unchanged as compared to
dataset 1. Chip width and spindle speed, which range from 0.004 to
0.005 mm and 3000 to 4000 rpm respectively, are the characteristics that
vary among the samples in a generated dataset. The produced signals
reflect the cutting tool’s displacement in the x-direction during its third
rotation, sampled at a rate proportionate to the spindle speed.

Each combination of 200 linearly spaced chip width and 200 spin-
dle speed parameter values in the given ranges yields a signal sam-
ple, resulting in a total of 40 000 signal samples in the dataset. The
only pre-processing done to this data is mean and standard devia-
tion normalisation, which is done individually for each of the pro-
cess parameters as well as for the time-domain signals. The valida-
tion dataset, which includes 40 000 samples, is created using the same
method but with the process parameters moved half a step, i.e. chip
width ranging from 0.004025 to 0.005025 and spindle speed from 3002.5
to 4002.5. All the datasets are freely accessible on GitLab at https:

//gitlab.com/EZotoff/cyclestylegan-based-knowledge-transfer-

for-a-machining-digital-twin.

4.2.2 CycleStyleGAN architecture

Following the style-based modelling approach used for vibration sig-
nal synthesis, the proposed CycleStyleGAN generators also operate on
the style encodings of the signals. The generators Gab and Gba are
thus built as ensembles of three subnetworks: the encoder, the trans-
lator and the decoder, and implement the signal translation functions
Gab : xa → xb, Gba : xb → xa. The encoder network compresses the
input signals into their style representations (Encoderab : xa → Sa and
Encoderba : xb → Sb), which are then passed onto the translator mod-
ule. This module transforms the received style vector into the target
domain style (Translatorab : Sa → Sb, Translatorba : Sb → Sa). Finally,
the decoder subnetwork synthesises the target domain signal from the
translated (Decoderab : Sb → xb, Decoderba : Sa → xa). The schematic

https://gitlab.com/EZotoff/cyclestylegan-based-knowledge-transfer-for-a-machining-digital-twin
https://gitlab.com/EZotoff/cyclestylegan-based-knowledge-transfer-for-a-machining-digital-twin
https://gitlab.com/EZotoff/cyclestylegan-based-knowledge-transfer-for-a-machining-digital-twin


Chapter 4. CycleStyleGAN-based knowledge transfer for a
machining digital twin 65

Figure 4.1: Conditional CycleStyleGAN architecture. Gab and Gba de-
note the generator networks that translate signals from domain a to
domain b and vice versa. Da and Db are the discriminators that pro-
cess domain a and b signals, both real and the ones translated into their
respective domain. The callout on the bottom shows the subnetworks
of G, using Gba as the example. Other notation: c, c̃ - real and esti-
mated process parameter values; xa (xb) - true domain a (b) signals;
x̃a (x̃b) - signals synthesised via translation to domain a (b); ˜̃xa ( ˜̃xb) -
signals synthesised via reconstruction back to domain a (b); Sa (Sb) -
style encoding of a domain a (b) signal. The different colour coding
indicates the data structures and the neural networks associated with
each domain.

depiction of the CycleStyleGAN architecture is displayed on figure 4.1.
The parametrisation of the described networks shall be explained in
section 4.2.3.

The current work implements the encoder and the translator net-
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works as deep convolutional networks with residual blocks that each
contain two convolutional layers. The decoder subnetwork is similar
to the synthesis network described in section 3.2.2 and is a deep trans-
posed convolutional network modified with skip connections (see the
synthesis network F block on figure 4.2).

The two discriminators in the CycleStyleGAN model play roles sim-
ilar to the ones seen in the Conditional StyleGAN model with a key
difference in their classification task: the networks now aim to identify
whether the signals passed to them belong to their respective domains.

Figure 4.2: Architecture of the StyleGAN generator network. "A"
denotes learned affine transformations of style components si; "AdaIN"
- adaptive instance normalisation, outputs of which are modulated by
the transformed style components.
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The adversarial losses are then formulated as:

Lwgan-gp
Gab

= − E
x̃b∼Pb

[Db(x̃b)],

Lwgan-gp
Gba

= − E
x̃a∼Pa

[Da(x̃a)],

Lwgan-gp
Db

= E
x̃b∼Pb

[D(x̃b)]− E
xa∼Pa

[D(xa)] + λgpLgp
b ,

Lwgan-gp
Da

= E
x̃a∼Pa

[D(x̃a)]− E
xb∼Pb

[D(xb)] + λgpLgp
a ,

(4.1)

where

Lgp
a = E

x̃a∼Px̃a
[(||∇x̃a D(x̃a)||2 − 1)2] and

Lgp
b = E

x̃b∼Px̃b

[(||∇x̃b D(x̃b)||2 − 1)2]
(4.2)

are the gradient penalty terms, λgp is the gradient penalty scaling hy-
perparameter, Da and Db are the discriminator networks operating on
domain a and b signals respectively, xa (xb) and x̃a (x̃b) denote the real
domain a (b) signals and the signals translated to the domain a (b)
respectively and Pa (Pb) is the domain a (b) signal distributions.

As in the case of the information loss formulated for the Condi-
tional StyleGAN, the generators are incentivised to preserve the label
information in the synthesised signals, while the discriminators are
penalised for misreading the labels encoded within the training data
samples. These targets are implemented as the following loss function
for the CycleStyleGAN networks:

Lin f o
Gab

=
1
n

n

∑
k=1
|ck − c̃k,b, f ake|, Lin f o

Db
=

1
n

n

∑
k=1
|ck − c̃k,b,real|,

Lin f o
Gba

=
1
n

n

∑
k=1
|ck − c̃k,a, f ake|, Lin f o

Da
=

1
n

n

∑
k=1
|ck − c̃k,a,real|,

(4.3)
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where

c̃k,a, f ake = Da(x̃a) and

c̃k,b, f ake = Db(x̃b)
(4.4)

are the values of parameter k predicted by the respective discriminators
based on signals translated to domain a or b.

c̃k,a,real = Da(xa) and

c̃k,b,real = Db(xb)
(4.5)

are the values predicted from a domain a or a domain b real signal,
and ck are the true parameter values.

The total losses the generator and the discriminator networks of the
CycleStyleGAN are as follows:

LGab = Lwgan-gp
Gab

+ λin f oLin f o
Gab

+ λcycleLcycle,

LGba = Lwgan-gp
Gba

+ λin f oLin f o
Gba

+ λcycleLcycle,

LDb = Lwgan-gp
Db

+ λin f oLin f o
Db

,

LDa = Lwgan-gp
Da

+ λin f oLin f o
Da

,

(4.6)

where λin f o represents the scaling factor for the label prediction error
loss, λcycle is the cycle consistency loss multiplier. λin f o = 10, λgp = 10
and λcycle = 10 are used to parameterise the network losses during
training.

4.2.3 Hyperparameter optimisation

The neural networks trained during the experiment described in this
work have several hyperparameters that configure their internal struc-
ture. The description of what these hyperparameters are and how they
are optimised to improve the performance of the models is given be-
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low. Where possible, reasonable constraints are enforced to maintain
the tractability of the hyperparameter search given the available com-
putational resources.

The number of convolutional blocks, the structure of which is de-
scribed in section 3.2.2, and the number of convolutional filters used in
each block are the main hyperparameters that determine the size and
complexity of the neural subnetworks. The generative subnetworks,
i.e. the synthesis network of the StyleGAN and the decoder of the
CycleStyleGAN, receive the number of filters equal to the respective
hyperparameter value at the initial convolutional block, that is then
downscaled after each block by the filter scaling factor. The minimal
number of filters that a block can have is defined via a hyperparameter.
The length of the signal is upscaled at the end of each convolutional
block, in a way such that the final output signal is of the target length
256. The subnetworks that process the signal in the opposite direction,
the discriminators and the CycleStyleGAN encoder, are built in a re-
verse manner. The number of filters at the last block is determined
by the hyperparameter, and this number decreases towards the begin-
ning of the network, while the length of the signal is downscaled after
each block from the input’s 256. The full list of the hyperparameters is
presented in table 4.2.

The size of StyleGAN mapping network, which is a feedforward
network with fully connected layers, is configured via its depth (the
number of layers) and breadth (number of neurons per layer). These
are fixed at 8 and 32 respectively, following the StyleGAN work [55].
The hyperparameters in GAN subnetworks with similar functions are
jointly optimised, i.e. the same value is kept between the instances of
such hyperparameters in the different networks. Following this ap-
proach, the sizes of the style vector output by the mapping network
of the StyleGAN model and by the encoder of the CycleStyleGAN are
linked. The equivalence of the StyleGAN synthesis and the CycleStyle-
GAN decoder network architectures is also maintained this way, as
well the configurations of both discriminators and the CycleStyleGAN
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Table 4.2: Model hyperparameters

Parameter type Allowed values Used value

Optimiser
Generator optimiser type SGD, Adam Adam
Discriminator optimiser type SGD, Adam Adam
Generator learning rate 0.01, 0.001, 0.0001 0.001
Discriminator learning rate 0.001, 0.0001, 0.00001 0.0001

Conditional StyleGAN generator
Mapping network M

Number of layers 8 8
Neurons per layer 32 32
Style vector size 32, 128, 256, 1024 512

Synthesis network F
Number of convolutional blocks 7, 5, 2 2
Starting number of convolutional filters 64, 256, 1024 256
Filter number scaling factor 2, 4 2
Minimal filters number 8, 64, 128 8

Conditional StyleGAN Discriminator
Number of convolutional blocks 7, 5, 2 5
Final number of convolutional filters 64, 256, 1024 64
Filter number scaling factor 2, 4 2
Maximal filters number 128, 512, 1024 512

CycleStyleGAN generator
Encoder

Number of convolutional blocks 7, 5, 2 5
Final number of convolutional filters 64, 256, 1024 64
Filter number scaling factor 2, 4 2
Maximal filters number 128, 512, 1024 512
Style vector size 32, 128, 256, 1024 512

Translator
Number of convolutional blocks 5, 11 5
Number of filters 2, 32, 128 2

Decoder
Number of convolutional blocks 7, 5, 2 2
Starting number of convolutional filters 64, 256, 1024 256
Filter number scaling factor 2, 4 2
Minimal filters number 8, 64, 128 8

CycleStyleGAN Discriminator
Number of convolutional blocks 7, 5, 2 5
Final number of convolutional filters 64, 256, 1024 64
Filter number scaling factor 2, 4 2
Maximal filters number 128, 512, 1024 512
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encoder. Another hyperparameter search space constraint adopted
from previous experiments sets the discriminator optimiser learning
rate to the value of one tenth of the learning rate of the generator.

For further optimisation of the hyperparameter search space we
start with only the 12 StyleGAN and optimiser hyperparameters, using
a single hyperparameter that defines both learning rates as described
above. The StyleGAN model is optimised based on dataset 1 using
the Hyperband algorithm [67]. This approach implies training many
differently parametrised neural network for a few epochs, selection
of the subset of best performing ones with their subsequent further
training. After multiple iterations of such selection and training, the
hyperparameter values of the best-performing network are considered
optimal. After StyleGAN hyperparameter optimisation, the remaining
non-linked CycleStyleGAN hyperparameters, which are only the two
translator subnetwork hyperparameters, are optimised using the same
approach. The hyperparameter optimisation at this stage showed the
same results both on dataset 2 and dataset 3.

4.2.4 Training schedules

The GANs presented in this study are trained until convergence, or un-
til 68 000 000 sample instances are shown to the networks, each instance
representing a single time-series picked from the training dataset. The
training data instances are fed to the network during training in batches
of 1 000 at a time, cycling through all the non-repeating batches. The
rate of improvement of the root-mean-square error (RMSE) metric is
measured and averaged over the testing dataset to determine training
convergence. Convergence is considered reached if no error reduction
is observed over the last 6 800 000 sample instances, i.e. over the last
10% of the maximal total exposure to the training data.

The Conditional StyleGAN model architecture presented in sec-
tion 3.2.2 is used in two training approaches, for brevity henceforth
called retraining and incremental training. Retraining approach im-
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plies training of a freshly initialised StyleGAN neural network on a
limited set of data from dataset 2 or 3. Incremental training is imple-
mented as a two-stage training schedule. First, a base neural network
is trained using all samples available in dataset 1. Second, a neural net-
work initialised with the weights obtained from stage one training (in
other words, a copy of the StyleGAN trained on dataset 1) is trained
on a given set of samples from datasets 2 or 3. The sets of samples
used for training the networks under both approaches are obtained by
randomly selecting a fraction of samples from the respective dataset.
The percentages of the used samples are 20%, 15%, 10%, 5%, 2%, 0.8%.

The domain adaptation training of the CycleStyleGANs is performed
using the full source domain data (i.e., dataset 1) and a subset of the
target domain data. The percentages of the used samples are 20%, 15%,
10%, 5%, 2%, 0.8%, 0.2%. The sample sets of datasets 2 and 3 used un-
der this approach are the same as the sets used for incremental training
of the StyleGAN described above.

4.3 Results

The analysis presented in this section seeks the validation of the pro-
posed CycleStyleGAN architecture as a knowledge transfer technique
under the target domain data scarcity constraint. To this extent, the
accuracies of the CycleStyleGAN model instances are compared with
the accuracies of the StyleGAN networks, thus presenting the perfor-
mance of the proposed domain adaptation method against the incre-
mental learning approach. For comparison fairness, the underlying
subnetworks of the models are parametrised identically wherever pos-
sible, and the models are treated with the same sets of samples during
training and are evaluated on the same validation data.

Each trained StyleGAN and CycleStyleGAN model is evaluated by
a generative error metric defined as the average of the mean absolute
error E between the target signals from the validation data x(cval) and



Chapter 4. CycleStyleGAN-based knowledge transfer for a
machining digital twin 73

the synthesised signals x̃, i.e. the signals created by StyleGAN from
parameters:

x̃ = G(cval) (4.7)

or translated by the a→ b CycleStyleGAN from the domain a signals:

x̃ = Gab(x(cval)), (4.8)

E =
1
m

m

∑
j=1
E(cval

j ), where (4.9)

E(c) = 1
n

n

∑
i=1
|xi(c)− x̃i(c)|, (4.10)

where m is the number of samples in the validation dataset and n is the
signal length. All models are consecutively trained as described in sec-
tion 4.2.4, starting with the highest fraction of the target dataset, 20%.
The experiment for a particular training approach and dataset is in-
terrupted if the obtained error distribution includes any points above
the model deficiency threshold. This threshold is inferred from the
generative error evaluated on the target domain validation using the
StyleGAN model obtained during stage one of the incremental train-
ing, i.e. the model trained only on the source domain dataset:

E thld =
1
m

m

∑
j=1
E thld(cval

j ), where (4.11)

E thld(c) =
1
n

n

∑
i=1

∣∣∣xtarget
i (c)− x̃source

i (c)
∣∣∣. (4.12)

For the sake of limiting the computations required to execute the
experiment, and considering that the focus of this work is on the trans-
fer learning with minimal amount of available data, we do not evaluate
the models using more than 20% of the target domain data. The error
levels of all models differ insignificantly for training runs utilising 15%
or more data. The errors are averaged across multiple training runs for
each combination of samples.
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Figure 4.3: Model error (Y-axis) plotted against the fraction of data
used for training (X-axis, log scale) the networks under the three
approaches, separated by target domain dataset. The vertical error
bars indicate the standard deviation of the model error across three
runs under the same conditions. The dashed horizontal lines on both
subcharts represent the errors E thld of the models trained on dataset
1 when evaluated against dataset 2 and 3 validation data respectively.
Any error values above the dashed lines thus indicate that the training
of a model on the target domain data yields worse results than the
application of the source-domain model (i.e. the one trained on dataset
1) used without any exposure to the target domain data.
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The training performance distributions of the models at the differ-
ent levels of target domain data limitations are presented on figure 4.3.
Dataset 2 represents a scenario of small difference between the source
and the target domains, e.g. as a result of minor variations in material
characteristics or environment conditions. Dataset 3 expresses a case of
significantly different characteristics underlying the target domain sig-
nals, for example arising from a machining tool with a different geome-
try. A model trained without any source domain knowledge performs
well on both datasets when trained using 6 000 (out of the total 40
000) or more target domain training data samples, with smaller train-
ing dataset size leading to a sharp drop in the models’ performance.
The incremental learning approach shows a similar pattern of severe
generative accuracy degradation, but below a more strict data limita-
tion constraint: 2 000 samples. The domain adaptation implementation
using the CycleStyleGAN architecture proposed in this thesis displays
different behaviour to the aforementioned approaches. The quality of
the generated signals significantly degrades only when trained on less
than 800 target domain data samples, and the degradation below this
point is smoothly approaching the E thld error level.

These results imply that the CycleStyleGAN error has an upper
bound at E thld, the target domain accuracy level of the model trained
only on the source domain data. Therefore, the reliability of this model
can be estimated from the expected difference between the source and
the target domains. The use of the source domain data during Cy-
cleStyleGAN training ensures that the model does not suffer from
catastrophic forgetting and does not overfit to the small subset of the
observed data samples, contrary to what happens to the neural net-
works trained from scratch or trained incrementally. The CycleStyle-
GAN domain adaptation is thus potentially usable with any amount of
data available at hand at a given moment and can be expected to reach
peak performance with the amount of target domain data one order
of magnitude lower than a model trained from scratch. For an indus-
trial implementation this means that, on one hand, the value of the
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knowledge extracted from the source model is not diluted during the
knowledge transfer process, and, on the other hand, that the adaptation
of the transferred information to a new process can be initiated along
with the launch of this process. For a process that requires generative
accuracy above the threshold bound, the proposed method enables a
reduction of the pre-launch data acquisition effort almost tenfold.

A simple process quality metric may be used for the illustration of
a possible application of the proposed model in manufacturing process
optimisation. The amplitude of the vibration signal is thus considered
here as a crude proxy for the machined product quality due to its com-
putational simplicity and its common association with machining pro-
cess degradation [4, 60]. Specifically, the peak-to-peak amplitude u of
a vibration signal x is measured as the difference between the maximal
and the minimal displacement magnitudes of this signal:

u(x) = max(x)−min(x). (4.13)

Figure 4.4 depicts the amplitude metric mapped across the chip width
and spindle speed value ranges for the two target domains. For both
datasets, the process parameters resulting in the minimal vibration am-
plitude are identified to within 20 spindle speed rpm. Taking into ac-
count that the full range of possible spindle speed values in this exper-
iment is 1000 rpm (from 3000 rpm to 4000 rpm), the process parameter
optimisation accuracy achieved in this case can be considered to be
high. The proposed method is not meant to effectively optimise the
machining process parameters, but serves as a short example of a use
case scenario that the generative model can be applied within.

It must be noted that the available computational power limitations
implied that the number of training repetitions in the described exper-
iment had to be limited to three for each set of training conditions. The
server that ran the computations was equipped with Nvidia Titan RTX
GPU, which handled most of the neural network training, and two In-
tel Xeon Silver 4214 CPUs. While this simplification blurs the precision
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(a) True signal amplitudes. Left: dataset 2 signal amplitudes, right: dataset 3.

(b) Amplitudes of the predicted signal. Top: dataset 2. Bottom: dataset 3

Figure 4.4: Amplitudes obtained from the true vibration signals and
from the predicted signals produced by three CycleStyleGAN models
for each dataset. White marker indicates the minimal vibration ampli-
tude.
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of the estimated model error distributions, the relatively low variation
in the models’ effectiveness provides sufficient evidence to support the
claims presented in the current work. The stability of training of the
presented models is empirically supported by the fact that not a single
training run resulted in abnormally high error rates.

4.4 Chapter summary

Manufacturing applications of GANs as a primary generative instru-
ment are very limited in the existing research literature, with most
works focussing on the data augmentation capacity of GANs, and an
even less studied area is the application of digital twin simulations in
the context of knowledge extraction for Industry 4.0.

These research gaps are addressed within the work described in
this chapter. The style-based representation of the simulated vibra-
tion signals has been shown in a previous publication to be useful
both for performance improvement and for analysis of the underlying
model [132]. Building on the GAN extensions for the transfer learning
tasks, namely the CycleGAN architecture, this dissertation introduces
the style features into the domain adaptation model via the novel Cy-
cleStyleGAN architecture.

The analysis of the performance of the CycleStyleGAN-based do-
main adaptation model proposed here displays the tenfold data effi-
ciency gain attainable due to the extraction of the knowledge from a
data-abundant domain as well as a smoother model accuracy degra-
dation associated with the data availability constraint compared to the
two naïve approaches. This implies more realistic requirements for the
application of a machining digital twin at an industrial scale. The fol-
lowing chapter reviews this problem in the context of Industry 4.0 and
proposes a use case for the knowledge transfer tool described in this
chapter.



Chapter 5

Conclusion

5.1 Summary of research and contributions

The first application of a style-based GAN for machining process simu-
lation is presented in this thesis. The work uses both the style and con-
ditional components of the GAN architecture for attainment of deeper
insights into the generative function of the neural network. A novel
sensitivity analysis approach for conditional GANs is presented and
applied to the proposed model, establishing a link between the true
accuracy and the label sensitivity of the generator network. The style
component of the GAN architecture is utilised to further advance this
analysis to the level of intermediate neural network layers, resulting in
the identification of the activation nodes that produce abnormal gener-
ative behaviour.

A purely support role of the generator is considered in most rele-
vant publications in the manufacturing domain. Being one of the first
few works that focus on the generator of GAN, the current thesis aims
to promote the use of GANs in manufacturing past simple data aug-
mentation for imbalanced datasets towards more sophisticated simu-
lation applicable to a wider range of use cases. The development of
the CycleStyleGAN model for knowledge transfer further contributes
to this aim by proposing a solution that, on one hand, reuses the value
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of the available simulation modelling resources or know-how and, on
the other hand, makes the model applicable to the deployment cases
constrained by severe data limitation.

The contributions of the work presented here can thus be sum-
marised in the following list.

1. A novel StyleGAN-based data-driven machining simulation model
is developed to be used as a digital twin component.

2. Knowledge extraction capabilities of the proposed StyleGAN mo-
del are demonstrated.

3. A data-agnostic sensitivity-based GAN evaluation approach is
proposed and its relation to the model’s generative quality is pre-
sented.

4. A novel CycleStyleGAN architecture is proposed and the evi-
dence of its effectiveness under data availability constraints is
presented.

In a real-world scenario a physics-based model would be the same
for a fleet of machines, but each machine would be operated in dif-
ferent conditions and have slightly varying characteristics. The cali-
bration of such physics-based models is time-consuming and difficult
to perform on a large scale. Therefore, while a physics-based model
might act as a digital twin simulation component, it would inevitably
have made simplifications and idealisations about the process, likely
omitting individual variations of environmental and dynamic factors
that influence the manufacturing process due to their modelling com-
plexity or computational cost. These complex phenomena are never-
theless reflected in the real process data and can thus be captured via
data-driven training of a GAN model. The physics-based model used
in the presented work acts to prepare a surrogate for the real-world
data that a digital twin is likely to have access to. The current work
thus shows not only a data-driven simulation modelling approach, but
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Figure 5.1: Proposed generator model as a part of a process optimisa-
tion flow.

also a mechanism for the incorporation of the knowledge contained
within a physics-based model into the data-driven modelling process.
Thus, the proposed method not only generates value from data, but
also effectively extracts the highly valuable knowledge from the exist-
ing physics- or expert-based simulation tools.

Control over the input machining process parameters guides the
process signal synthesis in the proposed CycleStyleGAN model. There-
fore, the model may serve as a vibration simulation tool that translates
the process parameter inputs into vibration signal outputs when com-
bined with a source domain simulation model that produces source
signals from process parameters. Such a simulation may be used for
CNC machining process optimisation and planning. Researchers have
shown how signal data could be utilised for product quality predic-
tion [44, 61, 85], enabling the prediction of manufacturing defects prior
to manufacturing. Furthermore, machining process stability estimates
may be improved by substituting generative models for parts of the
physical data, which is another future study path suggested by ma-
chining stability specialists [39]. The proposed CycleStyleGAN model
is thus usable as a process optimisation tool: by probing the model
to acquire parameter-signal pairs and evaluating the resultant process
quality based on the received signals, an optimisation process loop
would seek the optimum within the parameter space. Schematic rep-
resentation of this process flow is depicted on figure 5.1. This thesis
shows how an established physics-based or data-driven model can be
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sourced, thus extracting the value of the information contained within
the said model for further reuse. The cost-efficiency of the proposed
model is believed to be an important driver towards the widespread
use of digital twin solutions along the transition to Industry 4.0.

5.2 Model limitations and further research

The current work considers a conditional GAN with only continuous
inputs, but an adaptation of the described sensitivity analysis method
to the conditional GAN models with categorical inputs would make the
proposed technique universally applicable in GAN performance anal-
ysis. Altering the neural network architecture could also make further
insights available by further shifting the complexity of the multi-layer
convolutional interactions to other operations, such as via skip connec-
tions [48] or residual connections [43].

Future research directions include comparative evaluation of differ-
ent neural network architectures and validation of the proposed model
on real manufacturing data, as well as broadening of the scope of the
digital twin simulation with inclusion of multiple data sources and si-
multaneously modelled processes.

Hybrid machining simulation models could be further developed
by fusing the physics-based data with the sensor readings collected
from a live process. The machining datasets composed may be useful
for future work in this direction and are available via https://gitlab

.com/EZotoff/conditional-stylegan-digital-twin for the dataset
used in chapter 3 or at https://gitlab.com/EZotoff/cyclestylegan
-based-knowledge-transfer-for-a-machining-digital-twin for the
datasets composed for the experiments presented in chapter 4.

A drawback of the CycleStyleGAN model architecture, as compared
to the StyleGAN, is its higher computational resource requirements.
The mirrored GAN structure uses approximately double the memory
and double the computations during training. While these differences

https://gitlab.com/EZotoff/conditional-stylegan-digital-twin
https://gitlab.com/EZotoff/conditional-stylegan-digital-twin
https://gitlab.com/EZotoff/cyclestylegan-based-knowledge-transfer-for-a-machining-digital-twin
https://gitlab.com/EZotoff/cyclestylegan-based-knowledge-transfer-for-a-machining-digital-twin
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are negligible for a trained model due to the efficiency of the neural net-
works at inference time, the training process computations are twice
as costly. Although the costs of computational hardware are incom-
parable to the manufacturing process expenses in most cases, certain
high-volume low-value production industries might find the computa-
tional overhead exceeding the expected value of such simulation model
adaptation. Such businesses, having relatively lower data acquisition
costs, can be expected to be able to effectively employ machine learning
models without the need for transfer learning.

Possible extensions of the proposed domain adaptation approach
may consider inter-task transfer learning. For example, the prediction
of the machining cutting forces from the vibration signals may use-
ful for downstream process analysis. Another research gap the explo-
ration of which might lead to improved generative performance of the
underlying model is the specialised subnetwork architecture. The cur-
rent literature presents multiple options for structuring of these neu-
ral networks, but a comparative analysis of the performance of these
architecture choices is yet to reach the science community. Linked
to this is the application of sophisticated neural network architecture
search approaches. An extension of an advanced method like the ES-
HyperNEAT [91] might aid not only the hyperparameter optimisation
of a pre-defined network structure, but also in discovery of a novel
composition of the neural network.

The practical goal of these research endeavours would be the appli-
cation of the data-driven modelling and simulation tools for a highly
autonomous manufacturing analytics and optimisation suite, such as
the one concisely depicted on fig. 5.2. And while the computational
and decision-making abilities necessary to run such a technological
ensemble on industrial scale seems to currently lie beyond the capa-
bilities of the existing AIs, the work presented in this thesis intends to
advance the scientific thought towards their wide applicability among
the manufacturing enterprises.
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Figure 5.2: Target manufacturing analytics process flow
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