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ABSTRACT 

 

Many approaches exist for analysing fact checking for fake news identification, which is 

the focus of this thesis. Current approaches still perform badly on a large scale due to a 

lack of authority, or insufficient evidence, or in certain cases reliance on a single piece of 

evidence. 

 

To address the lack of evidence and the inability of models to generalise across domains, 

we propose a style-aware model for detecting false information and improving existing 

performance. We discovered that our model was effective at detecting false information 

when we evaluated its generalisation ability using news articles and Twitter corpora. 

 

We then propose to improve fact checking performance by incorporating warrants. We 

developed a highly efficient prediction model based on the results and demonstrated that 

incorporating is beneficial for fact checking.  Due to a lack of external warrant data, we 

develop a novel model for generating warrants that aid in determining the credibility of a 

claim. The results indicate that when a pre-trained language model is combined with a 

multi-agent model, high-quality, diverse warrants are generated that contribute to task 

performance improvement. 

 

To resolve a biased opinion and making rational judgments, we propose a model that can 

generate multiple perspectives on the claim. Experiments confirm that our Perspectives 

Generation model allows for the generation of diverse perspectives with a higher degree 

of quality and diversity than any other baseline model. 

 

Additionally, we propose to improve the model's detection capability by generating an 

explainable alternative factual claim assisting the reader in identifying subtle issues that 

result in factual errors.  The examination demonstrates that it does indeed increase the 

veracity of the claim. 

 

Finally, current research has focused on stance detection and fact checking separately, we 

propose a unified model that integrates both tasks. Classification results demonstrate that 

our proposed model outperforms state-of-the-art methods. 
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Chapter One: Introduction 

 

 

1.1. Background and Rationale 

 

The growth of social media platforms such as Facebook and Twitter has accelerated the 

dissemination of false information. The study of how and why rumours and false 

information spread on social media have become increasingly relevant, as social media is 

a primary source of information dissemination. False information has the potential to 

influence an individual's or society's perspective on specific issues. False knowledge 

propagation has a number of negative consequences, most notably in the fields of politics, 

economics, and finance[1], [2]. We focus on fake news in this work because it is one of 

the domains where the greatest need exists and continues to exist as a result of the massive 

amount of online content that leads people to see and share information that is partially or 

entirely false based on social media data (e.g., Twitter) or other online sources. 

 

There are different subtasks for false information detection to handle this problem: stance 

detection, fact checking, and rumour detection. First of all, stance detection [3]–[6] is the 

automatic categorization of the author's attitude toward a target into agreed, disagreed, 

discussed, or unrelated. Fact checking [7]–[9] is the task of verifying the claim, whether 

it is true or not.  When a specific argument needs to be validated based on multiple 

evidential records, it may apply to the stance detection task, which is generally formulated 

as a multi-task classification issue. On the other hand, rumour detection is A system that 

identifies early-stage posts whose veracity is in doubt and alerts users that the information 

may be false by categorising posts as rumour or non-rumour when the information is 

unverified at the time of publishing. Social media posts are inputs, and a classification 

system is used to classify them [10], [11]. 

 

Early methods rely on feature engineering [12] that uses hand-engineered features like N-

grams, part-of-speech, and sentiment features, which is time-consuming. Current research 

applies deep learning-based methods [7], [13], [14], which demonstrates performance 

improvements without the necessity to discover handcrafted features [15], [16]. Results 

obtained by deep learning-based methods are better than those obtained using feature 

engineering for solving false information problems, e.g., Recurrent Neural Networks 

(RNNs) for representing sequential posts and user engagements for twitter rumours [10], 

[11], [17], [18], Convolutional Neural Networks (CNNs) for capturing local features of 

texts and images [19], and Generative Adversarial Networks (GANs) [20] for capturing 

deceptive writing style features. In general, enormous datasets are required for deep 

learning models to capture additional characteristics and features, and deep learning 
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models lack a clear interpretation of the result due to their black-box nature and undue 

complexity. 

 

Despite the recent advances with false information detection technology and the 

application of deep neural networks, several practical issues have yet to be fully addressed, 

and there are still some challenges, as illustrated in figure 1.1. 

 

Figure 1.1:  An overview of challenges in detecting false information  

 

Firstly,   there has been little attention paid to limited labelled evidential data and the lack 

of evidence for emerging claims, which makes it difficult to verify claims using knowledge 

bases, especially new claims. Every second, a vast amount of data is created and made 

available on the web in multiple domains in this era of constantly spread data.  As newly 

emerging claims checking is the first step toward mitigating rumours' negative effects, such 

as false beliefs and bias public opinion regarding social and political decisions, it is 

necessary to address this challenge by enhancing the generalisation performance of models 
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that address the scarcity of evidence for emerging claims (unseen posts).  Model 

generalisation is the process of transferring a model trained on a source domain with a large 

amount of labelled data to a target domain with a scarcity of labelled data. The 

disadvantages of prior methods include their inability to be applied to new data sets as they 

train their models on domain specific information as in Gravanis et al. [21].  This 

complicates the process of adapting their methods to a new claim (emerging rumours). As 

a result, a novel methodology for verifying the veracity of claims against unseen 

authoritative sources is required, improving the generalisation performance and 

transferability of false information detection models to new machine learning models' data. 

Domain generalisation's goal is to combine knowledge from multiple source domains into 

a single model that can generalise well to unseen target domains where a large number of 

claims are made quickly and without evidence at the time of posting. Chapter 4 proposes a 

novel model to address this issue. 

 

Secondly, a lack of sufficient data will adversely impact the overall performance of fact 

checking models.  One of the major challenges for fact checking is to understand the correct 

label of a claim against the knowledge base (or evidence) and how the conclusion is 

reached.  Even though the relevant evidence has a significant role in deciding the claim's 

factuality, if the relationship between the claim and its relevant evidence could not be 

detected correctly, the wrong decision of factuality could result from  insufficient evidence. 

The majority of current systems depend entirely on evidence to determine the relationship 

between the argument and the evidence, resulting in incorrect fact labels. For instance, 

works in which FEVER has been used to conduct experiments[8]  and which rely solely on 

available evidence.  In other words, when a model is unable to explain the evidence clearly, 

it is less likely to perform well. Therefore, it is necessary to resolve insufficient evidence 

by acquiring additional clarification (e.g., warrant) to assess the claim's credibility where 

warrant is a logical inference statement that acts as a link between the claim and the 

evidence to extract supportive sentences.  The solution to this problem is proposed in 

chapter 5. 

 

Thirdly, related to the second challenge, the shortage of labelled data for additional 

warrants poses a challenge to the performance of models. Despite the importance of 

additional information (warrant) for comprehending and correctly linking a claim to 

evidence, the absence of labelled warrant data creates a problem for fact checking in 

determining the claim's factuality. Manually annotating data and managing labels to extract 

or locate this data is a time-consuming process. As a result, it is essential to resolve the 

shortage of labelled data to maximise the benefits of deep learning. It would be helpful to 

prompt the development of a model capable of generating this type of information to 

overcome data scarcity.  An algorithm can then check the claim's veracity without the need 
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for external evidence, and this is expected to address the scarcity of the annotated data and 

the continuity of publishing new and unseen information. This challenge is discussed in 

chapter 6. 

 

The fourth difficulty is related to the possibility that evidence will change over time, 

necessitating the establishment of a mechanism for correcting written claims that are 

refuted or only partially supported by evidence. Fact checking entails classifying assertions 

as true or false without rewriting them to be more consistent with the retrieved evidence. 

Fact checking models face a challenge due to the scarcity of datasets containing claims and 

their corrections. This creates an issue: the reader's inability to discern subtle issues that 

result in factual inaccuracies. A novel model for the generation of factual claims with re-

purposed data, is proposed to address this issue and provide an explanation for the faculty 

claim decision. Chapter 7 examines a framework for resolving this problem. 

 

The fifth challenge is the shortage of data from alternative perspectives (viewpoints), 

which often contributes to biased labelling. Rather than analysing an argument from a 

single viewpoint, it should be analysed from a variety of angles and their respective 

attitudes toward it. The internet contains several sources of content, including news 

websites, blog posts, social media platforms, and message boards. Despite the abundance 

of useful knowledge available from various sources, manually extracting perspectives is 

extremely difficult. Existing methods for verifying social media posts were evaluated over 

existing data (i.e., the claim's information is easily accessible).  

 

Due to the difficulty of identifying replies related to the claim and other potential 

alternatives, the current approaches are biased due to the lack of consideration of alternative 

viewpoints. As a result, verifying statements made using various data sources is restricted 

compared to data generated during real-world related replies. This complexity is magnified 

for fact checking models and deep learning models since they require large amounts of 

manually labelled training data. To fix the bias problem, where the only evidence is 

considered, and to maximise the benefits of deep neural network algorithms, it is critical to 

overcoming data scarcity from other perspectives.  There is a need to generate a diverse 

range of perspectives from trustworthy sources to evaluate the veracity of a claim to 

eliminate the biases and the scarcity of relevant perspectives.  The generated claim must 

draw a more accurate inference from the evidence, which is unambiguous and correctly 

summarises the evidence. No early works have used generation tasks to produce factual 

claims that could interpret the rationale for a claim's veracity. Chapter 8 examines a strategy 

for resolving the situation. 
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A further challenge, challenge 6, is that most existing approaches for false information 

detection are dedicated to an individual task, i.e., fact checking and stance detection as 

separate models, rather than a combination of them. For example, given a claim with 

several documents and each document with a particular stance toward the claim, the stance 

detection task is an earlier phase for claim factuality detection. With separate training for 

the sub-tasks of false information detection, it is challenging to treat them separately while 

highly correlated. A model that considers different stances to detect a claim's veracity is 

required to address this. Chapter 9 discusses a possible model for resolving this issue. 

 

The last challenge, challenge 7, the existing literature does not conceptualise bipolar 

argumentation and truth discovery as a single construct containing contradictory 

information. Bipolar argumentation is an extension of Dung's argumentation framework 

[22]. A bipolar argumentation encompasses both attacks and supports between arguments 

[22]. Despite the highly related connection between truth discovery and bipolar 

argumentation, none of the literature works reframes truth discovery to investigate 

argumentation-based Truth Discovery. The ninth chapter looks at a strategy for dealing 

with the situation. We propose argument-based truth discovery as a possible solution for 

combining stance detection and claim veracity detection. Thus, investigating each claim 

independently concerning the same target's topic may result in the same label for 

contradictory claims.  

 

By addressing these limitations, this thesis contributes to the field of false information, 

with a focus on fake news. The following section discusses the research questions that 

need to be addressed to produce an automated false information detection framework. 

 

 

1.2. Research Questions 

 

To address the challenging research issues discussed in the previous section, we formulate 

many research questions and hypotheses. 

 

RQ 1. Can we improve the state of art performance for emerging claim verification? 

H1. For new/emerging claims, the ability to extend the existing framework to new 

contexts or handle new data needs to be demonstrated. We hypothesise that the 

writing style (the linguistic properties of claim) could provide richer information 

and guide the fact checking tasks to classify the type of information as false or 

true, without the relevant evidence. We hypothesise that subjective and biased 

languages generate more false claims and vice versa and that detecting the writing 

style improves the model's performance. 
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RQ 2. To what extent can external knowledge, such as a warrant, aid in fact checking 

performance improvement? 

H2. To address this research question, we hypothesise that if a warrant could connect 

the evidence and the claim, i.e., provide the rationale for supporting the claim, 

they can be used to improve false information detection performance. 

 

RQ 3. How to generate high quality and more diversity warrants? 

H3. To answer the research question, we believe that contextual information can be 

incorporated into deep learning through the use of natural language processing 

techniques such as Rhetorical Structure Theory, which is a language-independent 

descriptive theory of text organisation and discussed in detail in section 2.3.6, and 

causality for improved warrant generation. Also, it is possible to improve the 

diversity and quality of warrants by fine-tuning a pre-trained Language Model 

(BART) using Multi-Agent Network reinforcement learning. 

 

RQ 4. To what extent does the generation of factual claims, as explanation for the reason 

behind the decision, affect false information detection performance? 

H4.  We use factual claim generation to aid in the detection of false information. 

Rather than verifying the claim using evidence that may contain a great deal of 

information about a variety of different topics or targets, we hypothesise that a 

factually generated claim contains more concise information about the claim to 

be verified. 

 

RQ 5. Does incorporating common-sense knowledge improve the performance of deep 

learning to generate several relevant candidate perspectives for a given claim? 

H5. To avoid biases, we try to produce many perspectives that could be used later to 

retrieve relevant evidence from search engines to predict the claim's credibility. 

Thus, if the stance detection is performed for all claim-perspectives pairs, and then 

the decision of factuality is taken, the issue of unlabelled perspectives will be 

addressed. We propose that encoding claim-aware common-sense during 

perspective generation improves the diversity and quality of generated warrants 

and outperforms current models. 

 

RQ 6. To what extent would combine the sub-tasks of false information detection, such 

as stance detection and veracity checking, improve its performance?  

H6. Combining fact detection with stance detection tasks can improve the 

performance of claim credibility detection. 
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RQ 7. To what extent can the bipolar argumentation framework be a potential solution 

for multitask truth discovery problems and improve false information detection 

performance for conflict claims?  

H7. For conflict sources with uncertain authenticity, mapping the truth discovery 

network to the bipolar argumentation framework helps find the believable fact 

amongst conflict information. 

 

 

RQ1 is addressed in chapter 4 of this thesis, whereas RQ2 is discussed in chapter 5. RQ3 

is presented in chapter 6, RQ4 is covered in chapter 7, RQ5 is addressed in chapter 8, and 

chapter 9 concerns RQ6 and RQ7. 

 

 

 

1.3. Thesis Overview  

 

The rest of the thesis is organised as follows. Chapter 2 discusses concepts of false 

information and deep neural networks. Chapter 3 reviews related works for false 

information detection.  Chapter 4 investigates the importance of linguistics features for 

fact checking to generalize to unseen data. Chapter 5 focuses on leveraging warrant and 

fact information to solve the poor performance problem in fact checking. Chapter 6 

propose models to generate argument components (warrant).  Chapter 7 discusses the 

factual claim generation. The means to overcome the bias problem, i.e., by generating 

perspectives, are discussed in chapter 8. Chapter 9 explores the means to integrate the sub-

tasks for false information detection. The conclusion and future works are discussed in 

chapter 10. 
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Chapter Two: Fundamental Concepts 

 

 

 

This chapter describes the background of false information and its detection. Initially, we 

present various definitions of false information offered by scholars in different domains, 

such as computer science, to understand this type of information better.  Also, we discuss 

some characteristics of false information and circulating on the web and social media. This 

chapter also discusses false information detection, natural language processing for false 

information and detection, and deep neural network for false information detection 

 

2.1. False Information 

 

While fact checking was previously carried out manually by journalists, the internet has 

become a source of an increasing number of contentious statements from politicians, 

biased news reports, rumours, and others. The requirement for developing an automated 

model for determining the veracity of claims has increased. Since social media has risen 

to prominence as a news source, it has facilitated rumours and misinformation. The 

advancement of natural language processing and information retrieval technologies and 

the availability of datasets enable the automation of fact checking.  

 

 False information is classified [23] into two primary categories based on the publisher's 

intent: misinformation and disinformation. Misinformation is the unintentional 

dissemination of false information, for example, misinterpretation of factual information 

and subsequent delivery of it with different facts [24]–[27]. Disinformation is the 

dissemination of false information with the intent of deceiving the reader, such as 

advertisements, campaigns, and influencing individuals' or society's public attitudes and 

beliefs [28]–[30]. According to its content, published material can be classed as either 

opinion-based or fact-based. While opinionated content reflects the subjective 

perspectives of individuals, faked reviews are considered false information. In the news 

domain, when a fact is fabricated or contradicts previously trusted information, this is 

known as fake news, and it is the primary target of our work. It is categorised in one of 

the following ways: 

 

• Propaganda is the practice of deceiving the public for political purposes [31]. 

• News fabrication is true statements are altered in such a way that their meaning and 

intent are altered, convincing people that they are legitimate [32], [33]. 

• Imposter content is when authentic sources are impersonated by fabricated ones. 
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• Satire or parody which has no malicious purpose yet has the capacity to deceive. 

The primary distinction between satire and parody is that satire employs humour, 

irony, exaggeration, or ridicule to expose and criticise people's stupidity or vices, 

whereas parody employs deliberate exaggeration for comic effect. 

• Manipulated content is evidence that has been altered.  

• Advertising is a strategy for bringing products or services to the public's attention, 

primarily through paid advertisements. Public relations is a form of strategic 

communication that focuses on the establishment of mutually beneficial 

relationships between businesses and their customers. 

• The term "false content of connection" refers to irrelevant content or a title that is 

unrelated. 

• The term "conspiracy theory" refers to a situation designed to arouse public outrage 

for political purposes [34]. 

• A hoax is the spread of false information under the guise of fact.[35]. 

• Biased information that is overwhelmingly slanted in one direction [36], [37]. 

• Rumours are unconfirmed information at the time of posting [38] 

• Clickbait is content created with the primary goal of capturing visitors' attention 

and convincing them to click on a link to a specific web page [39]. 

 

2.1.1.  Who Spreads False Information and Why? 

 

One reason for spreading false information is to be the first to publish, regardless of the 

information's validity, to increase the publisher's views. Another reason could be to enable 

a large audience to receive the same information quickly to accomplish political objectives 

[30], [40], [41]. Others attempt to increase social media interaction to disseminate false 

information by sharing or interacting via liking, disliking, or commenting, thereby 

increasing the likelihood of seeing more users [42]–[44].  

 

False information is difficult to detect, and it spreads rapidly due to its credible and 

legitimate appearance, and people are poor judges of false information [45], such as 

hoaxes and fake reviews. Even if the motivation for disseminating false information is 

benign and not deceptive, it is still harmful because the reader receives it as factual 

information. Individuals with a higher level of education, experience and those who work 

in the media are more likely to be good judges of false information [46]. 

 

Numerous studies have been conducted to determine the impact of false information, 

including Facebook posts [47], [48], and articles on Wikipedia [35]. The primary issue 

with spreading false information is that it initially appeared to be true [49]. This 
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information has a detrimental effect on a variety of areas, including terrorist activity [50], 

[51], obstructing response to natural disasters [52], and the stock market [53]. 

Additionally, it has been detrimental to marketing [42], entertainment [44], and the 

excitement surrounding an idea, individual, or organisation [54], as well as increased 

advertising revenue for websites [55], as well as advancing a particular entity's agenda 

[56]. 

 

According to Zannettou et al.  [57], several actors are critical in the propagation of fake 

news: 

• Bots [58]: automated applications that generate false information based on fake 

accounts.  

• Criminal/Terrorist Organizations [59]: terrorist and extremist groups use social 

media to spread false information resulting in terrorist actions.  

• Activist or political organizations [60]: political parties which disseminate false 

and untrue information, promoting their organisation or downgrading other 

competitors. 

• Government [61] shares fake news to change public opinion on specific political 

issues.  

• Hidden paid posters and state-sponsors trolls [62], [63]: a group of people post 

false information that serves an agenda to influence public opinion of social or 

business matters  

• Tendencies. This type of actor has the same profit purposes as bots. 

• Journalist [64]: people share false information to either the online or offline world 

to increase their popularity. 

• Useful idiots [65]: users who fabricate false information to strengthen the 

effectiveness of the organization's marketing campaign.  

• True believers and conspiracy theorists [66]: when people share false information 

unconsciously.  

• The individual who receives false information. Users create fake information for 

commercial and/or personal benefit.  

• Trolls [67]aim to do things to annoy or disturb other users and share false 

information to provoke or annoy other users. 

 

2.1.2.   False Information Characteristics 

 

Various researches have been conducted to examine the characteristics of false 

information, which can be of assistance in determining the legitimacy of the propagated 

information, including fake reviews [68], fake news [69], and hoaxes [35]. Numerous 
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studies describe the characteristics of false information to differentiate it from genuine 

information, e.g., textual content, temporal features, ratings, references, and user 

properties. 

 

As a guide for determining its veracity, a large body of literature analyses the textual 

characteristics of false information [48], [49], [70]. Rubin et al. [71] examined satire and 

discovered that it contains fewer words than real news and fewer technical and analytical 

words, while others examined fake news and discovered that it contains fewer nouns and 

more verbs, particularly on social media [69]. Others demonstrate the use of more 

ambiguous and hedge words to express false information [72]. 

 

Apart from textual body characteristics, some studies, such as Kumar et al. [35], 

concentrated on the characteristics of the false information creator. According to their 

analysis, hoaxes created by registered accounts contain a high volume of text but few 

references. Automated accounts that quickly spread the rumour are primarily bots [30], 

[73]. 

 

 

2.2. False Information Detection  

 

The process of fact checking involves comparing a claim to relevant evidence and 

determining its truthfulness. Stance detection identifies each document's stance 

concerning the claim and then predicts the claim's factuality by aggregating the strength 

of the stances while considering the source's credibility[74]. It is often argued that 

objective articles are more likely to generate valid claims than subjective articles (or 

articles that contain false information) [9], [75], [76]. For instance, Mukherjee & Weikum 

[77] argue that in an objective article, if a claim's objectivity score (based on facts and 

observations) is greater than its subjective score (influenced by personal feelings), the 

claim is more likely to be true, and vice versa. 

 

Argument mining techniques aid in the comprehension of the relationships between 

claims and other relevant data, such as evidence [78]. In the ever-changing environment 

of social media, the presence of argumentative features can aid scholars in their efforts to 

combat rumour spreading, identify fake news, and cite sources. Automatic argument 

evaluation has the potential to reduce the spread of rumours, accelerate the identification 

of fake news, and ultimately improve the quality of public political discourse [79]. 

 

Potthast et al. [36] classified the literature on fake news detection into three categories: 

content-based, context-based, and style-based, overall, content-based mechanisms are the 
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only ones that are likely to result in objective determination, whereas context- and style-

based mechanisms are likely to be less reliable.. Certain approaches combine content-

based and context-based methods; for example, GAN-based detection models [80], RNN 

[17], hierarchical neural networks [81], and graph neural networks [82], [83] consider the 

information contained in text bodies and user profiles when detecting false information. 

This section reviews existing methods for detecting false information, emphasising the 

three types of methods. 

 

2.2.1. Content-based Methods 

 

The simplest way of identifying false information is to examine the veracity of claims 

made in news and information. Content-based approaches are frequently referred to as 

fact checking. It presents criteria for judging the truth of a claim that validates one piece 

of evidence. For instance, a claim is false if the content has contradicted fact, or the content 

claim is worded in such a way that it omits to disclose the true content indicated in the 

evidence article. 

 

There are several concerns for content-based fact checking, like depending heavily on 

expressive features such as Term Frequency and Inverse Document Frequency (TF-IDF) 

features [84]. Karadzhov et al. [85], depending on ground truth as a credible source like 

google engine, applied LSTMs set on retrieved results to enrich SVMs and multilayer 

perceptron to detect the factuality. Evidence is extracted by searching from trusted 

websites to verify news based on the claim queries method. A dataset consisting of 992 

sets of tweets is used for experiments. Despite satisfactory results by following question 

answering, which needs generating queries and selects the best snippet than the best 

sentences, it is incredibly important to get the final factuality label. The system has the 

benefit of not depending on highly engineered features. In this automatic system, the 

information they gain comes from the Web, the accuracy may be affected according to 

how much the retrieved snippet is relevant and to what degree the sources are trusted. 

 

Recently, there is much Content-based approaches concerning false information checking; 

for example, 63% of accuracy has been achieved by applying the discourse feature 

similarity in Rubin et al. [32]. Support Vector Machine (SVM) shows promising results 

when implemented on the BBC, the 20 Newsgroup and other news datasets [86], [71], 

obtaining 94.93 %, 97.84 % and 90 % accuracy, respectively. Conflicting views are studied, 

where the accuracy reached 84 % [87]. Harmonic Boolean label crowdsourcing algorithm 

is applied with 99 % accuracy [88]. Ahmed et al.’s work [89] employs N-gram analysis 

with ML methods, reaching 90% accuracy. Attention-based long-short memory network is 

used in Long et al. [90], outperforms Yang et al.’s work [91] where the convolutional neural 
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network is applied and evaluated Fake news dataset benchmark FND, with 41.5 % 

accuracy. Guacho et al. [92] applied the content-based FND method with 72 %, 61.3 %, 

and 70 % accuracy for three datasets, two datasets provided by [70] and [93], and the third 

is their fake new dataset. In Ozbay & Alatas [94], the adaption of the two metaheuristic 

algorithms, the Grey Wolf Optimization (GWO) and Salp Swarm Optimization (SSO) 

show promising results compared to the state-of-the-art.  

 

2.2.2. Context-based Methods 

 

In contrast to content-based methods, which consider a claim's veracity regardless of the 

other posts or responses to it. Context-based methods take into account additional 

characteristics, such as those described by Hanselowski et al. [95], user profiles and their 

credibility [96]–[98], and the relationship between a claim and the stories that interact 

with it (e.g., commenting) [69][99][100] [49].  

 

Network-based methods are also referred to as context-based methods, depending on their 

application, which can be static or dynamic. Static networks of users (created or derived 

from) on social media in terms of interests, topics, relationships, and dynamic networks 

created through the propagation of false information provide numerous credibility 

features. Methods based on networks [43], [55], [97], [98], [101] analyse networks in 

general to determine the transmission subtree, depth, degree distribution, and clustering 

coefficient. Existing network metrics are used to determine the difference between true 

and false information; for example, Jin et al. [43] use conflicting social viewpoints in a 

credibility propagation network to automatically verify microblog news. 

 

Recurrent/Recursive Neural Networks (RNNs) are used to represent sequential posts and 

user engagements [10], [11], [17], [102] and tweet propagation data. In Ma et al.'s [10] 

system, fake news propagation is represented by RNNs composed of bottom-up and top-

down tree-structured neural networks trained on user properties and profiles. Ruchansky 

et al. [17] developed a Capture-Scoring-Integrated (CSI) model consisting of three 

components: The Capture module uses LSTM to extract textual information about a user's 

pattern of temporal engagement with an article. While the Scoring module detects all 

users' source characteristics, the combination of article representation from the first 

module and user information from the second module occurs in an integrated module. The 

relationship between news creators and subjects is deduced using an RNN model [102]. 

The LSTM algorithm is used to extract temporal textual characteristics (time-series 

events) from Twitter rumours. Even this system can learn without extensive manual 

training; hidden representations of these networks take a long time to detect dynamic 

structures [11]. 
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Context models, particularly stance-based models, attempt to represent users' social 

responsibility in terms of stance to predict how the news will be perceived [87]. At the 

same time, content-based approaches make use of linguistic characteristics to alert users 

to false information [36].  

 

2.2.3. Style-based Text Classification 

 

Generally, in style-based methods, the propagated information is delivered via a short text, 

story, or article, and the writing styles, such as lexical, syntactic, and topical features, are 

the primary features used to detect false information [103]–[105], for example, emotional 

features, keywords, and message tenses [103]. Castillo et al. [103], [104] demonstrate that 

longer textual content is more likely to be correct than shorter textual content. Kwon et al. 

[106] discovered that veracity checking requires cognitive and action words, negating 

words, and sentiment analysis. Pérez-Rosas et al. [69] noted additional distinguishing 

characteristics such as readability, N-grams, punctuation, and syntax, as well as 

psycholinguistic characteristics, such as a part of speech (POS) [107], first/second person 

pronouns [1], and topic and user topic features [108]. Prior research has established that 

n-grams are an effective feature for detecting fake news, and the majority of prior work 

on fake news detection has concentrated on POS features. Additionally, when readability 

features are incorporated into our proposed model for fake news detection, additional 

improvements are achieved. 

 

Fake news articles are deceptive texts depend on the written style  [109]. Rubin et al. 

classified fake news into three categories  that are more serious than others [110]: Serious 

Fabrications, Hoaxes, and Satire. Conroy et al. [111] emphasised the importance of 

linguistic information in detecting false information. Numerous techniques are used to 

detect fake news. Traditionally, machine learning algorithms use a predefined set of 

linguistic features and a large amount of labelled data. Others, such as Horne & Adali [70] 

and Yang et al. [112], demonstrate significant influence by using modern neural network 

models based on pre-trained word vectors and embedded representations. The style of 

writing incorporates lexical, syntactic, and structural analysis of various levels of language 

construction. Style-based text classification is proposed by Argamon-Engelson et al. [113]. 

It is based on the count of function words and part-of-speech trigrams. 

 

Numerous methods for classifying texts based on their stylistic features have been proposed 

in the literature. For example, Popat et al. [114] concentrated on manually extracted stylistic 

features such as the frequency of assertive and factive verbs, hedges, implicative words, 
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report verbs, and discourse markers. While others, such as Barrón-Cedeo et al. [115], 

focused on style markers such as character sequences and readability measures. 

  

Potthast et al. [36] used stylometric analysis to predict factuality (fake vs real), which was 

implemented for the authorship verification task proposed by Koppel et al. [116], taking 

into account specific characteristics such as character n-grams, part-of-speech, readability 

scores, and the presence of specific words. Horne and Adali's [70] study examines the 

writing style to determine the truthfulness of the information, taking into account 

readability measures for complexity scoring and specific characteristics such as negation, 

the frequency of occurrences of various part-of-speech tags, swearing, and slang words. 

They demonstrate that for authentic information, complexity is greater, and texts are longer. 

Conroy et al. [32] developed a style-based model for detecting fake news that employs 

rhetorical structure theory as a criterion for factuality. The surface-level linguistic pattern 

and the hybrid convolutional neural network for integrating metadata with text perform 

admirably [117]. 

 

The majority of deep neural networks used for style-based text classification are lexical-

based language models, which are less scalable when dealing with heterogeneous data, 

such as multiple subjects and genres. Jafariakinabad et al. in [118] demonstrate that 

syntactic models are more robust to various topics than lexical-based models. They train 

six classifiers to determine the significance of a term and 53 other linguistic characteristics 

using TF-IDF cosine similarity. Gravanis et al. [21] demonstrate that combining word 

embedding and linguistic features improves the performance of the fake news classification 

system. Martino et al. [119], the shared task of fine-grained propaganda detection at the 

NLP4IF workshop, propose a new task in which each sentence fragment contains one of 

eighteen propaganda techniques such as repetition and exaggeration. 

 

Numerous linguistic techniques exist for detecting fake news and identifying indicators of 

deception [111]. Feng & Hirst [120] employ n-gram and deep syntax features as indicators 

of deception, a hybrid approach that incorporates a convolutional neural network [117]. 

Popat et al. [114] consider stylistic features such as assertive and fictitious verbs. Pérez-

Rosas et al. and Pierri & Ceri [69], [121] discuss the most promising approaches, taking 

into account various linguistic features and weighting them differently for classification.  

 

Rashkin et al. [1] distinguish between real, satire, hoax, and propaganda using TF-IDF-

weighted words; some words appear more frequently in fake news. To classify social media 

posts retweeted from news accounts as verified, hoax, satire, propaganda, or clickbait, 

linguistically infused neural network models (Long Short-Term Memory (LSTM) and 

Convolutional Neural Networks (CNN) and word embedding) are used [122]. Specific 

information such as tweet text and linguistic bias, subjectivity, and psycholinguistic 
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markers is incorporated into the models. The authors demonstrate in this study that the 

applied model outperforms logistic regression by a significant margin. 

 

The style of the written document is an excellent indicator of the claim's veracity. True 

claims are written objectively and unbiasedly, whereas false claims are written in a 

subjective and biased manner [75]. Numerous proposed linguistic features are examined in 

[123]–[125].  

 

Earlier research has relied on various linguistic characteristics; we will use those listed by 

Popat et al. [126]: a set of assertive and factual verbs, subjective and biased words, 

vocabulary richness, and readability [115]. Sentiment, structure, bias , and complexity are 

all NELA characteristics [127]. Lexicon sources and lexicons for feature extraction include 

Wiktionary, the Linguistic Inquiry and Word Count (LIWC) lexicon [128], Wilson et al. 

[129], Hyland [130] and Hooper [131]. 

 

 

2.3. Natural Language Processing for False Information Detection 

 

Thorne and Vlachos [132] discuss NLP related tasks for fact checking, such as researching 

fake news, and textual entailment, emphasising the importance of evidence in fact 

checking techniques. Snopes (snopes.com) and PolitiFact (politifact.com) are two 

examples of fact checking websites used to identify false information using evidence. 

Certain works incorporate an NLP component for stance detection; for example, Saikh et 

al. [133] combined textual entailment with stance classification using statistical machine 

learning and deep learning approaches. 

 

In NLP applications, text representation is the main task for text classification, i.e., labels 

to the represented text. Also, there are several NLP tasks strongly related to false 

information detection. We first introduce deep learning components, such as word and 

character embedding, sequence encoder, and the attention mechanism, that form the 

modern basis to process textual information. Then we describe linguistic features that are 

widely used in the natural language processing community. 

 

 

2.3.1. Natural Language Inference 

 

Textual entailment is a directional relation between text fragments and their approaches 

require textual evidence for fact checking, meaning this technique can only work when text 

evidence is provided. To judge which claim is true and not, textual entailment models 

recognise a relationship between a claim and relevant evidence. Thus, textual entailment is 
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critical in determining whether an evidence text implies a hypothesis. The effectiveness of 

rule-based generators was demonstrated by including noise data and adversarial loss during 

optimization [134] on Standard Natural Language Inference (SNLI) training [135]. To 

develop a rich representation of statement pairs and to detect their relationship, a machine-

learning technique called an "ESIM" was used [14], [136]. The majority of inferences 

requiring lexical knowledge are made using MultiNI (Multi-Genre Natural Language 

Inference) [137]. We use the entailment metric as a rewarder in chapter 5 to select the best 

warrant and for perspective generation in chapter 8. 

 

 

2.3.2. Word Embeddings 

 

Text representation is critical for a large number of real-world natural language 

applications to function properly. For instance, the traditional one-hot encoding of words 

obtains no syntactic or semantic information, and models are unable to utilise information 

about word relationships. One hot encoding is a critical component of feature engineering 

for machine learning because it allows for the conversion of categorical data variables into 

new categorical columns and assigning those columns a binary value of 1 or 0. Each 

integer value is represented as a binary vector that can be used to increase the accuracy of 

prediction. Word embeddings address this issue by clustering words with similar 

meanings in the representation space, significantly improving performance. 

 

It has been discovered that representing words as vectors is beneficial for Natural 

Language Processing (NLP) tasks, because they are visually appealing, have better 

syntactic and semantic word relationships, can be subjected to use operations such as 

addition and distance measures, and are well-suited for use in a variety of Machine 

Learning (ML) algorithms and strategies. Word embeddings are dense, distributed, fixed-

length word vectors representations for words representations in a low - dimensional 

vector space. They are critical for language models because they can be used directly to 

neural network language models. Its main goal is to predict the next word based on a set 

of previous words. 

 

To obtain such representations, various approaches are used to train word embeddings 

[138], [139]. The first approach, Prediction-based Models, use SoftMax regression to fit 

bigram probabilities and is optimised using Stochastic Gradient Descent (SGD) as in 

word2vec. The second approach, Count-based Models, use the product of two low-rank 

factor matrices to reconstruct certain bigram statistics matrix extracted from a corpus as 

the well-known GloVe. 
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Word embeddings are a technique for accurately representing words by encapsulating 

their semantic content,  real-valued word representations trained on natural language 

corpora capable of capturing lexical semantics[140]. Language representation is a critical 

component of automatic models because it enables efficient methods by extracting the 

most valuable information from raw texts and transferring some task-specific features, 

such as in cross-lingual tasks [11], [141]. Various models are used to improve word 

representation, including reinforcement learning to select useful words [142]. By 

combining word embeddings and linguistic features, performance in detecting fake news 

is improved [21]. This section will discuss several recent methods for creating vector 

representations via word embedding. 

 

Word embedding is more effective at determining the semantic meaning of words, as 

demonstrated by Word2Vec and Glove, which utilise both local and global context to 

determine the contextual information for statements. Elmo and Bert [143] are two recent 

powerful pre-trained deep contextual deep word representation models on a large text 

corpus.  We represent each word in chapter 4 by using multiple word embeddings. Given 

a word w, we obtain the word vector using a variety of pre-trained word embeddings such 

as Word2vec, glove, Elmo, and FastText. 

 

2.3.3.  Word2vec 

 

It is a powerful tool for extracting word representations from corpora that use two models: 

CBOW and Skip-gram (SG) [144]. Both models are capable of capturing a word's semantic 

information: 

 

CBOW: The purpose of this model is to discover useful word representations for 

predicting the target word from the context words; as illustrated in figure 2.1, the input is 

the context words of the target word wt. Given context words, the sequence of words 

preceding and following target words based on the window size of the target word w, and 

utilising the similarity and SoftMax functions  as shown in equation  2.1 where w′ is a word 

from the vocabulary V and sim (wt, wt+j) indicates the degree of similarity between the 

current word wt and one of its context words wt+j.  

 

Equation 2.1 𝑝(𝑤𝑡|𝑤𝑡+𝑗) =
𝑒𝑥𝑝(𝑠𝑖𝑚(𝑤𝑡,𝑤𝑡+𝑗))

∑ 𝑒𝑥𝑝(𝑠𝑖𝑚(𝑤′,𝑤𝑡+𝑗))𝑤′∈𝑣
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Figure 2.1:  The overall architecture of CBOW when the window size is 2. 

 

Skip‑gram: The Skip-gram model identifies useful word representations for predicting 

the target word's context words. The model's input is the target word. As illustrated in 

figure 2.2, the target word is first mapped to a hidden layer vector representation, and then 

predicted context words are generated based on this. Similar to the CBOW model, it 

maximises the average log probability by utilising similarity and soft functions, as in 

equation 2.2 [145]. 

Equation 2.2 𝑝(𝑤𝑡+𝑗|𝑤𝑡) =
𝑒𝑥𝑝(𝑠𝑖𝑚(𝑤𝑡+𝑗,𝑤𝑡))

∑ 𝑒𝑥𝑝(𝑠𝑖𝑚(𝑤′,𝑤𝑡))𝑤′∈𝑣

 

 
Figure 2.2:  The overall architecture of skip-gram, windows size is 2. 

 

2.3.4.  Glove  

 

Word2vec's trained word embeddings capture both the semantic characteristics of words 

and their overall relatedness. However, Pennington et al. [146] point out that the Word2vec 

model only uses information from the local context window and ignores global context-

independent information, whereas the Glove model considers the global co-occurrence 

matrix [146, p. 75]. Thus, local context reflects a word's local semantic and syntactic 

characteristics; global context encodes the document's overall semantic and topical 

properties. 
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2.3.5.  Elmo 

 

This model, called Embeddings from Language Models, is used to learn how to represent 

text effectively to provide rich, context-dependent, and character-based lexicon 

representations, such as [147] Bidirectional LSTM-based language modelling. This model 

trains a bidirectional LSTM model on a large corpus using Elmo and then uses LSTM to 

generate the representations for the words. The forward LM calculates the probability of 

an input sequence and updates it based on historical observations for each token (i.e., 

previous tokens in the sequence). A backward LM determines the likelihood of each future 

token given the current token. Elmo employs a linear combination of the states of two 

bidirectional LSTM layers and the word embeddings in the input, as illustrated in figure 

2.3. To improve performance, the Elmo vector can be added to the hidden state of each 

task-specific model. These uses should change in light of two factors: the degree of 

complexity in word meaning and how grammar works and the changing language 

environment. 

 

 

 

Figure 2.3:  The overall architecture of Elmo 

 

2.3.6. Relation Extraction and Rhetorical Structure Theory (RST) 

 

RST is a framework for analysing a text's coherence. By specifying the semantic role, for 

example, a sentence for Evidence, this framework can identify the central idea and analyse 

the characteristics of the input text systematically. Then, based on its coherence and 

structure, it is determined whether it is fake news [148]. Additionally, researchers 

identified instances of deception using discourse analysis, rhetorical markers, and 

linguistics [149]. RST contributes to the generation of warrant in our work and will be 

discussed in chapter 6. 

 

Rhetorical Structure Theory (RST) is a language-independent descriptive theory of text 

organisation in computational linguistics that explains text structure in terms of the 

relationships between the speech or rhetorical elements present within a text [149]. It 
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creates a framework for portraying texts and their rhetorical links. A tree must interpret the 

text's overall structure, referred to as the RS-tree; in Rhetorical Structure Theory, the term 

"schemas" refers to the communicative functions of a text structure (RST). Using 

conceptual frameworks to represent the communicative roles of a text structure 

undoubtedly aids in the representation of discourse for argument mining. It describes 

twenty-three possible connections between textual spans. The distinction made by RST 

between the section of a text that serves as the author's primary objective (nucleus) and the 

section that serves as supplementary material (satellite) is critical when analysing 

argumentative texts (or schema) [150], [151]. 

 

Rhetorical Structure Theory (RST), sometimes combined with the Vector Space Model 

(VSM), is also used for fake news detection [32], [152] by defining the semantic role 

(rhetorical relations) for the coherence of a text. 

 

2.3.7.  Lexical Chain (LC) 

 

LC is s a written collection of related terms that span short (adjacent words or sentences) 

or long distances a sequence of words that captures a portion of the text's coherent structure 

by capturing semantic similarities between noun phrases; lexical chains are used to evaluate 

the significance of sentences [153]. Al-Khawaldeh & Samawi [154] used LCs to group 

related items into chains and then separate solid chains based on scoring criteria, with the 

chain sequence derived from a word-net and a similarity index threshold. 

 

The most semantically related terms are lexical chains: synonym, holonym, and meronym. 

The Wordnet Hierarchy and a hierarchical tree-like structure extract common senses for 

each term. Therefore, the warrant should be inextricably linked to the most robust chain of 

evidence available in our investigation. Examples of lexical chains are provided by the 

metric used to calculate the chain's score, equations 2.3 and 2.4: 

LC1= policy, rule, strategy, procedure 

LC2= features, attributes, characteristics, structures 

Equation 2.3 Score (Chain)= Length of chain× Homogeneity of chain 

Equation 2.4 Homogeneity=1-DistinctMembers/Length of chain 

 

For each chain, a vector of sentence occurrence in the chain is formed. Vi= (s1i, s2i, s3i, 

smi). For example, LC1 appears three times in sentence one, once in sentence two, none in 

sentence three, and once in sentence four: V1= (3 2 0 1). Cosine similarity is calculated 

using an equation to measure the degree of similarity between them and put the most related 

in one cluster; a sentence related to the chain's highest score is extracted. Word Senses 
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Disambiguation (WSD) Stage is determining the sense of a polysemic word in order to 

ascertain the correct meaning (sense) of each word in a text based on its context. 

 

In chapter 6 of this work, we demonstrate how to use lexical chains to capture the most 

important concepts of an article that contains pertinent information for warrant. 

 

2.3.8. Toulmin Model 

 

The Toulmin method is a technique for analysing and developing arguments that divides 

them into six components: claim, data, warrant, qualifier, rebuttal, and backing [155]. An 

illustration of this model is shown in figure 2.4. 

 
Figure 2.4:  The Toulmin Model [155] 

 

Several critical components of the argumentation Toulmin model, such as warrants, may 

aid in improving fact checking performance when determining the veracity of a claim. We 

examine its efficacy and discuss it in chapter 5. As discussed in chapter 6, identifying and 

generating implicit warrants is critical if they are implicit. 

 

Argument mining is "the automatic identification and extraction of the structure of 

inference and reasoning expressed as arguments presented in natural language" [156]. 

Habernal & Gurevych [157] identify argument mining as a method for analysing people's 

argumentation from the computational linguistics point of view and discuss the existing 

argumentation theories, and they develop a system based on the Toulmin model. 

Toulmin's arguments should be viewed as guidance to focus on the most pertinent 

statements and reasons for supporting or opposing the claim. It is composed of six 

argument components, as defined by the Toulmin Model [155]: 

 



23 

➢ Claim: The statement that is being argued to be true. For instance, that cat is most 

probably friendly. 

 

➢ Qualifiers: implies the claim's strength from the data to the warrant and may limit the 

claim's universal applicability. Generally, occasionally, in most cases, frequently, few, 

many, it is possible, perhaps, rarely, in some cases, are all words and phrases that limit 

claims and are critical for determining the truthfulness of arguments. For instance, 

students who study more often earn more than students who study less. 

 

➢ Data: Actual data has been gathered to substantiate the perspective (claim). It contains 

persuasion declarations that add clarity to the claim and demonstrate its truthfulness, 

such as proof, reasons, opinions, examples, and facts. For example, the following 

questions could be addressed: "What evidence do you have? "How did you find out? It 

appears to be raining, for example, the ground is wet. 

 

➢ Warrants: a premise upon which the claim are predicated and that are often 

implicit[158]. The warrant will address the following: "How did you arrive at this claim 

based on the evidence presented, the logical connection between the data, and how did 

you resolve this claim."? 

 

➢ Backing: Justification for the warrant as a more specific illustration to substantiate the 

warrant. 

 

➢ Rebuttals/Counterarguments: Demonstrate an opposing viewpoint and consider 

other conflicting points of view. For instance, social media platforms can communicate 

with multiple faces using a necessary face for social needs. 

 

For example: 

• Claim: You should use social media 

• Data: You have been having more trouble social lately, and over 70% of people over 

age 65 have social difficulty. So, social media is a good chance for elders. 

• Warrant: Many social media users say it helps them to be social better 

(Generalization) 

• Backing: 80% of social media users report a better socially and comfortable lifestyle.  

• Rebuttals: 60% of old social media users suffer from a lonely feeling. 

• Qualifiers: In most cases, 62% of social media users are well known in the community. 

 

The Toulmin model is a well-known argumentation scheme that has persisted to the 

present day, examining the role those variant utterances may play in an argument's 

persuasive perspective. The following hypothesis is considered to be the connecting link 
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between the claim and the data: if the data are correct, the claim is true [159]. Numerous 

works investigate argumentation-based inference mechanisms for a variety of natural 

language processing tasks using Toulmin's argumentation model. Gabriel et al. [160], 

[161] develop an argumentation-based reasoning mechanism for Belief–Desire–Intention 

software model (BDI) agents based on Toulmin's models. Their models are capable of 

generating a new belief (claim) based on available evidence and Toulmin's model's 

additional comments: data, warrants, and rebuttals. They also contribute by qualifying the 

level of confidence in a claim using the qualify function they propose in their work. 

 

Although there has been little research on using argument analysis to detect false 

information, current approaches consider structured data and implicit relationships 

between the argument's components [162], [163]. For instance, Toulmin's model has a 

significant influence models used in evidence detection work [164]. Without a structured, 

well-defined format, data are difficult to represent using such a strict mode for false 

information detection that make them easily searchable, especially when considering the 

role of the various utterances in the argument's clear perspective. 

 

 

2.4. Deep Neural Network for False Information Detection 

 

Machine learning is a frequently used technique for automating fact-checking. The study 

examines a variety of machine learning algorithms for classifying false from genuine 

content. Utilizing various textual properties, various models train and evaluate one or 

more machine learning algorithms on a variety of datasets. 

For Non-Neural Network Models, there are two main models used as baselines for false 

information detection, Support vector model (SVM) and Naive Bayes Classifier (NBC) 

[111], [165]. Moreover, others use different models, such as decision trees [166]  and 

logistic regression [167]. 

 

For Neural Network Models,  deep learning has demonstrated its ability to address the 

problem of false information, for example, using Recurrent Neural Networks (RNNs) to 

represent sequential posts and user engagements for twitter rumours [10], [11], [17], [102], 

or Convolutional Neural Networks (CNNs) to capture local features of texts and images 

[19], or a combination of RNN and CNN [168]. Generative Adversarial Networks (GANs) 

are used [20] to capture deceptive writing style features. Generative Adversarial Network 

with Auxiliary Classification (AC-GAN) capture more syntactic information beneficial to 

check the veracity of event considering Shortest Dependency Paths as the main feature 

[13]. [169] combines CNN and bidirectional long short-term memory (Bi-LSTM) models.  
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Deep learning techniques aid in the automatic discrimination of false information; deep 

neural networks, such as recurrent neural networks (RNNs) [56], convolutional neural 

networks (CNNs) [170], and, more recently, recursive neural networks [68], are 

extensively used for natural language processing (NLP) applications. As a starting point, 

we will discuss some of the most frequently used deep learning models for detecting false 

information. 

 

Inspired by the human nervous system, a neural network can be thought of as a nested 

composite function capable of transforming data to vector representations and being 

trained to update the weight vector to minimise the loss function. Perceptron is a linear 

model of a simple neural network that can be used to solve binary classification problems 

[171]. Compared to a single-node Perceptron model, a neural network architecture with a 

collection of nodes is referred to as a Multi-Layer Perceptron (MLP). MLP comprises 

three distinct layers of nodes: the input layer, the hidden layer, and the output layer. It is 

frequently used in NLP (Natural Language Processing) applications. 

 

Other network architectures, such as Convolutional Neural Networks (CNNs) and various 

Recurrent Neural Networks (RNNs), have been shown to perform well in natural language 

processing [172]. Neural networks convert a sequence of word embeddings into a vector 

for sentence representation. Numerous papers have implemented neural models for event 

factuality prediction [7], [13], [14]. With the rise of social media networks such as blogs, 

Facebook, and Twitter, neural network-based approaches, particularly deep learning 

models, have become the most popular for fact checking in recent years. They offer novel 

perspectives and methods for in-depth analysis and address the machine learning problem 

of relying on hand-crafted features by extracting hidden features and representations in 

the text to determine the credibility of information. Chapter 4 and the subsequent chapters 

make extensive use of the deep learning models discussed below. 

 

2.4.1. Convolutional Neural Networks (CNN) 

 

CNN's use convolutional layers to extract the most advantageous local patterns from the 

input and pooling (sample reduction) layers to mitigate the overfitting problem by 

reducing the number of parameters connected to the final fully connected layer via 

activation functions. In addition, CNN is used to classify sentences, where several filters 

in pooling layers are used to address sentence length variation [173]. 

 

When using pre-trained static word vectors for classification tasks with CNN, Niven and 

Kao [174] demonstrate that pre-trained word vectors perform extremely well. They 

provide an overview of the general approach to applying deep learning techniques to 



26 

natural language processing. First, sentences are transformed into embedding vectors and 

fed into the model as a matrix. Convolutions are performed word byword across the input 

using various kernel sizes, such as two or three words at a time. Following that, the 

resulting feature maps are condensed or summarised using a max-pooling layer. Kim 

includes a diagram in figure 2.5 that illustrates the sampling of the filters by using 

different-sized kernels as distinct colours (red and yellow). 

 

CNN is capable of capturing critical local information but discards useful long-distance 

relations between words. By considering windows during training, previous methods 

demonstrated that CNN is robust at detecting unigram features. A CNN enhancement that 

uses semantic filters to weight initialises convolutional filters rather than randomly 

initialise filters with significant n-grams. For instance, in the case of uncertainty: "it may 

rain, so take care,” an “may rain” n-gram is more critical than the rest of the sentence. 

Naive Bayes has been used to identify the most critical words and apply various equations 

[175]. The authors found CNN useful in [168] for determining the credibility of 

propagated information. Recently, a model based on convolutional neural networks 

(CNNs) and probabilistic weighted average pooling were proposed for automatically 

handling negation and speculation texts [176]. 

 

 

Figure 2.5:  An example of a CNN filter and polling architecture for Natural 

Language Processing [173] 

 

Graph Convolutional Networks (GCN) is a very powerful CNN architecture for machine 

learning on graphs to produce useful feature representations of nodes in networks. GCN 

is a neural network capable of handling arbitrarily structured graphs, convolutional layers, 

and fully connected layers representing data in the form of graphs [177]–[179]. Each state 

updates its state using information from its neighbours, and each convolutional layer 

manages first-order neighbourhood information [179], [180]. Hu et al. [181] propose the 
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Multi-depth Graph Convolutional Networks model, which explicitly preserves the multi-

granularity of information. This approach can increase classification accuracy and provide 

a more precise understanding of the nature of news than currently available techniques. In 

our work, we use CNN for Discriminator to discriminate between fake and real arguments 

in chapter 7 for capturing local features of texts and enables the generation of rich feature 

representations for individual sentences based on contextual and salient information. 

 

2.4.2. Recurrent Neural Networks (RNN)  

 

A Recurrent Neural Network (RNN) represents an entire sequence by calculating the 

previous time step with input to represent the current time step hidden state and feeding it 

to activation functions; this concept is derived from the feed-forward neural network 

[101]. Although RNNs deal with sentences of varying lengths, they maintain weights 

throughout the training process for long texts. These issues are gradient vanishing and 

exploding. Long-Short Term Memory addresses this issue. Three gates control the flow 

of information in an LSTM cell; the input gate determines how much data is provided to 

the cell memory state, the forget gate determines how much data is ignored, and the output 

gate determines how much data is output. The architecture of LSTM and its 

implementation facilitate the handling of lengthy steps [182]. Bi-directional RNNs can 

process sequences in both directions (forward and backwards) and concatenate them to 

obtain additional contextual information. The works in [11], [141] used RNN deep 

learning to detect fabricated data. The LSTM layer captures contextual information and 

merges forward and backward features using element-wise summation, resulting in richer 

semantic information, as in equations 2.5-2.12, where ⨁ denotes concatenation and ⊗ 

denotes element-wise multiplication. 

 

Equation 2.5 it = σ(Wxixt + Whiht−1 + bi) 

Equation 2.6 ft = σ(Wxfxt + Whfht−1 + bf) 

Equation 2.7 gt = tanh(Wxcxt + Whcht−1 + bc) 

Equation 2.8 ct = it⨂gt + ft⨂ct−1 

Equation 2.9 ot = σ(Wxoxt + Whoht−1 + bo) 

Equation 2.10 ht = ot ⊗ tanh (ct) 

Equation 2.11 hi = h⃗ i⨁h⃖⃗i 

Equation 2.12 H = [h1, h2 … ht] 
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The hidden layer state h⃗ iencodes the information features in the forward direction, while 

the hidden layer state h⃖⃗i encodes the information features in the backward direction. W, b 

are model parameters to be learned and   𝑥𝑡is a word of sequence. Hidden state ht−1 and the 

input at the current time step xt: the forget gate ft determines the degree to which an existing 

memory in the old cell state is kept in the cell new state, the input gate signifies the degree 

to which that information is added which influences the cell state, and the output gate it 

controls the amount of information stored. In the new cell, the state is used to compute the 

hidden state of the LSTM unit. These gates collectively decide how to update the current 

memory cell ct, updated with new information computed according to part of the existing 

memory and new values and the currently hidden state ht. 

 

For BiLSTM, obtain the summarised representation in both directions to represent the word 

sequence while obtaining contextual information about the current word and learning long-

term dependencies. Additionally, we use them to encrypt the sentences. BiGRU is a variant 

of BiLSTM that simplifies the gating mechanism and performs well during training, 

obtaining text features quickly. We use it to gain knowledge about CNN by analysing the 

most salient data and identifying significant local features. While CNN lacks global and 

long-distance features, it is faster to train. 

 

Bi-GRU illustrated its efficacy in encoding document representations, and Yang et al. [91] 

demonstrated the hierarchical attention mechanism's ability to optimise document 

representations. Additionally, as Zhang et al. [183] demonstrate, it is robust for cross-

domain sentiment classification. Finally, Gao et al. [184] demonstrate that employing the 

attention mechanism improves the accuracy and speed with which CNN-based models 

capture the internal structure of sentences and learn linguistic patterns. Recurrent Neural 

Networks is shown in figure 2.6. 

 

 

Figure 2.6:  Recurrent Neural Networks (RNN) [101] 

 

In our work, we use a Bi-LSTM in different places, e.g., to generate warrants as in chapter 

6 to obtain contextual information about the current word by reading each sentence in two 

directions: forward (forward) and reverse (backwards). The final encoded representation 



29 

is a composite of the Bidirectional hidden state and the Bidirectional hidden state 

representations. 

 

2.4.3. Variational Auto-Encoder (VAE) 

 

In VAE, the encoder converts input data to latent vectors via multiple hidden layers, and 

the decoder then reconstructs the latent vectors back to the original data [185]. The 

variational auto-encoder performs the function of a generative model [186]. It aids in the 

generation of compressed feature vector representations and is robust due to the distilled 

information it contains. 

 

VAE is a hybrid autoencoder/variational inference technique in which the latent code learns 

the probability distribution for the new data and then uses it to generate new data. The 

model employs a variational autoencoder with latent space for each generator [187], as 

illustrated in figure 2.7, where the style code is c, and the left latent space is z. (remaining 

information). Meanwhile, a discriminator evaluates the likelihood that the text transferred 

was written by the target semantic domain. CycleGAN is a neural network that employs 

two conditional generators and two discriminators. Each GRU encoder was conditioned on 

the output of two second-level encoders: one for the style of other domains and another for 

the content of other domains. X is the original text, and x-hat is the generated text. 

 

 

Figure 2.7:  Variational autoencoder with latent space [187] 

 

VAE is an unsupervised generative text model that extracts a continuous semantic latent 

variable for each piece of information. VAE models have been proposed [188], consisting 

of an encoder that converts each sample to a latent representation and a decoder that 

generates samples from the latent space. In addition, conditional VAE [189] was proposed 

to generate more diverse and relevant text that outperforms seq2seq models. Seq2Seq is a 

training model for converting sequences of items e.g., words, letters, and so on and 

producing another sequence of items. Other models incorporate additional variables 

representing the generated text as an additional input to the decoder using Conditional VAE 

[190]–[194]. 
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Padnekar et al. [195] propose a new model for predicting fake news stances that combine 

Bi-Directional Long Short Term Memory (Bi-LSTM) and Autoencoder. Context is 

learned within this model via the two Bi-LSTM blocks for the headline and body word 

embeddings. After concatenating the encoded feature with other features, it is fed into an 

autoencoder. The autoencoder compresses the higher-dimensional feature vector, 

reducing the data's complexity and reducing the number of dimensions. The dense layer 

that follows provides critical context for the relationship between the headline and the 

body of the article.  In our work, we use Variational Autoencoder Model for claim 

generation because it works better at forcing the decoder to use latent vectors and can 

perform significantly better than other language models such as GRU as in chapter 5. 

 

2.4.4. Generative Adversarial Network (GAN) 

 

Generative adversarial networks (GAN) is  a novel method for developing generative 

models based on deep learning, it has the potential to overcome some of the shortcomings 

of some traditional generation models in practise and to subtly optimise some loss functions 

that are difficult to deal with via adversarial learning [196], [197]. GAN is critical in 

determining the overlap distribution to use in estimating distances between 

clusters/networks of data. Two populations (or samples) are said to be similar if their 

distribution functions overlap. 

Recent works try to solve GAN's main problems like the models never converge, limited 

varieties of samples, the generator learns nothing due to the discriminator's high accuracy. 

Vani used reinforcement learning (policy gradients) to train a generator based on the 

discriminator and actor-critic framework. The generator receives a signal from the 

discriminator tries to produce trajectories samples invariant from real from the expert 

policy. Compared to SeqGAN, in which signal comes after a whole sequence based on 

Monte Carlo policy, the action-value function is used at each timestep (local level) for 

estimation. They inferred the WGAN objective to minimize Wasserstein distance between 

the expert policy πε (discriminator), which has real trajectories and that of the learned 

policy π (generator models), which has sample trajectories [198]. A categorical 

distribution, according to previously generated tokens, is produced by the generator. The 

actor updates its parameters to get better results of the critic's policy [198]. State-action 

value in conditional sequence GAN is implemented where input x, generated prefix yˆ1:t 

and z are generated sequence conditioned to x and y [199]. 

 

The Generative Adversarial Net (GAN) employs two models: a discriminative model that 

directs training by distinguishing between real and unreal data and a generator model that 

captures data distributions that match either marginal or conditional distributions [196], 
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[197], [200], [201]. GANs are critical for determining the distribution of overlap. GAN 

may be able to identify critical rather than specific characteristics [20]. 

 

In continuous (rather than discrete) output, generative models are trained by back-

propagating gradients from a discriminator to the generator. Different training methods 

such as reinforcement learning are used to guide generative models in the case of discrete 

output. GAN is extended to take into account the discrete nature of texts [100], [202]–

[205] for a variety of natural language processing tasks, including commitment detection 

in email [206] and protein-protein and drug-drug relationships [207]. 

 

Due to the discrete nature of the textual data, no gradient can be obtained, and no 

backpropagation from the discriminator to the generator used to train it will occur. 

Different approaches rely heavily on deep networks that use a variety of technologies to 

guide the generator and learn how to minimise the loss cost associated with a function. 

Vani used reinforcement learning (policy gradients) to train a discriminator-based 

generator while incorporating an actor-critic framework. The generator receives a signal 

from the discriminator and attempts to generate trajectories samples that are invariant from 

the expert policy's real trajectories. 

 

 

2.4.5. Attention-Based DNN Models 

 

Attention-based DNN Models concentrate on the most salient parts of the source sentence 

and provide a complete representation. We believe it is beneficial to practise it and observe 

its leverage in this research. We will demonstrate some recent attention based DNN 

models in this section. 

 

There are variant architectures to apply attention mechanism [142], [143], [184], [208]. 

Hu surveyed different attention mechanisms: basic attention to retrace relevant elements 

from a sequence, multi-dimensional attention that are used to extract interactions of terms, 

hierarchical attention to detect global and local features, self-attention focus on contextual 

information, memory-based attention to capturing hidden dependencies and task-specific 

attention which pay attention to relevant information related to a precise task used in 

sequence-to-sequence models [208]. The authors in [184] propose Attention-Based 

Bidirectional Long Short-Term Memory Networks (Att-BLSTM) for detecting relation 

classification and the necessary information for this detection without relying on extracted 

features from lexical resources.. The hidden vectors from LSTM are used in the attention 

mechanism to represent a sentence [184]. Gao et al. developed the hierarchical structure 
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of CNN with an attention mechanism called Hierarchical Convolutional Attention 

Networks. 

 

RNN extracts features from an entire sequence, whereas CNN deals with sentences part by 

part, as is well known (windows). The goal of combining attention with CNN is to get the 

benefits of CNN's fast training and RNN's advantage of learning linguistic relationships 

over long sequences [143]. Yi et al. proposed a bidirectional recurrent neural network with 

a multiple attention layer model, word-level attention: extracting the most critical features 

to represent the sentence, then generating an output vector at the sentence level. Attention 

is used to pick up important details from other relevant sentences [142]. Yu et al. [209] 

investigate the effect of CNN's attention mechanism on the learning of latent textual 

representation by extracting temporal and semantic representation of events. For the 

prediction of a target, it provides important weights of elements in an input sequence. GRU, 

LSTM, or other networks are used to first encode an input sequence. 

 

Equations 2.13-2.18 used for computing an attention-weighted vector for the ith element in 

an input sequence is given by Yang et al. [91]. The hidden state hj represents an encoder 

state at time step j for (j = 1, 2, …, T). 

Equation 2.13 ℎ⃗ 𝑖𝑗 = 𝐿𝑆𝑇𝑀⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗
(𝑤̂𝑖𝑗)

;       𝑖 ∈ [1, 𝐶], 𝑗 ∈ [1,𝑁𝑖] 

Equation 2.14 ℎ⃗⃖𝑖𝑗 = 𝐿𝑆𝑇𝑀⃖⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗
(𝑤̂𝑖𝑗)

;       𝑖 ∈ [1, 𝐶], 𝑗 ∈ [𝑁𝑖 , 1] 

Equation 2.15 ℎ𝑖𝑗 = ℎ⃗ 𝑖𝑗⨁ℎ⃗⃖𝑖𝑗 

Equation 2.16 𝑢𝑖𝑗 = tanh(𝑊𝑤 ∙ [ℎ𝑖𝑗] + 𝑏𝑤) 

Equation 2.17 𝑎𝑖𝑗 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑢𝑖𝑗) =
𝑒𝑥𝑝(𝑢𝑖𝑗)

∑ 𝑒𝑥𝑝(𝑢𝑖𝑡)
𝑁
𝑡=1

 

Equation 2.18 𝑐𝑖 = ∑ 𝑎𝑖𝑗 ∙ ℎ𝑖𝑗
𝑁𝑖
𝑖=1  

The context vector ci is defined as a weighted sum of hidden states h of the input sequence, 

weighted by attention scores a. where 𝑢𝑖𝑗is attention weights, 𝑎𝑖𝑗  denote a score function 

and ci, are attention-weighted sequence vector (Yang et al., 2016a), respectively. Wh and 

bh are randomly initialised weights and biases.  

 

Ren & Zhang [210] employed a novel hierarchical attention mechanism to detect fake 

news by classifying news article nodes in the heterogeneous information network, 

considering both node-level and schema-level attention to learn the comprehensive 
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representations of news article nodes. Attention-based DNN Models focus on relevant 

parts of the source sentence and provide richer representation. In this research, we believe 

it is valuable to practise it and notice its leverage. In this section, we will show some recent 

attention based DNN models. 

 

Attention-Based Bidirectional Long Short-Term Memory Networks (Att-BLSTM) is 

implemented to detect the necessary and relevant information by applying equations 2.19-

2.21 [211]: 

Equation 2.19 𝑀 = 𝑡𝑎𝑛ℎ (𝐻) 

Equation 2.20 𝑎 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (𝑤𝑇𝑀) 

Equation 2.21 𝑟 = 𝐻 ∗ 𝑎𝑇 

Gao et al. [184] developed a hierarchical structure of CNN with a Hierarchical 

Convolutional Attention Networks attention mechanism. It is known that RNN extracts the 

features from an entire sequence while CNN deals with sentence by part (windows). The 

mixture of attention with CNN is to get the benefit of fast training from CNN and the 

advantage of learning linguistic relationships over long sequences as in RNN. Scaled Dot 

Product Attention: Comparing each input embedding word with the word embeddings 

sequence to obtain a relationship. Convolutional Multiheaded Self-Attention: 

implementing multiheaded (parallel) attention for portions of embedding instead of single 

attention for all dimensions of the embeddings and finally concatenating produced heads 

from the individual scaled dot product attention. Convolutional Multihead Target-

Attention: the comparison will be made on a learnable target vector instead of each entry 

and Positional Embeddings to find the order of words in a sequence [184]. 

 

Yi et al. [143] proposed a bidirectional recurrent neural network with multiple attention 

layer model to extract Drug-drug interaction (DDI), Embedding Layer: a combination of 

features that represents dimensional space of word embedding and position embedding, 

then sentence, then feed the output to RNN layer. Bidirectional RNN Encoding Layer: to 

read words of a sequence by RNN's gated recurrent unit (GRU). Word Level Attention: to 

extract the essential features to represent the sentence, then get output vector such Sentence 

Level Attention is implemented to capture essential features from other relevant sentences 

[143]. 

 

Hu [208] surveyed different attention mechanisms: primary attention to retrace relevant 

elements from a sequence, multi-dimensional attention that ale to extract interactions of 

terms, hierarchical attention to detect global and local features, self-attention focuses on 

contextual information, memory-based attention to capturing hidden dependencies and 
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task-specific attention which pay attention to relevant information related to a precise task 

used in sequence to sequence models [208]. In our project, In Chapter 7, we employ an 

attention mechanism to generate the Toulmin argument by utilising the most pertinent 

segments of the input sequence. 

 

2.4.6. Multi-Head Attention 

 

According to Vaswani et al. [212], “multi-head attention allows the model to jointly attend 

to information from different representation subspaces at different positions. With a single 

attention head, averaging inhibits this.”.  Multi-head is applied to compare each hidden 

state with other hidden states in the same layer as equations 2.22 and 2.23: 

Equation 2.22 ℎ𝑖
1 = 𝑓𝑠𝑒𝑙𝑓−𝑎𝑡𝑡𝑛

1  (𝑒𝑖, [𝑒1, 𝑒2, . . . , 𝑒𝑁]) 

Equation 2.23 ℎ𝑖
𝑙+1 = 𝑓𝑠𝑒𝑙𝑓−𝑎𝑡𝑡𝑛

𝑙+1  (ℎ𝑖
𝑙 , [ℎ1

𝑙 , ℎ2
𝑙 , . . . , ℎ𝑁

𝑙 ]) 

Multi-Head Attention-based CNN or Bi-LSTM (Self-multi head attention: take advantage 

of self and multi-head attention and Self-attention) benefit from obtaining the internal 

spatial relationship in words represent long text. The attention module of the encoder that 

we use is mainly based on multi-head attention [212]. We use self-attention to compute a 

representation of the sequence, which is an attention mechanism relating to a single 

sequence's different positions. Output H is Query vectors, keys vectors and values vectors, 

the attention distribution at is calculated as equations 2.24-2.26: 

Equation 2.24 𝑒𝑡 =
𝑄𝑒𝐾𝑒𝑇

√𝐷
 

Equation 2.25 𝑎𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑒𝑡) 

Equation 2.26 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄, 𝐾, 𝑉) = 𝑎𝑡𝑉𝑒 

The multi-head attention adjusts the Q, K and V matrix dimensions by different linear 

layers to the dimension's queries, keys, and values. Thus, the linear transformation 

parameters (W) of Q, K and V, are different each time based on the learnable parameter's 

matrix for the heads. Then h parallel heads are employed to focus on different semantic 

spaces.  

 

2.4.7. Capsule Network 

 

Instead of using a single neural node as in CNN models, Hinton et al. and Sabour et al. 

[213], [214] proposed a capsule model that uses a neuron vector for the input and output 

layer with a dynamic routing algorithm instead of pooling operations. It's used in tasks like 

question answering [215], word segmentation [216], and extracting global semantic 
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features of different categories [217], sentiment analysis [218]–[220], cross-domain [220], 

[221], sarcasm detection [222], and propaganda detection [223] to understand spatial 

information and learn contextual information of text. According to Gao et al. [184], the 

capsule network can extract a more detailed representation of a text and other important 

features such as word position, semantic structure, and syntactic structure. 

 

In our model, we apply Gao et al.’s equations [184] to obtain the capsule network's output, 

and we consider other output of various types of encoders such as CNN and BiLSTM. The 

outputs of capsules networks are achieved in equations 2.27- 2.29. 

Equation 2.27 ûo|i = wiohin 

Equation 2.28 Sout = ∑ cio
m
i=1 ûo|i 

Equation 2.29 cio =
exp(bio)

∑ exp(bik)k
 

Where 𝒄𝒊𝒐 is a coupling coefficient, is determined by the dynamic routing method. And 

𝑺𝒐𝒖𝒕 The activation of capsule network output is calculated by the nonlinear function 

(Squash) for normalization purposes, as shown in equation 2.30. 

Equation 2.30 𝑣𝑜𝑢𝑡 =
‖𝑆𝑜𝑢𝑡‖

2

1+‖𝑆𝑜𝑢𝑡‖
2

𝑆𝑜𝑢𝑡

‖𝑆𝑜𝑢𝑡‖
 

Where 𝒗𝒐𝒖𝒕 is the output vector of the capsule network. The dynamic routing method [220] 

is shown below in equations 2.31-2.33:  

for all capsule i in layer l and j in l+1: 

initial: 𝒃𝒊𝒋 ← 𝟎 

for iterations do 

 

Equation 2.31 𝑐𝑖𝑗 ← 𝑠𝑜𝑓𝑡 𝑚𝑎𝑥(𝑏𝑦) 

Equation 2.32 𝑠𝑗 ← ∑ 𝑐𝑖𝑗𝑢𝑗|𝑖𝑖  

Equation 2.33 𝑣𝑗 ← 𝑠𝑞𝑢𝑎𝑠ℎ(𝑠𝑗) 

for all capsule i in layer l and j in l+1: 𝒃𝒊𝒋 ← 𝒃𝒊𝒋 + 𝒖𝒋|𝒊 ∙ 𝒗𝒋,  return 𝒗𝒋 

 

The architecture of the proposed RNN-based capsule model is shown in figure 2.8, where 

Ns is the number of words H = [h1, h2, . . ., hNs] is the hidden vectors of an input instance 

encoded by RNN. The instance representation vs is the average of the hidden vectors. All 

capsules take the hidden vectors as input, and each capsule outputs a state probability pi 

and a reconstruction representation rs, i. 
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Figure 2.8:  The architecture of RNN-Capsule [224], the architecture of a single 

capsule. The input to a capsule is the hidden vectors H=[h1, h2, ..., hNs] from RNN. 

 

 

2.4.8. Deep Reinforcement Learning  

 

The reinforcement learning model uses reward signals to solve complex machine learning 

problems [225]–[227]; In general, when dealing with discrete data, the agent is rewarded 

for taking discrete actions by the policy that directs the actions. After reaching the end of 

the sequence, the accumulated reward is calculated. The internal state of the policy model 

is updated, and the agent chooses a specific action and observes a reward for that action, 

which is optimised by policy to maximise the expected discounted reward. The following 

are the Reinforcement Learning Components, as in the following figure 2.9. 

  

 
 

Figure 2.9:  The agent-environment interaction in reinforcement learning 

 

• Agent: It is an entity that determines which action to take to maximise a reward in a 

given environment. 

• Environment (e): A place with which an agent can act upon. 

• Reward (R): An evaluation of an agent's behaviour (actions). 

• State (s): It is the state of the environment at the moment. 

• Policy (π): The procedures followed by an agent in determining the most rewarded 

action. 

• Value Function: represents the long-term reward achieved by beginning with that 

state and implementing a specific policy.  A future (discounted) reward is expected 

to occur due to the policy from the initial state. 
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We employ reinforcement learning agents, such as the Deep-Q Network (DQN), in our 

model to help generate more informative (attention) features and to correct the decoded 

generated output for the generative model by enriching the GAN model with additional 

contextual information. Numerous reinforcements learning agents were used in our 

experiments to train the generator by feeding it with correct representations. 

 

Hierarchical Reinforcement Learning HRL is based on policy hierarchies, similar to how 

deep learning is based on feature hierarchies. In early work in this area, strategies were 

introduced to allow policies to execute additional policies and primitive actions. This 

strategy allows top-level policies to concentrate on higher-level objectives, while lower-

level policies charge sub-objectives [228]. Chapter 7 employs HRL to generate factual 

assertions. A hierarchy of policies is used to share knowledge across generation subtasks 

in order to optimise performance. 

 

2.4.9. Domain Adaptation  

 

Domain adaptation is the process of identifying common shared characteristics and 

domain-specific characteristics between the source and target domains and excluding them 

from the train and test samples [206]. For the current research, unsupervised domain 

adaptation using adversarial networks resulted in a representation indistinguishable from 

the source or target domains by the discriminator, thereby generating domain invariant 

features using adversarial learning methods. Previous works proposed both generative and 

discriminative approaches to accomplish this [128], [229]–[234]. The most frequently used 

approach for the NLP task is the model proposed in [233], [235]–[240]. However, because 

the representation strategy used to transfer source domain knowledge is critical in the 

affective domain adaptation model, the task becomes more difficult as the domain 

discrepancy grows [241]. To address this issue, some researchers employ distribution 

strategies to capture more invariant features [242], reduce the distance between source and 

target representations [243], or maximise domain discriminator loss to learn shared features 

[233], [244]–[247]. 

 

Azarbonyad et al. [206] examined Commitment Detection in Email at the feature and 

sample level. They determined which domain-specific features are the most discriminating 

and should be eliminated in favour of equivalent features. Importance sampling is used to 

estimate parameters for the target distribution using the data from the source distribution. 

We introduce a novel domain adaptation technique for detecting false information in 

chapter 4. 
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2.5. Summary 

 

This chapter discussed the history of false information detection. In section 2.1, we 

introduced various definitions of false information and research efforts to characterise it 

on social media. The task of detecting false information is frequently framed as a 

classification problem. In section 2.2, the methods for detecting false information were 

detailed. In section 2.3, several critical concepts such as Toulmin's model, RTS, language 

model, and other related concepts, as well as Deep Neural Networks for false information 

detection, were introduced in section 2.4. The subsequent chapters will detail the methods 

and experiments used to accomplish the objective. 
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Chapter Three: Related Works 

 

 

3.1 Introduction 

 

In general, the main pipelines for false information detection are rumour detection  (to 

determine whether or not the claim is based on rumour, which may originate in social 

media, a political discussion, or other sources), evidence retrieval (to retrieve evidence 

from the Web, social media, Wikipedia, or a knowledge base), stance detection 

(determining whether the author of a piece of text is for or against a given target)  and 

veracity prediction (fact checking or truth discovery) to determine the veracity of the 

claim. False Information Detection Pipelines is illustrated in figure 3.1. This chapter 

discusses related works on the detection of false information. We will typically discuss 

recent advances in the fundamental tasks of false information detection: stance detection 

and veracity prediction since we suppose that people's initial reactions to an emerging 

claim can be indicative of its veracity. 

 

 

 

Figure 3.1: False information detection pipelines. 

 

Unlike fact checking, which is concerned with determining the truthfulness of a claim 

given a specific piece of evidence, and unlike truth discovery, which is concerned with 

determining the actual true fact of a claim based on multiple conflicting stances from 

variant documents [248], the primary task of rumour detection is to classify post 

statements as rumour or non-rumour, where rumour is unverified information at the time 

of posting and it is a deliberate fabrication [107], [249]. The current information is 

unconfirmed by known specialists and is primarily spread via social media platforms such 

as Twitter and Facebook, which negatively impact individuals and society. Rumour 
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detection is a critical pre-stage in determining the veracity of rumours (fact checking); if 

a rumour is detected, its veracity is determined. The primary objective of rumour detection 

is to prevent users from spreading this type of false information [250]. Rumour detection 

is also an essential task in fact checking, as it identifies statements that should be verified, 

and if they are rumours, the verification process should be followed. 

 

Numerous comprehensive surveys [23], [249], [251], [252] have been conducted, with the 

majority of them relying on supervised models and requiring significant engineering effort 

[106], [253], [254]. Recent work has used deep learning to address the limitations of 

feature engineering, such as using recurrent neural networks (RNN) to automatically learn 

the representations of posts [11] and a hierarchical attention model [81] to detect false 

articles [17]. 

 

Zubiaga et al. [249] defined a rumour classification system as having four components: 

rumour detection, rumour tracking, rumour stance classification, and rumour veracity 

classification. Zhao et al. [255] used A cluster ranking algorithm that ranks tweet clusters 

according to their likelihood of being rumoured. Zubiaga, Wong Sak Hoi, et al. [256] 

implemented the unsupervised method using a sequential classifier that learns lexical and 

temporal features of rumours.  

 

This work discusses briefly several models that are relevant to the primary objective of this 

work. It begins with stance classification and veracity checking, progresses to joint stance 

and veracity prediction, and concludes with the discovery of related datasets. 

 

 

3.2 Stance Detection 

 

Stance detection is the classification of an individual's attitude toward a target expressed 

in a text, e.g., agree, disagree, discuss, or unrelated, based on evidence from this article 

[257]. It emphasises opinions and diverse perspectives to promote a better understanding 

of contentious issues [3], as demonstrated in debates [158], Twitter posts [258] or online 

discussions [259]. Stance detection can be advantageous as a pre-processing stage's 

believability feature and can be applied to fact checking[114], [260]–[262], rumour 

classification [263]  and veracity checking [249], [264]. 

 

 

Other methods for stance detection have been proposed, including those based on 

linguistic features [265], [266], and hand-crafted lexicons [16]. Recent research 

demonstrates that competitive performance in detecting a document's stances toward a 
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specific claim can be obtained using a neural network, such as memory networks [6] with 

conditional LSTM encoding [267], attention mechanisms [268], Bidirectional Encoder 

Representations from Transformers [269], gradient-boosted decision trees (GBDT) 

model, and convolutional neural networks (CNNs) [5]. Additionally, the adversarial 

domain adaptation technique is used to compensate for the limited size of labelled data, 

particularly across domains [261], [270]. Mohtarami et al. [6] used a memory network and 

achieved 61.67 macro F1 scores on the Twitter dataset where Macro-F is calculated by 

arithmetic mean  of all per-class F1 scores. Their models encode the claim and its source 

using distinct DNN models and then assign the correct prediction using a combination of 

similarity matrix and memory network. These systems made extensive use of hand-

engineered features such as TF-IDF, Singular Value Decomposition (SVD), Word2Vec, 

and sentiment, while the second extracts feature such as unigrams, latent Dirichlet 

allocation, latent semantic indexing, and topic models.  

 

Concerning the FNC dataset training models, stance detection measures the degree of 

similarity between a claim and evidence. Here we will examine the top three ranks of 

models trained on the FNC dataset. Baird et al. [5] are ranked first, with an F-score of 

82.02; their system combines a decision tree model with a deep CNN model. The decision 

tree model extracts feature such as count, sentiment, and others. Contextual information 

is gathered by embedding words into the CNN, with the final SoftMax layer supplying the 

detected classification results. The final prediction is derived from the combination of the 

two models. With an F-score of 81.97, Hanselowski's UCL Machine Reading [271] comes 

in second place, where latent Dirichlet allocation and latent semantic indexing are the 

primary features used in training. Riedel et al. [4] are ranked third with an F-score of 

81.72; TF and TF-IDF. The hidden layer receives the features, and the SoftMax layer 

outputs the result; they trained their system solely on the most frequently occurring terms 

using cosine similarity. The relative score evaluates a model by dividing the stance 

detection task into two sub-tasks: related/unrelated classification and 

agree/disagree/discuss classification  [272], as illustrated in table 3.1. 

 

On Emergent data,  Ferreira and Vlachos [257] proposed a logistic regression model that 

uses news headlines' lexical and semantic characteristics to predict whether a claim is for, 

against, or discuss. Table 3.1 summarises some state-of-the-art models that compare their 

model to various baselines for the stance detection task. Finally, in chapter 8, we will 

compare our findings to those of Zhang et al. [272] on Emergent data, The relative score 

evaluates a model by dividing it into two subtasks: related/unrelated classification and 

agree/disagree/discuss classification. 
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Table 3.1:  A summary of stance detection related work on Emergent 

 

The model The implementation details 

Emergent 

Relative 

Score 

LSTM 

(BiLSTM) 

Stance Detection with Bidirectional Conditional Encoding. The 

encoded claim is used as initial states to encode the evidence 

[267] after the 100-d GloVe word embedding is applied [146] 

87.69 

Attentive CNN 

(AtCNN) 

For both claim and evidence feature representations, the 

convolutional neural network is used and attention mechanism 

to extract the most relevant features [273] 

83.56 

Memory 

Network (MN) 

A combination of convolutional and recurrent neural networks 

by an end-to-end memory network is implemented [6] 

85.92 

Ranking Model 

(RM) 

Ranking model to maximise the difference between the four 

stances representation agree, disagree, discuss, unrelated [274] 

87.69 

Official Baseline gradient boosting decision trees model for stances [275] 74.86 

Logistic 

Regression (LR) 

After checking whether the source is related or not by n-gram 

matching and rule-based methods. The stances: agree, disagree 

and discussed are decided by Logistic Regression [276] 

83.45 

Gradient 

Boosted 

Decision Trees 

(GBDT) 

Apply Gradient Boosted Decision Trees to detect related stance 

and apply another Gradient Boosted Decision Trees to detect 

the remaining three stances [4] 

87.53 

Multi-Layer 

Perception 

(MLP) 

Cosine similarity between claims and evidence, and Multi-

Layer Perception for the four stances [277] 

85.43 

Hierarchical 

representation of 

a neural network 

Hierarchical representation of these classes combines agree, 

disagree, and discuss classes under a new related class where 

the hierarchical architecture alleviates the class imbalance 

problem. One neural network layer for related stance detection 

and the second layer is for the three stances detection [272] 

89.30 

 

On Rumour Eval 2019, stance detection has been demonstrated to be a critical task for 

rumour verification in a variety of studies [107], [255], [278]–[284], and some studies, for 

example [285], proposed a multi-task learning framework for jointly predicting rumour 

stance and veracity. Numerous models were entered in the 2019 Rumour Eval competition 

[286]. In this competition, Yang et al. [287] report the best performing system for the 

stance detection task using the inference chain of conversation from source post to replies. 

The system is dependent on features such as the number of question words, the presence 
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of BiLSTM and Transformer rumour words, incorrect synonym and false antonym. The 

second-best system is by Fajcik et al. [288], which employs an ensemble of BERT, and 

the third-best system is by Baris et al. [289], which employs pre-trained representations 

with OpenAI GPT. Pre-training representation models [290] and ELMO [147] have 

demonstrated promising results in which each word's representation is based on its use 

context. 

 

Due to a scarcity of labelled training data for the target, the majority of current research 

predicts the stance without encoding the target, allowing the stance to be misinterpreted 

as belonging to another target. Additionally, they separate stance detection and fact 

checking, despite the fact that stances can aid in determining veracity. Meanwhile, the 

purpose of this work is to develop stance classification models that consider the intended 

audience for the claim. Consequently, we introduce a novel model for aggregating stances 

to validate the claim, as well as a novel multi-task learning model in chapter 9 to address 

the aforementioned challenges. 

 

3.3   Fact Checking 

 

The term "fact checking" refers to the process of determining the veracity of claims 

through the use of evidence. There is a rich literature on fact checking that aims to measure 

the truthfulness of a claim for the given evidence [9], [95], [117], [291]–[296]. Vlachos & 

Riedel [9] released 221 labelled claims in the political domain; they consider intermediate 

classes as "mostly true" or "half-truth" when the sentences are not entirely fake or real. 

Mitra & Gilbert [291] labelled a dataset of approximately 60 million tweets about more 

than 1,000 news events according to their credibility. Samadi et al.’s approach [292] 

jointly estimates the credibility of sources and correctness of the claims using the 

Probabilistic Soft Logic framework.  Wang [117] released a dataset collected from fact 

checking website PolitiFact; labelled by multiple classes: pants-fire, false, barely true, 

half-true, mostly true, and true. Nakov et al. [293] fact check shared task on automatic 

identification and verification of claims in political debates, automatically estimating the 

check-worthy claims' level of fact checking.  Hanselowski et al. [95] proposed a method 

to generalise unseen data to deal with Fake News Detection problems. Karimi et al. [294] 

applied a multi-class fake news detection framework where a combination of LSTM, 

CNN, and a fully connected network to determine the veracity of fake and real where they 

integrated multiple pieces of information about a claim. Alhindi et al. [295] extended the 

LIAR dataset and labelled a claim, and they use meta-information and "justification," 

human-written reasoning for factuality checking.  Yin & Roth [296] address textual 

entailment of detecting false claims and prove joint learning could enhance both tasks: 

claim verification and evidence selection. 
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Most veracity checking systems have been developed over FEVER [8]. FEVER is a large-

scale dataset for fact extraction and verification that consists of 185,445 claims and their 

related evidence. The best performance on the first FEVER shared task recently is the Bi-

Directional Attention Flow (BiDAF) network [297], Neural Semantic Matching Networks 

(NSMNs) [298] and the contextualised representations of a pre-trained BERT [269] as in 

Soleimani et al.’s [299]. Seo et al. in BiDAF [297], two vector sequences are produced 

from the embedding layer for both claim and evidence, and the attention scores are 

computed by the attention layer, which sends them to the output layer where the semantic 

similarity between the original sequences and the new vectors is computed. Finally, the 

label is yielded by the output layer. Nie et al. in NSMNs [298], the alignment layer is 

applied for the encoded claim and evidence sequences then semantic matching is 

performed by an LSTM matching layer, where the output is sent as input to the output 

layer to produce a label. In BERT, 12 encoder layers with self-attention with a 

classification layer are applied to get a highly embedded representation of the claim and 

the evidence; the classification layer receives this representation to output labels.  

 

Recurrent/Recursive Neural Networks RNNs are used to represent posts and user 

engagements [10], [11], [17], [18] in this data. Convolutional Neural Networks (CNNs) to 

capture local features of texts and images [19] are applied in medical texts [168]. This study 

uses accurate pictures to assess reliability. To combine image processing with text, separate 

tasks and combined datasets are required. If the image is real and does not violate the rules 

of the paper. Generative Adversarial Networks (GANs) have been applied to produce fake 

news, and it has been used to gain a "general feature set" for fakes across events [20]. 

 

Ma et al. [10] investigated fake news propagation by a recurrent neural network based on 

user properties and fake news propagation profiles based on users' information. The risky 

in this system is to which extent the user profile is real and not fake, or there are different 

reasons behind creating this profile and opposing opinions or comment as "fake deny" or 

"fake support". Ruchansky et al. [17] developed CSI model specification with three 

components: Capture module based on LSTM to get textual information of the pattern of 

temporal engagement to an article, while the Score module extracts source characteristics 

for all users, the combination is done between article representation which comes from the 

first module and user information representation that comes from the second module, they 

are combined in integrating module to classify the fakes news. 

 

A recurrent neural network (RNN) is used to extract the links between news creators and 

their subjects [18]. LSTM is used to reveal the representation of temporal textual 

characteristics of rumours on Twitter in real-time. Even this system can learn without 

training, access hand-crafted features, or easily discover hidden representations [11]. 
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Multiple convolutional layers are used to merge the inputs from the text and the image into 

a common representation. This model performs well but requires substantial data to train. 

Liu and Wu [168] proposed an early detection system by training a combined CNN and 

RNN to categorise false claims post instantaneously. 

 

It is noticed that DNN models are mainly used, but some of these systems have a 

computational limitation, e.g. in Karadzhov et al. [85], where retrieving evidence to 

compare sometimes taking a long time, especially the filtering process. Some of these 

systems require continuous observation of post changes, but other systems can be trained 

only through supervised data [10], [11], [17], [18]. Wang et al. [20] used text and visual 

features to train their models. There is a risk that images have more transferability than 

text, and the training and experiment have been done on an imbalanced Twitter dataset. 

Despite some promising results [17], it could not be reliable since there is a lack of ground 

truth information about users where there is a possibility of publishing fake data about them 

and predicting unobserved users on user features training. Training on small datasets makes 

it challenging for CNN to learn and classify meaningful patterns, and CNN cannot process 

long text sequences. 

 

Other researchers focus on the components of modality, a trigger, a target and a holder to 

annotate sentences [300] or study factuality scale and certainty levels like Lee et al. and 

Beretta et al.’s works [301] and [302], such as uncertain, somewhat certain, certain, and 

underspecified. The authors expressed these using generalized linear models (GLM), 

getting 74 per cent and 76 per cent F-scores on rumours resolving tweets and rumour 

checking, respectively. Value Directed Acyclic Graph (DAG) represents a set of values, 

leveraging the partial order among the claims to analyse claims and find the information 

source's credibility [302]. The main limitation Lee et al.’s work [301] reported is that it 

does not consider a variety of sparse lexical cues in addition to the problem of long 

sentences and dependencies. We have noticed that this system's accuracy depends on a 

graph representation of partial order of values from the world's knowledge, so if some are 

not available, the result will be imprecise. Other research works focus on event factuality 

and taking into consideration polarity (positive and negative) and the degree of certainty 

with its modality particle (fact, counterfactual, possibly fact, possibly counterfactual) [72]. 

In this study, linguistic analysis of the stories has been done to detect the factuality of a 

tweet, and the problem is that some of the linguistic features of tweets may be absent due 

to different criteria like location, language, the writing style and readership. 

 

Blodgett et al. [303] discussed some essential linguistic features that contribute to factuality  

of quoted information in Twitter, distributed in five cue groups: report, belief, knowledge, 

doubt and perception [303].. The problem with this approach is that there is considerable 
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differentiation in dialects where dialectal language identification is different according to 

the location, and it needs too much effort to deal with it. Rule-based approaches are used 

in Stanovsky et al. [304], Kilicoglu et al. [15], and they need more effort to form the rules 

manually. Stanovsky et al. [304] built a unified factuality dataset, where machine learning 

(support vector model) with the rule-based is implemented to solve the small dataset 

problem. One of the main limitations of this research is applying handcrafted dictionaries 

and rules where automatic training is more valuable [15]. Neural models for event factuality 

prediction have been implemented and reported in different chapters [7], [13], [14]. 

Generative Adversarial Network with Auxiliary Classification (AC-GAN) captures more 

syntactic information that helps check the veracity of events by considering shortest 

dependency paths as a central feature [13]. Enhanced Sequential Inference Model (ESIM) 

applies the BiLSTM CNN model to obtain a rich representation of statement pairs [14]. In 

[7], the authors developed a bidirectional child sum dependency tree LSTM (T-BiLSTM) 

and a bidirectional linear chain LSTM (L-BiLSTM). They discriminate between two 

categories of predication interaction: inside the context, information derived from the 

arguments of a predicate—for example, from determiners, like some and no, and outside 

context, is extensively studied in the domain of clause-embedding predicates, which fall 

into at least four distinct categories.: factives, like know and love.  

 

Convolutional Neural Networks (CNNs) are used to extract local features from text and 

images [19], with a particular emphasis on unigram word features [168]. Combining 

image and text processing requires separate tasks and diverse datasets, and an additional 

risk is that the image and text are unrelated if the image is correct, and the text is correct. 

Multiple convolutional layers are used to combine the image and text input 

representations. This model achieves competitive results but requires a large amount of 

data to train; in [168], an early detection system for detecting false claims immediately 

after posting is implemented by training a merged CNN and RNN model. Additionally, 

Generative Adversarial Networks (GANs) have been used and extended to develop a 

"general feature set" for fake news across events to achieve early detection of false news 

[20]. 

 

To our knowledge, no approach in current fact checking models incorporates additional 

knowledge into evidence such as warrants. The majority of fact checking models limit their 

labels to sentences derived from the evidence. As discussed in chapter 5, we must consider 

how to address the challenge of insufficient evidence by leveraging warrant information 

that is currently ignored by current models. The development of such justifications warrants 

has received less attention in recent fact checking models, despite the warrant's potential 
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for further improvement. As discussed in chapter 6, we propose new models for generating 

warrant to address this issue. 

 

The majority of state-of-the-art models employ deep learning models, and due to the 

ambiguous nature of deep learning models that take on this prediction label, it is critical for 

the end user to understand how the model reasoned in order to arrive at the factuality 

prediction in order to persuade the user to trust the system. Despite the critical nature of 

explaining fact checking to end users, currently available solutions for explainability in the 

area of fact checking are lacking. The overall goal of chapter 7 is to generate factual claims 

that are more robustly supported by evidence that explains how the model arrived at a 

particular prediction. 

 

 

3.4 Multi-task Approach for Joint Prediction of Rumour Stance and Veracity 

 

The multi-task approach attempts to tackle stance classification and truth prediction 

concurrently rather than two separate tasks, as a result of their closeness. Some studies 

employ stance detection to improve performance and use the labels extracted from them 

as an input feature for veracity prediction models [255], [278], [279], [305]–[308]. These 

studies demonstrate that stance detection and the labels extracted from them are critical 

indicators for predicting the veracity of rumours [255], [278], [279], [305]–[308]. They 

combine the stance detection and rumour veracity classification tasks by utilising the 

concept of multi-task learning in a variety of ways, including parallel feature learning [96], 

[306]–[308], and hierarchically structured design [279]. Ma et al. [307] employ the GRU 

layer for each task, and the tasks also share a GRU layer to acquire patterns common to 

both tasks. As with Ma et al. [307], Wei et al. [279] used joint learning with a common 

layer and task-specific layers. Both models omit user data, whereas Li et al. [96] 

incorporate user credibility data in addition to the attention mechanism. 

 

Tables 3.2 and 3.3 compare the performance of various methods for classifying rumour 

stances (single task) and veracity (multi-task) [279]. For stance and rumour detection, the 

macro-averaged F1 of the Hierarchical graph convolutional network GCN-RNN [279] and 

Hierarchical-predicting rumour Stance and Veracity [279] are superior to the baseline 

models evaluated [10], [306]. The post representation is obtained in Khandelwal and 

Peters & Cohan [285], [309] using a pre-trained Longformer and sliding window-based 

self-attention. The models reported in Enayet & El-Beltagy [305] and Li et al. [310] 

achieve competitive results in the SemEval 2017 and SemEval 2019 rumour detection 

tasks. Khandelwal [285] demonstrated that a multi-task approach for jointly predicting 

rumour stance and veracity using deep learning models such as BiLSTM outperforms 
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previous rumour stance classification methods and veracity prediction on the SemEval 

2019 Task 7 dataset.  Macro-F is calculated by arithmetic mean (also known as unweighted 

mean) of all per-class F1 scores. 

 

 

Table 3.2:  RumorEval 2019 test results for Task A: Stance Detection. 

 

System Macro-F 

Khandelwal’s [285] 0.6720 

Hierarchical graph convolutional network GCN-RNN [279] 0.540 

Top-down tree structure using a recursive neural network TD- 

Recursive Neural Network (RvNN) RvNN [10] 

0.509 

 

 

Table 3.3:  RumourEval 2019 test results for Task B:  Veracity Prediction. 

 

System Macro-F 

Li et al.’s model [96] 0.606 

Khandelwal’s [285]  0.5868 

Hierarchical- predicting rumour Stance and Veracity PSV [279] 0.588 

MTL2 (Veracity+Stance) [306] 0.558 

BranchLSTM+NileTMRG [306] 0.539 

 

 

Although these tasks are closely related and that multiple people's stances can be used to 

predict the claim's absolute veracity, state-of-the-art methods for false information 

detection are typically proposed for either stance detection veracity checking separately; 

stance aggregation features are required for effective veracity prediction [262]. According 

to the RumourEval 2019 report, the majority of systems are superior at detecting stances 

or predicting rumour veracity because they are trained independently without utilising 

multiple tasks simultaneously learned by a shared model, perhaps they are related, but not 

both. This constraint limits the generalizability of models. Additionally, as mentioned in 

the introduction section, previously published works were limited in their ability to verify 

the veracity of individual claims without considering all claims that addressed the same 

specific topic, which meant that many contradictory claims could be categorised as the 

same. In other words, because each claim expresses an attitude toward specific targets, one 

claim may be true toward one target but false toward another. 

 

Based on the foregoing considerations, this work proposes combining the two tasks and 

learning them together to aid stance detection-based veracity prediction. Additionally, to 
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differentiate fake from genuine information, the source's reliability indicates whether the 

source is more reliable, hateful, or biased than other information sources, all of which affect 

the veracity of published information. So, this work incorporates user reliability estimation.  

 

As multi-task learning, which aims to perform stance detection and fact checking 

simultaneously, has gained popularity in the research field and continues to be heavily 

investigated. Motivated by a gap in which current multi-tasking models detect stances 

without encoding the specific target and current works still exhibit suboptimal 

performance, chapter 9 extended the work by proposing a novel framework for stance 

detection and veracity prediction that takes source credibility into account and compares 

the strength of arguments clustered by target in predicting the truth. 

 

 

3.5 Truth Discovery 

 

In contrast to fact checking, which compares each claim to a piece of evidence 

(unauthorised source like personal account), truth discovery examines contradictory 

information from multiple sources [311], [312]. In  [313] Li et al. discuss several different 

strategies. In general, there are four types of methods that have been used in previous 

research to ascertain truth: 

• Iterative methods where the trustworthiness of sources and the confidence of 

claims from each other are computed iteratively until convergence [314]  

• The optimisation that measures the difference between the information provided 

by sources and the truth-based methods [315]  

• Probabilistic graphical model-based methods where expectation maximisation is 

commonly used to infer the latent variables (parameters of truth and source 

reliability) [74]  

• Neural networks [316] 

 

Researchers have developed a variety of techniques for determining correct data from 

multiple sources of conflicting data, such as TruthFinder [317] and Voting [318] are tools 

for iteratively updating the reliability and accuracy of sources. Other works [319]–[323] 

employ additional factors to aid in truth discovery, such as information extraction 

techniques such as entity profiling [321] and knowledge graph [323]. Recently, truth 

discovery has been formulated as an optimization framework [324]–[326] that iteratively 

updates truths and source reliability. 

 

Other works take a probabilistic approach, incorporating source reliability as a random 

variable into the probabilistic models and optimising the likelihood or posterior 
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distributions of multi-source data. Wang et al. [248] developed a source reliability 

estimator. Samadi et al. [292] estimated source reliability and claim correctness using the 

Probabilistic Soft Logic (PSL) framework, whereas Nakashole & Mitchell [75] used 

language objectivity analysis in addition to Subject-Predicate-Object (SPO) triplets to 

determine the veracity of value. Other authors take a more practical approach to truth 

discovery; Wang et al. [327] divide sources and values into user-defined categories and 

then assess the information's credibility. Probabilistic graphical models can be used; Zhi 

et al. [311] used probabilistic graphical models with three measures to infer the truth value: 

silent, false spoken, and right spoken rates, while Zhao et al. [328] used a generative 

modelling process. Bayesian analysis can be used to determine source dependence [318]. 

Bayesian probabilistic modelling of the relationships between source quality, truth, and 

claimed values [329] estimates source reliability by taking into account the estimation's 

confidence interval [324]. 

 

Neural network models exhibit competitive accuracies in the truth discovery task [316], 

[330]–[332]. Despite demonstrating a significant performance improvement when using 

stance information in their rumour detection model, they rely on hand-crafted user features 

such as follower count and post count to reflect user credibility, which is separated from 

stance labels for predicting rumour veracity [96], [278], [305]. Enayet & El-Beltagy’s 

model [305] performed admirably in RumourEval 2019's stance classification system. 

Numerous rumours originate on either fake news websites or Hyperpartisan websites 

[333]. Liu and Wu [168] constructed user representations using network embedding and 

demonstrated the importance of user credibility information in determining the veracity 

of rumours. We consider the argumentation-based approach to discovering and justifying 

truths in our research in chapter 9.  

 

 

3.6 Argument Generation 

 

Numerous works have concentrated on identifying claims within the context of argument 

mining [334]. To accomplish this, the work in [335] demonstrates the critical nature of 

taking the conclusion and premises' primary objectives into account. Other studies use 

alternative methods for generating claims, such as opinion summarization, to capture the 

text's most salient points [336], [337]. While Egan et al.’s method [338] for summarising 

points made in online political debates relies on verbs and their syntactic arguments to 

identify silent information in political debates. From the premises, the conclusion (or claim) 

can be constructed, including its stance (for or against) the target [16], [339]. Hua & Wang 

[340] and Hua et al. [341] attempt to generate counterarguments to a given statement, 

whereas Wachsmuth et al. [342] and Hidey & McKeown [343] edited an original claim 

from the comments to generate new claims. Reisert et al. [159] summarise the text's main 
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points using the Toulmin model and the relationships between the model's components and 

then use the summarised text to generate new claims automatically. In terms of the Toulmin 

argument model, Reisert et al. [159] construct complete arguments based on Toulmin's 

model [344], which requires that a claim be substantiated by data and justified by a warrant. 

They confine themselves to logical argument structure and grammatical rules to generate 

arguments about debate claims. Composing complex linguistic rules is challenging due to 

varying levels of knowledge about the language's syntactic structure and the requirement 

for extensive domain knowledge.  

 

From a computational linguistics perspective, argument mining identifies and extracts the 

structure of inference and reasoning [140], [156], [157], [345]. Certain works, such as 

[160], [346]–[349], concentrate on argumentation-based reasoning using the Belief–

Desire–Intention software model (BDI). The only one that is based on the Toulmin model 

of argumentation is Gabriel et al. [160], who use a multi-agent system to reason about 

uncertain beliefs and generate a new view based on available evidence while taking into 

account unclear and conflicting information. To generate a new belief based on the Toulmin 

model, data, justifications, and rebuttals, as well as argumentation-based reasoning, are 

developed in Belief–Desire–Intention software model (BDI) agents [160], [161]. Niven and 

Kao [174] demonstrate that spurious cues are critical in adversarial attacks and contribute 

to the generation of negated arguments. Additionally, they demonstrate BERT's capacity 

for learning. 

 

Generating high-quality arguments is critical for factuality checking tasks, especially when 

dealing with contentious issues, as they are approached from a variety of perspectives, i.e., 

supporting arguments and counterarguments. Generating topic arguments enables the 

verification of an argument's (claim's) veracity based on available evidence and 

substantiated data. For example, the process of developing claims or reasons for taking a 

particular stance on a subject has been studied and analysed in numerous articles [336], 

[337], [340], [350]. Hua & Wang [333] and Wang & Ling [337], [340] used neural 

networks with a sequence-to-sequence mechanism to generate arguments and 

counterarguments. Other studies take a different approach, for example, summarising the 

main points of a debate [338] or recomposing existing text segments into new arguments 

by "recycling" topics and predicates [336]. El Baff et al.’s [350] work incorporates 

argumentative and rhetorical considerations to generate arguments, which has been 

demonstrated to be critical information for persuasive arguments [342]. Reisert et al. [159] 

use the Toulmin argument model to combine comprehensive arguments from a set of 

selected topic stance relations, where the claim is supported by data that is justified by a 

warrant. Similarly, to our work, those authors rely on a pool of argument components from 

which they construct arguments. According to Reisert et al. [95] and Toulmin [155], [159], 
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the Toulmin model, which consists of six specified components, has a sizable influence on 

modern argumentation models: 1) a piece of data, 2) a subjective claim, 3) a warrant that 

logically connects the claim to the data, 4) the rationale for the claim, and 5) a degree of 

confidence (qualifiers) 6) a rebuttal to the claim [155], [351]. 

 

Argumentative text generation is used in a variety of works, for example [335], to 

investigate the question: to what degree can the conclusion of an argument be reconstructed 

from its premises? They devised two complementary strategies: one in which the top-

ranked target is chosen as the conclusion target, and another in which a new conclusion is 

generated. Generating the conclusion of an argument from its premises requires three steps: 

(1) inferring the conclusion's target, (2) inferring its stance, and (3) phrasing the 

conclusion's actual text. Rather than viewing a claim as True or False, Chen et al. [3] 

propose viewing it from a variety of perspectives to gain a better understanding of it. They 

released a dataset containing claims, perspectives, and evidence, and the task is to identify 

the set of relevant argumentative sentences that represent perspectives for and against the 

claim. Given a debatable natural language claim, the system is expected to generate a 

diverse set of well-corroborated perspectives taking a position on it. Park et al. generate 

claims in response to a given claim, utilising a diversity penalty to encourage the 

presentation of diverse perspectives [339]. 

 

Multiple perspectives on a contentious issue are critical for avoiding bias and aiding in the 

formulation of rational decisions. We note that the current model constrains diversity. 

Diversity can aid in the development of more varied perspectives, thereby making 

perspectives appear more natural. This is because the conventional mechanism of attention 

is biased toward a single semantic aspect of the claim, whereas the claim may contain 

multiple semantic aspects. Additionally, ignoring common sense knowledge may result in 

the generation of perspectives that contradict well-established facts about the world. Thus, 

by taking these issues into account, chapter 8's work on argument generation could be 

significantly improved. 

  

 

3.7 Warrant Generation 

 

A few works have studied and analysed the task of generating the connection between the 

claim and the data. In our work, this is referred to as the warrant; in other works, it is 

referred to as the enthymeme [352] or implicit premise [353], which is typically the warrant 

(or major premise). Reisert et al. [159] assume that the data are accurate: If the data are 

accurate, the argument is true. The authors develop a model to generate Toulmin's argument 

using NLP techniques and some linguistic rules. They demonstrate that argument 
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generation requires a greater understanding of language and complex reasoning and that 

their system requires significant development to perform argument generation. Boltuzic 

and Najder [354] investigate how to identify such implicit knowledge by analysing a large 

amount of text data from a variety of sources. In Habernal & Gurevych's work [354], the 

warrant is implicit because it is obvious from the statement's meaning, but Rajendran et al. 

indicated that if it is explicitly required, the argument synthesis method should be used 

[163]. Rajendran et al. [163] propose a method for creating a premise similar to a warrant 

in online review opinions that connects an aspect-related opinion to an overall opinion. 

However, their work's annotated dataset was insufficiently large to be useful for deep 

learning models. Singh et al. [355] manually generate a warrant in response to a claim and 

supporting evidence. In Horne & Adali's work [70], human workers are asked to think and 

write what they believe is necessary to explain why the provided evidence supports the 

provided claim.  

 

Despite the critical role that warrants play in improving fact checking models, few studies 

have focused on it; also, the shortage of annotated warrant data motivates us to generate 

warrants, as shown in Chapter 6. 

 

 

3.8 Datasets for False Information Detection 

 

False information may spread and circulate through a variety of sources, including news 

agency websites, search engines, and social media. These sources were used to create a 

variety of datasets for training and testing new models for detecting false information. As 

shown in table 3.4, this section discusses several recent and widely used benchmark 

datasets for false information detection. 

 

3.8.1.  Perspectrum Dataset 

 

Perspective is a neutral belief as a third-party partner to obtain different representations that 

emphasize vital content information and its sentiment fairly and accurately. Callison-Burch 

et al. and Yin et al. [3], [356] show that better decisions towards a claim could be made by 

creating different perspectives (viewpoints) and a better understanding of controversial 

issues. For example, to evaluate our proposed model, we compare our, while claim B has 

a refuted relationship with perspective B, perspectives are generated based on claim text. 

In other words, rewording claims have supported or undermined relations with perspectives 

that have supporting evidence. 
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Table 3.4:  Datasets of false information detection 

 

Dataset  Description 

Kaggle [357] This dataset includes nearly 13 000 posts from 244 distinct 

open sources labelled with fake, state, satire, conspiracy, hate, 

junk science and bias. 

Baly et al. Dataset 

[358] 

This dataset contains 1066 records which as used to detect bias 

in information and its veracity.  Seven levels of bias are 

categorised ranging from extreme-left, left, centre-left, centre, 

centre-right, right to extreme-right. Then, veracity classes are 

categorised in one of three different labels: low, mixed, high. 

NBCTwitter 

Propaganda Accounts 

Dataset [359] 

The dataset contains information from NBC news focusing on 

users’ tweet information, e.g., number of retweets, hashtags, 

the number of followers and mentions for the tweets.  

MediaEval [360]  The dataset contains 7,898 false tweets and 6,026 true tweets. 

RUMDECT [11]  498 events 494 events 2,313 events 2,351 event. 

PHEME [361] PHEME data consists of 1,972 false tweets and 3,830 true 

tweets and their replies for several real-world events. 

Emergent [257] It contains 2,595 pieces of news related to 300 events. 

BuzzFeedWebis [36] 363 posts 1,264 posts. 

LIAR [117] 12,836 pieces of news. 

Media_Weibo [362] 40k tweets with images. 

DeClare [363] 13,525 pieces of news. 

FakeNewsNet [364] 211 pieces of news. 

RUMOUREVAL[286] 325 source tweets related to 9 events 

FactBank Dataset 

[275] 

Factbank has 3864 sentences and 13506 event factuality  

values.  

UDS-IH2 Dataset [7] The largest event factuality dataset of UW, FactBank, and   

MEANTIME combination 

FEVER                             dataset of 125,000 claims 

Perspectrum  about 1k claims, 8k perspectives and 8k evidence paragraphs 

Argument Reasoning 

Comprehension Task 

ARCC 

1,970 claims 

 

 

Claim A: "A government must lessen the economic gap between its rich and poor citizens". 

Perspective A:" The Rich Poor Gap Silences the Political Voice of the Poor". 

Evidence A:" Research has also demonstrated a connection between economic inequality 

and political voice. The political process is far more responsive to the privilege’s claims, 
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and the privileged are better organized and engaged in the political process than are less 

affluent citizens. Recent studies show that government officials are far more likely to 

support the wealthy's policy preferences than those of the poor. In short, there is 

considerable evidence to suggest that there is a growing divide between those who have 

wealth and political influence and those who do not. Yasmin Dawood, THE NEW 

INEQUALITY: CONSTITUTIONAL DEMOCRACY AND THE PROBLEM OF 

WEALTH, Maryland Law Review: 2007". 

 

Claim B: "Internet access is a human right". 

Perspective B:" It is a big problem; too many people are file-sharing". 

Evidence B:" The plan to slow down or stop internet connections is the most economical 

and practical way to deal with file-sharers. Many illegal downloaders are young people, 

and this plan will prevent the offenders from receiving a criminal record".  

 

Yin et al. [3] build a dataset that helps for training and testing systems for the task of 

substantiated perspectives discovery given a claim and has a stance regarding it, supported 

by evidence texts, and annotated as in the following example in figure 3.2. In this figure, a 

claim is related to multiple perspectives with either support or opposing stance regarding a 

claim. Each perspective should have supported evidence to prove it. Yin et al. [3] confirmed 

that analysing diverse perspectives for a claim improves the ability to understand debatable 

claims. 

 

 

 

Figure 3.2: An example of a claim with its perspectives and evidence from 

PERSPECTRUM Dataset [3] 

 

Table 3.5 shows the statistical information of the Perspectrum dataset. 
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Table 3.5:  A summary of PERSPECTRUM statistics [3] 

 

Split Supporting Pairs Opposing Pairs Total Pairs 

Train 3603 3404 7007 

Dev 1051 1045 2096 

Test 1471 1302 2773 

Total 6125 5751 11876 

 

In chapter 7, the Perspectrum Dataset is repurposed to produce factual statements, and in 

chapter 8, it is employed to generate perspectives. 

 

 

3.8.2. Emergent Dataset 

 

For contradictory claims, Gorrell et al. [286] developed the SemEval-2019 Task 7 dataset, 

and Ferreira and Vlachos [257] developed the Emergent dataset, which contains 300 claims 

and 2,595 associated news articles. 

 

Additionally, chapter 9 evaluates the proposed framework's performance using an 

additional dataset, the Emergent corpus, because headline annotations direct readers' 

attention to the article, and Emergent is a dataset of rumours (claims) combined with news 

headlines and their stances. Because this model is focused on generating conclusions for 

news articles and condensing a lengthy article into a conclusion, it makes use of additional 

information, such as the headline in Emergent data, which represents the news store. Tables 

3.6 and 3.7 illustrate the statistical data for the Emergent datasets. 

 

 

Table 3.6:  Emergent dataset [257] 

 

Claims 300 

Headlines 2,595 

Minimum number of articles per claim 1 

Maximum number of articles per claim 50 

Training instances  2,071 

Test instances  524 
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Table 3.7:  Statistics of the Emergent dataset 

 

Subject Stance Emergent Number    Percentage 

Training agree 992 24.37 

disagree 303 7.44 

discuss 776 19.06 

unrelated 2,000 49.13 

  4,071  

Testing Agree 246 24.02 

disagree 91 8.89 

discuss 776 19.06 

unrelated 500 48.83 

  1,024  

 

 

3.8.3. Rumour Eval-2019 

 

This study ,in chapter 9, applies the evaluation metric [324] to the data released at Rumour 

Eval-2019 for both stance detection and veracity prediction. It evaluates performance on 

both tasks using macro-averaged F1 because it overcomes the problem of imbalanced data. 

Tables 3.8 and 3.9 detail the statistical information for the Rumour Eval-2019 datasets.  

 

Table 3.8:  Rumour Eval-2019 Task A corpus [286] 

 

 Support Deny Query Comment Total 

Twitter Train 

Reddit Train 

1004 

23 

415 

45 

464 

51 

3685 

1015 

5568 

1134 

Total Train 1027 460 515 4700 6702 

Twitter Test 

Reddit Test 

141 

16 

92 

54 

62 

31 

771 

705 

1066 

806 

Total Test 157 146 93 1476 1872 

Total Task A 1184 606 608 6176 8574 

 

 

Table 3.9:  Rumour Eval-2019 Task B corpus [286] 

 

 True False Unverified Total 

Twitter Train 

Reddit Train 

145 

9 

74 

24 

106 

7 

325 

40 

Total Train 154 98 113 365 

Twitter Test 

Reddit Test 

22 

9 

30 

10 

4 

6 

56 

25 

Total Test 31 40 10 81 

Total Task B 185 138 123 446 
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3.8.4. Argument Reasoning Comprehension Task (ARCC) Dataset  

 

ARCC is a task with the responsibility of selecting the appropriate warrant from two 

reasonable candidates given a topic, a premise, and claim information [365], [366]. 

Habernal et al. [365] created a dataset for the Shared Task that contained 1,970 instances. 

It covers contentious news topics such as immigration and international affairs. This data 

set is used in chapters 5 and 6. 

 

 

3.8.5. News Articles [1] 

 

They created a corpus of documents from legitimate English news sources for the trusted 

category and unreliable news sources for the satire, hoaxes, and propaganda categories, 

using a dataset of 74K news articles collected from deemed websites. We will refer to this 

as a news corpus, in which the authors summarise the statistics and sources for each of the 

four classes in their respective partitions (train, dev, and test), as shown in tables 3.10 and 

3.11. This data set is used in chapter 4 for our proposed domain adaption model. 

 

 

Table 3.10:  Statistics about the news corpus [115, pp. 1856-Table 5] 

 

Source #Source #Articles Train Dev Test Length(tokens) 

Trusted 4* 5,750 3,997 1,003 750 522±429.13 

Satire 3 5,750 3,981 1,019 750 324±276.31 

Hoax 2 5,750 4,014 986 750 262±300.92 

Propaganda 2 5,330 3,670 910 750 1,047±1,156.87 

Total 11 22,580 15,662 3,918 3,000 529±705.34 

 

 

 

Table 3.11:  Data Sources for news corpus [115, pp. 1856-Table 5] 

 

Source 

Trusted Gigaword News* 

Satire The Onion • The Borowitz Report • Clickhole 

Hoax American News • D.C. Gazette 

Propaganda The Natural News • Activist Report 

 

 

 



59 

3.8.6. Twitter 

 

Volkova et al. [122] have built a dataset by collecting tweets from various accounts sources.  

The statistical information of the Twitter corpus is shown in table 3.12. Our proposed 

domain adaption model in chapter 4 is based on this data set. 

 

Table 3.12:  Twitter dataset statistics [122] 

 

 

 

 

 

 

 

 

 

3.8   Summary  

 

This chapter discussed the related studies on false information detection, which were 

classified into subtasks. Several limitations of current false information detection models 

are discussed in light of the information detailed in this chapter.  This thesis suggests 

several limitations of current tasks for detecting false information based on a review of the 

literature. To begin, generalisation is limited due to a lack of labelled data, making it 

difficult to generalise and transfer existing models to new domains. Another significant 

limitation is that models perform poorly when they are based solely on evidence with 

insufficient information. Next, Scarcity of data and manual annotation are significant 

limitations, as humans are incapable of reading through vast numbers of social media posts 

and little work has been done to address the issue of scarcity labelled data. Finally, little 

research has been conducted on the topic of combining false information subtasks. The 

following chapters detail the procedures and experiments used to accomplish the thesis's 

objectives and address the thesis's research questions. 

 

 

 

 

 

 

 

 

TYPE NEWS POSTS RTPA EXAMPLES 

Propaganda 99 56,721 572 ActivistPost 

Satire 9 3,156 351 ClickHole 

Hoax 8 4,549 569 TheDcGazette 

Clickbait 18 1,366 76 Chroniclesu 

Verified 166 65,792 396 USATODAY 
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Chapter Four: Linguistic Style-Aware Hybrid Model for Cross-

Domain Factuality Checking 

 

 

4.1 Introduction 

 

The previous chapters discussed the research questions, background on false information 

and methods to recognise false information. The primary goal of false information 

detection is to ascertain the truthfulness of a claim. This chapter addresses the research 

question concerning the detection of false information when no authoritative evidence is 

available.  The research question of this chapter is RQ-1: “Can we improve the state of art 

performance for emerging claim verification? The reliability of information obtained via 

the Internet has emerged as a critical issue in contemporary society, profoundly affecting 

political and social affairs. Evaluating the reliability of various sources is a difficult task. 

Traditionally used fact checking models are based on labelled data or authoritative 

evidence, neither of which is always available. Due to the disparity in domain distributions 

between the source and target domains, these systems degrade when asked to perform 

outside domain test data.  

 

Top-performing current state-of-the-art systems for automatic fake news detection are 

trained on vast quantities of labelled data and rely heavily on handcrafted feature 

engineering, as they are content-dependent and domain-specific. The primary 

disadvantages of the current models are their inability to address data scarcity and their 

poor performance when dealing with out-of-domain data. Several of the reasons for the 

performance degradation are due to the differences in the features of the source and target 

domains. We need to account for more robust and generalizable factuality checking across 

a broader range of domains. 

 

In the absence of labelled data, it is well established that domain adaptation is an attractive 

option for training and testing models on various distributions. When trained on sufficient 

labelled data for specific domains, deep learning has demonstrated remarkable success at 

factuality control in various domains. Scraping data is a difficult task that requires 

considerable effort and is quite costly; to some extent, this is the domain of tasks like 

argument mining and related natural language processing tasks such as claim detection, 

premise detection, and so on. The adversarial domain adaptation model was proposed to 

utilise both labelled and unlabelled data from the source domain and related target domain 

data i.e., both the source and target domains share a common feature space but have distinct 

distributions [206]. 
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To overcome these limitations, our model uses adversarial training-based domain 

adaptation to predict the factuality of text in an unsupervised target domain by leveraging 

a classifier learned from a supervised source domain. We evaluate our proposed models 

using datasets containing data from a variety of domains, and it outperforms the state-of-

the-art system. Thus, it becomes more general and applicable to previously unseen data 

from a different domain.  

 

The remainder of this chapter is structured in the following manner: the proposed deep 

learning-based approach is presented in section 4.2; we present experiments and results in 

section 4.3 that show results that suggest that the proposed model can generalize well to 

unseen data and conclude in section 4.4. 

 

 

4.2 The Proposed Deep Learning-based Approach 

 

We propose adversarial learning as a method for discovering shared and unique (domain-

specific) characteristics between the source and target domains. In this work, we focus on 

adversarial domain adaptation for data forgery detection. This is accomplished through the 

use of labelled and unlabelled data from related domains. We propose a novel model that 

employs a gradient reversal technique to filter out (ignore) domain-specific features for 

adversarial learning-based domain adaptation, relying exclusively on shared domain 

invariant features. 

 

The majority of the existing methods should include evidence to ascertain the extent to 

which trusted sources support or refute the claim or employ supervised learning methods. 

Due to the complexity of the tools and systems required to retrieve relevant documents, we 

focus on the way the claim is written, using text analysis to identify data, rather than 

retrieving evidence to verify the claim. Even though many studies focus on available data, 

we also attempt to learn a generalizable model from unseen or unlabelled data.  

 

This chapter presents a factuality checking model that employs domain adaptation via 

adversarial learning [367] to select shared features from multiple domains rather than 

domain-specific features. Our model is composed of three modules: Feature Extraction, 

Representation, and Representation Extraction. These modules are used to extract semantic 

representations and features. The second module is style-based text classification, in which 

Multi-Layer Perceptron (MLP) and nonlinear activation functions are used to predict 

factuality labels such as trusted, satire, hoax, and propaganda. The final module is Domain 

Adaptation, which identifies the domain from which the features originated. 
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The general architecture of our model is depicted in Figure 4.1. We begin by pre-training 

a source encoder and classifier. Following that, we train the target encoder and 

discriminator in adversarial mode. To minimise the difference between the distributions of 

the target and source representations, the encoder maximises the domain classifier loss. In 

comparison, the domain classifier attempts to minimise it to extract common features 

across multiple domains. 

 

 

 

Figure 4.1: The general architecture of our model 

 

We use multi-channels each of them with two-channel to obtain the final document vector, 

representing the document at a high level Due to the multi-channel nature of CNN, LSTM, 

and GRU, they perform better than CNN, LSTM, and GRU. The word sequence encoder, 

the word-level attention layer, the sentence encoder, and the sentence-level attention layer 

are among the deep learning components used. The model also includes a capsule layer, 

which employs the multi-head attention mechanism. To generate encoded sequences, we 

employ a variety of deep learning models, including Bidirectional Long Short-Term 

Memory (BiLSTM), Bidirectional Long Gated Recurrent Unit (BiGRU), and 

Convolutional Neural Network (CNN). Given that each deep learning model (for example, 

GRU, LSTM) has a distinct advantage, this situation demonstrates a highly efficient 

method for combining their benefits. The CNN model, which employs convolutional 

filters, captures local relationships between adjacent words in a sentence but not long-

distance dependencies. On the other hand, LSTM overcomes CNN's short-term memory 

limitation by utilising inner cells. GRU is less complex than LSTM due to its fewer gates. 
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This work proposes a novel representation for documents to develop a more effective 

representation of documents and increase the precision with which semantic context 

vectors are generated. This is created by combining two fundamental attention techniques: 

Hierarchical Attention Generative Adversarial Networks and multi-head attention.  

Hierarchical attention weights can be computed at various levels, which, when processing 

large amounts of data, tends to concentrate on the distinguishing features, for example, the 

word-level and sentence-level, and can be used to aggregate significant words into 

sentences and then to aggregate significant sentences into a document. While a multi-

headed attention process enables the model to focus on distinct positions from distinct 

representation subspaces. Concentrate on other vectors in the sequence to obtain a more 

accurate representation of this vector. When processing the vector, each attention head 

focuses on a distinct set of vectors. 

 

 

4.2.1. Auxiliary Linguistic Features Extraction and Representation  

 

This module takes input text and linguistic features to learn the semantic representation by 

implementing the proposed hybrid deep learning model. The linguistic (or auxiliary) 

features we rely on indicate the language writing style as in [123]–[125]. In addition to 

these features, we use other readability representations, the richness of vocabulary and 

News Landscape features (NELA) as they show noticeable improvement to evaluate the 

level of propaganda in Barrón-Cedeño et al.’s [115] work automatically. We apply three 

readability features: the Flesch–Kincaid grade level [368], the Flesch reading ease [368], 

and the Gunning fog index [369]. We consider five features of the vocabulary richness of 

an article, the type-token ratio (TTR), the number of types appearing exactly once or 

exactly twice in the article: the hapax legomena and dislegomena. As Barrón-Cedeño et al. 

[115, pp. 1854-Tables 2 & 3] summarize the most common vocabulary richness features 

and readability features. 

 

The NEws LAndscape features (NELA) [115]: We consider NELA features,130 content-

based NELA features such as sentiment, bias, and complexity, among others, are 

categorized in six subgroups, as in table 4.1. 

 

We create an auxiliary feature vector using these features and then combine it with the 

encoder's output to generate enhanced text representation. 
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Table 4.1: NELA features [115, pp. 1854-Table 4]. 

 

Subgroup Description 

Structure Part-of-speech (normalized counts) 

Sentiment 
Emotion: positive, negative, affect, etc. from Linguistic Inquiry 

and Word Count (LIWC), happiness score 

Topic-specific 
Biological process, relativity: motion, time, and space words, 

personal concerns: work, home, leisure, etc. (all from LIWC) 

Complexity 
SMOG readability measure, average word length, word count, 

cognitive process words from LIWC 

Bias 

Several bias lexicons, subjectivity probability in the text, A 

subjective example would be someone who believes pink is the 

best colour. 

Morality 
Features based on the Moral Foundation Theory [370], e.g. 

Being honest and trustworthy. 

 

 

Multi-Word Embedding: Numerous embedding models are used as pre-trained input to 

capture various linguistic properties obtained by concatenating the corresponding word 

vectors from each model. Each word is transformed into a d-dimensional word vector in 

this layer, and the sentence representation is composed of vectors representing word 

embeddings. We use pre-trained FastText embeddings, WordVec [140], Glove embeddings 

[146], Elmo [147] for lexical embedding. For Syntactic Embedding, after converting each 

word to its corresponding POS tag, a low-dimensional vector is generated by POS tag 

embedding in addition to dependency tree embedding [371]. Equation 4.1 is used to convert 

each word to its vector representation of K pre-trained word embeddings: 

Equation 4.1 ew
concat = ew

1  ⊕ ew
2 ⊕ … ⊕ ew

K  

⊕ is concatenation operator𝒆𝒘
𝒊  is the word embedding vector of wi in the ith pre-trained 

embedding. The final sentence S is as equation 4.2: 

Equation 4.2 𝑆 = (𝑒𝑊1
𝑐𝑜𝑛𝑐𝑎𝑡, 𝑒𝑊2

𝑐𝑜𝑛𝑐𝑎𝑡, 𝑒𝑊3
𝑐𝑜𝑛𝑐𝑎𝑡, … , 𝑒𝑊𝑛

𝑐𝑜𝑛𝑐𝑎𝑡) 

 

4.2.2. Hierarchical Attention Generative Adversarial Networks 

 

We use BiLSTM, CNN, and BiGRU to represent words incorporating contextual 

information given the concatenation embedded word vectors in equation 4.3. By reading 

each sentence in two directions, from beginning to end (forward) and from end to beginning 
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(reverse), BiLSTM and BiGRU extract contextual information about the current word 

(backwards). The final encoded representation combines the Bidirectional hidden state 

representation and the Bidirectional hidden state representation. Equations 4.4 and 4.5 in 

the case of BiLSTM, 4.6 and 4.7 in the case of BiGRU, and 4.8 in the case of CNN. 

Equation 4.3 xin = ew
concatwin, n ∈  [1, N] 

Equation 4.4 hin
⃗⃗ ⃗⃗  ⃗ =  LSTM⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗(xin), n ∈  [1, N] 

Equation 4.5 hin
⃖⃗ ⃗⃗ ⃗⃗ =  LSTM⃖⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ (xin), n ∈  [N, 1] 

Equation 4.6 hin
⃗⃗ ⃗⃗  ⃗ =  GRU⃗⃗⃗⃗ ⃗⃗ ⃗⃗  (xin), n ∈  [1, N] 

Equation 4.7 hin
⃖⃗ ⃗⃗ ⃗⃗ =  GRU⃖⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗(xin), n ∈  [N, 1] 

Equation 4.8 hin =  CNN(xin), n ∈  [1, N] 

We use the word level's attention mechanism to determine the weight of each word, as the 

words in the sentence have varying degrees of importance and contribute differently. To 

compute the sentence Vector. The word-level query vector, which is randomly initialised 

and collectively learned during the training process, and the hidden state representation are 

used to determine the word's importance in the text fact checking task. We use equations 

4.9-4.11 to generate a sentence vector based on the importance of each word. 

Equation 4.9 uin =  tanh(Wwhin + bw) 

Equation 4.10 ain = 
exp(uin

⊤ uw)

∑ exp(uin
⊤ uw)n

 

Equation 4.11 Si = ∑ ainhinn   

Sentence Encoder: For each sentence vector, we also use BiLSTM (equations 4.12 and 

4.13), CNN (equations 4.14 and 4.15) and BiGRU (equations 4.16 and 4.17) to encode the 

sentences and, finally, the document representation. 

Equation 4.12 hi
⃗⃗  ⃗ =  LSTM⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗(si), i ∈  [1, L] 

Equation 4.13 hi
⃖⃗⃗⃗ =  LSTM⃖⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ (si), n ∈  [L, 1] 

Equation 4.14 hi =  CNN(si), i ∈  [1, L] 

Equation 4.15 hi =  CNN(si), n ∈  [L, 1] 

Equation 4.16 hi
⃗⃗  ⃗ =  GRU⃗⃗⃗⃗ ⃗⃗ ⃗⃗  (si), i ∈  [1, L] 
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Equation 4.17 hi
⃖⃗⃗⃗ =  GRU⃖⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗(si), n ∈  [L, 1] 

Sentence Attention: As word contributes differently to the sentence representation, each 

sentence contributes differently to document representation, which is similar to word-level 

attention to measure the importance of each sentence for factuality checking task. 

Equations 4.18-4.20 measure the importance of the sentences. 

Equation 4.18 𝑢𝑖𝑛 =  𝑡𝑎𝑛ℎ(𝑊𝑠ℎ𝑖 + 𝑏𝑠) 

Equation 4.19 𝑎𝑖 = 
𝑒𝑥𝑝(𝑢𝑖

⊤𝑢𝑠)

∑ 𝑒𝑥𝑝(𝑢𝑖
⊤𝑢𝑠)𝑖

 

Equation 4.20 𝑣 = ∑ 𝑎𝑖ℎ𝑖𝑖  

Where 𝒖𝒔 is sentence-level context vector, 𝒖𝒘 is word-level context vector. 

 

Multi-Head Attention: According to Vaswani et al. [212], it is valuable to linearly project 

the Keys, Values and Queries h times with different learned linear projections to dk; dv and 

dq dimensions instead of executing single attention, as in equations 4.21 and 4.22: 

Equation 4.21  

MultiHead(Q;K; V) = [head1;… , headh], where headi = Attention (Qi; Ki; Vi) 

Equation 4.22 MultiHead(vi, vi, vi) = Concat(head1, … , headh) 

The most useful words for the classifier are highlighted, as they contribute the most to the 

classifier. As demonstrated in a real-world news example, the term "Trump" and the phrase 

"presidential candidate" are highlighted as advantageous classification features. 

Additionally, as demonstrated in the following example, fake news is more subjective, with 

emotional overtones, which aids the classifier model in accurately detecting fake news by 

comprehending the language patterns captured in text. 

 

Fake news: Coronavirus is prevented by drinking a hot beverage.  

Real news: Trump has been a presidential candidate three times, in 2000, 2016, and 2020. 

 

4.2.3. Style-Based Text Classification  

 

A SoftMax layer receives the output of a fully connected hidden layer. The features 

extracted by all hierarchical attention networks, BiLSTM, BiGRU, and CNN, are combined 

as a unified vector input to the full connection layer and then fed to the classification 

module, which uses the SoftMax activation function to compute the probability distribution 

of the fake news category. A domain adaptation module receives the same input. Following 
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the prediction of y and the loss, the cross-entropy loss will be calculated as in equation 

4.23: 

Equation 4.23 𝐿𝐶 = −𝒴𝑖 log𝒴𝑖̂ −(1 − 𝒴𝑖) log(1 − 𝒴̂𝑖) 

 

4.2.4. Domain-Based Text Classification 

 

The final goal of this module is to achieve a low domain classifier loss, which indicates 

that the extracted features are shared between the source and target domains. The encoder 

attempts to deceive the discriminator by predicting the incorrect domain label, 1 for News 

Article and 2 for Twitter Corpus. This can be accomplished by incorporating a gradient 

reversal layer [246]. This layer multiplies the received gradient by a negative constant (the 

gradient reversal constant), reversing the direction of the backpropagation of the gradient. 

Gradient reversal ensures that the domain classifier's feature distributions are as 

indistinguishable as possible between the two domains' feature distributions [233]. The 

discriminator is MLP with a SoftMax layer to extract the output, as in equation 4.24: 

Equation 4.24 P = softmax(tanh(WDd + bD)) [233]. 

For domain discriminator optimization, we use the cross-entropy loss as the discrimination 

loss as in equation 4.25: 

Equation 4.25 LD = −di log𝒴î −(1 − di) log(1 − 𝒴̂i) [233]. 

 

 

4.3. Experiments and Results 

 

4.3.1. Datasets 

 

We rely on two publicly available datasets of false information from two distinct but related 

distribution channels: social media [122] and news articles [1]. The datasets contain data 

from a variety of domains and are sufficient for testing domain adaptation. These datasets 

are found in chapter 3, sections 3.8.6, and they come from several domains to train our 

proposed model on the source domain and apply it for the target domain. 

 

4.3.2. Baselines 

 

Potthast et al. [36] demonstrate that that classifying fake news solely based on writing style 

comparisons is ineffective in general and demonstrates that real data cannot always be 

distinguished from fake data solely based on writing style comparisons. The closest 
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comparable works to ours are Ghanem et al. [372], Rashkin et al. [1], and Volkova et al. 

[122]. They sought to distinguish genuine news from satire, hoaxes, and propaganda, as 

well as clickbait, as described in [122], [372]. They discover that using word n-grams 

results in a significant decrease in performance for unseen data; our proposed model 

addresses this issue. 

 

Rashkin et al. [1] used a variety of lexicons and dictionaries to analyse the language of false 

information: propaganda, hoax, and satire: Wiktionary was used to determine the 

subjectivity, hedges, and degree of dramatisation, while LIWC was used to determine other 

features such as personal pronouns, swearing, and sexuality. Their analyses reveal that fake 

news contains many subjective terms, superlatives, modal adverbs, and personal pronouns. 

They used the LSTM model, which concatenates the output of the LSTM with the LIWC 

feature vectors before proceeding to the activation layer. They demonstrate that the LSTM 

model outperforms the Maximum Entropy (MaxEnt) and Naive Bayes models and that 

adding LIWC features improves performance. 

 

Volkova et al. [122] analysed false information on Twitter to understand better, revealing 

that fake tweets contain significantly more harmful words, bias markers, hedges, and 

subjective terms. Compared to satires and hoaxes, they examine different types of 

information, uncovering more morals in propaganda and clickbait. Their model combines 

graph-based, signal words, and syntax characteristics with a macro-F1 performance of 

71%. 

 

For the Emotionally Infused Network (EIN) in Ghanem et al.'s LSTM layer [372] followed 

by attention and dense layers is used, with and without the emotional features branch, in 

addition to other suggested baselines such as bag-of-words with a support vector machine 

classifier (BOW-SVM), model of the mean of the document's word embeddings, and 

Logistic Regression classifier. Table 4.2 compares the findings of our proposed model to 

the state-of-the-art model (EIN), Ghanem et al. [372], which outperforms the baselines 

results of Rashkin et al. [1] and Volkova et al. [122]. 

 

4.3.3. Results 

 

According to Ghanem et al. [372], their proposed EIN model, which is based on LSTMs 

and incorporates an emotional feature, achieves promising results: 79.43 per cent macro-

F1 for the news dataset and 59.7 per cent for the Twitter corpus, respectively. Our proposed 

model outperforms Ghanem et al.'s best work [372], achieving 81.36 per cent macro-F1 

and 69.54 per cent for the news articles dataset and Twitter corpus, respectively.  
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Table 4.2: News article and Twitter corpus 

 

Model News Article Corpus Twitter Corpus 

BOW+SVM [372] 70.70 57.45 

W2V+LR [372] 69.78 36.43 

LSTM [372] 72.26 55.41 

EIN [372] 79.43 59.7 

Our proposed model 81.36 69.54 

 

On a benchmark dataset, the proposed method outperforms several baselines and produces 

results comparable to those obtained by previously proposed cross-domain fake news 

classification methods. 

 

We can see that simply extracting domain-invariant information and taking into account 

linguistic style features significantly improves adaptation performance for the fake news 

classification task. Through adversarial training, enhanced performance is obtained by 

extracting discriminative features that most strongly support the final prediction. 

 

4.4. Discussions 

 

Our findings indicate that including additional features improves the model's performance 

compared to the model that does not incorporate extra-linguistic features. Trusted data is 

less subjective, more personal, and more objective, free of exaggeration or bias. Due to the 

variety of written styles used in Twitter accounts, news articles are easier to analyse than 

Twitter. The written style in news articles is more formal and precise. When three channels 

of Hierarchical Attention Networks models are combined with different deep learning 

models such as CNN and LSTM Capsule models with a hierarchy scheme and the attention 

mechanism, the source news articles data can enhance the performance of the target Twitter 

corpus through adversarial domain adaptation. Attention networks with hierarchical 

structures could be used to capture the text's hierarchical structure As a result, we 

incorporate it into our model. Each of the deep learning techniques used contributes 

significantly to the extraction of richer textual information: CNN extracts local features, 

attention mechanisms extract contextual information from text, and BiLSTM and BiGRU 

are robust at detecting long-term dependencies. Capsule networks assist adversarial 

networks in bridging the knowledge gap between source and target domains. Our hybrid 

model achieves promising results for cross-domain training on news articles and Twitter 

by maximising the domain discriminator loss through adversarial learning.  
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In general, we demonstrate that when used in conjunction with enriched linguistic features, 

our novel model classifier produced the best results, confirming our initial hypothesis (H1 

and RQ1) and outperforming other approaches. 

 

 

4.5. Summary 

 

We propose a novel hybrid model for factuality checking that is based on a combination of 

stylistic and deep learning features. This task focuses on detecting genuine news, satire, 

hoax, or propaganda across multiple classes. Because multiple deep learning models can 

capture more high-level shared features that can be transferred across domains, our hybrid 

model outperforms comparable models, as shown in this study. By incorporating the 

capsule network, the model's performance is improved by focusing on relevant and non-

relevant features that the max-pooling technique may miss and effectively detecting 

implied features. They require less training time than bi-LSTM and CNN networks. We 

discover that the additional features in the network improve the proposed hybrid model's 

accuracy. For long sequences, both BiLSTM and BiGRU are more robust in capturing 

global features over a long distance by encoding tokens from both left and right. Our 

proposed model outperforms all current systems. 

 

In this chapter, we discuss how to use style analysis to detect false information when the 

claim does not include a reliable source of evidence, as is the case with new emergent 

claims, making the verification process difficult. Thus, the style of the written claim may 

reveal the writer's intent, acting as a stylistic idea to recognising deception and intent to 

deceive. Additionally, we require a generalizable model to address the issue of not having 

sufficient evidence to substantiate unseen emerging claims. In the following chapter, we 

will attempt to improve the performance of current models in the presence of insufficient 

reliable evidence and an ambiguous justification for supporting or attacking, which 

necessitates recognising the implicit link between a claim and a piece of evidence (i.e., 

warrant). In chapter 5, we will examine the effectiveness of using warrants automatically 

for fact checking tasks. 
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Chapter Five: Warrant Aware Fact Checking 

 

 
5.1. Introduction  

 

In the previous chapter, chapter 4, we discussed how linguistic style can aid in the detection 

of false information for emergent data where new claims may not yet be referenced in 

credible source resources. In this chapter, we will discuss the situation in which claims are 

substantiated by using knowledge bases (i.e., evidence), where it is possible to ground a 

claim to a reliable source, but the evidence does not contain enough information (i.e., 

warrant) assisted them in comprehending the relationship between a claim and an item 

of evidence. Typically, this chapter aims to answer the research question RQ-2 “To what 

extent can external knowledge, such as a warrant, aid in fact checking performance 

improvement?”. 

 

An argument is composed of two critical components: a claim and a relevant piece of 

evidence. Fact checking entails making predictions about the relationships between these 

components. While it is possible to determine the truthfulness of claims by examining 

relevant evidence, establishing the relationship between the claim and the evidence remains 

a challenge. The most probable factuality label can be detected if a model can establish a 

connection, such as a warrant, between the claim and the piece of evidence.  The claim and 

the evidence are used by the majority of recent fact checking DNN methods, but not the 

warrant. In some instances, the label was not discernible due to a lack of explicit reason 

from the evidence supporting the claim. As a result, a warrant is required to ascertain the 

veracity of the claim. The effectiveness of leveraging warrants for fact checking is therefore 

investigated in this chapter. The  warrant is the logical inference statement that acts as a 

link between the claim and the evidence to extract supportive sentences; it is based on 

Hashimoto et al.'s proposed excitatory and inhibitory relations [373].Table 5.1 illustrates 

an example claim-evidence pair with two opposing candidate warrants, W0 and W1, for 

fact checking purposes.  

 

Table 5.1:  An example claim-evidence pair for fact checking 

 

 

 

 

 

 

Evidence: Miss America gives honours and education scholarships. 

Claim: Miss America is good for women 

W0: scholarships would take women away from the home. 

W1: scholarships would give women a chance to study. 
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The relation (i.e., the factuality of the claim) is decided based on other information; if the 

warrant is W0, then the relation with this is refuted while W1 gives support relation.   

 

This chapter proposes a method for fact checking that makes use of warrant to improve the 

effectiveness of current false information detection. The proposed method is based on a 

publicly available dataset ARCC, which stands for Argument Reasoning Comprehension 

Corpus from News Comments [187], which was built for the 2018 SemEval task [366] by 

Habernal et al. [365]. We discovered that external information affects fact checking via 

deep learning. Thus, the algorithm minimises incorrect predictions by elucidating the 

rationale for its labelling decisions. This work demonstrates the possibility of further 

performance improvements through the addition of Toulmin model components i.e., 

warrant. 

 

The rest of the chapter is organized as follows. In section 5.2, we propose a new model for 

fact checking model leveraging warrant. In section 5.3, the proposed fact-predictor 

architecture is presented. Experiments are presented in section 5.4 and we present the 

summary in section 5.5. 

 

5.2. Warrant Aware Fact Checking  

 

The closest work to our task is by Reisert et al.  [159], which proposes a computational 

approach to generate Toulmin's argument using natural language processing techniques and 

some linguistic rules, where a greater understanding of language and complex reasoning is 

required. According to the authors, their work could be significantly improved for the task 

of argument generation. 

 

To our knowledge, this is the first work to incorporate warrants for performance 

enhancements in fact checking. The closest work is Singh et al. [164] work although it is 

for evidence detection. Singh et al. [164] predict the relationship between a claim and its 

corresponding premise using a warrant to rank the evidence of a group of candidates and 

choose the best piece of evidence for a particular claim. They created a new dataset by 

randomly selecting correct warrants to create positive instances labelled with (Premise, 

Claim, and Correct warrant) and labelled with (1), as well as negative instances labelled 

with (0)   for (Random Premise, Claim, and Correct warrant), in which they randomly select 

a premise for a claim with its correct warrant. In their model, warrants are ranked to 

determine the best rationale for the argument, obviating the need to search for a relationship 

between claim and evidence. The opposing claim's warrant is viewed as a rebuttal in the 

Toulmin argument. 
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They automatically extracted warrants for evidence detection from an existing, structured 

corpus of arguments ARCC considering the consistency between the given argument from 

Context-Dependent Evidence Detection (CDED) dataset [374]. They then used these 

warrants to augment the CDED evidence detection system. They discovered that, on 

average, the automatically acquired warrants are not high-quality.  This can be attributed 

due to the very low shared lexical content between the two different datasets contained in 

this study, as in table 5.2. 

 

Table 5.2:  Performance of evidence detection in Singh et al.’s models [164], the 

state of the art model for using warrants for stance detection, they only use 

correct warrant 

 

Model Accuracy 

Bidirectional LSTM model without a warrant  72.71 

Bidirectional LSTM model with the correct warrant  76.74 

 

 

We argue that a model should be used to determine the single warrant that best bridges the 

reasoning gap from a set of candidate warrants. The proposed best warrant selection model 

is only related to the work of Singh et al. [355]. The distinction between this work's best 

warrant model and theirs is that their model relies on crowd workers to select the most 

relevant and best warrants, whereas this work automated the ranking models rather than 

relying on manual methods. They used the IBM Context-Dependent Evidence Detection 

(CDED) dataset [374]. The following is a sample of the claim, evidence, and five 

candidates from Singh et al.'s ranking warrant dataset [355].  

 

An instance of Toulmin argument example with a given claim and evidence pair and five 

candidate warrants (W1-W5), the ranks of the warrants are 3, 4, 2, 1, 5, where W3 can be 

considered better reasoning from evidence to claim. 

 

➢ The claim: " We need libraries ".  

➢ The evidence: " Libraries provides books and internet access to those who cannot 

afford it"  

➢ Warrant 1:   "Libraries are the most convenient medium to gain knowledge for the 

poors  " 

➢ Warrant 2: " Low income individuals deserve to have access to books and internet 

like their privileged peers do " 

➢ Warrant 3: " Library that is accessible by books, internet access in free cost " 
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➢ Warrant 4: " A lot do not have access to books and computers to help live them or 

learn for a better life " 

➢ Warrant 5: " Libraries are a societal necessity because they provide free access to 

books and the internet, and society benefits from informed and educated people" 

 

Our proposed model looks for the best warrant from a given set of candidate warrants, that 

is related to a claim and then identifies the relationship between the claim and evidence i.e., 

support (if warranted), attack (if contradictory warranted), or irrelevant (if the warrant was 

chosen at random and is unrelated to the claim).  

 

 

5.3. The Proposed Fact-Predictor Architecture 

 

5.3.1. Key Idea 

 

The proposed model's goal is to categorise the relative strength of the evidence supporting 

a claim. We discuss the importance of warrants as the foundation for logical inferences in 

determining claims-to-evidence relationships as in figure 5.1. To improve fact checking, 

this model incorporates the warrant and uses multi-channel combined with multi-head 

attention for fact prediction.  

 

 

 

Figure 5.1:  The proposed model architecture 

 

The proposed model architecture is divided into three components: the first is a high-level 

policy for plausible warrants, and the second is a low-level policy for best warrant 

selection. The fact predictor is the third component, which is also used to reward behaviour 

that leads to the desired outcome. 
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The initial input is as triple (claim, plausible and implausible warrant, and evidence), as (c, 

w, e), and the input for fact predictor is a triple <c, w, e> where w is the best warrant. 

Hierarchical Reinforcement Learning HRL is used to select the best warrant for fact 

predictor, in which the high-level policy determines whether a warrant is plausible in light 

of the claim evidence pair, and the low-level policy is trained to select the best warrant. 

The low-level policy combines the outputs of knowledge-based and style-based models. 

Capsule and BiGRU networks are used to improve the representation of syntactic and 

semantic information in knowledge-based prediction for reasons that Bi-GRU is capable 

of reading text in both directions and extracting contextual, semantic, and grammatical 

information about the words in the text [375] and  Capsule networks address the issue of 

information loss associated with CNN pooling operations by representing various attributes 

of a particular type of entity, such as an object or an object part results in higher 

classification accuracies [219]. 

 

To perform style-based prediction, we apply a feature-guided conditioned cycle GAN via 

VAE to convert the style of a text to the desired style and then check for style matching. 

Our work is predicated on the premise that compatibility between these two texts in the 

style space indicates greater consistency, i.e., that greater compatibility increases the 

likelihood that the warrant is selected. The final component of our model is the fact-

predictor, which is used to determine the claim's veracity. Additionally, it serves as a guide 

for determining the relationship between a claim and the evidence, as well as for directing 

all policies. 

 

The formulation of goal-directed lower-level policies is emphasised in hierarchical 

reinforcement learning approaches. We feed the higher-level policy's goals to the lower-

level policy so that it learns to behave differently depending on which goals it is attempting 

to achieve. As a result, we formulated a goal-conditioned reward function to aid the lower-

level policy's learning process. 

 

5.3.2. A High-Level Policy for Plausible Warrant Extraction 

 

The primary objective of the high-level policy is to distinguish relevant warrants from those 

that are irrelevant to the claim evidence pair. The relevant warrant is forwarded to the 

lowest level of policymaking to obtain the most appropriate warrant decision. The primary 

objective of warrant extraction is to ascertain whether or not there is a connection between 

the claim and the evidence supporting or refuting it. Relevant warrants should be more 

persuasive and relevant to be considered reasonable. The ARCC data is annotated with a 

topic t, a claim c, a set of warrants w (which connect the claim to the evidence) including 
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plausible and implausible ones, and a piece of evidence e. In our work, we train our model 

to select the most appropriate warrant given a claim and evidence argument. 

 

Policy: This policy depends on good text representations after the embedding vector 

represents each word with an attention mechanism. For each time step, each claim-evidence 

input pair, multiple warrants are examined for each claim evidence pair. Next, a deep neural 

network is applied: Bidirectional Long Gated Recurrent Unit (BiGRU) combined with the 

attention mechanism to capture crucial information from both directions. To encode the 

inputs and obtain the contextual information, the model uses BiGRU to efficiently use past 

features and future features and summarise these words information from both directions 

(forward and backwards) as in the equations 5.1-5.3:  

Equation 5.1 h⃗ i = GRU⃗⃗⃗⃗ ⃗⃗ ⃗⃗  
(ci);       i ∈ [1,  C] 

Equation 5.2 h⃖⃗i = GRU⃖⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗
(ci);       i ∈ [C, 1] 

Equation 5.3 hi = h⃗ i⨁h⃖⃗i 

Equations 5.4-5.6 are used to determine the attention weight 𝑎𝑖, between each claim's 

hidden state ℎ𝑖 , and the warrant representation, i.e., the similarity between the claim's 

hidden states and the warrant representation. 

Equation 5.4 hw
p

= ∑ hw
i n⁄n

i=1  

Equation 5.5 mi = tanh(Wc ∙ [hi; hw
p
] + bc) 

Equation 5.6 ai = softmax(mi) =
exp(mi)

∑ exp(mt)
C
t=1

 

where ℎ𝑤
𝑝

 is pooling vector for the warrant, hw
i  is……, n is….mi is… 

 

The claim representation c can be derived based on the attention vectors 𝑎𝑖 by equation 

5.7: 

Equation 5.7 cr = ∑ αi
C
i=1 ∙ hi 

The above equations are used to represent evidence by replacing claim c with evidence e. 

We propose a method that ranks multiple warrants for a given claim and evidence pair. It 

first feeds both claim and evidence representation to a SoftMax classifier where the highest 

probability stands for the best warrant to fill the gap between the claim and the evidence. 

Where ⊕ represents a connection of vectors, claim representation and evidence 

representation, equation 5.8: 
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Equation 5.8 score = softmax(w. [cr ⊕ er] + b) 

It serves as a guide for selecting candidate warrants [w1;w2..wn] which support the claim 

and evidence with plausible reasoning. 

 

The high-level policy utilises a reward to select the warrants to guide warrant extraction 

over the warrants sequence. The actions taken by this policy depends on the score result, 

which is a conditional probability of binary classification while the state at each time claims 

evidence pair. More details about the state, action and reward of the high-level policy are 

described as follows: 

 

• State: the state is composed of three parts, the claim and its evidence in addition to a 

candidate warrant from the dataset. The policy uses this information to decide either 

to select the candidate warrant as relevant or not.  

• Action: the policy samples action ai, j ∈ {0, 1} by the conditional probability, as 

defined in score eq. 5.8, The actions are the high-level goals (the candidate warrants 

that should be fed to the low-level policy) 

• Reward: After the policy has taken an action, This action should be rewarded with a 

cosine similarity between the vectors of the selected warrant and the claim evidence 

pair.  

 

5.3.3. Best Warrant Picking with Low-level Policy 

 

The high-level policy provides a candidate (plausible) warrant sequence w1, w2,..., wn; the 

low-level policy l selects the strongest (best) warrant from that sequence and discards the 

less likely ones. The policy has two workers which are trained independently. They each 

help the low-level policy learns to select the best warrant by considering different 

perspectives, i.e., worker one uses the semantic representation, and worker two the style 

representation. The low-level policy sends the outputs from both workers to the SoftMax 

output layer. For each warrant, the conditional probability by SoftMax is updated until all 

warrants are processed, and the best warrant is returned.  

 

The states and rules for a reward for the low-level policy are as follows:  

States: are the information of relevant warrant sequences that comes from the high-level 

policy, also, to claim evidence pair for deciding to select the best warrant. 

Action:  this policy adopts the SoftMax function to decide the best warrant based on 

conditional probability results, Thus, the action will either consider this warrant to be the 

best or will ignore it. 
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Reward: After the policy has taken an action, this action should be rewarded entailment 

metric between the hidden states of the selected warrant and the word embedding of the 

claim evidence pair. 

 

Worker 1 Knowledge-based prediction (content-based representation): This worker's 

objective is to encode the input's syntactic and semantic properties. semantic representation 

of the input is based on the content of the text e.g., term vectors. Its input consists of a low-

level representation of data (for example, claim words), and its output consists of an 

implicit representation of this data 

 

In this work, a capsule network model incorporating BiGRU is proposed, BiGRU capsule 

networks. This model consists of two parts, the BiGRU module is used to capture input 

context features and the capsule module is used to obtain the spatial position relationships 

of local features. Initially, a claim is represented by a word embedding where words from 

the vocabulary are mapped to vectors. In this model, the pre-trained word vector GloVe is 

employed, it performs better and faster on our used dataset as equation 5.9:  

Equation 5.9 xin = ew
c win, n ∈  [1, N] 

BiGRU is used to capture long-distance dependencies within a sentence and proved its 

effectiveness to encode sentence representation. It captures the information from both 

directions left and the right context; then, the word representation is the concatenation for 

them, equation 5.10-5.12: 

Equation 5.10   hin
⃗⃗ ⃗⃗ ⃗⃗  =  GRU⃗⃗⃗⃗ ⃗⃗ ⃗⃗  (xin), n ∈  [1, N] 

Equation 5.11   hin
⃖⃗ ⃗⃗ ⃗⃗ =  GRU⃖⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗(xin), n ∈  [N, 1] 

Equation 5.12   hin = hin
⃗⃗ ⃗⃗  ⃗ + hin

⃖⃗ ⃗⃗ ⃗⃗ , n ∈  [1, N] 

Capsule Network [213], [214], have generated Capsule model instead of the single neural 

node as in CNN models; they have used neuron vector for input and output layer with 

dynamic routing algorithm instead of pooling operations. It is used for understanding the 

spatial information and the contextual information of text in different tasks. For example, 

question answering [215], word segmentation [216] and extract the global semantic 

features of different categories [217], sentiment analysis [218]–[220], cross-domain [220], 

[221], sarcasm detection [222], propaganda detection [223]. 

 

According to Gao et al. [184] capsule network is robust to extract a richer representation 

of a text and other significant features such as word position the semantic and syntactic 
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structure. This proposed model applies Gao et al. [184] equations to obtain the capsule 

network's output and considers other output of BiGRU. The outputs of capsules networks 

are achieved as equation 5.13-5.15: 

Equation 5.13 𝑢̂𝑜|𝑖 = 𝑤𝑖𝑜ℎ𝑖𝑛 

Equation 5.14 𝑆𝑜𝑢𝑡 = ∑ 𝑐𝑖𝑜
𝑚
𝑖=1 𝑢̂𝑜|𝑖 

Equation 5.15 𝑐𝑖𝑜 =
𝑒𝑥𝑝(𝑏𝑖𝑜)

∑ 𝑒𝑥𝑝(𝑏𝑖𝑘)𝑘
 

Where 𝑐𝑖𝑜 is the coupling coefficient, is determined by the dynamic routing method and 

𝑆𝑜𝑢𝑡 is vector representation. The activation of capsule network output is calculated by the 

nonlinear function (Squash) for normalisation purposes, as shown in equation 5.16: 

Equation 5.16 𝑣𝑜𝑢𝑡 =
‖𝑆𝑜𝑢𝑡‖

2

1+‖𝑆𝑜𝑢𝑡‖
2

𝑆𝑜𝑢𝑡

‖𝑆𝑜𝑢𝑡‖
 

Where 𝑣𝑜𝑢𝑡 is the output vector of the capsule network.  For c is 𝑣𝑜𝑢𝑡𝑐, for w  𝑣𝑜𝑢𝑡𝑤 and 

for e 𝑣𝑜𝑢𝑡𝑒. The dynamic routing method [220] is shown below:  

for all capsule i in layer l and j in l+1: 

initial: 𝑏𝑖𝑗 ← 0 

for iterations do 

Equation 5.17 𝑐𝑖𝑗 ← 𝑠𝑜𝑓𝑡 𝑚𝑎𝑥(𝑏𝑦) 

Equation 5.18 𝑠𝑗 ← ∑ 𝑐𝑖𝑗𝑢𝑗|𝑖𝑖  

Equation 5.19 𝑣𝑗 ← 𝑠𝑞𝑢𝑎𝑠ℎ(𝑠𝑗) 

For all capsule i in layer l and j in l+1: 𝑏𝑖𝑗 ← 𝑏𝑖𝑗 + 𝑢𝑗|𝑖 ∙ 𝑣𝑗 

return 𝑣𝑗 

After generating the vector representation for each claim, warrant and evidence, All the 

resulting vectors are concatenated and fed to a SoftMax classifier to predict the relationship 

between a claim and a piece of evidence (to express labels 0,1,2). 

 

Worker 2 Style based prediction (semantic transformation): Stylistic feature-based 

representations are completely distinct from textual (content) representations and are 

capable of capturing significant characteristics of the text's writing style. A semantic 

transformation model is used to transfer the text semantic domain and then conduct the 

matching between the original text and the transferred text. The motivation behind using 

this style-based model was to match the target text's style with its original style and 

compare them. 
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Our model makes use of a CycleGAN network to power our style-based machine learning 

model. CycleGAN combines two generators and two discriminators, resulting in two 

bidirectional data input mappings; it also learned a transformation between image domains 

[376], [377]. The success of CycleGAN in image transformation and semantic matching 

[378], motivated us to propose an argumentative relation identification task based on style 

transfer. It makes use of the generative variational autoencoder, the CycleGAN 

architecture, and the generative variational autoencoder [379], [380]. 

 

This model has three texts, c, w, e. First, it checks the style of claim toward the warrant, c 

and w that respectively, transfer claim c to warrant style Qw and warrant w to claim style 

Qc., then the model matches each transferred text to the original one: c with Qw and w with 

Qc via Manhattan distance as it is accurate in determining the distance between real-valued 

features [381]. The same thing of evidence, only replace c with e.  The model averages all 

Manhattan outputs the maximum average. 

 

For both claim and evidence, warrant information is used to transfer text into warrant style 

and vice versa. To achieve that, the VAE generator network combines the same z from the 

claim and c from the warrant to generate various text that satisfies the new constraints 

encoded in a specific style and preserving the knowledge. A discriminator consisting of 

CNN estimates the probability that the transferred text comes from the target semantic style 

domain and determine how the generated text is acceptable. Generators and discriminators 

are trained using backpropagation.  Next, we identify the most appropriate conditional 

statement from our model based on our semantic relation. 

 

5.3.4. The Policy: The Hybrid Model of Semantic Transformation and 

Representation. 

 

Detection is accomplished by merging vector representations from both style models and 

knowledge models, using product, concatenation, and difference matching methods. The 

outputs from all the subjects are concatenated, and a SoftMax classifier is used as in table 

5.3. 

Table 5.3:  Vector’s representations of matching methods 

 

Matching method The style-based vectors 
The knowledge-based 

vectors 

Vectors Concatenation (c+qc)(w+qw) (e+qe) (w1+qw1) (𝑣𝑜𝑢𝑡𝑐+𝑣𝑜𝑢𝑡𝑤 + 𝑣𝑜𝑢𝑡𝑒) 

Vectors Elementwise 

product 
(c*qc) (w*qw) (e*qe) (w1*qw1) (𝑣𝑜𝑢𝑡𝑐 ∗ 𝑣𝑜𝑢𝑡𝑤 ∗ 𝑣𝑜𝑢𝑡𝑒) 

elementwise difference (c-qc) (w-qw) (e-qe) (w1-qw1) (𝑣𝑜𝑢𝑡𝑐−𝑣𝑜𝑢𝑡𝑤 − 𝑣𝑜𝑢𝑡𝑒) 
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5.3.5. Fact predictor: Multi-Channel Multi-Head Attention Based BiGRU Siamese 

Network. 

 

Word Embedding Layer: All inputs (claim, warrant, evidence) are fed to the input layer. 

Each input is connected to the embedding layer, which builds word embeddings using 

Elmo, GloVe and fastText. In this work, to build word embeddings, Elmo, GloVe and 

fastText generate a word vector table. For each input, all word vectors of the word 

embeddings generated by Elmo, GloVe and fastText are concatenated as a matrix that is 

finally fed as inputs C, W and E claim, warrant, and evidence to the BiGRU layer. 

 

Word Encoder Layer: Each word in each input C, W, and E represents a multi-channel of 

word embedding. The Word encoder layer creates a new representation for each word by 

summarising contextual information from forward and backward directions using BGRU 

from both directions in a comment. For the whole input of (C, W, or E) to obtain hidden 

state representation ht for each word, forward hidden state and backward hidden state are 

concatenated for each word, and all of them are represented as H for each input. 

 

Multiple-head Attention layer: For claim fact detection, each part in each input, claim, 

warrant, and evidence has a specific part with a variant role from different factors, so this 

model focuses on them by applying multiple heads of attention representing the semantics 

of the three inputs. After all hidden states have been fed to the attention layer as equation 

5.20, each input's entire semantic representation is represented as equation 5.21, and 

equation 5.22 where Wk1 and Wk2 are weight parameters. The final input is C. Other 

feature vectors are merged to the final input representation, Linguistic features F: the 

sentiment feature vector and other Linguistic Inquiry and Word Count (LIWC) [128] 

features such as subjective, number, Swear, Negation and speculation expressions. Cnew 

is a new representation that combines the input representation with linguistic features, 

making the sentence more meaningful. The model generates a new representation V that 

passes through the SoftMax layer to determine the fact checking output label. 13 the 

prediction with the highest probability is the predicted fact. The best final application label 

is used as a reward for good HRL. 

Equation 5.20   A= tanh (Wk1HT)  

Equation 5.21   B = SoftMax (Wk2A) 

Equation 5.22   C = BH 

Equation 5.23   Cnew= C + F  

Equation 5.24  Label= SoftMax (Wv V+ bV) 
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5.4. Experiments 

 

We address the research question RQ-2 in our experiments by comparing the performance 

of a fact checking model with and without warrants. 

 

5.4.1.  Dataset 

 

For warrant selection, the corpus of ranked warrants from Singh et al. [355] is used because 

it is the only dataset available for ranking warrants, where only the top-ranked warrants are 

kept. This dataset is annotated for warrant preference learning, where a list of warrants are 

ranked according to how well they connect a particular claim with a given piece of 

evidence. They collated all the warrants for 100 claim-evidence pairs, each pair being 

annotated manually with five warrants from the top (high score) to bottom (low score) 

ranked. 

 

For the fact checking task, ARCC data is used, standing for Argument Reasoning 

Comprehension Corpus from news comments [187] that is the build for SemEval task 2018 

[366] by Habernal et al. [365]. The argument reasoning comprehension task is to pick the 

right implicit warrant from two choices provided with an argument: a claim and a premise. 

For the evidence detection task, Singh et al. [164] modify this data to be more appropriate 

to decide the relation between claim and evidence. The relation label is either support or 

non-relevant.  They label the datasets given the tuples of (Premise, Claim and Correct 

warrant) as a positive label, e.g., 1, and the tuples of (random Premise, Claim and Correct 

warrant) as negative label 0 (non-supporting).  

 

Our proposed model's goal is to determine if the evidence supports, undermines, or is 

irrelevant to a claim, so it considers both the correct warrants that explain why a premise 

supports the claim and the alternative warrants that lead to contradictory (rebuttal) claims. 

The random warrant is no longer relevant information. The modified ARCC data is shown 

below:  

 

− {claim, correct warrant, correct premise, label 1}, where 1 denotes verifiable fact: True 

− {claim, random warrant(irrelevant), correct premise, label 0}, where 0 denotes 

irrelevant warrant: unrelated  

− {claim, attack warrant(rebuttal), correct premise, label -1} where -1 denotes 

unverifiable fact: false. 
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5.4.2. Settings 

 

The embedding matrix is utilised with word2vec embeddings. Models were implemented 

using Keras and TensorFlow. The proposed model used 20% of the data as test data. The 

list of hyperparameters used to train neural architectures is presented in table 5.4. 

 

Table 5.4:  Hyperparameters used to train the neural architectures 

 

Hyperparameter Value 

Batch size 32 

Embedding size 300 

GRU cell size 128 

GRU dropout 0.2 

Optimiser Adam 

Learning rate 0.001 

The number of route iterations  3 

Regularisation constant of the dropout layer 0.2 

The number of capsules 400 

 

 

5.4.3. Results and Discussions 

 

For warrant selection, results are evaluated by the normalised version of Mean Reciprocal 

Rank, Mean Quantile (MQ) score [382], which measures the correct ranks among all 

candidate warrants. We obtain an MQ score of 0.73 where the quantile ranges from 0 to 1.  

 

More reasonably selected warrants increase the performance of this model. It is observed 

that the proposed model sometimes mislabelled the relation when the warrant has noise 

information or is less relevant. There is no comparison between the proposed fact predictor 

model with other works in experiments since no previous work considering the warrant and 

rebuttal for fact checking has been applied. The performance is evaluated using Accuracy, 

which is calculated as equation 5.25:  

Equation 5.25 𝐴𝑐𝑐uracy = T/ C 

T is the number of correctly classified labels, and C is the total number of labels. The 

modified data has 1,210 instances as training data and 444 instances as test data for each 

relation, i.e., the model collects only correct warrants for support relation, alternative 

warrant (rebuttal) for attack and randomly warrant for no-relevant relation.  
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The experimental findings given in table 5.5 demonstrate that choosing the best warrant 

from a set of correct warrants, instead of a randomly selected correct warrant, increases the 

model's performance by providing more confidence with the designation. In the training 

data, the best test accuracy was 81.69 %, which was obtained by feeding the fact-checker 

the labelled first-ranked warrant. It is observed that the sentiment, negation and other style 

information help clarify the relationship to be captured. For example, if the warrant (or 

alternative warrant) has the same polarity with the claim and evidence, it will be more likely 

to prove an attack relation, while the claim and evidence would show support relation. 

Negation words help to detect attacks relations. When the topic of the claim and the 

evidence is far from the warrant, diversion is necessary.  

 

 

Table 5.5:  Performance of fact checking in our proposed model and the impact of 

collecting the best warrant from multiple correct warrants, in addition to alternative 

warrant (rebuttal) or other irrelevant information. 

 

Our Model Accuracy 

Fact predictor without warrant (given only claim-evidence pair) 73.95 

Random correct warrant aware fact predictor 79.21 

Best correct warrant aware fact predictor 81.69 

 

 

Our findings support the hypothesis H2 that incorporating warrants can enhance the overall 

performance of a fact checking model. 

 

 

5.5. Summary 

 

Fact checking is the process of determining the truth of a claim. Detecting the truthfulness 

of a claim, as in fake news, using only existing knowledge of the news, e.g., evidence text, 

is generally insufficient, as the claim's rationale is implicit and is expected to be inferred 

by the reader, while it is necessary to comprehend the claim completely. The majority of 

previous models on this task used the claim and evidence as input, and the failure of the 

systems to detect the relationship resulted in poor performance, particularly for ambiguous 

data where some components, e.g., implicit premise, are missing. 

 

To address the issue of poor performance, a model that can detect relationships based on 

previously extracted warrants from structured data is developed. For warrant selection, 

knowledge-based and style-based prediction models are combined to capture additional 

information that can be used to infer which warrant best bridges the gap between claim and 
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evidence. Selecting a reasonable warrant may assist in resolving the evidence ambiguity 

issue if the proper relationship cannot be established. The experimental results indicate that 

incorporating the best warrant into the fact checking model improves fact checking 

performance. 

 

Despite the critical nature of the implicit warrant required to comprehend the claim, there 

is a dearth of annotated argument justifications. The maximum dataset available for the 

ACRT, for example, is 1.7k samples, but deep learning models require a considerable 

amount of labelled data to train. Additionally, to maximise the benefits of deep learning 

algorithms for false information detection, the scarcity of labelled data for warrants must 

be addressed. Chapter 6 develops novel models to address the dearth of labelled warrants 

data. 
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Chapter Six: Warrant Generation Models 
 

 

6.1. Introduction  

 

Even though utilising a warrant can aid in the performance of fact checking tasks [383], to 

our knowledge, no previous work has proposed that a claim be connected to a piece of 

evidence via automated warrant creation rather than manual annotation. Additionally, no 

experiment was conducted using a labelled dataset, but rather through the use of case 

studies [159]. Unlike previous approaches that relied on structured annotated warrants 

[355] or manually generated warrants for emerging claims based on certain linguistic rules 

[159] that require a higher level of language comprehension and complex reasoning, our 

work is based on the automated generation of warrants for claims. 

 

In chapter 5, we examined the use of warrants in fact checking, and our findings indicated 

that warrant consideration has a significant effect on the fact checking model's 

performance. However, the issue remains that the majority of current datasets lack 

sufficient annotations, posing a challenge for deep learning algorithms that require a large 

amount of labelled data to train. On the other hand, manually annotating massive amounts 

of noisy social media data for the purpose of fact checking is a time- and labor-intensive 

process. 

 

This chapter will evaluate a variety of models to answer the research question RQ 3: how 

to generate high quality and more diversity warrants? For example, what contextual 

information can be incorporated into deep learning through the use of natural language 

processing techniques such as RST and causality for warrant generation? Is it possible to 

improve the diversity and quality of warrants by fine-tuning a pre-trained Language Model 

(BART) using Multi-Agent Network reinforcement learning? To our knowledge, this is 

the first time that the integration of reinforcement learning, and a generative adversarial 

network has been used to solve the warrant generation problem.  

 

The remainder of this chapter is organised as follows. In section 6.2, we discuss our warrant 

generation models. Section 6.3 discusses the experiments and the findings, while section 

6.4 summaries the work. 

 

 

6.2. Warrant Generation Models  

 

The overall framework of our warrant generation models, first and second, is shown in 

figure 6.1. This framework addresses the challenge of a lack of large, annotated data for 
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warrant given claims and their evidence, the largest of which is ARCC [365] with less than 

2k rows.    

 

We develop three generator models; the first model trains a reinforcement learning agent 

to act as a generator, while the second model employs a reinforcement learning agent to 

enhance different generators via multi-head attention. The purpose of implementing these 

models is to determine which strategy produces the most promising results: using the RL 

agent as a generator or as a generator enhancer. The first model has two stages: the initial 

stage selects warrant-relevant fragments using various methods such as RST and causality, 

and the second stage selects warrant-relevant words to generate warrants via reinforcement 

learning agents. While the second model relies on RST and a deep learning mechanism to 

select candidate warrant relevant fragments, this model utilises a Multi-Head Attention 

Mechanism enhanced by reinforcement learning to generate warrants. Regarding the third 

model, the general architecture of our third proposed model for warrant generation begins 

at the bottom with the Bart model's implementation and ends at the top with the Multi-

Agent Model's implementation, as shown in figure 6.4. We chose the BART model because 

of its encoder-decoder design, which makes it especially well-suited to constrained text 

generation, and because RL expands the range of applicants and methodologies available. 

 

 

 

Figure 6.1: Warrant generation models 
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6.2.1. Model 1: Warrant Generation Using RL Generator 

 

Models for warrant selection that identify pertinent sections of an unstructured text that 

contain the information required for a warrant. 

  

6.2.1.1. The Initial Stage: Models for Identifying Warrant-relevant Fragments 

 

The first stage in our warrant generation process is to select (retrieve) information that is 

pertinent to a claim and unstructured evidence. Increasing the efficiency of false 

information detection requires developing the ability to recognize the connection between 

a claim and a piece of evidence. Our proposed models include a Lexical Chain with Multi-

Head Attention, an RST-based algorithm, and a Causality-based selection method, all of 

which are aimed at capturing more compelling reasoning warrants. Table 6.1 illustrates an 

example of the most pertinent information contained in a warrant in light of a claim and 

evidence which are highlighted in bold.  

 

Table 6.1: An illustration of the task of locating the most pertinent information to the 

claim and supporting evidence from the ARCC [365]. 

 

Claim: "Greece will destroy the Euro Zone" 

Evidence Reason (The premise is the specific piece of evidence included in the lengthy 

evidence): "Greece cannot support its own economy and is bringing the Euro down" 

Article of Evidence: "The eurozone is now furiously bracing itself for the likely collapse of 

the Greek government. Faced with the prospect of Greece voting for a fully-fledged default 

and euro exit rather than last week’s debt deal, the remaining eurozone members must 

themselves choose: stick even more closely together or be pulled apart. They will stick 

together – and survive. However, the euro zone’s survival has very little to do with 

Greece. The Greek economy is too small to cause any noticeable impact on the eurozone 

and even the widespread and substantial financial contagion of a default can be absorbed. 

Last week’s debt deal may not appeal to Greece, but the beefed-up bailout fund is capable of 

taking care of the immediate consequences of a Greek default. Containment has been 

addressed and would focus on supporting other indebted states. The euro zone’s survival 

has little to do with Greece except to persuade other members to redouble their efforts and 

stick with the euro. The key reason for Greece continuing to play an important role in 

deliberations over the euro zone’s future is that it highlights the question mark over 

member states’ abilities to resolve the deep-rooted problems of poorly performing 

economies. The influence that Greece can still wield is a demonstration effect: If Greece 

leaves, will the result be disastrous or could the economy be galvanized into better 

performance, as those who favor exit appear to believe? " 
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6.2.1.2. Lexical Chain with Multi-Head Attention  

 

Inspire by the data retrieval, question answering, and response selection models, a claim is 

viewed as a query and evidence as an appropriate document from which the candidate's 

responses should be selected. The lengthy text (as evidenced by ARCC) data will be 

condensed for warrant selection using the lexical chain model to retain the most informative 

words that are also the quietest to draw attention to the claim outputs (or a query). 

 

We begin by detecting salient portions of text using Word Sense Disambiguation (WSD) 

and then extracting the lexical chains described in Al-Khawaldeh & Samawi [154]. In 

contrast to Al-Khawaldeh & Samawi [154], the proposed model attempts to select 

sequences from each cluster associated with the claim instead of selecting the sequences 

that are significant to different topics as in Al-Khawaldeh & Samawi [154]. For example, 

as in table 6.1, suppose we have "Greece will destroy the Eurozone," as the claim. To obtain 

the correct sense of the term ("zone"), its senses must be extracted at three levels. The first 

level extracts all possible senses for the "zone," the second level extracts the senses for 

these senses, and so on for the third level. The sense of a word refers to its meaning in a 

particular context. 

 

The developed WSD algorithm consists of five steps as in Al-Khawaldeh & Samawi [154]:  

1) Extract all the possible interpretations (senses) of each word in a sentence of 

evidence.  Extract the three levels of senses for each sense. The first level is the 

senses of a word; the second level is the senses for each sense in the first level and 

so on. 

2)  Each word's senses are compared to the senses of all other words in the text and then 

establish connections between the related senses, a connection is established when 

there is a semantic relationship between the current word's senses and any other 

word's senses. 

3)  Calculate the strength of the connections.  

4)  Sum all the strengths of the connections.  

5)  Select the highest summation sense. 

 

By empirically, the semantic relations and their associated weights are as follows: 

• Repetition relation (same occurrences of the word), weight=1. 

• Synonym relation (weight=1). In the example above, the word "zone" has a 

synonym semantic relation with the sense ("area") 

• Hypernym and Hyponym relation (weight=0.5): Y is a hypernym of X if X is a 

(kind of) Y; X is a hyponym of Y if X is a (kind of) Y e.g., X="zone", Y=" ground". 
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• Holonym and Meronym relation (weight=0.5): holonymy relation is (the whole of), 

and meronymy relation is (part of). Y is a holonym of X if Y is a whole of X; X is 

a meronym of Y if X is a part of Y. X= "state", Y= "zone". 

• Gloss relation (definition and/or example sentences for a synset), (weight=0.5): 

consider the word="zone", gloss=" area having a particular characteristic". 

 

Each sense has several weighted connections to other words' related senses. The weighted 

connections between the senses are added together. Lexical cohesion is used to differentiate 

between significant and unimportant sentences in a text. The text is segmented by lexical 

cohesion. Each segment consists of a series of sentences devoted to a single subject. Each 

word is assigned the correct sense after the proposed WSD algorithm is applied to the text 

above. Lexical chains (LCi) are formed by connecting the words' senses (meanings). If 

these senses have semantic relationships, then the words are related. 

LC1:{money, account, transfer, cash, withdraw, bank} 

LC2:{area, ground, region, segment, sector} 

To begin, we use a Bi-RNNc to model the embeddings of claim words cl and chain words 

c, where ℎ𝑖,1
𝑐  denotes the hidden state of the t-th word in the i-th chain and ℎ𝑖,1

𝑐𝑙  denotes the 

hidden state of the t-th word in the i-th claim. Following that, we perform an average-

pooling operation on these hidden states, equation 6.1, to generate a vector representation 

of the i-th chain, equation 6.2. 

Equation 6.1    𝑎𝑣𝑖 = 𝑎𝑣𝑔 ({ℎ𝑖,1
𝑐 , ℎ𝑖,2

𝑐 , … , ℎ𝑖,𝑇𝑖
𝑐

𝑐 }) 

Equation 6.2    𝑚𝑖 =𝑡𝑎𝑛ℎ (𝑊𝑐𝑙 ∙ [𝑎𝑣𝑖; ℎ𝑗,𝑇𝑗
𝑐𝑙

𝑐𝑙 ] + 𝑏𝑐𝑙) 

Mi can be thought of as a salience score for the i-th chain in the context of the claim 

representation, ℎ
𝑗,𝑇𝑗

𝑐𝑙
𝑐𝑙 .. The highest sigmoid output indicates the chain's importance 

concerning the claim; thus, the selected segment of evidence should be chosen based on 

this critical chain, which allows for the omission of irrelevant text. To model the relevancy 

of the segment of text towards the strongest chain, we first calculate the word alignment of 

the segment towards the chain. We use the embeddings of words in chain and segment to 

calculate the semantic alignment score as shown in equations 6.3 and 6.4: 

Equation 6.3 scorei,j,n = e(Ai
c)T e(Aj,n

s ) 

Equation 6.4 𝑚𝑎𝑥𝑖𝑚𝑢𝑚𝑖,𝑗 = 𝑚𝑎𝑥 ({𝑠𝑐𝑜𝑟𝑒𝑖,𝑗,1, … , 𝑠𝑐𝑜𝑟𝑒𝑖,𝑗,𝑇𝑗
𝑐}) 

Where 𝑒(𝐴𝑖
𝑠)𝑇 is word embedding in the segment, and 𝑒(𝐴𝑗,𝑛

𝑐 ) is word embedding in the 

chain, 𝑠𝑐𝑜𝑟𝑒𝑖,𝑗,𝑛 is the attention 𝑤𝑒𝑖 for the i-th chain word with the j-th segment word, s 

https://www.thesaurus.com/browse/ground
https://www.thesaurus.com/browse/region
https://www.thesaurus.com/browse/segment
https://www.thesaurus.com/browse/sector
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is a segment, c is the chain, n  is the segment number, i is the index word of the segment, 

and j is the index word in the chain. The alignment score, maximum-i,j, is the weight 

assigned to the jth chain concerning the ith segment word. We take the highest attention 

weights from all scores and represent them as candidates' parts, retaining only the relevant 

parts. After selecting the most informative text from the evidence and obtaining reduced 

text, we will use multi-head attention to construct deep contextual representations for 

tokens located in different representation subspaces at different positions while preserving 

their syntactic form. 

This model's general framework is divided into four steps. 

• Apply word embedding for each word in the text. 

• Use a BiLSTM and CNN to obtain the vector representation of the text. 

• A multi-head attention mechanism that can capture relevant information from 

different subspaces 

• Use the SoftMax layer for text classification to select the candidates' warrants.  

The Elmo word embedding model will represent each word in each sentence as a deep 

contextual deep word representation. Elmo is a sophisticated, contextualised word 

representation that extracts the word's complex syntactic and semantic features  [175]. On 

a variety of natural language processing tasks, including query answering and textual 

entailment, Elmo outperforms previous word embeddings such as word2vec and GloVe 

[147]. By reading each sentence in two directions: from beginning to end (forward) and 

from end to start (revers), we extract the most critical information and obtain contextual 

information about the current word using a CNN and a Bi-LSTM. The final encoded 

representation combines the Bidirectional hidden state representation and the Bidirectional 

hidden state representation. 

 

Multi-head attention layer for claim-evidence text: A specific section of the text is critical 

in identifying the candidate warrant in a given claim-evidence. Numerous heads of 

attention assign each word the appropriate weight to represent the text's general semantics 

based on various factors. This work makes use of self-awareness to capture the relationship 

between the claim-evidence pair and the warrant.  

 

In contrast to multi-head -attention from the literature, which typically considers V=K=Q 

and is derived from the same source, we define Q as each word in a candidate warrant is 

required to perform an attention calculation using all other claim words as keywords, where 

the warrant is a candidate sentence from the article. The attention layer receives three input 

texts: a claim text as a key, a candidate warrants as a query, and an evidence text as a value. 

Each of them contains a word vector containing all of the words in the input text. Multi-

head refers to paying attention not only to the individual words in the sentence but also to 
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the individual segments of the words. The vectors of words are divided into a fixed number 

of chunks (h, number of heads), and then multi-head attention is applied to the 

corresponding chunks, resulting in an h context vector for each word. The final values 

vector is created by concatenating all of that h to generate an encoded representation for 

each word in the input sequence (representation vectors) and add the word's attention score. 

The primary steps using the following example from the ARCC [365]: 

 

▪ Candidate warrants from an article (query Q): “money will not be saved all the way 

around” 

▪ Claim (keys K): “Privatization is a bad deal for cities and states.”  

▪ Evidence (values V): “The only interest of the private sector is the bottom-line 

profits.” 

− The query is the input word vector for the Candidates warrants token, e.g., 

“money”. 

− The keys are the input word vectors for all of the claim's tokens [Privatization, is, 

a bad, deal, for, cities, and, states] 

− The query's word vector is then DotProducted with the word vectors of each key, 

yielding n numbers, i.e., "weights." Following that, the weights are scaled. 

− The weights are then subjected to a ‘SoftMax' operation, which normalises all 

weights to values between 0 and 1.  

− Finally, the input word vectors, e.g., values, are summed in a "weighted average of 

the value vectors using the previously normalised weights. It generates a single 

output word vector representation of the Candidates warrants word, as in equations 

6.5 and 6.6: 

Equation 6.5 Attention (Q, K, V) = softmax (
QKT

√dk
)V 

Equation 6.6 headi = Attention(QWi
Q , KWi

K , VWi
V) 

− All word vectors are getting similarly; the attention mechanism is applied to all 

word vectors. Single output word vector representation of “Privatization” is 

finally obtained and so on for all words, resulting in o, output word vector 

representation, as shown in equation 6.7: 

Equation 6.7 O = MultiHead(Q, K, V) = Concat(head1, … , headh)W
ο 

 

O is the output of multiple attention functions used in multi-head attention capturing 

explicit and implicit patterns. It converts Q, K, and V subspaces to C subspaces using 

various learnable linear projections. To capture various contexts, information from various 
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representation subspaces at various positions can be prioritised. Each head generates an 

attention distribution to its subspace to represent the final state when all attention heads are 

considered. The independent operation's result is then spliced into a linear transformation. 

To obtain the multi-head attention result M, as in [212]. We construct an auxiliary feature 

vector from the topic T and sentiment vectors S; the concatenated features are TS. 

Assuming that those features are consistent across inputs, we combine them with the output 

of multiheaded attention O to create a new representation, Onew=O+TS; all words vectors 

are concatenated as S= Onew1, Onew2…. Onew n. Then, using a SoftMax layer as an 

activation function, classification is performed. Thus, the probability of current candidates 

warrants Y, as shown in equation 6.8: 

Equation 6.8 Y = softmax(W ∗ S + b) 

 

6.2.1.3. RST-Based Algorithm  

 

Due to the causal and semantic relationship between claim, evidence, and warrants, we 

were inspired by RST's discourse analysis, which identifies a rhetorical relationship 

between two text spans, nucleus and satellite, where the nucleus contains more informative 

text than the satellite, which contains additional information. Given that warrant provides 

reasoning for a claim in the form of cause, purpose, motivation, and circumstance, in our 

model, the nucleus (span) of the RST relation is matched against the claim and the 

relationship (primarily implicit or explicit causal) with the satellite; the best candidate 

warrant is determined by the most pertinent RST relation between the claim and the warrant 

span discourse units. 

 

RST can be used to describe the relationships between text's internal components. RST 

relations divide the text into rhetorically related segments that may be further divided, 

resulting in a hierarchical rhetorical structure. Each segment corresponds to a nucleus or 

satellite. It demonstrates that coherence relations can have a beneficial effect on both the 

claim and the justification. For instance, the nucleus contains an idea that the author regards 

as the nucleus. 

  

We will use RST to conduct discourse analysis, which identifies rhetorical relationships 

between two text spans: nucleus and satellite, with the nucleus containing more informative 

text than the satellite, which contains additional information. Numerous RST relationships 

may aid in the exploration of the information included in text, as illustrated in table 6.2. 

We give the data in tabular style to facilitate organisation. Because a warrant justifies a 

claim, it serves as the cause, purpose, motivation, and circumstance. The nucleus (span) of 

the RST relation is matched against the claim and the relationship (primarily implicit or 
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explicit causal) with the satellite in our model; the best candidate warrant is determined by 

the most relevant RST relation between the claim and the warrant span -discourse units. 

Heilman & Sagae's work will be used to implement RST [384]. An example of a nucleus 

or satellite, where the claim “I believe the weather is cold and wet” is the nucleus and the 

supplementary text “since the temperature has decreased by 15 degrees Celsius” is a 

satellite, connected with the explanation rhetorical relation. In this example, the satellite 

clause explains the nucleus, as in argumentation model such as Toulmin model, the warrant 

is supplementary for main information, claim, so our work considers warrant is satellite 

and claim are the nuclei. 

 

Table 6.2: Organization of the relation definitions [150] 

 
▪ Circumstance ▪ Antithesis and 

Concession 

▪ Enablement ▪ Otherwise 

▪ Summary ▪ Antithesis ▪ Motivation ▪ Interpretation 

and Evaluation 

▪ Elaboration ▪ Concession ▪ Evidence and 

justify 

▪ Interpretation 

▪ Background ▪ Condition and 

otherwise 

▪ Evidence ▪ Evaluation 

▪ Enablement and 

Motivation 

▪ Condition ▪ Justify ▪ Restatement 

and Summary 

▪ Relations of Cause ▪ Restatement ▪ Purpose ▪ Sequence 

 

Based on this complementary relationship between satellites and nuclei, we argue that 

certain words in certain nucleus-satellite relationships may be more significant than others, 

e.g., they indicate the clause has a warrant. Thus, we argue that a satellite should be 

considered when determining a warrant in a case where the satellite is linked to the claim's 

nucleus. On the other hand, we argue that the nucleus does not contribute to the satellite's 

understanding. Thus, words contained within a satellite differ from those contained within 

a nucleus, as in figure 6.2: 

  

 

 

 

 

 

 

 

 

 

Figure 6.2: The relation between a nucleus and a satellite, an example of nucleus or 

satellite, with RST relation 

CAUSE 

EXPLANATION 

since the temperature has decreased by 15 

degrees Celsius, 
I believe the 

weather is cold 

and wet. 

As a result, I wear a coat. 
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The RST-based algorithm to select a warrant for a claim is as follows: 

1. Input: evidence text, claim query, query expansion 

2. Result: warrant  

3. Begin 

4. Segment texts to clauses based on cure phrases (connectors words) 

5. Find rhetorical relations between the clauses to build all RS-trees for evidence text 

6. Check the rhetorical relations between the segments: nucleus and satellite, e.g., 

explanation, interpretation, result or justification. 

7. If a segment is a nucleus and is relevant to claim query or query expansion, then 

the satellite is a warrant and vice versa. 

8. Save as candidate part of the warrant and continue to the next candidate warrant 

9. End 

 

6.2.1.4. Causality-Based Selection  

 

The causal relationships provide knowledge that allows for the interpretation of the 

evidence-based claim. As the warrant explains how the data leads to the claim, it is 

necessary to recognise causalities expressed explicitly in answer phrases such as "because" 

and to use those recognised causalities as a guide for locating proper answers. Causalities 

expressed in one text may be expressed with explicit cues in other texts. in the form of texts 

expressing causal relationships (e.g., "[Tsunami occurred] effect as a result of [a sudden 

displacement of sea water] cause"). If we can identify causal relations in which the effect 

part corresponds to a target why-question, the cause parts may contain useful information 

for generating appropriate compact answers, such as important keywords to include in the 

compact answers. We retrieve causal relation expressions that are relevant to claim C, such 

as effect and cause relevant statements, given a target claim C.. Thus, we automatically 

extract causal relations relevant to a target why-question from the web, such as 

"[Microsoft's machine translation has made significant progress in recent years] effect since 

[it began using deep learning] cause": 

 

Because the warrant has a casualty and a reason, we used a why–how to approach in our 

work. A contrast relationship implies adversarial justification (rebuttal). The event causes 

demonstrate what occurs (effect) in a claim and a warrant. Table 6.3 illustrates several of 

these relationships and the position of claim and warrant and evidence. The presence of 

causality is checked in a sentence, where causality refers to the relationship between cause 

and effect in a sequence of events. Oh, et al. [385] suggested causality-attention: A 

convolutional neural network with multiple columns for why-QA. 
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Table 6.3: Examples of causality relations 

 
▪ Claim as a result of 

warrant and evidence 

▪ seeing that warrant and 

evidence, the claim 

▪ warrant and evidence this 

led to claim 

▪ because of the warrant 

and evidence, the claim 

▪ Claim So warrant and 

evidence 

▪ this cause warrant and 

evidence, claim 

▪ warrant and evidence 

Consequently claim 

▪ the claim as a 

consequence of warrant 

and evidence, 

▪ in order to warrant and 

evidence, the claim 

▪ due to warrant and 

evidence, the claim 

▪ warrant and evidence the 

reason, claim 

▪ warrant and evidence, the 

warrant and evidence 

resulting in the claim 

▪ due to the fact warrant 

and evidence, the claim 

▪ warrant and evidence 

therefore claim 

▪ warrant and evidence 

Thereby claim 

▪ on account of warrant 

and evidence, the claim 

▪ for this reason, warrant 

and evidence, the claim 

▪ warrant and evidence 

Similarly claim 

 

 

The claim expansion process in our work is inspired by (question query Q) [386]–[388], 

which employs a word embedding to expand the query (in our work, claim) and wordnet 

expansion [389]. The model checks for hypernyms, such as food, and hyponyms, such as 

fruit, in addition to meronyms and holonyms; a branch is a meronym (part meronym) of a 

tree, whereas heartwood is a meronym (substance meronym) of a tree, and the forest is a 

holonym (member holonym) of a tree. If the evidence text has causality with the claim or 

is highly semantically related to the claim (more connected to the claim), those texts will 

receive additional scores as part of the candidate's warrant. 

 

Along with the most closely related parts by wordnet relation, two types of attention 

mechanisms will be used to score the candidates' warrants: similarity-attention [390] and 

causality-attention [385]. The similarity-attention mechanism calculates the cosine 

similarity between the embeddings of claim and evidence text to generate an attention 

feature vector for evidence words. In contrast, causality attention focuses on evidence 

words causally related to claim words and is used to generate causal embeddings focusing 

on causal relations to generate a causality attention feature vector. When confronted with 

passages containing possible causes/reasons for a given claim, causality attention can be 

focused on words and their contexts. The matrix of causality-attention features is 

constructed using scores indicating the degree to which two words are causally related (one 

in a claim and another in a warrant passage). 
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6.2.1.5. The Second Stage: RL for Identifying Warrant-Relevant Words 

 

Candidate warrant selection techniques will be analysed to ascertain the warrant's scope (to 

retrieve the warrant). We propose to collect significant, warrant-relevant words from a 

lengthy fragment using reinforcement learning RL (through actions). RL shows a 

promising result in different methods [391]–[393] where the model acquires knowledge 

through interaction with its environment and is rewarded for completing tasks.  In [394], 

text generation is formulated as the sequential decision-making problem 

 

Due to the discrete nature of the data and no gradient can be obtained, we use RL to guide 

our sequential decision policy network's training and use lexical in nature measures for 

evaluation a reward function, for example, rouge or BLEU. We hypothesise that a 

sequential decision policy network can aid in the detection of warrants. A delayed reward 

is used to direct the policy's learning process based on the interaction of predicted and 

actual warrants. As illustrated below, we briefly discuss state, action and policy, 

motivation, and objective function. 

 

Given a candidate warrant's word sequence wi, 1, … ,wi, ki the policy network πl attempts 

to select the warrant-relevant word wi, j and eliminate irrelevant ones. The policy network 

employs a stochastic policy to check the probability of an action at each state, and it learns 

through delayed reinforcement after the sequence of actions is completed. We construct the 

policy πl for selecting words over a word sequence using the Bi-GRU model. We use Bi-

GRU because it has fewer parameters than LSTM and thus performs more quickly with 

efficiency [395]. 

 

State (st): given the claim, evidence and candidate warrant as input, the policy aimed to 

decide the warrant relevant words as delete, keep or generate. Afterword embeddings 𝑒𝑖is 

performed, we use Bi-GRU to get the vector representation of candidate warrant  ℎ𝑠
(1) +

ℎ𝑠
(1)

+ ℎ𝑠
(2)

+ ⋯+ ℎ𝑠
(𝑛)

. Following the acquisition of claim and evidence hidden state 

representations, we then pool the vectors on an average basis 𝑐𝑙𝑎𝑖𝑚(𝑙) and 𝑒𝑣𝑖𝑑𝑒𝑛𝑐𝑒(𝑙) 

through equations 6.9 - 6.13: 

Equation 6.9 ℎ⃗ 𝑖
(1)

 , ℎ⃗⃖𝑖
(1)

= 𝑏𝐺𝑅𝑈 (𝑒𝑖, ℎ⃗ 𝑖−1
(1)

 , ℎ⃗⃖𝑖+1
(1)

) 

Equation 6.10 ℎ𝑖
(1)

= 𝑊1 [ℎ⃗ 𝑖
(1)

 , ℎ⃗⃖𝑖
(1)

]   

Equation 6.11 𝑐𝑙𝑎𝑖𝑚(𝑙) =
1

𝑁−1
∑ ℎ𝑗𝑗  
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Equation 6.12 𝑒𝑣𝑖𝑑𝑒𝑛𝑐𝑒(𝑙) =
1

𝑚−1
∑ ℎ𝑗𝑗  

Equation 6.13 𝑠𝑡 = ℎ𝑠
(𝑛)

+ 𝑐𝑙𝑎𝑖𝑚(𝑙) 𝑒𝑣𝑖𝑑𝑒𝑛𝑐𝑒(𝑙) 

To produce a vector representation for both, claim and evidence, we use average-pooling 

operation over hidden states as shown in equations 6.14 and 6.15.  

Action: A stochastic policy uses state information for deciding to select the current word 

or not. We adopt a logistic function (conditional probability) to decide whether this word 

is relevant for a warrant or not, as in equation 6.14. 

Equation 6.14 𝑎𝑐𝑡𝑖𝑜𝑛 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑊 ∗  𝑠𝑡 +  𝑏) 

Reward-1: We employ attention mechanisms at each stage of text representation, the actual 

warrant and predicted warrant. By assigning weights to encoding vectors, it is possible to 

highlight specific parts of the input that are more important for detecting warrants, 

candidate warrant CW, and actual warrant AW similarity, as in equation 6.15 – 6.20. 

Equation 6.15 𝑢𝑖𝑗 = 𝑡𝑎𝑛ℎ(𝑊𝑤 ∙ [ℎ𝑖𝑗; 𝐶𝑊] + 𝑏𝑤) 

Equation 6.16 𝑎𝑖𝑗 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑢𝑖𝑗) =
𝑒𝑥𝑝(𝑢𝑖𝑗)

∑ 𝑒𝑥𝑝(𝑢𝑖𝑡)
𝑁
𝑡=1

 

Equation 6.17 𝐶𝑊 = ∑ 𝑎𝑖𝑗 ∙ ℎ𝑖𝑗
𝑁𝑖
𝑖=1  

Equation 6.18 𝑢𝑖𝑗 = 𝑡𝑎𝑛ℎ(𝑊𝑤 ∙ [ℎ𝑖𝑗; 𝐴𝑊] + 𝑏𝑤) 

Equation 6.19 𝑎𝑖𝑗 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑢𝑖𝑗) =
𝑒𝑥𝑝(𝑢𝑖𝑗)

∑ 𝑒𝑥𝑝(𝑢𝑖𝑡)
𝑁
𝑡=1

 

Equation 6.20 𝐴𝑊 = ∑ 𝑎𝑖𝑗 ∙ ℎ𝑖𝑗
𝑁𝑖
𝑖=1  

Finally, reward guides the policy regarding the selection of warrant-relevant words within 

a warrant sequence. We use the connection of vectors and the SoftMax function to combine 

the predicted warrant CW a representation and the actual warrant AW representation for 

similarity classification, as in equation 6.21: 

Equation 6.21 𝑌 = 𝑆𝑜𝑓𝑡𝑀𝑎𝑥(𝑊[𝐶𝑊 ⊕ 𝐴𝑊] + 𝑏) 

Semantic coherence Reward 2:  the generated warrant to check if it is grammatical and 

coherent as in equation 6.22: 

Equation 6.22 𝑟𝑆𝐶 =
1

𝑁𝑦
𝑙𝑜𝑔 𝑃𝑠𝑒𝑞2𝑠𝑒𝑞 (𝑦|𝑥𝑖) + 

1

𝑁𝑥1

𝑙𝑜𝑔𝑃𝑏𝑎𝑐𝑘𝑤𝑎𝑟𝑑−𝑠𝑒𝑞2𝑠𝑒𝑞  (𝑥𝑖|𝑦) 
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Pseq2seq denotes the likelihood of the seq2seq model (the probability of generating the 

predicted warrant given the previous warrant). Pbackward seq2seq denotes the backward 

probability of actual warrant given the current generated warrant. 

 

In previous work [396], we trained separate models (single agents) to locate the warrant 

given a claim and evidence. The first model employs Lexical Chains, as proposed by Al-

Khawaldeh and Samawi [154], which aid in extracting the most informative words and thus 

reducing the text's size. After obtaining the summarised text, the claim's related fragments 

and evidence are captured using the multi-head attention model. The second model 

employs a Rhetorical Structure Theory-based algorithm to segment each text into two 

spans, nucleus and satellite, with a higher probability of being nucleus. Finally, the 

causality model: because the warrant possesses a causal and rational nature, the causality 

relations denote the text fragments that contain one of the following relations: justification, 

interpretation, or confirmation. These are more extraction-oriented models than generation-

oriented models. As a result, our model attempts to generate warrants by combining multi-

head attention theory and rhetorical structure theory. 

 

6.2.2. Model 2: Warrant Generation Using a Multi-Head Attention Mechanism 

Generator Enhanced by RL 

 

In model 1, we use a reinforcement learning agent as the generator, whereas in model 2, 

we use reinforcement learning as an enhancer for the generator to determine which is more 

effective.  We develop justifications for why an argument is persuasive, discovering that 

adding word embedding features improves performance. Given a claim c = c1; c2; …; ck 

containing k words, and an evidence d = d1; d2; … dn consisting of n words, the objective 

is to generate a warrant for the context y = y1; y2; … ym containing m words. The objective 

is to find an output Y* that maximizes the probability p(Y׀ c ; d), Y is the warrant, and c 

and d are claim and evidence, respectively.  

 

The RST based algorithm is used to locate a warrant for the claim. We take each word as 

input to get the claim embedding vectors as in equation 6.23. 

Equation 6.23 𝑒𝑐 = {𝑒𝑐
1, 𝑒𝑐

2, 𝑒𝑐
3 …𝑒𝑐

𝑛} 

Similarly, the candidate warrant is also embedded as vectors as in equation 6.24. 

Equation 6.24 𝑒𝑤 = {𝑒𝑤
1 , 𝑒𝑤

2 , 𝑒𝑤
3 …𝑒𝑤

𝑚} 

Then we apply cosine similarity to compute the final score as the relevance of a claim to a 

warrant to detect the candidates' warrants: score (claim, candidates warrant) = cosine 
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similarity (𝑒𝑐, 𝑒𝑤).  The highest score means that it is more likely that the warrant is 

plausible. The model adopts BiGRU to represent both claim rc and candidate warrant rw 

because it operates well in learning long term dependencies and is fast in training.  

 

To reduce the spatial size of the representation and retain essential features, we adopt mean 

pooling to calculate the claim 𝑚𝑐𝑙(𝑐𝑙) , evidence 𝑚𝑒𝑣(𝑒𝑣) and warrant 𝑚(𝑤) pooling vectors 

through the equations 6.25 – 6.27: 

Equation 6.25 𝑚𝑐𝑙(𝑐𝑙) =
1

𝑁−1
∑   

𝑖 ℎ𝑐𝑙𝑎𝑖𝑚
(𝑖)

 

Equation 6.26 𝑚𝑒𝑣(𝑒𝑣) =
1

𝑀−1
∑   

𝑖 ℎ𝑒𝑣𝑖𝑑𝑒𝑛𝑐𝑒
(𝑖)

 

Equation 6.27 𝑚(𝑤) =
1

𝐾−1
∑   

𝑖 ℎ𝑤𝑎𝑟𝑟𝑎𝑛𝑡
(𝑖)

 

We define the attentive representation of claim, evidence, and warrant to one another, i.e., 

the attentive representation of the effect phrase concerning the cause phrase, to consider 

the score and impact of each of them on the other, as follows: 

The claim representation with its candidates' warrants 𝑐𝑙𝑤𝑡 as the equations 6.28 – 6.30: 

Equation 6.28 𝑎𝑡,𝑖
𝑐𝑙 = 𝑣𝑐𝑙 ∙  𝑡𝑎𝑛ℎ (𝑊1𝑚

(𝑤𝑎𝑟𝑟𝑎𝑛𝑡) + 𝑈𝑐𝑙ℎ𝑖
𝑐𝑙𝑎𝑖𝑚) 

Equation 6.29 ⍺𝑡,𝑖
𝑐𝑙 =

𝑒𝑥𝑝(𝑎𝑡,𝑖
𝑐𝑙)

∑  
|𝑐𝑙|
𝑖=1 𝑒𝑥𝑝(𝑎𝑡,𝑖

𝑐𝑙)
 

Equation 6.30 𝑐𝑙𝑤𝑡 = ∑  
|𝑐𝑙|
𝑖=1 ⍺𝑡,𝑖

𝑐𝑙 ℎ𝑖
𝑐𝑙𝑎𝑖𝑚 

The candidates warrant representation with their claim  𝑤𝑐𝑙𝑡 as in equations 6.31 – 6.33: 

Equation 6.31 𝑎𝑡,𝑖
𝑤 = 𝑣𝑤 ∙  𝑡𝑎𝑛ℎ (𝑊2𝑚

(𝑐𝑙𝑎𝑖𝑚) + 𝑈𝑤ℎ𝑖
𝑤𝑎𝑟𝑟𝑎𝑛𝑡) 

Equation 6.32 ⍺𝑡,𝑖
𝑤 =

𝑒𝑥𝑝(𝑎𝑡,𝑖
𝑤 )

∑  
|𝑤|
𝑖=1 𝑒𝑥𝑝(𝑎𝑡,𝑖

𝑤 )
 

Equation 6.33 𝑤𝑐𝑙𝑡 = ∑  
|𝑤|
𝑖=1 ⍺𝑡,𝑖

𝑤 ℎ𝑖
𝑤𝑎𝑟𝑟𝑎𝑛𝑡 

The evidence representation with its candidates' warrants 𝑒𝑣𝑤𝑎
𝑡 as in equations 6.34 – 6.36:  

Equation 6.34 𝑎𝑡,𝑗
𝑒𝑣 = 𝑣𝑒𝑣 ∙ 𝑡𝑎𝑛ℎ(𝑊𝑒𝑣𝑚

(𝑤𝑎𝑟𝑟𝑎𝑛𝑡) + 𝑈𝑑ℎ𝑗
𝑒𝑣𝑖𝑑𝑒𝑛𝑐𝑒) 

Equation 6.35 𝑎𝑡,𝑗
𝑒𝑣 =

𝑒𝑥𝑝(𝑎𝑡,𝑗
𝑒𝑣)

∑  
|𝑒𝑣|
𝑗=1 𝑒𝑥𝑝(𝑎𝑡,𝑗

𝑒𝑣)
 

Equation 6.36 𝑒𝑣𝑤𝑎
𝑡 = ∑   

𝑖 𝑎𝑡,𝑗
𝑒𝑣ℎ𝑎,𝑖

(𝑒𝑣𝑖𝑑𝑒𝑛𝑐𝑒)
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The candidates warrant representation with its evidence  𝑤𝑒𝑣𝑎
𝑡 as in equations 6.37 – 6.39: 

Equation 6.37 𝑎𝑡,𝑗
𝑤 = 𝑣𝑤 ∙ 𝑡𝑎𝑛ℎ(𝑊𝑤𝑚(𝑒𝑣𝑖𝑑𝑒𝑛𝑐𝑒) + 𝑈𝑑ℎ𝑗

𝑤𝑎𝑟𝑟𝑎𝑛𝑡) 

Equation 6.38 𝑎𝑡,𝑗
𝑤 =

𝑒𝑥𝑝(𝑎𝑡,𝑗
𝑤 )

∑  
|𝑤|
𝑗=1 𝑒𝑥𝑝(𝑎𝑡,𝑗

𝑤 )
 

Equation 6.39 𝑤𝑒𝑣𝑎
𝑡 = ∑   

𝑖 𝑎𝑡,𝑗
𝑒𝑣ℎ𝑎,𝑖

(𝑤𝑎𝑟𝑟𝑎𝑛𝑡)
 

Finally, we combine all these representations for causal/noncausal in equation 6.40: 

 

Equation 6.40 𝑌 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥𝑌(𝑐𝑙𝑤𝑡 + 𝑤𝑐𝑙𝑡 + 𝑒𝑣𝑤𝑎
𝑡 + 𝑤𝑒𝑣𝑎

𝑡) 

Causal/noncausal Y means the candidates warrant either plausible or not. 

 

Multi-Head Attention Mechanism with Multiple Heads: This model employs the 

transformer network [212], which is based primarily on deep learning and dot products and 

is composed of fully connected layers from both the encoder and decoder. It replaced 

recurrence or convolution with the multi-head -attention transformer's encoder, composed 

of six identical layers, each of which is composed of two sub-layers: a multi-head -attention 

mechanism and a position-wise fully connected feed-forward network [397]. A residual 

connection and layer normalisation are used to generate outputs from two sublayers. The 

transformer Decoder is also composed of a stack of identical layers to the encoder, except 

that it includes a third sublayer that implements a multi-head attention mechanism over the 

encoder's output, as illustrated in figure 6.3. 

 
 

Figure 6.3: Transformer encoder-decoder architecture [397] 

 

To capture the relationship between words in various positions, it computes the relevance 

of a set of values (information) using the same attention mechanism. In practice, the 

attention function is computed concurrently on a set of queries. It computes the attention 

function for a matrix Query, Keys, and Values that contains a collection of queries, keys, 

and values. Each head corresponds to a layer of attention [397]. The encoder converts a 

sequence of discrete representations in the form X = (x1;... xh) to a sequence of continuous 

representations in the form z = (z1; ... zh). In our work, X refers to the claim, evidence, and 
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the average embedding of selected warrants used to generate warrants. the decoder then 

generates an output sequence consisting of one element at a time (y1;... yh). For the multi-

head attention mechanism, h = 8, implying the use of eight parallel attention layers. To 

ensure the model's sequence, positional encoding is added to the input embeddings at the 

end of the encoder and decoder stacks. It can use embedded vectors to represent the relative 

positions of each sentence's words and then combine them with the sentence embeddings, 

as in equations 6.41 and 6.42: 

Equation 6.41 𝑍𝑖 = ℎ𝑒𝑎𝑑𝑖 =  𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄𝑊𝑖
𝑄
 , 𝐾𝑊𝑖

𝐾 , 𝑉𝑊𝑖
𝑉) 

Equation 6.42 𝑍 = 𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑(𝑄, 𝐾, 𝑉) = 𝐶𝑜𝑛𝑐𝑎𝑡(𝑍1, … , 𝑍ℎ)𝑊
𝜊 

Our model takes as input a claim concatenated with candidate relevant warrants. After 

applying word embeddings, W-emb., to input words, we use The BiGRU to capture 

semantic information about past and future words. BiGRU utilises a forward and backward 

LSTM as encoder hidden layers to determine the hidden state of the time step t ht. Then, 

as in Vaswani et al. [212], we use residual connection around the output of the Bi-GRU 

layer to stabilise the model's training, followed by layer normalisation, as equation 6.43: 

Equation 6.43 ℎ𝑡
∗ = 𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚(𝑊𝑒𝑚𝑏 + ℎ𝑡) 

Final encoder layer output H is the output of the add and Norm layer, equation 6.44. 

Equation 6.44 𝐻 = (ℎ1
∗ , ℎ2

∗ , … , ℎ𝑖
∗, … , ℎ𝑛

∗ ) 

We compute a representation of the sequence using multi-head attention, which is an 

attention mechanism associated with the various positions of a single sequence. The 

attention distribution is calculated as follows: Output H is Query vectors, keys vectors K2, 

and values vector Ve. The encoder's attention module is largely based on Vaswani et al.’s 

multi-head attention [212], as in equations 6.45 – 6.47: 

Equation 6.45 𝑒𝑡 =
𝑄𝑒𝐾𝑒𝑇

√𝐷
 

Equation 6.46 𝑎𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑒𝑡) 

Equation 6.47 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄, 𝐾, 𝑉) = 𝑎𝑡𝑉𝑒 

The multi-head attention adjusts the Q, K and V matrix dimensions by h different linear 

layers to h queries, keys, and dimension values. The linear transformation parameters W of 

Q, K and V, are different each time based on the learnable parameter's matrix for the heads. 

Then, h parallel heads are used to concentrate on distinct semantic spaces. The result of the 
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independent operation is spliced into a linear transformation to obtain the result ce of multi-

head attention, as in equations 6.48 and 6.49: 

Equation 6.48 ℎ𝑒𝑎𝑑𝑖 =  𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄𝑊𝑖
𝑄
 , 𝐾𝑊𝑖

𝐾 , 𝑉𝑊𝑖
𝑉) 

Equation 6.49 𝑐𝑒 = 𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑(𝑄, 𝐾, 𝑉) = 𝐶𝑜𝑛𝑐𝑎𝑡(ℎ𝑒𝑎𝑑1, … , ℎ𝑒𝑎𝑑ℎ)𝑊
𝜊 

Then decoder d generates word by word based on: 

• The encoder e attention context ce is the output of multi-head soft-attention of 

sequence words input. 

• The recurrent attention context, 𝑐𝑡
𝑒𝑑,  it is based on each hidden state st of the decoder 

as query and hidden state output of the encoder as keys -values vectors of multi-head 

-attention. 

• The decoder attention context 𝑐𝑡
𝑑, Where multi-head-attention of all the predicted 

tokens is used.  

• The decoder hidden state st. (equation 6.50) and the vocabulary probabilities 

(equation 6.51) 

Equation 6.50 𝑠𝑡 = 𝐺𝑅𝑈(𝑠𝑡−1, 𝑌𝑡−1, 𝑐𝑡−1
𝑒𝑑 ) 

Equation 6.51 𝑃𝑣 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊′(𝑊[𝑐𝑡
𝑒 , 𝑐𝑡

𝑒𝑑 , 𝑐𝑡
𝑑 , 𝑠𝑡] + 𝑏) + 𝑏′) 

 𝑐𝑡
𝑒𝑑t is the output of multi-head soft attention. The decoder has an embedding layer, a 

unidirectional GRU and a SoftMax layer. We use the hidden states of the decoder layer and 

the final encoder layer output H for obtaining the attention context 𝑐𝑡
𝑒𝑑. Besides feeding 

the attention context to all decoder GRU layers, we also feed it to SoftMax. This is 

important for both the quality of our model and the stability of the training process.  

 

An encoder-decoder LSTM or GRU network is used to automatically approximate internal 

states and formulate potential actions for the reinforcement learning agents Sarsa or 

DDQN. The RL agents take the decoder output at time t as input and estimate each action's 

advantage values that learn to select an action (e.g., a word) from a list of possible actions 

to improve the current warrant sequence. For Sarsa, because it is learning an action-value 

function rather than a state-value function, it differs from Q-learning in that it does not 

require using the maximum reward for the next state. However, Deep-Q Networks is Q-

learning with a deep neural network function that employs an epsilon-greedy policy to 

select actions for the Q-network approximator. Each decoding iteration will modify the 

current SARSA or DDQN by predicting which actions should be taken to accumulate a 

larger long-term reward. 
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6.2.3. Model 3: Extension for Warrants Generations Using a Language Model and a 

Multi-Agent System 

 

Each argument begins with a claim, which is followed by one or more premises supporting 

the conclusion. The warrant is a critical component of Toulmin's argument model; it 

explains why the premises support the claim. Despite its critical role in establishing the 

claim's veracity, it is frequently omitted or left implicit, leaving readers to infer. We 

consider the problem of producing more diverse and high-quality warrants in response to a 

claim and evidence. 

 

To begin, we employ BART [398], the most recent pre-trained language model for text 

generation, as a conditional sequence-to-sequence language model to guide the output 

generation process. On the ARCC dataset [365], we fine-tune the BART model. Second, 

we propose the Multi-Agent Network for Warrant Generation as a model for producing 

more diverse and high-quality warrants by combining Reinforcement Learning (RL) and 

Generative Adversarial Networks (GAN) with the mechanism of mutual awareness of 

agents. In terms of warrant generation, our model generates a greater variety of warrants 

than other baseline models. The experimental results validate the effectiveness of our 

proposed hybrid model for generating warrants. 

 

This section describes the two-step process we use to generate a warrant for a specific claim 

and its premise.  To begin, we generate warrants from the argument's claim and premises, 

utilising a pretrained language model that has been fine-tuned for this task. Then, the 

generated warrants are then fed into a multi-agent system to enhance the quality of modified 

versions of the input warrants. Figure 6.4 depicts the overall architecture of Our Proposed 

Model for Warrant Generation. 

 

Figure 6.4: The general architecture of our third proposed model for warrant generation  
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6.2.3.1. Extraction of Relevant Information 

 

This section discusses our relevant strategies to supplying the necessary kinds of 

information for generating an informative warrant, such as the topic, targets, and keywords. 

 

• Topic: The topic of an argumentative text is a brief description of its subject. We use 

the associated debate title as the topic from the annotated ARCC data. 

• Target: We employ Alshomary et al.’s approach [335], which introduced the concept 

of target extraction by concentrating on the inference of a conclusion's target. 

• Keywords: It can be considered of as representations fed into the decoder along with 

the input sequence representation. Using a model of neural-based keyword extraction 

techniques, we identify the keywords for each argument in the corpus BiLSTM [399]. 

 

6.2.3.2. Fine-tuning BART on ARCC 

 

To train our generation model, we use BART [398] , a pre-trained conditional language 

model that makes use of an auto-regressive transformer [212], [398]. The initial task is to 

elicit pertinent information from a claim and its premise. We then fine-tune BART using 

the ARCC data. To accomplish this task, we concatenate claim and premise as input to the 

BART encoder using the special delimiter "SEP" in addition to the extracted knowledge. 

To promote greater diversity and quality in our generated warrants, we generate three 

distinct versions of warrants that take into account a variety of relevant data as input 

sequence encoding of various pieces of knowledge: the topic, target, and keywords. 

 

6.2.3.3. Multi-Agent for Warrant Generation Model 

 

In general, a reinforcement learning (RL) network is a robust Markov Decision Process 

(MDP) model that maximises a numerical reward signal from a teacher in order to solve 

complex machine learning problems [225]–[227]. We employ reinforcement learning 

agents, such as the Deep-Q Network (DQN), in our model to help generate more 

informative (attention) features and to correct the decoded generated output for the 

generative model by enriching the GAN model with additional contextual information. 

Numerous reinforcement learning agents were used in our experiments to train the 

generator by feeding it with correct representations, including Double DQN [400], [401], 

State-Action-Reward-State-Action (SARSA) [225], Cross-Entropy Method (CEM) [402], 

[403]. 

 

Typically, our model encodes the BART-generated warrants using multiple local encoders, 

namely GRU, each of which is dedicated to a particular piece of knowledge. At first, each 
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agent acts independently; agents learn to choose the appropriate action for the current time 

step, for example, which words or features to select. Following that, each agent updates 

their actions (selected features) in response to other agents' mutual awareness, e.g., by 

averaging the outputs of other agents' decisions, with each agent's final hidden state output 

being sent as additional input in the form of a message. The generator will produce better 

vectors as a result of receiving improved input from the multi agent's encoder. The 

reinforcement learning agent selects the most informative elements for the GAN generator, 

which generates a more informative feature vector. Following that, the feature vector is 

passed to the decoder in the pointer generator network, which generates an output that can 

fool the discriminator. Finally, the discriminator examines the decoder's final informative 

feature vector, which is capable of discriminating between real and generated token text. 

while the rewarder can provide rewards to the reinforcement learning agent during training. 

 

Mutual Awareness of Agents: To assist the decoder in selecting the most appropriate 

sequence features, each agent should consider the information of other agents by sending 

a message to the shared representation room and receiving it to update each agent's context 

vector. A reinforcement learning architecture is when an agent attempts to maximise the 

reward associated with a particular action based on its observation. An agent chooses an 

action based on environmental observations and is rewarded. The objective is to find the 

optimal policy that chooses the action that maximises reward. The agent may act 

collaboratively or independently. The agents, multi-agent systems collaborate and 

associate in order to increase the model's overall utility. This paper introduces the multiple 

coder agent, in which each agent generates its representations of the data it receives. Then, 

through the shared representation room, all agents share information. 

 

In our model, each agent encoder generates a representation for its corresponding input. 

We apply different encoder functions with different inputs, where each encoded 

representation represents the distribution of data. Generally, each agent will average the 

outputs of other encoder agents, which are conditioned on the information received from 

them (last hidden state output), as 𝑣(𝑘). A multi-agent communication mechanism occurs 

in the shared representation room. After the agent's encoder function makes their encoding 

independently, in the next step, it passes them to the shared representation room based on 

a fine communicated mechanism. The shared representation room gathers other agents' 

outputs to update their own encoding decisions, which later enhances decoding decisions. 

 

Each agent takes the encoded information ℎ𝑖
(𝑘)

 from its encoder, which represents a 

particular view. It considers other agents' information by averaging the last hidden states 

of other encoders  ℎ𝑚,𝐼
(𝑘)

, to produce other important information 𝑣(𝑘). An attention vector 



107 

𝑓 (ℎ𝑖
(𝑘)

, 𝑣(𝑘)) is produced by considering its encoded feature ℎ𝑖
(𝑘)

, previous decoder state 

𝑠𝑡−1  and other  𝑣(𝑘). Finally, the context vector 𝑐𝑡𝑗
𝑘 is updated based on attention 

distribution 𝑎𝑡𝑗
𝑘 . The steps are as follows: 

 

• Fetch messages from the shared representation room, as in equation 6.52:  

Equation 6.52 v(k) = 
1

M−1
 ∑ hm,I

(k)
m≠α  

• Update context vector for each agent, as in equations 6.53, 6.54 and 6.55: 

Equation 6.53 𝑓 (ℎ𝑖
(𝑘)

, 𝑣(𝑘)) =  𝑣1
𝑇 𝑡𝑎𝑛ℎ (𝑊3ℎ𝑖

(𝑘)
+ 𝑠𝑡−1 +𝑊4𝑣

(𝑘) + 𝑐𝑙𝑡) 

Equation 6.54 𝑎𝑡𝑗
𝑘 =

𝑒𝑥𝑝(𝑓𝑡𝑗)

∑  𝑙
𝑘=1 𝑒𝑥𝑝(𝑓𝑡𝑘)

 

Equation 6.55 𝑐𝑡𝑗
𝑘 = ∑  𝑛

𝑗=1 𝑎𝑡𝑗
𝑘

𝑖
ℎ𝑖 

 𝑊n are parameters of weights 

 

• Update shared representation room: shared representation room matrix initialized by 

zero vectors, then all attention context vectors of all agents are concatenated into this 

matrix. Transfer the updated context vector to the shared representation room. 

• Finally, each time the decoder input has one of these context vectors. 

 

With regard to the encoder for each auxiliary input aux (topic, target and keywords), we 

use Gated Recurrent Units (GRU), ℎ𝑖
(𝑐1)

 for encoding the aux. It reads the aux and 

computes a hidden representation for each time step. Concerning the attention mechanism 

for the aux, the decoder generates an output word at each step by focusing on different aux 

portions. We begin by describing the claim attention model, which uses equation 6.56 and 

6.57 to assign weights to each word in the aux at each decoder time step. 

Equation 6.56 𝑎𝑡,𝑖
𝑐𝑙 = 𝑣𝑐𝑙 ∙ 𝑡𝑎𝑛ℎ (𝑊𝑐𝑙𝑠𝑡 + 𝑈𝑐𝑙ℎ𝑖

𝑐𝑙) 

Equation 6.57 ⍺𝑡,𝑖
𝑐𝑙 =

𝑒𝑥𝑝(𝑎𝑡,𝑖
𝑐𝑙)

∑  
|𝑐𝑙|
𝑖=1 𝑒𝑥𝑝(𝑎𝑡,𝑖

𝑐𝑙)
 

St is the decoder's current state at time step t (we will see an exact formula for this. The 

final aux representation at time step t is computed as equation 6.58: 

Equation 6.58 𝑐𝑙𝑡 = ∑  
|𝑐𝑙|
𝑖=1 ⍺𝑡,𝑖

𝑐𝑙 ℎ𝑖
𝑐𝑙 ∙ 
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The Master Agent: To use multiple new context vectors generated by agents and updated 

in real-time by the shared representation room. Because we have N context vectors, each 

of them considers it to contain local information in addition to global information gathered 

from other agents. We use max and mean to obtain the generator's final context vector via 

the master agent. Additionally, three matching methods are used to extract the generator's 

various inputs from context vectors 𝑐𝑡−1
∗ : 

 

1. Concatenation of individual representations of all-new context vectors sent to the 

generator. 

2. Element wise product of all new context vectors sent to the generator.  

3. The absolute element-wise difference of all-new context vectors sent to the 

generator. 

The outputs of all methods (maximum, mean, concatenation, element-wise product, and 

absolute element-wise) are connected via a fully connected neural network, which serves 

as the input distribution, and concatenated to controllable information C fed the generator. 

C is the general context vector generated by the master agent, a combination of an actor 

and a critic trained to select the optimal context vector. 

 

Conditional Variational Autoencoder for Claim: For the claim, variational 

autoencoders are used to obtain the compressed feature vector representation, and the 

distilled information is used to train the generator to generate a new generated warrant 

more real toward the claim distribution.   

 

The concept behind Variational Autoencoders (VAEs) is to generate texts using a generator 

based on encoded data (latent space), where the posterior and prior of the encoded data are 

tuned to minimise KL divergence loss. We aim to capture the fundamental and complex 

semantic structures underlying the warrants generated by our model. To accomplish this, 

we propose the use of conditional VAE, a variant of the VAE. 

 

Our model extracts the representation's unstructured part z using BiGRU as an encoder for 

claim input. We consider incorporating topic information into latent variables as a guide 

for generating sentences that fall under the target's stance category (prior category vector 

is concatenated at each generation step by the decoder to word embeddings with the latent 

code z) as in Hu et al.’s [187]. We append the desired auxiliary input to each step of the 

decoder in one hot encoding. Thus, for each attribute code in s, we create a separate 

discriminator to assess the degree to which the generated samples match the desired 

attributes and motivate the generator to produce better results. The most frequent and 

salient words within the item set are stance-related in each stance subset [352] e.g.  

uncertainty, might, probably. 



109 

In particular, a decoder GRU (or generator) receives different inputs at every time step: (1) 

the latent representation for the claim z, (2) different auxiliary input for each warrant 

generation and the output of master agent and (3) the general context vector. For each 

decoder, we also provide a representation for the auxiliary information, aux1 for personality 

and subjectivity, aux2 for the keyword, aux3 for the topic, aux 4 for the target parse tree so 

at every time step the decoder computes Intuitively; we want the decoder to focus on 

portions of that correspond with the current time step. As such, we encode the claim using 

a (unidirectional) GRU and compute zt with an attention weighted average of the GRU's 

encoded states at every time step. This attention mechanism is conditioned on the decoder's 

previous hidden state ht−1. 

 

Constituency and Dependency with Attention Bi-GRU-CNN are used to obtain additional 

syntactic information. We use the spacy library to extract the text's constituency and 

dependency structure to preserve the original claim style while generating a new warrant. 

Thus, the decoder considers the claim's syntactic features at each time step of the decoding 

process. Additionally, given a sentence and a target syntactic form, we represent the target 

warrant zt (e.g., a constituency parse). Incorporating the target constituency parse inputs to 

the decoder generates a warrant with the desired syntax, as in equation 6.59: 

Equation 6.59 𝑠𝑡 = 𝐺𝑅𝑈𝑑(𝑠𝑡−1, [ℎ𝑖
𝑐𝑙

𝑡
, 𝐸(𝑌𝑡−1) ; 𝑧; 𝑐𝑡−1; 

∗ ]) 

The probability p of decoding each word is computed as in equation 6.60: 

Equation 6.60 𝑃 = 𝑆𝑜𝑓𝑡𝑀𝑎𝑥 (𝑊𝑣 𝑡𝑎𝑛ℎ(𝑠𝑡;  [𝑐𝑡−1
∗  ;  𝑐𝑙𝑡]; 𝑧) + 𝑏𝑣) 

Where st is the state at the current time, z is the claim latent variable, 𝑐𝑡−1 
∗  is the master 

agent output, 𝑐𝑙𝑡is auxiliary information, Wv is weight parameters, and bv is bias term. The 

generator component is GAN which uses a neural network to fool another neural network 

(the discriminator). It takes the improved vector that has been produced by multiple agents 

(context vectors), which is efficient and produces a better vector to be decoded by GRU. 

 

Discriminator and Rewarder: The discriminator is an MLP with a SoftMax layer that 

distinguishes generated tokens from real tokens to maximise the multi-agent model's total 

expected future reward. By observing the discriminator and rewarder losses, the RL agent 

determines the optimal input GAN. We use CNN for Discriminator to discriminate 

between fake and real arguments. The discriminator is the similarity between generated 

and factual arguments' representations. Sigmoid (f) is the signal from the discriminator 

Our model will use the GRU Autoencoder to determine whether a data sample is fake or 

real. Autoencoders are feed-forward neural networks trained to learn the most salient 

features similar to those found in real news. The function f's hidden output is reconstructed 

using function g reconstruction, which preserves the variable distribution. The term "error 
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backpropagation" refers to the sum of the distances between real and fake points, which 

is significantly greater for false sequences, reconstruction error [188]. We reward the 

generated warrants by bleu metrics. The rewarder preserves the quality of warrants and 

acts as generation guidance.  

 

For decoding the encoded information from the generator, switching the pointer generator 

network (generators conditioned) will be applied. Pointer Generator will be used due to its 

ability to deal with Out-of-Vocabulary (OOV). A switching pointer generator network to 

generate the sequence of tokens Y1 … Yt (warrants) is used in our decoder work as it 

proves competitive results [401], [404], [405]. We evaluate our models with the other two 

metrics used in Park et al.’s model [339]. 

 

6.3. Experiments and Results 

 

Experiments are conducted to assess our model's performance in terms of both the quality 

and diversity of automatic evaluation metrics. 

 

6.3.1. Implementation Details 

 

We implement our model using Keras and a pre-trained 300-dimensional Glove word 

Embedding [146]. The encoder employs 300-dimensional hidden states, while the decoder 

employs 300-dimensional hidden states. We use the Adam optimizer [406], with both the 

encoder and decoder set to a maximum of 50 tokens and the batch size set to 32. The 

hyperparameter values used in a model have a significant impact on its performance. We 

tune hyperparameters to achieve a more robust and generalised mode. We create our 

implementation of an algorithm by determining the optimal hyperparameter values for a 

given task and dataset. We divide the available data into training and testing subsets, then 

repetition of optimization loop until a condition is met and finally, we compare all metric 

values enables you to select the hyperparameter set that produces the optimal metric value. 

 

6.3.2. Dataset 

 

We conduct experiments using data from the ARCC [365] repository, which is annotated 

in such a way that serves our work. Habernal et al. [365] developed the ARCC to discover 

warrants. It contains 188 debate topics for the argument reasoning comprehension task as 

in the following example [365]: 

 

"Reason: Cooperating with Russia on terrorism ignores Russia's overall objectives. 

 Claim: Russia cannot be a partner. 

 AW adversarial warrant: Russia has the same objectives of the US. 

 W warrant: Russia has the opposite objectives of the US.", 
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Whereas our model is intended to generate warrant W for why the evidence implies the 

claim. The data set contains 1,970 rows and is divided into three groups: the training set 

(1,210 rows), the development set (316 rows), and the test set (444 rows).   As illustrated in 

table 6.1, in addition to the claim and evidence, we refer to the primary textual source 

because the model requires additional inferences as knowledge from the relevant data. The 

data is contained in a tsv file that has a list of all URLs as well as a list of topics linked to 

these articles, from which we could recover and obtain the complete relevant articles for 

warrant information. 

 

6.3.3. Evaluation Methods 

 

The quality and diversity of generated text, are widely used in Park et al.’s [339] text 

generation task model and will be used in our evaluation [339]. Quality metrics include 

BLEU-1/2 and Embedding Average/Greedy/Extreme, while diversity metrics include Dist-

1/2 and Dist-1/2-within the generated warrant for each.  Given that evidence used to 

substantiate a claim may cover a variety of aspects of an argumentative topic, the diversity 

and quality of generated text should be evaluated to determine the breadth and variety of 

word usage in writing, as well as the vocabulary richness and n-gram precision desired in 

conversational topics. We compare how close the generated warrant with the top ranked 

warrant provided by the dataset. 

 

• BLEU-1/2: measures N-gram precision of the generated text to multiple target 

arguments references [407] 

• Embedding Average/Greedy/Extreme: measures the semantic similarity between 

hypothesis and references, using a semantic representation by word embedding [408] 

• Dist-1/2: computes the percentage of unique unigrams/bigrams within a sentence to 

measure the diversity among multiple generated texts [408] 

• Dist-1/2-within [339], propose a simple metric to calculate the sum of the numbers 

of unique N-grams for each result that does not occur in other results) / (The sum of 

all generated numbers of unigrams/bigrams). 

 

For implicit reasoning, current approaches either locate multiple warrants from an existing 

structured corpus of arguments via similarity search [355], [396] or incorporate them to 

improve the performance of evidence detection [355]. While Singh et al. [355] 

commissioned two annotators to assess the quality of warrants located from the ARCC 

(ARC Corpus) dataset to various datasets. The proposed method is based on a publicly 

available dataset ARCC, which stands for Argument Reasoning Comprehension Corpus 

from News Comments [187], which was built for the 2018 SemEval task [366] by Habernal 

et al. [365]. 
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6.3.4. Evaluation and Results 

 

To evaluate the quality of our warrant generator and the score of their quality, we use 

automatic evaluation methods, same to Park et al.’s model [339] evaluation metric, as in 

table 6.4 for quality and table 6.5 for the diversity. We conduct ablation experiments to 

demonstrate the effectiveness of reinforcement learning and its associated benefits in terms 

of generating more enhanced warrants. 

 

Table 6.4: Automatic evaluation results on warrant generation quality in our proposed 

model warrant generators. 

 

Method 
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Lexical Chain with Multi-Head 

Attention (without RL-agent) 
0.2019 0.0897 0.7107 0.3989 0.2374 

Lexical Chain with Multi-Head 

Attention controlled by RL-agent 

(SARAS) 

0.2974 0.1084 0.7885 0.5265 0.2944 

A multi-column convolutional neural 

network for why-QA (without RL-agent) 
0.2717 0.0807 0.6921 0.5282 0.2404 

A multi-column convolutional neural 

network for why-QA Controlled by RL-

agent (SARSA) 

0.3205 0.1175 0.7744 0.5817 0.2978 

RST (without RL-agent) 0.2153 0.0884 0.6408 0.5578 0.3432 

RST controlled by RL-agent (DDQN) 0.3381 0.1192 0.7822 0.6168 0.3828 

RST-Multi-head attention generator 

(without RL-agent) 
0.3427 0.1069 0.7439 0.5997 0.3834 

RST-Multi-head attention generator 

controlled by RL-agent (DDQN)   
0.3749 0.1205 0.7943 0.6227 0.4436 

Fine-tune BART on ARCC without 

adding external knowledge 
0.3946 0.1311 0.8083 0.6415 0.4632 

Fine-tune BART on ARCC with adding 

external knowledge 
0.4226 0.1468 0.8128 0.6605 0.4743 

Fine-tune BART on ARCC with 

multi-agent 
0.4296 0.1491 0.8213 0.6736 0.4887 
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Novel hybrid models for warrant generation are proposed in our work, which combines 

natural language processing, deep learning, and reinforcement learning techniques. Each 

model is constructed using a new framework that includes a locator and a generator. To 

generate warrants, the generator is initially trained using sequence-to-sequence learning. 

The selector, which is used to identify warrants relevant fragments, is then trained in a 

variety of environments using supervised or reinforcement learning techniques. The goal 

of reinforcement learning is to find the best reward function for the expert policy. Finally, 

the generator is fine-tuned further through reinforcement learning to produce more accurate 

warrants with a well-trained locator. High prediction success rates have been achieved 

thanks to the diversity of approaches used in the proposed models. 

 

Table 6.5: Automatic evaluation results on the diversity of warrant generation of our 

proposed model. 

 

Method Dist-1 Dist-2 
Dist-1-

within 

Dist-2-

within 

Lexical Chain with Multi-Head Attention 

(without RL-agent) 
0.0816 0.0955 0.1993 0.2153 

Lexical Chain with Multi-Head Attention 

controlled by RL-agent (SARAS) 
0.1266 0.1225 0.2454 0.2881 

A multi-column convolutional neural 

network for why-QA (without RL-agent) 
0.1182 0.2265 0.3103 0.3244 

A multi-column convolutional neural 

network for why-QA Controlled by RL-

agent (SARSA) 

0.1382 0.2963 0.3422 0.3818 

RST (without RL-agent) 0.0927 0.2791 0.2695 0.3364 

RST controlled by RL-agent (DDQN) 0.1423 0.3210 0.3612 0.4147 

RST-Multi-head attention generator 

(without RL-agent) 
0.1102 0.2983 0.3274 0.3908 

RST-Multi-head attention generator 

controlled by RL-agent (DDQN)   
0.1528 0.3291 0.3710 0.5007 

Fine-tune BART on ARCC without adding 

external knowledge 
0.1638 0.3478 0.3834 0.5218 

Fine-tune BART on ARCC with adding 

external knowledge 
0.1735 0.3574 0.3906 0. 5320 

Fine-tune BART on ARCC with multi-

agent 
0.1829 0.3627 0.4003 0.5389 
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Eleven configurations were compared in this work. We will concentrate on the two 

configurations below: (1) fine-tune BART using ARCC; (2) fine-tune BART using ARCC 

and then use a multi-agent model. To evaluate our warrant generator's quality and diversity, 

we employ automated evaluation methods similar to those used to evaluate our model 

[409], which are the most widely used automated metrics for comparing system output to 

gold warrants. 

 

In comparison to our previous work [409], table 6.4 and table 6.5 demonstrate that fine-

tuning the ARCC corpus significantly improves the results, but in some cases, it is unable 

to generate plausible warrant. To address this, we leverage a multi-agent model to generate 

a more diverse and high-quality warrant based on the BART-generated warrant. The 

evaluation's findings indicate that fine-tuning BART on ARCC with multiple agents results 

in competitive performance in nearly every metric related to the quality and diversity of 

generated text. 

 

6.3.5. Discussion and Analysis  

 

Generally, in terms of metric quality as well as diversity,  RST-Multi-head attention 

generator controlled by RL-agent (DDQN) outperforms all baselines on all test datasets, 

and the numbers are good enough when compared to the closest work Park et al.’s model 

[339]. 

 

By experimenting with different SARSA and DDQN for each model, we discovered that 

they make little difference.  This means that they reward similar to the generator, resulting 

in very similar results when changing the RL-agent, for example, from SARSA to DDQN 

and vice versa. We use reinforcement learning in our models to generate more interesting 

and coherent warrants focusing on the context of claim and evidence reason. The 

experiments in tables 6.4 and 6.5 demonstrate that automated diversity and quality metrics 

produce scores that are significantly higher than the baseline (without Reinforcement 

Learning). The effectiveness of reinforcement learning, which involves the agent 

performing an action and being rewarded, is demonstrated by the promising outcomes 

obtained as a result of the reward used to guide the generator. The best performance is 

obtained when the RST-based algorithm is combined with multi-head attention for warrant 

generation enhanced by RL-agent.  

 

According to Al-Khawaldeh et al. [396], the RST-based algorithm for filtering a warrant 

for a claim trained using DDQN has the highest f-score because it assists in detecting the 

relationship between clauses. This model can benefit from text organisation by dividing it 

into sub-clauses, either as a nucleus or a satellite, after the semantic structure is parsed 
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using RST. Since RST is useful for determining the structure and relationship of arguments, 

this model's performance is enhanced. The more fundamental relationships are 

interpretation, justification, confirmation, illustration, result, explanation, evidence, 

foundation, and condition. 

 

Causal relationships between two events establish common causes that support the initial 

event, assisting in causal inference. Given that a warrant justifies the claim based on the 

evidence, it improves the model's ability to capture the text fragment that supports the 

evidence. As a result, we investigated that using a multi-column convolutional neural 

network for the why-QA model proposed by Oh et al. [385], dealing with warrant 

generation as Why-question answering (why-QA) that retrieves the warrant as to the 

answer to a relevant document (evidence) and automatically recognises causalities is 

extremely practical. 

 

Along with the primary role of the lexical chain, we use the strongest chain as an auxiliary 

input to select significant sentences. Extracting the highest score (sequence of related 

words) as an auxiliary input to the model enables the model to pay more attention to the 

most informative words in the evidence while preserving the main content. In other words, 

the most robust chain reflects the evidence's central theme. They are extracting the chains 

of evidence articles to summarise and reduce the data. For Multi-Head Attention CNN-Bi-

LSTM, individual attention heads capture more linguistically interpretable representations: 

syntactic and semantic relations that the encoder finally concatenates to attend to data from 

distinct representation subspaces. Local and global features are detected using the CNN-

Bi-LSTM combination.  

 

The RST-based algorithm, when combined with multi-head attention, outperforms the first 

model for warrant generation, while Model 3 is the best performer. The primary objective 

of our work in utilising RST is to return the appropriate warrant from the retrieved evidence 

in light of the claim. The input that justifies detection is the claim's "bag of words" and 

relevant evidence. The RST-based method improves the warrant generation, compared to 

Multi-Head Hierarchical Attention CNN-Bi-LSTM combined with the most robust chain 

evidence and causality attention. 

 

In this work, we begin by filtration warrants using an RST-based method and then use 

Multi-Head Hierarchical Attention as a generator controlled by DDQN. In comparison to 

the other three models, the RST-Multi-head attention generator controlled by RL-agent 

(DDQN) model produces the highest-quality warrants based on diversity and quality 

metrics in addition to the f-score measure. 
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To locate the relevant information of the warrant associated with a particular claim and 

evidence, it is necessary to determine the context of that claim within the evidence. The 

RST connection is used to denote which sections of the text contain the warrant (that could 

be implicit or explicit). A critical property of an RST analysis in RST combined with the 

Multi-Head -Attention Mechanism model is that RST parses unstructured text into clauses 

with rhetorical relations, nucleus or satellite, as in the example below.  The warrant is 

connected to the claim in this example via an explanation relation (as a result) in figure 6.3. 

 

To filter warrant using RST, we must first identify text units (spans) within the evidence 

and then determine their relationships (rhetorical relations that hold between them). Certain 

rhetorical relations contain cues that connect these spans; for example, the relation result 

contains a "so," the relation evidence connects the claim with the candidate warrant as a 

cause-effect relationship, the nucleus is the claim, and information aimed at increasing 

belief in the claim is considered a warrant in our work. DDQN requires both encoder and 

decoder to have an informative representation of internal states in the form of hidden 

vectors. The DDQN learns how to determine which action (e.g., word) to choose from a 

list to modify the current decoded sequence in the long run. It approximates the Q-value 

function by updating its Q-values through actions and rewards, selecting the action with 

the highest Q-value in the outputs. 

 

We observe that when external knowledge is combined with the stated claim and evidence 

via a promising feature for guiding BART finetuning, the warrant generated is more 

plausible than those generated by BART fine-tuned on ARCC alone. 

 

Our experiments indicate that more diverse and higher-quality warrants are obtained by 

encoding sufficient background information from multiple BART-based generated 

warrants, as opposed to using only one of the finetuned models. Finally, for warrant 

generation in the third model, it is necessary to model the argumentative context in 

conjunction with common sense that is already from BART in order to generate a valid 

warrant that does not violate well-known facts about the world. 

 

We investigated how multi-agent deep reinforcement learning can benefit from the 

presence of warrants generated by the BART model in the environment to achieve optimal 

performance. By incorporating model-based auxiliary knowledge and modelling the 

information of other agents, we can train agents to generate more diverse and high-quality 

warrants. 
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6.4. Summary 

 

The warrant element of the Toulmin model is critical for fact checking and assessing the 

strength of an argument. As implicit information, warrants justify the arguments and 

explain why the evidence supports the claim. Despite the critical role warrants play in 

facilitating argument comprehension, the fact that most works aim to select the best warrant 

from existing structured data and labelled data is scarce presents a fact checking challenge, 

particularly when the evidence is insufficient, or the conclusion is not inferred or generated 

well based on the evidence. Additionally, deep learning methods for false information 

detection face a significant bottleneck due to their training requirement of a large amount 

of labelled data. Manually annotating data, on the other hand, is a time-consuming and 

laborious process. Thus, we examined the extent to which warrants can be generated using 

unstructured data obtained from their premises. 

 

We propose various Deep Learning models for Toulmin Argument warrant generation in 

this chapter. We demonstrated the performance of each of these models and the benefit of 

combining them with a reinforcement learning agent to improve generation and inference 

accuracy. Our investigations confirm that it is necessary to combine our model with 

auxiliary data such as the topic and sentiment. Incorporating a reinforcement learning agent 

enables the generator to receive rapid and robust training for decoding sequential text 

successfully. We generate warrants using RST and attention mechanism and obtain the best 

results on the ARCC dataset [365].  

 

We present an end-to-end approach to developing a new model for automatically 

generating warrants based on a claim supported by evidence. We demonstrate how utilising 

pre-trained language can significantly improve the performance of a state-of-the-art 

generative language model used for warrant generation. Finally, we enhance the generation 

process that uses a multi-agent model to generate an enhanced warrant that outperforms all 

existing baselines in terms of diversity and quality automatic metrics. 
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Chapter Seven: Factual Claim Generation 

 

7.1.  Introduction 

 

Due to the difficulty of explaining the internal workings of deep neural networks, which 

are frequently used for fact checking models, explainable fact checking models are 

necessary. Explainable fact checking models assist end-users in comprehending why the 

model predicted a given label, such as a false claim, and whether or not the classification 

can be relied upon. 

 

In the previous chapters, we discussed how a warrant can be a plausible explanation for 

fact checking models, explaining why the evidence implies the claim. Because it is 

typically implicit and may be filled in or inferred by users, its absence limits the model's 

performance. Thus, having an explicit warrant could result in improved performance.  A 

primary requirement for models of warrant generation based on deep learning is that they 

require externally relevant articles focusing on the claim's target. Such information may 

necessitate a lengthy process, such as retrieving Web pages via search engines and then 

automatically extracting warrant-relevant sentences from these pages in order to generate 

warrants as credible explanations for the claim based on the evidence. 

 

In this chapter, we introduce a method for generating factual claims as an alternative 

solution for explainable fact checking. Our mission is to generate factual claim in order to 

make them more evidence-based and while fact checking merely classifies the claim's 

veracity. Also, we examine the applicability of repurposing available data for fact 

checking due to a scarcity of corrected claims data. RQ4 "To what extent does the 

generation of factual claims, as explanation for the reason behind the decision, affect false 

information detection performance?" is discussed in this chapter. 

 

Models that predict labels for fact checking continue to identify a large proportion of false 

claims without providing any context. The decision-making process should be clarified by 

generating corrections. The idea is that the proposed check an initial claim and, if 

necessary, correct it to demonstrate that the model does not decide on a false label without 

interpretation to reduce decision-making ambiguity. We hypothesise that the task of 

correcting false claims can elicit information about why people believe the claim is true 

and has been legitimised. Correcting false information benefits the individuals who may be 

harmed by it. To accomplish this, we propose two models: the generator model for creating 

factual claims and the modifier model for modifying the false claim to make it more precise 

by modifying the claim's misleading information. The goal of developing two models is to 

see which is more feasible for improving fact checking model performance: editing a claim 
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to be correct based on evidence and then checking the correction claim against the claim to 

be checked (e.g., user claim) or generating a claim based on evidence and checking it 

against the user claim regardless of what the user claim is. The generator model's objective 

is to re-assess the claim's truthfulness using relevant data and generate new claims based 

on the claim's primary aspect and supporting evidence. We determine whether or not the 

new assertion is true. A correction model based on sequence operations is proposed for 

detecting false information and modifying it to make a factual claim. Consider the 

following illustration. For instance, in the PERSPECTRUM dataset [3], for example: 

 

The user claim must be verified:  "animals have no interest or rationality".  

Evidence: "The principle of equality advocates equal consideration, so it still allows for 

different treatment and different rights".  

The correct generated claim based on the evidence of our proposed model: "Animals 

should have lawful rights" 

The editable user claim based on the evidence of our proposed model: "animals have 

interest and rationality". 

According to this perspective and it’s the generated correct claim and the editable claim, 

the claim is false.  

Other generated claims by our model: “Animals have a sense of curiosity and reason.”, 

“Animals should be able to exercise their legal rights.” 

 

7.2.   Our Proposed Model Architecture 

 

To ascertain the claim's veracity, we begin by segmenting each sentence into several 

clauses using sentence-level discourse segmentation and then determining whether a clause 

is related to the claim or not using cosine similarity. The model is fed the most closely 

related clauses as evidence input. First, we compare the evidence clauses to the claim; if 

the claim has a high correlation with the evidence clauses, it is probably correct. Otherwise, 

proceed to the Hierarchical Reinforcement Learning (HRL). The general architecture of 

our factual generator is depicted in figure 7.1, where each claim is verified using the 

substantiating evidence clauses. 

 

Figure 7.1: The proposed factual claim generator model 
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7.3. Factuality Checking 

 

We propose a novel Siamese network architecture that combines a multi-channel LSTM, a 

GRU, and a CNN. This model generates vectors of word embeddings for use with the 

LSTM-GRU-CNN channels model. Then, we combine all of the features from the various 

channels for both claim and evidence to arrive at a single numeric score. The Manhattan 

distance is used to quantify the similarity between two objects. The multi-channel approach 

is capable of capturing both high-level characteristics and long-term dependencies. We use 

pre-trained Word Vectors, Glove Embeddings, and Elmo for lexical embedding. 

 

To generate encoded sequences, we use a variety of deep learning models, including 

Bidirectional Long Short-Term Memory (BiLSTM), Bidirectional Long Gated Recurrent 

Unit (BiGRU), and Convolutional Neural Networks (CNN). To represent the word series 

and learn long-term dependencies using BiLSTM, we obtain the summarised representation 

from both the input and the neural network output. They are used to encrypt the sentences. 

Improved version of BiLSTM for rapid text acquisition in class and subsequent easy access 

to text functionality. 

 

We use CNN to extract the most pertinent and important information and take advantage 

of significant and local features. While CNN is unable to capture global features and long-

distance events, it is more efficient at training. These characteristics will be combined to 

create a vector that represents both the claim and the evidence. Manhattan distance is used 

to determine the credibility of a claim concerning evidence [410]. Our recommended 

factual checker model is summarised in figure 7.2. 

 

 

7.4. Generator Model: Factual Claim Generator-Based Hierarchical Reinforcement 

Learning Approach 

 

For non-factual assertions, all related evidence clauses {c1, c2 ... Cn} is sent to the HRL; 

word and clause level claim attention is applied by the high-level policy to select the more 

claim-relevant clauses. All appropriate clauses {c1, c2 .. The medium-level policy will be 

sent to cn-m}, where deep communication agents are implemented to encode these clauses, 

helping to decide the next sub-goal (copy or generate). The low-level policy has a role in 

implementing the actions to generate the word sequence (choosing words to create the 

factual claim). Figure 7.3 illustrates the HRL model for the production of a factual claim. 
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Figure 7.2: Factuality checker model  
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Figure 7.3: Hierarchical Reinforcement Learning (HRL) 

 

7.4.1. Higher Level Policy 

 

For claim-relevant clauses, high-level policy adopts the hierarchical attention mechanism, 

word-level and clause-level attention networks, to select informative words and clauses 

relevant to a specific claim. 

 

In a word-level claim attention network, the word encoding layer concatenates claim 

representation to each word embedding and then summarises information by bi-directional 

GRU. For each evidence, Bi-GRU (Gated Recurrent Units) will be used to encode the word 

information in each clause from forward and backward direction, as in equations 7.1-7.3: 

Equation 7. 1 ℎ⃗ 𝑖𝑗 = 𝐺𝑅𝑈⃗⃗⃗⃗⃗⃗ ⃗⃗  ⃗
(𝑤̂𝑖𝑗)

;   𝑖 ∈ [1,  𝐶],  𝑗 ∈ [1, 𝑁𝑖] 

Equation 7. 2 ℎ⃗⃖𝑖𝑗 = 𝐺𝑅𝑈⃖⃗⃗⃗⃗⃗ ⃗⃗⃗⃗
(𝑤̂𝑖𝑗)

;   𝑖 ∈ [1,  𝐶],  𝑗 ∈ [𝑁𝑖 , 1] 

Equation 7. 3 ℎ𝑖𝑗 = ℎ⃗ 𝑖𝑗⨁ℎ⃗⃖𝑖𝑗 

The Word attention layer focuses on the terms that are important to the meaning of the 

clause concerning the claim, producing clause vectors. Attention mechanism will be 

implemented to concentrate on those words in the evidence clause concerning a specific 

claim CP and combine the representation of all of them to form a clause vector of evidence 

as in equations 7.4-7.6: 

Equation 7. 4 𝑢𝑖𝑗 = 𝑡𝑎𝑛ℎ(𝑊𝑤 ∙ [ℎ𝑖𝑗; 𝐶𝑃] + 𝑏𝑤) 
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Equation 7. 5 𝑎𝑖𝑗 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑢𝑖𝑗) =
𝑒𝑥𝑝(𝑢𝑖𝑗)

∑ 𝑒𝑥𝑝(𝑢𝑖𝑡)
𝑁
𝑡=1

 

Equation 7. 6 𝑐𝑖 = ∑ 𝑎𝑖𝑗 ∙ ℎ𝑖𝑗
𝑁𝑖
𝑖=1  

 

Clause encoding layer applies Bi-directional GRU to capture the context clause 

representations. BI-GRU obtains the contextual information of each clause as in equations 

7.7-7.9: 

Equation 7. 7  ℎ⃗ 𝑖 = 𝐺𝑅𝑈⃗⃗⃗⃗⃗⃗ ⃗⃗  ⃗
(𝑐𝑖);       𝑖 ∈ [1,  𝐶] 

Equation 7. 8  ℎ⃗⃖𝑖 = 𝐺𝑅𝑈⃖⃗⃗⃗⃗⃗ ⃗⃗⃗⃗
(𝑐𝑖);       𝑖 ∈ [𝐶, 1] 

Equation 7. 9  ℎ𝑖 = ℎ⃗ 𝑖⨁ℎ⃗⃖𝑖 

 

After that, in the clause attention Layer, the attention mechanism computes the attention 

weight between each claim-clause representation to produce contextual information 

conditioned on the claim representation. For example, the attention weight between each 

clause and the representation of a specific claim will be computed as in equations 7.10 and 

7.11: 

Equation 7. 10 𝑚𝑖 = 𝑡𝑎𝑛ℎ(𝑊𝑐 ∙ [ℎ𝑖; 𝐶𝑃] + 𝑏𝑐) 

Equation 7. 11 𝑎𝑖 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑚𝑖) =
𝑒𝑥𝑝(𝑚𝑖)

∑ 𝑒𝑥𝑝(𝑚𝑡)
𝐶
𝑡=1

 

In this policy, to select claim-relevant clauses, conditional probability is used. The selected 

clauses are sent to the middle-level policy, where the multi-agent encoder is used to 

generate hidden states for the evidence clauses considering the claimed interest. 

 

 

7.4.2. Middle-Level Policy: Multi-Agent Encoder 

 

The context and states from the environment are used to create all possible sub-goals (to 

copy or to generate), which should be achieved by the lower agent policy to select a series 

of actions (words) and produce a new sequence of words. We depend on relevant clauses 

segments as input and then apply a stack of deep learning models: CNN and MaxPooling 

layer+ GRU. We use the message sharing mechanism to help other agents' encoders to 

generate better contextual information conditioned upon the messages received from other 

agents. For the multi-agent encoder, we use equations 7.12-7.17 where message passing is 

applied: 
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Equation 7. 12 ℎ⃗ 𝑖
(1)

 ,  ℎ⃗⃖𝑖
(1)

= 𝑏𝐺𝑅𝑈(𝑒𝑖,  ℎ⃗ 𝑖−1
(1)

 ,  ℎ⃗⃖𝑖+1
(1)

) 

Equation 7. 13 ℎ𝑖
(1)

= 𝑊1 [ℎ⃗ 𝑖
(1)

 ,  ℎ⃗⃖𝑖
(1)

] 

Equation 7. 14 h⃗ i
(l+1)

, h⃖⃗i
(l+1)

= bGRU(
fun (hi

(l),mes(l)) ,

h⃗ i−1
(l+1)

, h⃖⃗i+1
(l+1)

) 

Equation 7. 15 ℎ𝑖
(𝑙+1)

= 𝑊2 [ℎ⃗ 𝑖
(𝑙+1)

 ,  ℎ⃗⃖𝑖
(𝑙+1)

] 

Equation 7. 16 𝑚𝑒𝑠(𝑙) =
1

𝑁−1
∑ ℎ𝑛,𝐼

(𝑙)
𝑛≠𝑎  

Equation 7. 17 𝑓𝑢𝑛 = 𝑣1
𝑇 tanh (𝑊3ℎ𝑖

(𝑙)
+ 𝑊4𝑚𝑒𝑠(𝑙)) 

𝑒𝑖 is word embedding, ℎ𝑖
(1)

 is the concatenation for both directions for hidden states before 

considering other agent information,  𝑚𝑒𝑠 is the encoded information from other clauses, 

and 𝑓𝑢𝑛  is the score function. 

 

Decoder with Claim and Evidence Attentions: Inspired by Celikyilmaz et al. [411], to 

guide the decoder's focus on the claim concentrated aspect, the decoder calculates the 

attention weights for every word in the claim and evidence calculated by Claim attention 

and Evidence attentions, respectively. 

 

Claim attention: according to equations 7.18-7.21: 

Equation 7. 18 𝑠𝑡 = 𝐺𝑅𝑈𝑑(𝑠𝑡−1, [ℎ𝑖
𝑐𝑙

𝑡
, 𝐸(𝒴𝑡−1); 𝑐𝑡−1

∗ ]) 

Equation 7. 19 𝑎𝑡,𝑖
𝑐𝑙 = 𝑣𝑐𝑙 ∙ tanh(𝑊𝑐𝑙𝑠𝑡 + 𝑈𝑐𝑙ℎ𝑖

𝑐𝑙) 

Equation 7. 20 ⍺𝑡,𝑖
𝑐𝑙 =

𝑒𝑥𝑝(𝑎𝑡,𝑖
𝑐𝑙)

∑ 𝑒𝑥𝑝(𝑎𝑡,𝑖
𝑐𝑙)

|𝑐𝑙|
𝑖=1

 

Equation 7. 21 𝑐𝑙𝑡 = ∑ ⍺𝑡,𝑖
𝑐𝑙 ℎ𝑖

𝑐𝑙 ∙
|𝑐𝑙|
𝑖=1  

 

Evidence attentions (word attention distribution): according to equations 7.22 and 7.23: 

Equation 7. 22 a𝑡,𝑗
𝑑 = 𝑣𝑑 ∙ tanh(𝑊𝑑𝑠𝑡 + 𝑈𝑑ℎ𝑗

𝑙 + 𝑍𝑐𝑙𝑡) 

Equation 7. 23 𝑎𝑡,𝑗
𝑑 =

𝑒𝑥𝑝(𝑎𝑡,𝑗
𝑑 )

∑ 𝑒𝑥𝑝(𝑎𝑡,𝑗
𝑑 )

|𝑤|
𝑗=1
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𝑑𝑎
𝑡 = ∑ 𝑎𝑡,𝑗

𝑑 ℎ𝑎,𝑖
(𝑙)

𝑖   For each clause (by each agent) 

 

Agent Attention: The last hidden state from each agent is sent to the decoder to compute 

the global agent attention as in equations 7.24-7.27: 

Equation 7. 24 𝑎𝑔𝑒𝑛𝑡𝑡 = (tanh(𝑊7𝑑
𝑡 + 𝑊8𝑠𝑡 + 𝑏2)) 

Equation 7. 25 𝑎𝑔𝑒𝑛𝑡𝑎𝑡𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑎𝑔𝑒𝑛𝑡𝑡) 

Equation 7. 26 𝑐𝑡
𝑛𝑒𝑤 = ∑ 𝑎𝑔𝑒𝑛𝑡𝑎

𝑎𝑡𝑡𝑑𝑎
𝑡

𝑎  

Equation 7. 27 𝑃𝑠𝑢𝑏𝑔𝑜𝑎𝑙 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑤𝑔 ∗ (𝑠𝑡 + yt-1 + 𝑐𝑡
𝑛𝑒𝑤) + 𝑏𝑔) 

st is a state that is computed by the decoder by attending to relevant input context provided 

by the agents, yt-1 is the previous target word, 𝑐𝑡
𝑛𝑒𝑤 is the agent context vector. 

 

7.4.3. Low-Level Policy  

After receiving sub-goals from the middle-level policy, low-level policy performs 

necessary actions to achieve the specified goal (selecting words), following equations 7.28 

and 7.29: 

Equation 7. 28 𝑃𝑣𝑜𝑐(𝑤𝑡) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑀𝐿𝑃([𝑠𝑡 , 𝑐𝑡
𝑛𝑒𝑤])) 

𝑃𝑣𝑜𝑐𝑖𝑠 Vocabulary distribution 

Equation 7. 29 𝑃𝑎𝑐𝑡𝑖𝑜𝑛 = 𝑃𝑠𝑢𝑏𝑔𝑜𝑎𝑙(𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒) ∗ 𝑃𝑣𝑜𝑐 + 𝑃𝑠𝑢𝑏𝑔𝑜𝑎𝑙(𝑐𝑜𝑝𝑦) ∗ ∑ 𝑎𝑖𝑡𝑖:𝑤𝑖=𝑤  

𝒴𝑡−1is the embedding vector of the previously generated word. 

The final evidence hidden states will initialise the first state of the GRU in the decoder. If 

the word is an out-of-vocabulary (OOV) word, then Pvocab (w) is zero; similarly, if w does 

not appear in the source document, then ∑ 𝑎𝑖𝑡𝑖:𝑤𝑖=𝑤  is zero. 

 

Multi Rewards: We apply a rewarder function to compute the new claim's factuality using 

entailment and semantic similarity metrics to find a policy π∗ that maximises the reward 

for each visited state s and action a, as in equation 7.30: 

Equation 7. 30 𝜋𝑗
∗𝑖(𝑠) = argmax𝑄𝑗

∗𝑖(𝑠, 𝑎) 

For high-level policy, the cumulative reward is calculated between the claim embedding 

and the selected candidate clause, using cosine similarity as in equation 7.31: 

Equation 7. 31 𝑟𝑖
ℎ =  ⋋1 ∑ 𝛾𝑡−𝑖 log 𝑐𝑜𝑠(𝑣𝑎 , 𝑣𝑡)

𝑛
𝑡=𝑖  
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We calculated the entailment probability score between the evidence (as a premise) for 

low-level policy and generated a factual claim (as a hypothesis). We apply the Entailment 

Corrected Reward in Pasunuru & Bansal [412]. 

 

 

7.5. Modifier Model: Sequence Operation Based Hierarchical Reinforcement 

Learning Approach 

 

We propose a hierarchical reinforcement learning approach for claim factuality prediction 

and adjusting it if its factuality is incorrect where different polices are applied. The main 

idea of the proposed approach is to perform a factuality prediction.  In particular, our 

approach employs a high-level policy to select appropriate clauses and a low-level policy 

to adjust claims that meet the appropriate standards. We have a hierarchical reinforcement 

learning approach with a high-level clause selector, a low-level claim adjustor, and a fact 

predictor to provide ongoing rewards to guide both the clause selector and claim adjuster. 

In the absence of a clause, the policy decides whether the evidence article mentions the 

claim. If the statement is relevant and not noisy, the high-level policy picks the clause and 

sends it to the low-level policy, which aggregates the clauses that way and considers them 

for claim adjusting by selecting one action at each time to change misleading information 

to be true. After preliminary action is taken, the claim is checked to provide a reward to 

direct the clause selection and adjust the prediction. 

 

7.5.1. High-level Policy: Claim Relevant Clauses Selector 

 

First, a high-level policy is proposed to select claim-relevant clauses and remove irrelevant 

clauses. State: given the clauses of the article and a claim as input, the policy aimed to 

decide the clam relevant clauses and passed the selected clauses to the low-level policy that 

took actions to the false claim to alter it be true. Afterword embeddings 𝑒𝑖is performed, we 

use Bi-GRU to get the vector representation of clause  ℎ𝑠
(1)  + ℎ𝑠

(1)
+ ℎ𝑠

(2)
+ ⋯+ ℎ𝑠

(𝑛)
. 

After getting the hidden state representations of the claim, we perform an average pooling 

vector 𝑐𝑙𝑎𝑖𝑚(𝑙) through equations 7.32-7.35: 

Equation 7. 32 ℎ⃗ 𝑖
(1)

 ,  ℎ⃗⃖𝑖
(1)

= 𝑏𝐺𝑅𝑈(𝑒𝑖,  ℎ⃗ 𝑖−1
(1)

 ,  ℎ⃗⃖𝑖+1
(1)

) 

Equation 7. 33 ℎ𝑖
(1)

= 𝑊1 [ℎ⃗ 𝑖
(1)

 ,  ℎ⃗⃖𝑖
(1)

] 

Equation 7. 34 𝑐𝑙𝑎𝑖𝑚(𝑙) =
1

𝑁−1
∑ ℎ𝑗𝑗  

Equation 7. 35 𝑠𝑡 = ℎ𝑠
(1) + ℎ𝑠

(1)
+ ℎ𝑠

(2)
+ ⋯+ ℎ𝑠

(𝑛)
+ 𝑐𝑙𝑎𝑖𝑚(𝑙) 



127 

Action: A stochastic policy uses the state information for deciding to select the clause or 

not. We adopt a logistic function (conditional probability) to decide whether this clause is 

relevant for a claim or not, as in equation 7.36: 

Equation 7. 36 𝑎𝑐𝑡𝑖𝑜𝑛 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑊 𝑠𝑡,  𝑏) 

Reward: For high-level policy, the high-level cumulative reward is calculated between the 

claim embedding and the selected candidate clause, using cosine similarity and the signal 

from fact predictor as in equations 7.37-7.39: 

Equation 7. 37 𝑐𝑙𝑎𝑖𝑚(𝑙) =
1

𝑁−1
∑ ℎ𝑗𝑗  

Equation 7. 38 𝑐𝑙𝑎𝑢𝑠𝑒(𝑙) =
1

𝑀−1
∑ ℎ𝑗𝑖  

Equation 7. 39 𝑟𝑖
ℎ =  ⋋1 ∑ 𝛾𝑡−𝑖 log 𝑐𝑜𝑠(𝑐𝑙𝑎𝑖𝑚(𝑙), 𝑐𝑙𝑎𝑢𝑠𝑒(𝑙))𝑛

𝑡=𝑖  + fact predictor 

⋋ is weight parameter and 𝛾  is the discount factor  

 

7.5.2. Low-level Policy:  Claim Adjuster   

 

We model it as an attention-based [413] pointer network, assigning a normalised 

probability to each position where the misleading information may occur. The clauses 

representation represents the state 𝑐𝑙𝑎𝑢𝑠𝑒(𝑙) Furthermore, hi is each position representation 

of the claim. Action: we adopt an attention-based policy to take action, sequence operation, 

where “i” denotes each input claim position, as in equations 7.40 and 7.41: 

Equation 7. 40 𝑚𝑖 = 𝑡𝑎𝑛ℎ(𝑊𝑐 ∙ [ℎ𝑖; 𝑐𝑙𝑎𝑢𝑠𝑒(𝑙)] + 𝑏𝑐) 

Equation 7. 41 𝑎𝑖 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑚𝑖) =
𝑒𝑥𝑝(𝑚𝑖)

∑ 𝑒𝑥𝑝(𝑚𝑡)
𝐶
𝑡=1

 

M (action l 𝑐𝑙𝑎𝑢𝑠𝑒(𝑙); i) = softmax (w *hi), hi is the position word where an action should 

be taken. The actions are inserted, delete or replace the word 

 

Reward:  fact predictor, we apply the double-layer attention mechanism Intra-sequence 

Attention Layer and Inter-sequence Attention Layer to claim contextual features extraction 

as shown in figure 7.4. We propose a new model, incorporate the claim-relevant clauses 

with a double-layer attention mechanism: Intra-sequence Attention Layer and Inter-

sequence Attention Layer to capture latent correlation features among claim-relevant 

clauses sequence. Intra-sequence Attention Layer (intra-relation reasoning) and Inter-

sequence Attention Layer used to obtain the characteristic representation of the claim-
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relevant clauses and find the characteristic representation of the claim-relevant clauses, as 

in equations 7.42-7.45: 

Equation 7. 42 𝑉 = 𝐵𝐼𝐺𝑅𝑈(𝑐𝑙𝑎𝑢𝑠𝑒) 

Equation 7. 43 𝑉𝑐 = 𝑡𝑎𝑛ℎ(𝑉) 

Equation 7. 44 𝛼 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑣 ∙ 𝑉𝑐
    𝑇) 

Equation 7. 45 𝑟𝑖 = 𝑡𝑎𝑛ℎ(𝛼 ∙ 𝑉) 

The representation of the claim-relevance clause is according to equations 7.46-7.48:  

Equation 7. 46 𝑉𝑐𝑠 = 𝑡𝑎𝑛ℎ(𝑅𝑡) 

Equation 7. 47 𝛼𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑣𝑡 ∙ 𝑉𝑐𝑡
       𝑇) 

Equation 7. 48 𝑟𝑒 = 𝑡𝑎𝑛ℎ(𝛼𝑡 ∙ 𝑅𝑡) 

𝑅𝑡  𝑖𝑠 clause sequence features, 𝑟𝑒 𝑖𝑠 characteristic representation for all claim-relevant 

clauses. A SoftMax layer performs the final factuality prediction output as the classifier as 

in equation 7.49: 

Equation 7. 49 𝑜𝑢𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑣 ∙ 𝑟𝑒 + 𝑏) 

 

 

 

Figure 7.4: Fact predictor model 
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7.6. Experimental Results   

 

We used the publicly available dataset PERSPECTRUM that was provided by Bahdanau 

et al. [413]. A collection of a claim, perspective, and evidence statements. The data contains 

907 claims, 11,164 perspectives and 8,092 evidence paragraphs. For the factual checking 

model, to check the claim's factualness, we suppose that it has support from its related 

perspective, then it should be factual. Thus, comparing the claim to the more concise factual 

claim generated from its lengthy evidence yields better results than comparing the claim to 

the lengthy evidence. 

 

7.6.1. Evaluation Model 

 

The factual claim (generated) should contain statements supporting the original perspective 

of the claim. We offer a bi-GRU Siamese network with attention adaptations. The bi-GRU 

output should be multiplied by a weight, which again is determined by the claim. Using a 

BI-GRU based Siamese architecture (it is two networks with the same structure and the 

same weight, each process one sentence in a pair) to model both claim m and perspective 

p; where hi is the hidden state of the GRU at time-step i, (or annotation), briefing all the 

information of the sentence. c(a,h) is an annotation attention mechanism that assigns a 

weight ai to each word annotation, which indicates its importance, and z is e the final 

representation and y is the label of the relation between the generated claim and a 

perspective. (W1, W2, …, Wn) is a sequence of words of claim, and (W1, W2, W3, …, Wm) 

is a sequence of words of perspective. Figure 7.5 shows the information flow through the 

proposed model used as evaluation model.  The predicted labels vs. ground truth are used 

to calculate the total F1 score. 

 

 

 

Figure 7.5: The improved factuality checking prediction model [414] 
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 Note that the ROUGE [415] is frequently used to assess the quality of summary generated 

text, and we utilise it here because the generated text is near to the summarised text.  The 

ROUGE measures the unigram overlap, bigram overlap, and longest common sub-

sequence between the predicted and reference. We tried evaluating our approach to the 

Perspectrum dataset using factor analysis. Table 7.1 shows ROUGE results of claims 

generated and corrected. 

 

Table 7.1:  ROUGE results of claims generated and corrected 

 

The proposed factual claim model ROUGE-1 ROUGE-2 ROUGE-L 

the generator model 27.41 7.93 25.83 

the modifier model 28.50 9.73 27.36 

 

The F-SCORE makes sense of the balance between the generated text's accuracy and the 

user's evaluation of the text's accuracy. Precision refers to how accurate the model is at 

duplicating the text from the reference. The recall defines the complexity of the reference 

text by its frequency of occurrence. For the correct label, we focus on evidence that supports 

the perspective. That specific perspective entails the claim. Our experiments provide 

evidence that our system generates factually accurate statements. 

 

Table 7.2:  Claim fact checking F-scores after generated and corrected claims 

 

The proposed model  F-score 

The baseline: Factuality Checker Model as in figure 7.2 73.54% 

The baseline results after using generator model 76.84% 

The baseline results after using modifier model  78.36% 

The improved Factuality checking prediction model as in figure 7.5 79.50% 

The improved Factuality checking prediction model results after 

using generator model 
82.94% 

The improved factuality checking prediction model after using 

modifier model  
84.02% 

 

Based on our Factuality Checking Prediction Model, table 7.2 illustrates the F-score 

outcomes when prediction labels are compared to ground truth labels. The results are shown 

demonstrate that modifying the false claim's misleading information is more effective for 

obtaining a factual claim than generating a new claim from its premises. Our detailed 

analysis shows that our model modifier performs better than the generator model according 

to all evaluation methods. To disambiguate the claim, given evidence, the factual claim is 

checked against the claim, and then the relation is decided. Our methodology generates 
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more concise factual claims, which are then compared to the original claim for fact 

checking, producing better findings, while the vast evidence used to evaluate the claim 

comprises a large amount of data that could cause the model to make an inaccurate decision. 

As results it addressed RQ4 and confirm its hypothesis H4. 

 

7.7. Summary 

 

This work proposes a novel task for supervised learning based on an approach based on 

objective claims. We develop neural network models that generate correct claims based on 

contextual information if the original claim is false. We discover that the neural network-

based model performs better when the misleading information is modified rather than when 

a new claim is generated from its premises. We investigated encoding lengthy evidence 

articles to generate a factual claim for the claim generating model and demonstrated that 

hierarchical reinforcement learning could improve the generation by automatic evaluation. 

The analysis demonstrates that this improvement is due to the multi-ability agents covering 

all pertinent information in the claim and generating a factual claim. The sequence 

operation-based method combined with hierarchical reinforcement learning (HRL) 

effectively addresses the non-factual claim problem in the claim modifying model.  

 

Another issue may arise if conflict evidence contributes equally to claim verification in the 

absence of additional stances from diverse perspectives; thus, it is critical to seek out or 

generate additional perspectives for use in stance-based claim verification.  
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Chapter Eight: Perspectives Generation with Multi-Head Attention 

Mechanism and Common-Sense Knowledge 

 
 

Consideration of multiple viewpoints on a contentious issue is critical for avoiding bias and 

assisting in the formulation of rational decisions. We observe that the current models 

impose a constraint on diversity. This is because the conventional attention mechanism is 

biased toward a single semantic aspect of the claim, whereas the claim may contain 

multiple semantic aspects. Additionally, disregarding common-sense knowledge may 

result in generating perspectives that violate known facts about the world. The proposed 

approach is divided into two stages: the first stage considers multiple semantic aspects, 

which results in more diverse generated perspectives; the second stage improves the quality 

of generated perspectives by incorporating common-sense knowledge. We train the model 

on each stage using reinforcement learning and automated metric scores. The experimental 

results demonstrate the effectiveness of our proposed model in generating a broader range 

of perspectives on a contentious subject. 

 

 

8.1. Introduction 

 

Individuals' assessments of factual truth vary due to their varying levels of subject 

knowledge and their linguistic abilities. Additionally, the rapid pace, enormous volume, 

and noise associated with data generated by users with questionable authorship and 

authenticity result in the emerging claims in a variety of domains, necessitating the 

consideration of alternative perspectives. It is not always possible to substantiate a claim 

with an authoritative source, especially when previously unmentioned claims are 

discovered. Viewing a claim through a singular lens may introduce bias. Without taking 

into account additional data, relying exclusively on textual information from a single source 

is likely to result in inaccuracies and bias. To address this issue, it is necessary to critically 

analyse a claim from multiple perspectives. Regrettably, for rapidly evolving claims and 

responses, there is a dearth of diverse perspectives on specific claims arising from 

previously unseen events that are not covered by the databases upon which a retrieval-

based system is based. 

 

An argumentative text's objective is to persuade the reader to concur with a particular 

conclusion. Each argument has a conclusion, supported by one or more premises. By taking 

into account a diverse range of viewpoints, i.e., perspectives relevant to a given claim for 

veracity prediction, analysing diverse arguments helps to alleviate the bias problem. To 

address this issue, the majority of current systems attempt to extract or generate the omitted 
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conclusion from relevant evidence, which may contain a large amount of information about 

numerous topic aspects as well as additional data that supports or refutes the claim. The 

diversity is limited to claims supported by facts that can be retrieved only from the datasets.   

 

Also, optimising model prediction via cross-entropy loss alone is insufficient to encourage 

the model to generate diverse statements [416]. Due to the fact that prediction is made 

against a single score, at the word level, strict sequence matching between the generated 

perspective and the ground truth perspective is required. 

 

 Additionally, limiting perspectives to a single semantic aspect reduces diversity, as a claim 

may have multiple aspects. Besides that,  even though common-sense knowledge is critical 

for perspective formation, current systems overlook it such as the state of the art model, 

Park et al.'s model [339]. While conventional models generate generic responses, the 

perspectives they generate may contradict common sense.  We observe that prior work has 

a low-performance level, and in this proposed work, we seek to improve the performance, 

quality, and diversity of a state-of-the-art system in response to a specific claim. 

 

Additionally, as demonstrated by the state of art Park et al.'s model [339], it still performs 

poorly in terms of quality and diversity on some data sets.  Park et al.'s model [339] 

generates N distinct perspectives and selects the one with the lowest negative log-likelihood 

NLL for the given reference perspective as the generated perspective.  Even though they 

followed the multi-head attention work [417] and achieved state-of-the-art results in a 

perspective generation, we believe that multiple automated metrics as a reinforcement 

learning reward will further improve the approach to controlling perspective generation for 

optimization and will encourage the model to consider various factors that are necessary to 

improve the quality a during generation.  Additionally, we hypothesise that incorporating 

common sense makes generated perspectives more plausible and does not violate world 

facts, which were not considered in the state-of-the-art model. As a result, we begin by 

introducing a novel technique for generating diverse and high-quality perspectives by 

focusing on various semantic aspects. The generated perspectives are then supplemented 

with a collection of common-sense facts. By utilising reinforcement learning, we can 

combine multiple learning objectives for model training. 

 

This chapter aims to answer the research question, "Can we generate high quality multiple 

relevant candidate perspectives for a given claim? Our model develops the ability to 

generate multiple perspectives from its input, which is a claim, an argumentative sentence. 

The proposed model is trained and evaluated on datasets from Perspectrum [3]. Table 8.1 

shows an example of our generator's generation of perspectives alongside a reference from 

the Perspectrum dataset. 
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Table 8.1:  An example of perspectives generation 

 

In general, the task of generating perspectives relies on supporting evidence and continues 

to be difficult in terms of quality and diversity. In this work, we propose a novel approach 

to the task: Given a specific claim about a contentious issue, construct a logical set of 

perspectives with varying stances.  Our primary contributions are as follows: 

 

• Rather than generating a perspective based on a single semantic aspect, as 

traditional approaches do, we propose a Seq2Seq model with a multi-head attention 

mechanism that generates diverse perspectives based on the diverse semantic 

aspects. 

• We incorporate common sense knowledge to ensure that the model does not violate 

known facts about the world and to improve the quality of the generated 

perspectives. 

• We employ a reward function; multi-objective reinforcement learning produces 

various scores, ensuring that the generated perspectives make appropriate use of 

the given context and allowing control of the text generation model without relying 

on a single objective during the decoding process. 

• Experiments show that our model outperforms several existing Seq2Seq-based 

perspectives models on quality and diversity metrics. 

 

8.2. Our Proposed Perspectives Generation Model  

 

In this section, we outline our generation processes and discuss how reinforcement learning 

can be used to further improve the technique rather than cross-entropy loss. Reinforcement 

learning is a rapidly growing field of research that involves intelligent agents that learn to 

Claim: "A 

government should 

lessen the economic 

gap between its rich 

and poor citizens." 

Perspectives in the 

Perspectrum dataset 

Correspondent perspectives 

generated by our model 

perspective 1 "True individual freedom 

cannot exist without 

economic security and 

independence." 

Individual liberty is impossible to 

achieve without financial security and 

independence. 

perspective 2 "The wealth gap does not 

allow for equality between 

the rich and the poor, and so 

it should be reduced." 

Because the wealth gap prevents 

equality between rich and poor people, 

it must be narrowed. 
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reason through Markov Decision Processes [418]. Recently, there has been significant 

progress that has been used in traditional models in the field of reinforcement learning 

(DRL) for natural language processing, including relation extraction [419] and reasoning 

in question answering [420] and generation of paraphrases [421]. 

 

To begin, given the claim and some random words replaced with synonyms, the generator 

is contextualised and more diverse thanks to the wordnet corpus. Then, multiple semantic 

aspects are extracted, and the claim representation is learned [212], [422] the modified 

version of the claim with new replaced synonyms words of claim with the semantic 

extracted aspect are used to guide the generation process to generate candidate perspectives 

for each semantic aspect. After that, for more information and a better-quality perspective, 

our models take common sense into account.  We used reinforcement learning to enforce 

diversity, stylistic, and quality constraints on the generated perspective. The overall 

architecture of our proposed model is shown in figure 8.1: 

 

 

 

Figure 8.1:  Proposed model architecture 

 

8.2.1. First Step:  Various Semantic Aspects Considered while Generating Perspectives 

 

8.2.1.1. The Revised Version of the Claim Including Newly Substituted Synonyms 

 

A modified version of a claim is created by replacing specific words in the claim input with 

synonyms at random. The claim's word sequence is used as input, with specific words being 

replaced by synonyms at a 60% ratio that fits the semantic aspect context. 
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8.2.1.2. Multi-head Attention Mechanism 

 

Inspired by the multi-head attention with a Seq2Seq model [417], this work employs a 

mechanism of multi-head attention to enable the generator to attend to information from 

different representation subspaces during the generating process, with context vectors 

obtained via the multi-head attention mechanism focusing on different semantic aspects of 

the text rather than on a single semantic aspect, as in traditional attention mechanisms, 

[212], [422]. 

 

To generate n distinct perspectives on the claim, n distinct context vectors are created by 

projecting each state to multiple semantic spaces using various learnable projection 

matrices as in equation 8.1. The context vector for each head can then be produced by 

multiplying the encoder's hidden states by a weighted sum for all semantic spaces, the 

attention process is used to obtain numerous attention probability distributions over the 

claim words as illustrated in equations 8.2-8.5.  

Equation 8.1 ℎ𝑗
𝑛 = 𝑊𝑡

𝑛
.
ℎ𝑗 

Equation 8.2 𝑎𝑡,𝑗
𝑐 = 𝑣𝑐𝑙 ∙𝑡𝑎𝑛ℎ (𝑊𝑐𝑙𝑠𝑡 + 𝑈𝑐𝑙ℎ𝑗

𝑛) 

Equation 8.3 ⍺𝑡𝑗
𝑛 =

𝑒𝑥𝑝(𝑎𝑡,𝑗
𝑛 )

∑ 𝑒𝑥𝑝
|𝑐|
𝑗=1 (𝑎𝑡,𝑗

𝑛 )
 

Equation 8.4 c𝑡
𝑛 = ∑ ⍺𝑡,j

𝑛|𝑛|
𝑖=1 ℎ𝑗

𝑛 

Equation 8.5 𝑠𝑡 = 𝐺𝑅𝑈𝑑𝑒𝑐(𝑠𝑡−1, [c𝑡−1
𝑛

 
, 𝐸(𝑌𝑡−1)]) 

For each semantic space, there is 𝑊𝑡
𝑛learnable projection matrix, ℎ𝑖 hidden representation 

for each time-step for the new version of the claim word, 𝐸(𝑌𝑡−1) is the previous word 

embeddings, st is the current state of the decoder at time step t, and c𝑡
𝑛is Context vector for 

i-th head at a time step where it could be used to generate a i-th perspective that focuses on 

a particular semantic aspect of the claim. The hidden state of the decoder st at each time t 

is computed as follow, considering the previous state 𝑠𝑡−1, the previous claim context 

vector c𝑡−1
𝑛  and the previous word embeddings. 

 

The probability distribution over the output vocabulary 𝑜𝑡, as equation 8.6 to decide the 

word which has the highest probability is computed from the context vector 𝑐𝑡, and the 

decoder state st, where 𝑊𝑔
(2)

, 𝑊𝑔
(1)

, 𝑏𝑔
(1)

and 𝑏𝑔
(2)

are learnable parameters: 

Equation 8.6 𝑜𝑡 = 𝑊𝑔
(2)

(𝑊𝑔
(1)[𝑠𝑡, c𝑡

𝑛] + 𝑏𝑔
(1)

) + 𝑏𝑔
(2)

 

𝑝𝑡
𝑝𝑜𝑖𝑛𝑡𝑒𝑟

 is used as a switch to select between [423] (a) copying words from the source text 

via pointing (copying a word from the input sequence by selection according to the 
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attention distribution) or (b) generating a word from the vocabulary by selecting based on 

Pv as illustrated in equations 8.7-8.9 where 𝑣𝑝𝑡𝑟
𝑇   and 𝑏𝑝𝑜𝑖𝑛𝑡𝑒𝑟 are learnable parameters. 

Equation 8.7 𝑝𝑡
𝑝𝑜𝑖𝑛𝑡𝑒𝑟

= 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑣𝑝𝑡𝑟
𝑇 [𝑠𝑡, 𝐸(𝑌𝑡−1), c𝑡

𝑛] + 𝑏𝑝𝑜𝑖𝑛𝑡𝑒𝑟) 

The generation probability 𝑝𝑡𝑗
𝑔𝑒𝑛

∈ [0,1] for timestep t is computed as equation 8.8. If 𝑝𝑡𝑗
𝑔𝑒𝑛

 

> 0.5, word is copied from the input determined by the attention distribution where the 

attention is the highest, else the generator output is used. The probability of generating 

timestamp t is set to 0. 5 empirically. 

Equation 8.8 𝑝𝑡𝑗
𝑔𝑒𝑛

=
𝑒𝑥𝑝(𝑜𝑡𝑗)

∑ 𝑒𝑥𝑝 
𝑘 (𝑜𝑡𝑘)

 

The model then generates distribution Pv over vocabulary. 𝑃𝑣  𝑖𝑠 probability distribution 

over all words in the vocabulary and gives us the final distribution to expect words. It 

concatenates the output of decoder st as the input of the output projection layer. T, it will 

show the details of these variables in equation 8.9 where 𝑊𝑣 and 𝑏𝑣are learnable 

parameters. 

Equation 8.9 𝑃𝑣 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (𝑊𝑣[𝑠𝑡; 𝐸(𝑌𝑡−1), c𝑡
𝑛] + 𝑏𝑣) 

 

 

8.2.2.  Second Step: Conscious of Common-Sense Knowledge to Maintain a Higher-

Quality Perspective   

 

Common sense knowledge or world facts are required for the successful completion of a 

large number of natural language processing tasks [424], [425]. Additional inferences 

based on common sense knowledge can be formed from a claim accompanied by a 

modified claim, hence improving the quality of the generated perspectives. To incorporate 

common-sense inferences into our model we rely on PARA-COMET [426]. As we have 

two sentences, and a modified claim with random replacements words, we feed this as an 

input to the trained PARA-COMET model, which generates nine common-sense relations 

for both sentences "Lemon is sour", for example. For each perspective we have common-

sense, for example, [perspective-1, common-sense-1, perspective-2], [perspective-1, 

common-sense-2, perspective-3], … [perspective-1, common-sense-n-1, perspective-n] 

and so on for all perspectives. So, to enhance the generated perspective-1, each common-

sense relation is encoded.   PARA-COMET provides a set of commonsense inferences for 

the 9 inferential relations for each perspective, based on n-perspectives p1, p2, … pn, that 

is consistent with the complete narrative.  To achieve that, we try two different models that 

consider the common-sense aiming at enhancing the quality of the generated perspectives. 

The first enhancer model averages the last hidden states for all related common-sense to i-
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th perspective and update the context vector. The second enhancer model makes use of a 

"fusion-in decoder" [427] that is supplemented with common-sense sentences retrieved 

from external knowledge. 

 

8.2.2.1. Model 1 of the Enhancer:  Last of Hidden States AVG 

 

Each agent takes the encoded information ℎ𝑖
(𝑘)

 from its encoder, which represents a 

particular generated perspective from the first stage. It considers other agents' information 

common-sense relations by averaging the last hidden states of other encoders  ℎ𝑚,𝐼
(𝑘)

, to 

produce other important information 𝑣(𝑘). An attention vector 𝑓 (ℎ𝑖
(𝑘)

, 𝑣(𝑘)) is produced 

by considering its encoded feature ℎ𝑖
(𝑘)

, previous decoder state 𝑠𝑡−1 and other 𝑣(𝑘). Finally, 

the context vector  𝑐𝑡𝑗
𝑘  is updated based on attention distribution 𝑎𝑡𝑗

𝑘 .  Then apply the pointer 

attention method as in the first stage. The steps are as follows: 

 

• The average of last hidden states for the encoded knowledge common sense relations 

as in equation 8.10: 

Equation 8.10 𝑣(𝑘) = 
1

𝑀−1
 ∑ ℎ𝑚,𝐼

(𝑘)
𝑚≠𝛼  

 

• Update context vector for each agent, as in equations 8.11, 8.12 and 8.13: 

Equation 8.11 𝑓 (ℎ𝑖
(𝑘)

, 𝑣(𝑘)) =  𝑣1
𝑇 𝑡𝑎𝑛ℎ (𝑊3ℎ𝑖

(𝑘)
+ 𝑠𝑡−1 +𝑊4𝑣

(𝑘) + 𝑐𝑙𝑡) 

Equation 8.12 𝑎𝑡𝑗
𝑘 =

𝑒𝑥𝑝(𝑓𝑡𝑗)

∑  𝑙
𝑘=1 𝑒𝑥𝑝(𝑓𝑡𝑘)

 

Equation 8.13 𝑐𝑡𝑗
𝑘 = ∑  𝑛

𝑗=1 𝑎𝑡𝑗
𝑘

𝑖
ℎ𝑖 

𝑊n are parameters of weights, 𝑏𝑣, 𝑣1
𝑇, and 𝑊3  are learnable parameters 

 

8.2.2.2. Model 2 of the Enhancer: Fusion Decoder 

 

We use the Fusion in Decoder [427] in this enhancer model, a sequence-to-sequence model 

that accepts as input a previously generated perspective and a set of common-senses from 

a PARA-COMET [426]. It produces high-quality work that adheres to accepted world facts. 

Given a perspective with n-1 common senses in support, each common sense is 

concatenated with the perspective to produce perspectives–common sense contexts. fi = 

[pi; sj], where fi is encoded separately, but in the decoder the encodings are combined to 

produce a higher-quality perspective. 
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8.2.3. Reward Function  

 

As our algorithm attempts to provide varied diverse and high-quality perspectives with 

distinct stances. So, we use a composite score generated by averaging the specific measures 

to generate text under various conditions. the average of the individual metrics includes 

ROUGE, textual entailment, Style control reward, stance control reward, diversity and 

fluency provide a normalised score between 0 and 1. The perspectives are fed to evaluation 

modules. 

 

8.2.3.1. ROUGE Reward with Reference 

 

To compare the degree to which the generated perspective retains context, it is rewarded 

using the ROUGE package's primary evaluation metric [415] and the score is then used as 

a reward. The ROUGE measures the unigram overlap, bigram overlap, and longest 

common sub-sequence between the predicted and reference [415]. 

 

- ROUGE-1: the unigram overlaps describe the overlap of each word between the 

candidate and reference summaries. 

- ROUGE-2: bigram-overlap between the reference summary and the summary to be 

assessed. 

- ROUGE-L: the longest common subsequence between the reference summary and the 

summary to be assessed. 

 

8.2.3.2. Textual entailment  

 

In terms of supporting perspectives, it should have a higher degree of entailment and a 

greater reward, whereas attacked perspectives should have a lower degree of entailment 

and a greater reward. We evaluate our generators using entailment metrics to determine 

whether the generated perspectives are inferable from (influenced by) the underlying claim. 

To measure textual entailment, we use a ranking-based loss function to train a model that 

generates a space embedding for claim contexts and generated perspectives [428]. 

 

8.2.3.3. Style Control Reward 

 

We feed the generator with additional style embeddings and can calculate the probability 

of the output condition based on the style control variable. The rewarder is a convolutional 

neural network that has been trained to minimise cross-entropy loss in style classification 

so that the classifier can learn to correctly classify text styles. 
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8.2.3.4. Stance Module 

 

We can calculate the probability of the output condition based on the stance control variable 

by feeding the generator with additional stance embeddings. The classifier can learn to 

correctly classify text stance by using a convolutional neural network that has been trained 

to minimise cross-entropy loss in stance classification. 

 

8.2.3.5. Fluency  

 

It demonstrates the naturalness of the generated perspectives by measuring the grammatical 

correctness to increase the probability of the target sentences being used. Each generated 

perspective is assigned a perplexity level (PPL) by the language model. The less perplexing 

a perspective is, the more fluent it becomes.  We propose to use GPT-2 [429] large-scale 

pre-trained language models for fluency which is suitable for likelihood-based fluency 

evaluation and conditional generation. 

 

8.2.3.6. Expression Diversity  

 

Allowing for a wide range of linguistic variations to be captured [430]. Self-BLEU is a tool 

we use to assess diversity, with a higher score indicating greater diversity. According to 

BLEU, it calculates the BLEU score for each generated sentence by comparing it to 

previously generated sentences. By averaging these BLEU scores (for generated 

sentences), a metric called Self-BLEU is created, with lower values indicating greater 

diversity. 

 

8.3. Experiments and Results 

 

To evaluate our proposed model, we compare our model to Park et al.’s model [339], which 

was trained and evaluated on the Perspectrum dataset. 1.970 rows of data divided into three 

groups: training (1210 rows), development (316 rows), and test (444 rows).  Park et al. 

[339]generate claims in response to a given claim, utilising a diversity penalty to encourage 

the presentation of diverse perspectives. It utilises a Seq2Seq framework and introduces 

latent mechanisms on the assumption that each latent mechanism can be associated with a 

single perspective. 

 

The results in tables 8.2 and 8.3 show that the multi-agent model outperforms baselines in 

terms of automatic evaluation metrics, diversity, and quality by taking into account various 

semantic aspects and Common-sense knowledge. We show how leveraging the 

reinforcement learning reward function improves the perspectives generator model 

performance of a state-of-the-art model. A multi-agent model, where the decoder network 

learns from the different semantic aspect vectors during the decoding stage, may capture 
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more realistic arguments than a baseline model. By pooling the common-sense knowledge 

of multiple agents, the multi-Agent model can capture richer data from multiple 

perspectives and cover a broader range of issues. Our model can generate high-quality, 

diverse, and multiple arguments based on the metrics results compared to baseline models. 

We observe that our model outperforms competitors in all metrics when BLEU score and 

word embedding-based metrics are used. We achieve the best performance in four metrics 

(Dist-1, Dist-2, and Dist-1/2-within) for diversity. 

 

Table 8.2:  Automatic evaluation results for perspectives generation quality on 

Perspectrum dataset 

 

 

 

Table 8.3:  Automatic evaluation results on the diversity of perspectives generation 

on Perspectrum dataset 

 

Method 
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Generator: Pointer attention-only one 

semantic aspect 
0.2635 0.0684 0.6838 0.4858 0.2810 

ArgDiver  [339] as baseline model 0.3268 0.0964 0.8107 0.6002 0.4146 

First stage of the Generator: Various 

semantic aspects of pointer attention 
0.3327 0.0919 0.8211 0.6201 0.4139 

Second stage of the Generator: Using 

the average of last states to 

incorporate common sense 

0.3528 0.1027 0.8329 0.6324 0.4476 

Second stage of the Generator: Using 

fusion decoder to incorporate 

common sense 

0.3618 0.1096 0.8514 0.6514 0.4526 

Generator rewarded by RL 

function  
0.3955 0.1183 0.8801 0.6665 0.4918 

Method Dist-1 Dist-2 
Dist-1-

within 

Dist-2-

within 

Generator: Pointer attention-only one semantic 

aspect 
0.1328 0.1983 0.2814 0.4612 

ArgDiver  [339] as baseline model 0.1585 0.2909 0.3645 0.6134 

First stage of the Generator: Various semantic 

aspects of pointer attention 
0.1589 0.2997 0.3729 0.6151 

Second stage of the Generator: Using the average 

of last states to incorporate common sense 
0.1603 0.3086 0.4066 0.6272 

Second stage of the Generator: Using fusion 

decoder to incorporate common sense 
0.1681 0.3126 0.4182 0.6423 

Generator rewarded by RL function  0.1703 0.3208 0.4461 0.7006 
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8.4. An Ablation Study with Automated Evaluation Metric Scores: Quality and 

Diversity  

 

We investigate our model in depth to develop perspectives for use in an ablation study. The 

ablation findings are summarised in tables 8.2 and 8.3. We begin with the pointer attention 

model, which concentrates on a single semantic aspect; the findings indicate that the model 

achieves the least performance. Our proposed generator has two stages. In the first stage, 

the generator's effectiveness is evaluated in terms of quality and variety using a metric that 

considers multiple heads of attention from the model to generate more diverse perspectives. 

As seen in tables 8.2 and 8.3, on both metrics, it exceeds pointer attention, which 

concentrates on the same semantic aspect. In the second step, the generator incorporates 

semantic aspects and common-sense knowledge, and when compared to the outputs of the 

first stage, the latter outperforms the earlier. This confirms that incorporating world fact 

makes the generated perspectives more plausible compared to the ones generated in the 

first stage. The findings of the two independent models are used to compel the generator to 

combine common sense from various knowledge passages in separate encoders, 

demonstrating that decoder fusion performs better than taking the average of these 

knowledge's final hidden states.  Experiments and findings reveal that the reinforcement 

learning-based technique is capable of effectively learning to generate diverse and high-

quality paraphrases and greatly increases generation quality when compared to numerous 

state-of-the-art baselines.  Thus, we addressed our fifth research question RQ5 and 

associated hypothesis H5. 

 

 

8.5. Summary  

 

This work discusses the generation of perspectives via the employment of several heads of 

attention to analyse various semantic aspects of a claim. Additionally, we addressed how 

to maximise the benefits of utilising various common-sense pieces of information. Our 

approach is capable of generating a variety of high-quality viewpoints on a given claim 

using a variety of distinct postures, Additionally, we conclude that our reward function 

advances the state of the art in perspective generation and signals the generation of 

viewpoints with a specific stance. We examined each step independently in our 

experiments. We compared our overall strategy to the state-of-the-art approach described 

in Park et al. [339], using automated evaluation ratings. The results demonstrate that the 

proposed RL is significantly more performant than a state-of-the-art perspective generative 

model when considering different semantic aspects and encoding aware common-sense 

knowledge. In this chapter, we measured the quality of the generated perspectives, but not 

for their application in fact checking; we'll discuss it in the following chapter. 



143 

Chapter Nine: Unifying False Information Detection Subtasks 

 

 

9.1. Introduction 

 

In this chapter, we address three issues identified from the literature that contribute to the 

failure of veracity prediction systems to achieve acceptable detection performance. The 

first problem is that stance detection and veracity prediction are separately trained and 

learned. Even though both stance detection and veracity prediction are positively correlated 

with joint treatment, current research treats them as distinct tasks, either stance detection 

[6] or veracity prediction [10]. Because it is not always possible to ground claims in 

knowledge bases (authoritative sources), particularly for emerging claims, the stances of 

social media users toward claims can provide indicative clues about their veracity. As a 

result, the two tasks, stance detection and veracity prediction can be learned concurrently 

to maximise their utility. The chapter proposes a novel multi-task learning scheme for 

simultaneously predicting rumour stance and veracity to enhance the performance of a 

veracity prediction task by leveraging the related task of stance detection, taking into 

account the strong correlation between claim veracity and the stances expressed in 

responsive posts. 

 

The second problem is taking stances on lengthy claims with multiple target topics without 

focusing exclusively on one target topic that receives more attention in response to other 

claims (replies). For lengthy claims with multiple target topics, as shown in table 9.1,  

commented on by multiple claims (replies), previous models attempted to detect the general 

stance without considering the primary or the most concerned target topic. As a result, the 

stance decision may be incorrect. Therefore, it is essential to extract a specific target topic 

and examine the stances taken toward the claim in light of this targeted topic. The purpose 

of extracting the primary common target topic in our proposed model is to eliminate 

irrelevant and noisy information. Each replay's stance toward this claim is narrowly focused 

(Each replay is associated with a user who commented on the source). As a result, detecting 

the target topic and then deriving a target-specific based claim from a lengthy claim and 

selecting pertinent data assists for stance detection, whereas noisy data contributes less. 

Another goal of target topic extraction is to classify all claims with associated target topics 

according to their likelihood of being a specific target topic, then analyse and rank each 

argument to determine the strongest one. Each claim's target topic is extracted 

independently. As a result, the target topics with the most similar embeddings to the 

primary target topic is selected for analysis alongside the target topic. Rumours from 

reliable sources are weighted heavily in the outcome, whereas rumours from unreliable 

sources are ignored. 
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The final problem is that when multiple claims on the same target topic originate from 

multiple sources may conflict, they are analysed independently, whereas they should all be 

considered during the claim checking process. Current models tend to be restricted to 

assessing the veracity of claims (rumours) rather than distinguishing conflicting claims on 

the same target topic, which results in disagreements when various sources are commenting 

on the same target topic. Consequently, conflicting statements about the same target topic 

can be labelled identically, which is illogical because each rumour is independently 

checked for veracity. Thus, a choice must be made between many conflicting facts about 

an entity. Given that many statements are made in response to the same thing, we 

hypothesise that only one of the claims, not the disputes, is credible. Each claim in a natural 

language argument expresses an opinion about a particular target topic; by incorporating 

argumentations into the context, the claim can be processed simultaneously with similar 

target topics, preventing the labelling of competing rumours with the same truth value. The 

strength of an argument for the proposed system is based on various facts and 

characteristics derived from either the original content and its account credibility or the 

replayed content and its account credibility. This is remarkably similar to theories of truth-

discovery, which argue that truth is discovered by argumentation. 

 

This chapter focuses on the combination of the stance and veracity detection tasks, and 

proposed a model for Argument-based Truth Discovery (ATD), to solve the problem with 

the lengthy rumour with various target topics. In addition, we consider applying truth 

discovery to integrate information about source credibility which does not account for equal 

contributions from various sources. The proposed framework incorporates a source 

credibility metric to compare the strength of arguments to forecast the truth, taking into 

account both the arguments backed up by supporting sources and the claims rebutted by 

attacking sources. 

 

The method used in this work predicts both stance and veracity concurrently and establishes 

a link between bipolar argumentation, in which arguments interact exclusively through 

attacks and support, and truth discovery techniques. Unlike the models reviewed in section 

3.5, our proposed method concludes an article for a specific target topic (the subject of 

discussion) and learns representative features of stance detection using a different model 

architecture. Additionally, our goal is to investigate stance classification as a precursor to 

automatically determining the veracity of a rumour via joint learning to significantly 

improve these tasks' performance: stance detection and veracity checking. 

 

The remainder of this chapter is structured in the following manner. We present our 

proposed argumentation-based truth discovery model in Section 9.2. Section 9.3 contains 

discussion and analysis. Finally, in Section 9.4, we reached a conclusion. 
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9.2. The Proposed Argumentation-based Truth Discovery Model  

 

Previous research reveals that how people react to rumours can help determine their 

veracity [285]. The success of multi-task learning in for stance detection task and rumour 

verification, e.g., by Kochkina et al. [306] and Ma et al. [307], and the observation that 

people's positions are closely linked to the veracity of the information, prompted us to 

conduct this study. In contrast to these systems, a new perspective is proposed based on 

argumentation to consider user trust. To our knowledge, this is the first time that 

argumentation has been used to model conversations to tackle rumour stance classification 

and veracity prediction concurrently, to avoid labelling contradictory arguments under the 

same target topic with the same label. For instance, if both arguments A and B (see below) 

have the same number of supported (i.e., 3) and refuted (i.e., 2) claims, they are more likely 

to have the same label, e.g., true claim, despite their conflict.  

 

Argument A: Animal research is the only way to progress at times. 

Perspective 1, with support stance: Animal research is only used where other research 

methods are not suitable. 

Perspective 2, with refute stance: Medical breakthroughs can be achieved without doing 

any scientific or commercial experiment on animals. 

Perspective 3, with support stance: Sometimes we have no other choices for Animal 

research but then to do some animal testing. 

Perspective 4, with support stance: Without animal research, we would have fewer 

products. 

Perspective 5, with refute stance: Animal testing does not ensure good results. 

 

Argument B: Animals have a right to live their lives in peace without human interference. 

Perspective 1, with support stance: Animal testing significantly harms the animal used. 

Perspective 2, with refute stance:  Human's rights are a more important consideration than 

animal rights. 

Perspective 3, with refute stance: Innovation often requires the use of animal research. 

Perspective 4, with support stance: Medical breakthroughs can be achieved without doing 

any scientific or commercial experiment on animals. 

Perspective 5, with refute stance: Animal testing helps humans.  

 

As a result, the following solution was envisaged: simultaneously considering all 

arguments relating to the same subject. We propose the Argumentation-Based Truth 

Discovery Model, abbreviated as ATD. The architecture of ATD is shown in figure 9.1, 

with the main components as follows: 
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Figure 9.1: The architecture of argumentation-based truth discovery model. 

 

- The target-specific based claim generator component employs a seq2seq architecture 

with attention and copy mechanisms to generate claims focused on a single target 

topic. 

- The stance detection component was developed to determine the position of the article 

claim relative to other replies. 

- The prediction component is created by using Argumentation-Based Truth Discovery 

to determine whether the claim is valid. 
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The input is in the form of a claim accompanied by a subset of tweet replies, each with a 

distinct stance: for or against. While stance classification entails per-tweet predictions, 

verification tasks require only a single output for the initial claim. 

 

As in the Emergent dataset, the article's claim source may be longer than the user replies 

(the related he is supporting and opposing perspectives), and it may also cover a wider 

range of target topics while the user is only interested in one. For instance, several example 

candidate target topics from the Emergent dataset article are listed in table 9.1. 

 

The proposed model is intended to extract the user preferred target topics and generate the 

primary target topic that will be used to generate a more effective target-specific claim. 

 

Following the primary target topic extraction, the most relevant clauses for the claim are 

extracted, with only informative information on the target topic. The sequence-to-sequence 

generator receives the selected clauses and directs the generation process toward the target 

topic. Numerous Evaluators are used to guiding this model's adversarial training using 

training signals to optimise its parameters, i.e., determining the difference between 

generated and ground truth target-specific based claims. Finally, before predicting the 

claim's veracity, the generated target-specific based claims are used to verify the original 

claim's stance on the response’s claims. 

 

Numerous multi-task neural network models, such as hard parameter sharing networks and 

soft parameter sharing networks [431]. This paper adopts a soft parameter sharing network 

model because every task has its network. A gate mechanism will ensure that only 

beneficial features of auxiliary tasks are shared with the primary task [431]. Filtering 

feature flows between tasks is accomplished by assigning them a higher weight (learnable 

parameter) via a gate mechanism that utilises both sigmoid and scalar weights. The gate 

mechanism produces a vector of elements in the range [0, 1] that can be used to select (or 

retain only a subset of) the advantageous features required to perform the given task. 
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Table 9.1 An example of our proposed model-ATD on emergent data [257]. 
 

Initial Source law360.com 

The 

article 

Wonder how long a Quarter Pounder with cheese can last? Two Australians say they 

bought a few McDonald's burgers for friends back in 1995 when they were teens, and 

one of the friends never showed up. So, the kid's burger went uneaten and stayed that 

way, Australia's News Network reports. "We are pretty sure it is the oldest burger in the 

world," says one of the men, Casey Dean. Holding onto the burger for their friend 

"started as a joke," he adds, but "the months became years and now, 20 years later, it 

looks the same as it did the day we bought it, perfectly preserved in its original 

wrapping." 

Dean and his burger-buying mate, Eduard Nitz, even took the burger on the Australian 

TV show The Project last night and "showed off the mould-free specimen" News 9 

reports. The pair offered to take a bite of it for charity but were dissuaded by the show's 

hosts. They have also started a Facebook page for the burger called "Can This 20-Year-

Old Burger Get More Likes Than Kanye West?" with more than 4,044 likes as of this 

writing. Furthermore, they are selling an iTunes song, "Free the Burger," for $1.69, and 

giving proceeds to the charity Beyond Blue, which helps Australian’s battle anxiety and 

depression. (A few years ago, a man sold a 20-year-old bottle of McDonald's McJordan 

sauce for $10,000. Here's why Mickey D's food seemingly, never decays.).” 

Candidate target 

topics 

Australia, Food, Hamburger, McDonald's, Quarter + Pounder …etc 

Extracted primary 

target topic  

McDonald's 

Clause Selection  Wonder how long a Quarter Pounder with cheese can last? 

Two Australians say they bought a few McDonald's burgers for friends 

A man sold a 20-year-old bottle of McDonald's McJordan sauce for 

$10,000.  

Generated target-

specific  claim 

For 20 years, two Australian men held a McDonald's Quarter Pounder 

with Cheese 

Stance Detection 

from different 

sources 

Source-1: 9 news.com.au       

Headline: Two blokes dared to 

eat a 20-year-old burger for 

charity.     Stance: for 

Source-2: mirror.co.uk      

Headline: Is this the world's 

oldest burger? Man claims to have 

kept McDonald's Quarter Pounder 

for 20 YEARS. Stance: for 

Source-3: examiner.com     

Headline: 20-year-old burger: 

McDonald's Quarter Pounder looks 

nearly new after 2 decades.     

Stance: observing 

Source-4: techinsider.net     

Headline: 20-Year-Old Quarter 

Pounder Looks About the Same.  

Stance: observing 

Overall Veracity Prediction via ATD: true 
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Following the embedding layer, a vector is typically used to represent each word in the 

input. Our model assigns a private sub-model and a private encoder to each task to extract 

shared and private features from multiple tasks. We begin by calculating the common 

representation [h1,..., ht ] by encoding the tasks' input embeddings with an encoder such as 

BiGRU. Then, we employ the attention mechanism to selectively retrieve task-specific 

information and incorporate gates for useful features that transfer between tasks. For each 

task, both private and shared features are concatenated. 

 

As with encoders, our models incorporate gates to facilitate the transfer of features between 

sub-models. A gate g is added to task j when it borrows features from task k to select the 

most useful ones. The gate g is calculated from the previous layer as equation 9.1: 

Equation 9. 1 𝑔𝑗𝑘
𝑙 = 𝜎(𝑊𝑗𝑘

𝑙  ∙  𝐹𝑘
𝑙 + 𝑏𝑗𝑘

𝑙 ) 

Where l means the level of the layers and σ denotes the nonlinear activation of the sigmoid. 

The output F of gates from task j is calculated by fusing the lower layers Fl from all the 

tasks together, equation 9.2: 

Equation 9. 2 𝐹𝑗
𝑙+1 = ∑ 𝑔𝑗𝑘

𝑙
𝑘∈𝐶,𝑘≠𝑗  ⨀𝐹𝑘

𝑙 + 𝐹𝑗
𝑙 

We introduce a task-specific query vector q(k) to calculate the attention distribution α(k) 

overall positions as in equation 9.3. 

Equation 9. 3 𝑎𝑡
(𝑘)

= 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (𝑞(𝑘)𝑇ℎ𝑡) 

Where the task-specific query vector q(k) is a learned parameter, a task-specific query 

vector will be used to focus target for conclusion generator and claim for stance detection 

and rumour veracity. The final task-specific representation c(k) is summarized in equation 

9.4. 

Equation 9. 4 𝑐(𝑘) = ∑ 𝑎𝑡
(𝑘)𝑇

𝑡=1 ℎ𝑡 

 

 

9.2.1.  Target-specific Based Claim Generator  

 

Target-specific based claim generator is a model that conveys a specific stance toward a 

specific target topic as a key to understanding an argument from its claim, especially if it 

is a long one. Figure 9.2 depicts a general overview of this component. Abstractive text 

summarization is the closest work to this model's target-specific based claim generator; 

most of them generate summaries by the decoder based on encoded information from the 

encoder; some use a copy machine to solve the out-of-vocabulary problem [404], [432]. 
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Different earlier approaches [433]–[436] are proposed to capture the central target topic 

then summarise based on the main target topic. Chen et al. [436] proposed target topic 

aware summarisation by rewriting the most silent sentences, which achieves the best 

performance on CNN/Daily Mail benchmark Dataset [437]. 

 

 

 

Figure 9.2: Overview of target-specific based claim generator. 

 

This work employs a pointer generator architecture with attention and copy mechanisms 

to create a claim-target topic-based generator. The pointer generator acts as a decoder, 

with the selected clauses vectors concatenated with the primary target topic passed to the 

article encoder serving as the model's inputs. The generator receives the representation 

outputs from each encoder (decoder). Both encoders and decoders employ a Recurrent 

Neural Network, namely Bi-GRU encoders and GRU decoders. 

 

 

9.2.2.  Extraction of the Target Topic 

 

Because a strong target-specific based claim should include the primary objective of the 

claim, we argue that deducing a claimed target topic is a critical step in conducting lengthy 

based claims and that this targeted topic should be related to the replay's target topics. The 

extracted target topic is used to generate the target-specific based claim of an argument 

based on its article, in which all associated replies adopt a single target topic position. The 

primary target topic is used to demonstrate or indicate the subject to which the author 

wishes to direct readers, whereas each claim, particularly the longer ones, may cover a 

variety of topics or convey the same event via a variety of target topics. As a result, a long 

claim has generated claim should be focused on the primary target topic. Additionally, the 

target-specific based claim aids in the detection of stances associated with the claim from 

replies. 
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Figure 9.3: The general architecture for claim target topic extraction. 

 

As shown in figure 9.3, the purpose of this component is to extract the primary target topic 

shared by a claim and its associated replies from among candidate target topics. The nouns 

and replies nouns in the claim must first be extracted. Each noun must be represented as a 

vector that includes a probability distribution. The Jensen-Shannon Divergence and a 

distance score greater than or equal to the threshold, set empirically at 0.75, are then used 

to identify candidate target topics. The Shannon-Jensen Distance (SJD) is an asymmetric 

version of the Kullback-Leibler Divergence, which uses the difference measure to compute 

probability distributions [438] which provides a measure of the distance between two 

probability distributions [439]. It is used to determine text-similarity [440], such as those 

represented by the p and q vectors in equation 9.5. The relevance score is calculated based 

on the distance score: 

Equation 9. 5 1/2(D(p‖m) + D(q‖m)) 

Where m = 1/2 (p + q). The two distributions below represent the candidate target topics: 

p = as array ([0.10, 0.40, 0.50]) 

q = as array ([0.80, 0.15, 0.05]) 

Jensen-Shannon divergence (P || Q): 0.42 

Jensen-Shannon distance (P || Q): 0.648, distance is sqrt of divergence. 

 

The JSD [441] explains the contribution of the word I. The smallest divergence indicates 

that the claims and their replies have a common target topic, equation 9.6: 

Equation 9. 6 𝐷𝐽𝑆,𝑖(𝑃||𝑄) =  −𝑚𝑖𝑙𝑜𝑔2𝑚𝑖 + 𝜋1𝑝𝑖𝑙𝑜𝑔2𝑝𝑖 + 𝜋2𝑞𝑖𝑙𝑜𝑔2𝑞𝑖 

Where mi denotes the likelihood that the word I will appear in M. By determining which 

of pi or qi is greater, we can attribute the contribution to the divergence from the word I to 

text P or Q. The probabilities of seeing the word I in P and Q are pi and qi, respectively. 

 

The Jensen-Shannon Divergence was used to select the candidate target’= topics. The 

maximum alignment score embeddings of nouns are used to record candidate target topics 

for claim and replies to link the claimed target topic to the argument's replay target topics. 
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The selected primary target topic has a higher chance of being discussed in the claim and 

its replies, as explained below. Gao et al. [442] used a max operation over the alignment to 

select the highly focused noun in the claim by its associated replies, as in equations 9.7 and 

9.8. This work determines a claim's semantic word alignment based on its embeddings in 

the replies to model the claim concentrated target topic. Thus, the alignment score indicates 

the degree to which the word in a claim is targeted at the replies., where 𝑒(𝐴𝑖
𝑠)𝑇 is word 

embedding in the claim article, and 𝑒(𝐴𝑗,𝑛
𝑐 ) is word embedding in the replay, 𝑡𝑎𝑟𝑔𝑒𝑡𝑖,𝑗,𝑛 is 

the attention for the i-th claim word with the j-th replay word, s is a replay, c is claim, n is 

article number, i is index word of the replay, and j is the index word in the claim. 

Equation 9. 7 TARGET TOPICi,j,n = e(Ai
c)T e(Aj,n

s ) 

Equation 9. 8 𝑚𝑎𝑥𝑖𝑚𝑢𝑚𝑖,𝑗 = 𝑚𝑎𝑥 ({𝑡𝑎𝑟𝑔𝑒𝑡𝑖,𝑗,1, … , 𝑡𝑎𝑟𝑔𝑒𝑡𝑖,𝑗,𝑇𝑗
𝑐}) 

 

9.2.3.  Clause Selection Model 

 

Clause selection model selects target topic-relevant clauses and eliminates irrelevant and 

noisy clauses, as our target-specific based claim generator attempts to focus on a single 

target topic against which other replayed stances can be compared. Clause Picking 

Module's job is to break down a sentence into clauses and incorporate knowledge of and 

text information at the clause level. To our knowledge, we are the first to address stance 

detection by incorporating the critical clause for predicting stances while considering the 

clauses that correspond to the specific target topic. 

 

Following the first module's selection, the clause selection module selects several clauses 

about the main target topic, discarding irrelevant and noisy clauses mentioning other target 

topics, and then generates the claim. When noisy clauses for other target topics are provided 

and taken into account, the model may make mistakes. The goal of this component is to 

retrieve the most target topic-relevant clauses while ignoring the rest. 

 

 

 

Figure 9.4: The architecture of clause selection model 
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This component is made up of two layers. The encoding and attention layers are depicted 

in figure 9.4, which employs bi-directional GRU to capture context clause representations 

for each clause relevant to the main target topic by concatenating the target topic and each 

clause cl in the claim. To learn the hidden semantics of words, this model employs GRU, 

which is more efficient than LSTM training [440]. This module employs two GRU neural 

networks: a forward GRU and a backward GRU, which process the sentence from left to 

right and reverse order, respectively, and handle the word vectors in order. Finally, the 

forward-GRU and backward-GRU units are concatenated to learn the claim's bidirectional 

semantics and each clause in the article to emphasise the claim's importance. Then, the 

attention mechanism is used to capture the valuable information the article clauses. The 

encoding layer does this for both clauses and target topic (ℎ𝑖 for target topic ℎ𝑗 for clauses). 

 

The attention layer produces clause vectors by focusing on words that are relevant to the 

target topic context. Attention methods would focus on the terms in the clause that are 

concatenated with the target topic and combine their representations to form a clause 

vector. The clause representation of the target topic is indicated by clr. The attention 

mechanism decides the weight assigned to each target topic-clause representation to 

produce contextual information based on the target topic representation. The weight of each 

clause concerning its representation of a specific target topic will be determined using 

equations 9.9-9.12: 

Equation 9. 9 𝑎𝑣𝑖 = 𝑎𝑣𝑔 ({ℎ𝑖,1
𝑐 , ℎ𝑖,2

𝑐 , … , ℎ𝑖,𝑇𝑖
𝑐

𝑐 }) 

Equation 9. 10 𝑚𝑖 =𝑡𝑎𝑛ℎ (𝑊𝑐𝑙 ∙ [𝑎𝑣𝑖; ℎ𝑗,𝑇𝑗
𝑐𝑙

𝑐𝑙 ] + 𝑏𝑐𝑙) 

Equation 9. 11 𝑎𝑖 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑚𝑖) =
𝑒𝑥𝑝(𝑚𝑖)

∑  𝐶𝑙
𝑡=1 𝑒𝑥𝑝(𝑚𝑡)

  

Equation 9. 12 𝑐𝑙𝑟 = ∑ 𝑎𝑖
|𝑐𝑙|
𝑖=1 . ℎ𝑗

𝑐𝑙 ∙ 

ℎ𝑗,𝑇𝑗
𝑐

𝑐𝑙 𝑙 is the state of the clause, 𝑐𝑙 is clause and c is a target topic, 𝑎𝑣𝑖 is the average of 

hidden states for the target topic, 𝑎𝑖 is attention weights, and the clause representation clr 

is calculated based on the attention vectors 𝑎𝑖. In this model, to select relevant clauses for 

the target topic, conditional probability using SoftMax Layer is used to perform the target 

topic clause's relevant classification. Then, feeding the clause representation clr to a 

SoftMax classifier. This model is trained by cross-entropy, W and b are the parameters for 

the model. W is the weight matrix, and b is the bias. The final output o is obtained by 

equation 9.13. 
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Equation 9. 13 o = W* 𝑐𝑙𝑟+ b 

Loss function computed by cosine similarity between target topic embedding and hidden 

state of the t-th clause. The similarity is the relatedness between each word annotation hij 

and the Target’ topic representation. 

 

9.2.3.1. Article (Relevant Clauses) and Claim Encoder 

 

A bidirectional GRU is used to get both the context before and after the word. first, the 

Word Embeddings method implemented in this work is Glove [146] and word2vec [140], 

which work better. The encoder generates a state for each input word by BiGRU for the 

target topic and claims to obtain the context representation around a word. The claim 

includes all relative clauses retrieved by the clause selection model. 

𝐺𝑅𝑈𝑒𝑣𝑖⃗⃗⃗⃗ ⃗⃗  𝑎𝑛𝑑 𝐺𝑅𝑈𝑒𝑣𝑖⃖ are the forward and backwards representation, ℎ𝑖 denotes hidden 

state. [ℎ⃗ 𝑖, ℎ⃖𝑖] is the merge of the forward and backward hidden state, evi is the claim and 

c is the target topic. ℎ𝑖 and ℎ𝑗 are the annotations for claim and target topic. It used to 

compute a hidden representation for claim from both directions and the same for claim 

encoding. 

 

9.2.3.2. Decoder 

 

The decoder employs unidirectional GRU, with each decoder time step receiving claim 

concatenated with its Target’ topic representation as input. The decoder begins the 

decoding process to generate the target-specific based claim from the claim based on the 

input encoder's final state and target topic representation. At each decoder time step, the 

target topic embedding is fed as input to allow the decoder to change the output sequence 

and generate a statement about the primary Target’ topic. 

 

The word distribution is calculated, and the word with the highest probability on the 

decoder state and context vector output is chosen using the SoftMax function. At each 

decode time step, a sigmoid activation function is used to choose between two options: 

copy from the original input or generate from the vocabulary, so is the final article encoder 

state, Ct is the context vector at time step t from the attention mechanism, and Yt-1 is the 

predicted output word at time step -1. The attention mechanism identifies the input's 

relevant parts by learning the decoder to focus on different portions of the claim and target 

topic at different time steps [413]. This could be accomplished using equations 8.14-8.16, 

inspired by Nema et al. [443], modified to conform to the proposed model. The attention 

mechanism for the evidence is applied to help the decoder output focused claim tokens at 

each step using equations 9.17 and 9.18 where𝛼𝑡𝑖 represents weights to each in the claim 
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at each decoder timestep, St is the current state of the decoder at time step t. The final claim 

representation at time step t is computed in equation 9.19. Attention mechanism for the 

claim which assigns weights to each word in the claim at each decoder timestep, ℎ𝑗
𝑐  is claim 

word hidden states. The final claim representation at time step t, which is computed as: 

Equation 9. 14 𝑎𝑡,𝑗
𝑐 = 𝑣𝑐𝑙 ∙𝑡𝑎𝑛ℎ (𝑊𝑐𝑙𝑠𝑡 + 𝑈𝑐𝑙ℎ𝑗

𝑐) 

Equation 9. 15 ⍺𝑡𝑗
𝑐 =

𝑒𝑥𝑝(𝑎𝑡,𝑗
𝑐 )

∑ 𝑒𝑥𝑝
|𝑐𝑙|
𝑗=1 (𝑎𝑡,𝑗

𝑐 )
 

Equation 9. 16 𝑐𝑡 = ∑ ⍺𝑡,𝑖
𝑐|𝑐|

𝑖=1 ℎ𝑗
𝑐 

ℎ𝑖 hidden representation for each time-step for evidence word I, 𝐸(𝑌𝑡−1) is the previous 

word embeddings, st is the current state of the decoder at time step t, and 𝑐𝑐𝑡 is the final 

claim representation at a time step. The hidden state of the decoder st at each time t is 

computed as follow, considering the previous state 𝑠𝑡−1,  the embedding distribution of the 

claimed Target’ topic 𝑡𝑎𝑟𝑔𝑒𝑡, the previous claim context vector 𝑐𝑡−1 and the previous word 

embeddings, the state is defined as equation 9.17: 

Equation 9. 17 𝑠𝑡 = 𝐺𝑅𝑈𝑑𝑒𝑐(𝑠𝑡−1, [𝑐𝑡−1, 𝑡𝑎𝑟𝑔𝑒𝑡, 𝐸(𝑌𝑡−1)]) 

The probability distribution over the output vocabulary 𝑜𝑡, as equation 9.18 to decide the 

word which has the highest probability is computed from the context vector 𝑐𝑡, the decoder 

state st as: 
 

Equation 9. 18 𝑜𝑡 = 𝑊𝑔
(2)

(𝑊𝑔
(1)[𝑠𝑡, 𝑐𝑡] + 𝑏𝑔

(1)
) + 𝑏𝑔

(2)
 

Inspired by Hasselqvist et al. [423], The decoder in this work uses the pointer mechanism 

to decide whether to copy from the original document or generate the vocabulary based on 

the pointer output; the next word can then be chosen. 𝑝𝑡
𝑝𝑜𝑖𝑛𝑡𝑒𝑟

 is used as a switch to select 

between (a) copying words from the source text via pointing (copying a word from the 

input sequence by selection according to the attention distribution) or (b) generating a word 

from the vocabulary by selecting based on Pv in equation 9.19. 

Equation 9. 19 𝑝𝑡
𝑝𝑜𝑖𝑛𝑡𝑒𝑟

= 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑣𝑝𝑡𝑟
𝑇 [𝑠𝑡, 𝐸(𝑌𝑡−1), 𝑐𝑡] + 𝑏𝑝𝑜𝑖𝑛𝑡𝑒𝑟) 

The generation probability𝑝𝑡𝑗
𝑔𝑒𝑛

∈ [0,1] for timestep t is computed as equation 9.20. If 𝑝𝑡𝑗
𝑔𝑒𝑛

 

> 0.5, word is copied from the input determined by the attention distribution where the 

attention is the highest, else the generator output is used. The probability of generating 

timestamp t is set to 0. 5 empirically. 



156 

Equation 9. 20 𝑝𝑡𝑗
𝑔𝑒𝑛

=
𝑒𝑥𝑝(𝑜𝑡𝑗)

∑ 𝑒𝑥𝑝 
𝑘 (𝑜𝑡𝑘)

 

The model then generates distribution Pv over vocabulary. It concatenates on Evaluators 

1, and 2, (details below) and the decoder's output to guide the decoder. 𝑃𝑣  𝑖𝑠 probability 

distribution over all words in the vocabulary and gives us the final distribution to expect 

words. It concatenates Evaluators 𝑒𝑣𝑎𝑙𝑡𝑡; 𝑒𝑣𝑎𝑙𝑡2𝑡; and the output of decoder st as the input 

of the output projection layer. The goal of, 𝑒𝑣𝑎𝑙𝑡𝑡and𝑒𝑣𝑎𝑙𝑡2𝑡;is to keep track of the 

difference between the generated target-specific based claim and the focused Target’ topic 

and the fact that in the next subsection, it will show the details of these variables in equation 

9.21. 

Equation 9. 21 𝑃𝑣 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (𝑊𝑣[𝑠𝑡; 𝐸(𝑌𝑡−1), 𝑐𝑡; 𝑒𝑣𝑎𝑙𝑡𝑡; 𝑒𝑣𝑎𝑙𝑡2𝑡;] + 𝑏𝑣) 

This model uses ROUGE scores to evaluate the generated target-specific based claim's 

quality [415].  

 

9.2.3.3. Generators’ Evaluators 

 

This work employs two evaluators allowing the discriminator to provide additional 

information, denoted as Evaluators 1 and 2, to reduce the noisy and irrelevant generated 

words by the decoder and guide the generator to focus on the information related to the 

target topic claim and preserve the fact information. Thus, two Evaluator modules guide 

the generator through the decoding process, preserving the fact while focusing on the 

claim's primary target topic. Another advantage of target topic extraction is that it can 

determine which rumour should be believed among several conflicting claims, rather than 

comparing the veracity of rumours to their replay stances individually, as other experiments 

do. The discriminator is a binary classifier that uses a convolutional feature extractor and a 

sigmoid classification layer to signal the generator. The two Evaluators' details are 

explained in turn below. 

 

Evaluator-1 to Check Decoder Focused Target Topic: It is a discriminator that extracts 

features from a convolutional neural network and then compares the decoder-focused target 

topic (target-specific based claim) to the claim-focused target topic. It quantifies the 

semantic difference between the decoder-focused target topic and the claimed target topic; 

for example, the claimed target topic is "McDonald's Quarter," but the generated target-

specific based claim may emphasise the "charity" target topic. 

 

This model makes use of element-wise difference to simulate the difference between target 

topic and target-specific based claim attention and then uses the decoder to identify the 

unfocused target topic. The decoder then uses the difference between the attention 
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distribution and the weighted sum of the document states as the context vector to assist it 

in producing a target-specific based claim that is more focused on the target topic. 

 

To persuade the generator to focus on the claimed target topic, this model employs a CNN-

based discriminator to represent the difference between the generator- and claim-focused 

target topics. After concatenating the target topic, the sentence vector is generated using 

the BiGRU word-level encoding module. The model establishes a Bi-directional GRU (Bi-

GRU) network taking the sentence representation as input further to study the interactions 

and information exchanges between sentences. This architecture allows information to flow 

back and forth to generate new sentence representations. The attention-based CNN model 

for this evaluator will be used. The target-specific based claim's final target topic 

representation is fed into an output layer to predict the probability distribution on the target 

topic, which is defined as Adm1 via equations 9.22-9.30. It is trained via cross-entropy 

minimisation for training target topic-based target-specific based claim generation. 

Equation 9. 22 𝑡𝑎𝑟𝑔𝑒𝑡 =
1

𝑚
∑ 𝑒𝑥𝑖

𝑚
𝑖=1  

The attention vector decides which semantic features in each hidden state are meaningful 

specifically towards the Target’ topic, which is calculated through a gated structure, as 

follows: 

 

The focused Target’ topic for the original claim 

Equation 9. 23 scorei = tanh(hi
TW1target topic) 

Equation 9. 24 αttentioni =
exp(scorei)

∑ expn
j=1 (scorej)

 

We sum up the all attention distributions {αt , αt−1 , . . . , αt−n+1 } and result in νt1 

Equation 9. 25 vt1 = 1/n∑ αttentioni
n
i=1  

Equation 9. 26 St1 = ∑ vt1,i
n
i=1 hi 

𝑆𝑡1 represents the focused Target’ topic for the original claim  

 

The focused Target’ topic for the generated target-specific based claim. 

Equation 9. 27 𝑠𝑐𝑜𝑟𝑒𝑖 = 𝑡𝑎𝑛ℎ(ℎ𝑖
𝑇𝑊1𝑠𝑡) 

Equation 9. 28 𝛼𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑖 =
𝑒𝑥𝑝(𝑠𝑐𝑜𝑟𝑒𝑖)

∑ 𝑒𝑥𝑝𝑛
𝑗=1 (𝑠𝑐𝑜𝑟𝑒𝑗)

 

We sum up the latest k attention distributions {αt , αt−1 , . . . , αt−k+1 } and result in νt2 
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Equation 9. 29 𝑣𝑡2 = ∑ 𝛼𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑖
𝑘
𝑖=1  

Equation 9. 30 𝑆𝑡2 = ∑ 𝑣𝑡,𝑖
𝑛
𝑖=1 ℎ𝑖 

𝑆𝑡2 represents the focused target topic by the latest k decoding steps, a.k.a., decoder 

focused target topic. 

 

The score is a content-based function that encapsulates the semantic relationship between 

the decoder output target topic and the claimed target topic used to determine each word's 

relative importance in the target-specific based claim and claim. St is used to encode the 

relevant information n from the target-specific based claim and the claim. The target topic 

is represented by the target topic's averaged word embedding. 

 

In order to model the gap between claim-focused target topic and decoder focused target 

topic, we subtract the claim attention by decoder attention resulting in the attention 

difference shown in equation 9.31. Then, we use the attention difference to sum up the 

document hidden states h, 9.32. 

Equation 9. 31 𝑑𝑖𝑓𝑓 = 𝑣𝑡1 − 𝑣𝑡2 

Equation 9. 32 𝑒𝑣𝑎𝑙𝑡𝑡 = ∑ 𝑑𝑖𝑓𝑓,𝑖
𝑛
𝑖=1 ℎ𝑖 

 

Evaluator 2 to Check the Fact Preserving: This model applies a denoising autoencoder 

to evaluate that preservation is related to the target-specific based claim's fact concerning 

the claim’ source, i.e., integrating knowledge from the source article; this is represented as 

a factual score. After extracting the fact related to the source article's target topic, it applies 

BiGRU to extract hidden states for both facts in the article and the generated fact. At each 

decoding time step t, GRU reads the previous output yt−1 and context vector ct−1 as inputs 

to compute the new hidden state st. Then the context vectors are computed. The fact vector 

equations 9.33-9.35 are applied, and equations 9.36-9.38 for a generated fact. Besides the 

decoder's current state, a combination of both context vectors is used to guide the decoder 

to generate more factual words.  

 

Attention mechanism for the facts in the original claim 

Equation 9. 33 𝑒𝑡,𝑖
𝑓𝑎𝑐𝑡

= 𝑀𝐿𝑃(st, hi
fact) 

Equation 9. 34 at,i
fact =

exp(et,i
fact)

∑ exp 
j (et,j

fact)
 

Equation 9. 35 ct
fact = ∑ at,i

fact 
i hi

fact 
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Attention mechanism for the generated target-specific based claim  

Equation 9. 36 et,i
gen

= MLP(st, hi
gen

) 

Equation 9. 37 at,i
gen

=
exp(et,i

gen
)

∑ exp 
j (e

t,j
gen

)
 

Equation 9. 38 ct
gen

= ∑ at,i
gen 

i hi
gen

 

Context vectors are merged by using equations 9.39-9.42. 

Equation 9. 39 ct = [ct
fact; ct

gen
] 

Equation 9. 40 st = GRU(Yt−1, ct, st−1) 

Equation 9. 41 mi =tanh (W1 ∙ [[st, ct]] + b1) 

Equation 9. 42 outputi = softmax(mi) =
exp(mi)

∑ expC
t=1 (mt)

  

The unfocused hidden state of the decoder is detected in equations 9.43 and 9.44. 

Equation 9. 43 ft = ct
fact − ct

gen
 

Equation 9. 44 evalt2t; = ∑ ft
Td

i=1 , hi
d 

The scalar training signals from the discriminator is based on equations 9.45 and 9.46. 

Equation 9. 45 Adm1 = sigmoid (W. evalt1+ b) 

Equation 9. 46 Adm2 = sigmoid (W. evalt22 + b) 

Adm1 is the scalar training signal for generator training, which means there is still 

unfocused generated information; adm1 is fed to target-specific based claim generator 

helping to reduces the unimportant information and focus more on the main target topic. 

Adm1 maximises the probability of generating a target-specific based claim toward a target 

topic. W is the weight matrix, and b is the bias. Adm2 is a scalar training signal for 

generator training; it ensures that the original article's fact is preserved. Adm2 is fed to the 

target-specific based claim generator, which helps to avoid changing the fact. Adm2 

represents the gap content between the factual and non-factual generated target-specific 

based claim. The gap guides the generator to preserve the fact. The probability of 

generating the next word is based on the SoftMax layer result. 
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9.2.4.  Stance Detection 

 

 
 

Figure 9.5: The proposed stance detection model. 

 

The current model uses three methods to detect the generated target-specific based claim's 

stance toward all replies, as shown in figure 9.5. Method 1 uses a dependency and 

constituency-based Siamese CNN to detect stance, Method 2 uses Manhattan distance to 

detect stance, and Method 3 uses an attention mechanism to detect stance. All possible 

outcomes of models are considered to arrive at a final prediction. The calculation could be 

performed with each model contributing an equal amount to the ensemble prediction or 

with each model contributing a different outcome based on its contribution to the ensemble 

prediction's weighting. The method of weighted ensemble outperforms the method of the 

equal-weighted ensemble. Ensemble techniques are used to detect stances, which aggregate 

our baseline classifiers. Ensemble methods are based on the concept of combining multiple 

models (base classifiers) to create a more accurate and reliable model than a single model 

can provide. As a result, each model is weighted differently. 

 

9.2.4.1. Method 1 (for Stance Detection): Dependency and Constituency-based 

Siamese CNN  

 

This work extracts sentence-level features from the generated target-specific based claim 

and replies. It suggests the Stanford Parser be used to perform constituency and dependency 

parse on the inputs to extract the most important sentence information, such as the main 

linguistic structure that provides information, for example, the subject, predicate, and 

object of a sentence that are the essential roles in a sentence. It is necessary to learn better 

sentence representations to observe the structure of sentences and the relationship between 

the words for each of them. 
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Word sequences based on their text's constituency words are concatenated with their 

dependency parser-based word sequences as an input to this work's CNN-based model, 

where each of them is fed to convolution operations separately for both claim and target-

specific based claim. The convolution operation applies a filter w and bias as in equation 

9.48 with sigmoid function to words representing constituency or dependency that occur in 

the sentence, and they are all concatenated to represent the entire feature map for all the 

words in the sentence. This model combines information for both constituency and 

dependency-based CNN models to exploit more vital information and capture different 

features. Concatenate these representations to produce the statement (claim or target-

specific based claim) representation, the sum of all vectors. A convolutional neural network 

is used to transform the generated target-specific based claim representation from word 

embedding vectors to semantic sentence hidden states. Then, to reduce the representation's 

spatial size while retaining essential features, a pooling operation is used. The attention 

vector is generated by connecting the target topic and target-specific based claim 

representation feature vectors into one vector. The matching distance is used to determine 

how similar target-specific based claim a and a claim replies  [410]. 

 

Constituency based CNN for replay 𝑿𝒄: For a given claim, the convolution operation 

applies a filter W for each constituency based on concatenated word sequence 𝑋𝑐 (or words 

with is constituent structures words from the constituency sub-tree) from the claim where 

𝑏𝑐 is the bias as equation 9.47. 

Equation 9. 47 Yci = sigmoid(WcXc + bc) 

All words constituency information is concatenated to generate the feature map const, as 

in equation 9.48: 

Equation 9. 48 const= Yc1 , Yc2,Yc3 Ycl 

 

Dependency-based CNN for replay  𝑿𝒅𝒆𝒑: For a given claim, the convolution operation 

applies a filter W for each dependency-based concatenated word sequence 𝑋𝑑𝑒𝑝 (or words 

with is dependent structures words from the dependency sub-tree) from the claim where 𝑏𝑐 

is the bias as equation 9.49: 

Equation 9. 49 Ydepi = sigmoid(WcXdep + bc) 

All word dependency information is concatenated to generate the feature map dep, equation 

9.50: 

Equation 9. 50 dep = Ydep1 , Ydep2Ydep3 Ydepl 
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Dependency-based CNN and constituency-based CNN concatenation for replay: The 

max-pooling operation is applied for both feature maps, const. and dep., to extract the most 

significant features from each of them, then they are concatenated as equation 9.51: 

Equation 9. 51 max1 = max (dep) + max(const) 

The same equations, equations 9.47-9.51, used for claim feature representation, will be 

used for the target-specific based claim, equations 9.52-9.56. 

 

Constituency-based CNN for the target-specific based claim 𝑿𝒆: 

Equation 9. 52 Yei = sigmoid(WeXe + be) 

Equation 9. 53 e= Ye1 , Ye2Ye3 Yen  

 

Dependency-based CNN for the target-specific based claim 𝑿𝒅𝒆𝒑𝟐:  

Equation 9. 54 Ydepi = sigmoid(WeXdepi + bce) 

Equation 9. 55  dep2 = Ydep1 , Ydep2Ydep3 Ydepl 

 

Dependency-based CNN and constituency-based CNN concatenation for the target-

specific based claim: 

Equation 9. 56 max2 = max(dep2) + max(const) 

After generating the vector representation of sentences, three matching methods are applied 

to extract relations between (𝑚𝑎𝑥1; 𝑚𝑎𝑥2) 

 

1. Concatenation of individual representation (𝑚𝑎𝑥1; 𝑚𝑎𝑥2) to produce r1 

2. Element-wise product (𝑚𝑎𝑥1* 𝑚𝑎𝑥2) to produce r2 

3. Absolute element-wise difference (𝑚𝑎𝑥1- 𝑚𝑎𝑥2) to produce r3 

 

All the resulting vectors r1, r2, and r3 are concatenated and fed to a SoftMax classifier to 

predicts the stance label between Claim and target-specific based claim as equation 9.57: 

Equation 9. 57 f = r1 ⨁ 
 r2⨁ 

 r3 

f is a fully connected neural network, equation 9.58. 

Equation 9. 58 output1 = softmax(W1f + b1)  
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9.2.4.2. Method 2 (for Stance Detection): Manhattan- Bi-GRU Model 

 

Bi-GRU is applied to extract the final hidden state's representation, a vector representation 

for each claim (replay) and target-specific based claim and then use them to compute the 

semantic similarity between them. The semantic similarity is computed by the Manhattan 

Bi-GRU Model [410], as equation 9.59, where the distance is transformed into a similarity 

score to measure the strength of the claim toward the target-specific based claim. ℎ(𝑐) and 

ℎ(𝑒) are the last hidden representations for the claim and target-specific based claim 

respectively. 

Equation 9. 59 𝑜𝑢𝑡𝑝𝑢𝑡 2 = 𝑒𝑥𝑝(−‖ℎ(𝑐) − ℎ(𝑒)‖1) 

 

9.2.4.3. Method 3 (for Stance Detection): Bi-GRU Attention Mechanism 

 

Attention mechanisms capture the most relevant features to detect the target-specific based 

claim's stance toward the primary target topic. This model merges them as one vector after 

extracting the hidden states for Bi-GRU's target topic and target-specific based claim. The 

word attention weights are computed using equations 9.60-9.64, where ℎ𝑐𝑜𝑛𝑐
𝑖  𝑎𝑛𝑑 ℎ𝑐𝑙𝑎𝑖𝑚

𝑖   

are the average of hidden states from Bi-GRU for the target-specific based claim and claim, 

respectively, 𝛼𝑖 𝑎𝑛𝑑 𝛽𝑖  are attention vectors for both claim and target-specific based claim 

that are used to compute word attention weights. Then the text representation considers the 

common features between them as in equation 9.65: 

Equation 9. 60 att(hconc
i ) = tanh(hconc

i  ∙  W1 + b1)  

Equation 9. 61 αi =
exp(att(hconc

i ))

∑ expn+1
j=1 (att(hconc

i ))
  

The following equation 9.62 is applied to generate the final representation for the target-

specific based claim representation with Target’s topic.  

Equation 9. 62 target − specific based claim r = ∑ αi
n+1
i=1 hconc

i  

For the claim concatenated with the target topic, the attention vector is calculated by 

equations 9.63-9.66: 

Equation 9. 63 𝑎𝑡𝑡(ℎ𝑐𝑙𝑎𝑖𝑚
𝑖 , ℎ𝑐𝑜𝑛𝑐

𝑝
) = 𝑡𝑎𝑛ℎ(ℎ𝑐𝑙𝑎𝑖𝑚

𝑖  ∙  ℎ𝑐𝑜𝑛𝑐
𝑝

 ∙  𝑊2 + 𝑏2) 

Equation 9. 64 βi =
exp(att(hclaim

i ,hconc
p

))

∑ expm
j=1 (att(hclaim

i ,hconc
p

))
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Equation 9. 65 claimr = ∑  m
i=1 βihclaim

i . 

Equation 9. 66 output3 = softmax([claimr ⊕ target − specific based claim r] ) 

The final stance fs of each article is based on the average of output1, output2 and output3. 

Where w1+w2+w3=1, weights contribute equally 33.33% weight for each of the 

models  Fs=w1* output1+ w2* output2+ w3* output3. The weighted average ensemble is 

used to improve prediction scores. Fs=w1* output1+ w2* output2+ w3* output3, w1=0.6, 

w2=0.2, w3=0.2 that have been empirically established and have a higher predictive 

performance on final prediction 

 

 

9.2.5.  Argumentation-Based Truth Discovery 

 

Zhao et al. [255] presented preliminary steps towards truth discovery methods based on 

bipolar argumentation, where a truth discovery network is mapped to a bipolar 

argumentation framework by assigning a trust score to each source and a belief score to 

each claim. Cayrol & Lagasquie-Schiex [22] also suggest linking Truth Discovery with 

Bipolar Abstract Argumentation. They consider a truth discovery network as disjoint sets 

S, O and F, representing sources, target topics and claims, respectively. For argumentation 

frameworks, they consider that arguments interact through attacks and support relations.  

They provide an example as in figure 9.6 to illustrate graph representation of a truth 

discovery network where sources are s, t, u, v, target topics are o, p and claims are f, g, h, 

i. For the claims related to target topics o and p, the sources s and t have contradiction views 

toward f, h while the sources u and v agree source s particularly t on target topic p. They 

propose a truth discovery operator that assigns each source a trust score and each claim a 

belief score. Argumentation-based Truth Discovery is inspired by abstract argumentation 

by identifying such arguments with the sources and claims. They propose to encode source 

trustworthiness by introducing an argument, e.g., “s is a trustworthy source", and introduce 

an argument “f is a believable claim" for identifying claim believability. According to the 

example, B(N) yields two meta-arguments where each argument attacks the other: X1, X2, 

where X1 = {s, f, h}, X2={t, u, v, g, i} 
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Figure 9.6: Graph representation of a truth discovery network [323], s and t disagree on 

the fact f, h for target topics o and p. Sources u and v do not comment on claim g but 

agree with t on target topic p 

 

The proposed work applies an argumentation-based truth discovery, as figure 9.7 and 9.8, 

where different arguments support contrary target-specific based claim s for specific 

information from multiple sources with different degrees of trustworthiness, e.g., f and g 

are contrary from conflict sources, s and t on a particular target topic p. 

 

  

 

Figure 9.7: Argumentation-based truth discovery: meta-arguments X1, X2 

 

 

 

 

Figure 9.8: Argumentation-based truth discovery: arguments X1, X2 on target P 
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For two meta-arguments X1, X2, where each argument attacks the other, including the 

sources with their supported claims, estimation source reliability weight is applied to 

compute the strength of supporting compared to attacking. First, each meta-argument, 

including sources with its supported claim, is expressed, e.g., X1={s,f,h} , X2={ t,u,v,g,i. 

For each target topic, e.g., on target topic p, the candidate truth claims and reliable sources 

are put in a set for both attacking arguments, e.g., Arg1={s, h}, Arg2={t, u, v, i}. As a 

result, the strength of the arguments is calculated as follows to select a target topic's truth 

claim. 

 

1. Relevance score: this score measure how the claim and its supporting replies, are 

relevant and cover the same issue. For each pair of claim and supporting replies,  word 

embeddings in the same meta-argument, the Siamese adaptation of the Long Short-

Term Memory (LSTM): Manhattan LSTM model [410] is used because….This model 

employs an LSTM, with each claim and source represented by the final hidden state. 

The semantic similarity between them is then determined. After that, all of this model's 

outputs are averaged for all claim-source pairs. 

2. The dependency between the data sources scores: The data sources are interdependent, 

and there is no conflicting information or inconsistency: conflicting claims frequently 

prevent people from reaching the same target-specific based claim based on the same 

evidence. The highest correlated source with other sources is computed in the same 

way as the claim-source pair. The difference between all sources and its supported 

sources vector and other vectors from other sources, such as the Manhattan distance, 

is averaged, compared, and ranked (reliable to unreliable). This model computes the 

probability of correlating with other sources in each meta-argument; u and v are 

vectors of different sources, equation 9.67. 

Equation 9. 67 𝑝(𝑠𝑖|𝑣𝑖, 𝑢𝑖) =
𝑒𝑥𝑝(𝑣𝑖,𝑢𝑖)

∑   i  𝑒𝑥𝑝(𝑣𝑖,𝑢𝑖)
  

If the probability is >=0.5, then the source is selected as a candidate trustworthy source. 

The sources with more correlation and dependency with other sources are considered 

as a trustworthy source 

3. Interpretation score: replay should justify the claim to interpret its acceptability. 

Greater weight is placed on the reasons for accepting a target-specific based claim: the 

more likely it is that the target-specific based claim is true. This model calculates the 

probability of each claim in each meta-argument being supported by its sources, 

equation 9.68: 

Equation 9. 68 p(si|ci, ui) =
exp(ci,ui)

∑ exp 
i (ci,ui)
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𝑝(𝑠𝑖) is the probability of a source u supporting a claim c, i.e., to what extent its 

associated sources support the claim, 𝑢𝑖 is the source vector representation and 𝑐𝑖 is 

the claim vector representation. If the probability is >= 0.5, then the claim is selected 

as a candidate truth. 

4. Sufficient sources: To accept the claim based on a specific target, there must be a 

sufficient number of relevant and acceptable premises. 

5. Conflict sources: That is, this is an argument for controversial issues. A strong 

argument includes an effective rebuttal to the argument. The provided argument 

addresses the strongest counterarguments effectively. 

6. Consistency: Replay embeddings are averaged as a ground truth claim for each meta-

argument. The claim with the highest similarity to the average is considered more 

likely as a truth claim from this argument with its supporting sources. 

7. Argument style: Finally, as shown in Barrón-Cedeño et al. [115], sufficient vocabulary 

richness and readability features are used to determine both arguments' most 

trustworthy source and truth claim. All feature results are weighted to determine the 

final veracity label. According to Potthast et al. [36], hyperpartisan outlets have a 

different writing style than mainstream news outlets. Rashkin et al. [1] investigated the 

relationship between words from the lexicons above in various news articles. They 

discovered that certain words from their lexicons (swear, see, and negation) appear 

more frequently in propagandistic, satirical, and hoax articles than in reliable news 

articles.  

 

Let the index for each argument about a specific target topic be I = 1,..., n. The candidates 

assert that they have an equal chance of getting it right. For each argument representation, 

the source and replies are represented by two vectors, content embeddings and processed 

user profile information embeddings, as Liu et al. (Liu et al., 2015) described. All of the 

inputs are merged with all of the features described above as input representations. Shared 

parameters are learned to classify each argument independently, yielding the logits: Ri= θ 

[input representations], Ri … Rn are then concatenated and passed through SoftMax to 

determine a probability distribution over all arguments. 

 

Given the prediction of all tasks, a global loss function forces the model to minimise the 

cross-entropy of the prediction and true distributions for all tasks, equations 9.69 and 9.70. 

Equation 9. 69 ℒ = ∑ ⋋𝑖
𝑁
𝑖=1 𝐿(𝑦̂𝑖 , 𝑦𝑖) 

Equation 9. 70 𝐿(𝑦̂𝑖 , 𝑦𝑖) = 𝑦𝑖𝑙𝑜𝑔𝑦̂𝑖 + (1 − 𝑦𝑖)𝑙𝑜𝑔(1 − 𝑦̂𝑖) 

Where λi is the weight for task i, and N is the number of tasks, stance detection and veracity 

prediction. 
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9.3 Experiments and Results  

 

The baseline approaches are included to facilitate a thorough comparison of our approach. 

The experiments aim to answer the following question, RQ-6 To what extent can the 

bipolar argumentation framework be a potential solution for multitask truth discovery 

problems and improve false information detection performance for conflict claim. We 

examine if our proposed model ATD outperform the baseline models. Also,what is the 

effect of each module in ATD on performance improvement. For example, to what extent 

could generating the target-specific based claim of an argument for a specific target topic 

aid in inferring stances from related replies? If you select the informative clauses that 

correspond to a specific target topic and ignore the noisy clauses, you will come up with a 

better target-specific based claim that conveys a pro or con stance on replies. This model 

supposes that it is good to focus on the relevant parts of an article for stance detection and 

then predict the overall veracity. How important is it for a fact-preserving evaluator and a 

focused evaluator to produce a better summary of the main target topic? To which extent 

ensemble learning helps to improve the stance detection results? And finally, to what extent 

are argumentation theories and comparing the strength of arguments beneficial in 

predicting the truth? 

 

 

9.3.1. Datasets 

 

For contradictory claims, the SemEval-2019 Task 7 dataset was developed by Gorrell et al. 

[286]. Finally, the Emergent dataset was developed by Ferreira and Vlachos [257] with 300 

claims 2,595 associated news articles.  

 

Macro-averaged F1 has been used as the evaluation metric for the two tasks in RumourEval 

2019 [286], as discussed in section 2 above. The RumourEval dataset includes 325 

rumorous conversation threads with a training/development/testing split. Additional 

experiments are conducted on Emergent publicly available datasets [257] as discussed in 

section 2 above since news article headlines, and evidence of news article content are 

essential information for this model training. Since the Emergent dataset is the largest, 

collected from a fact checking website, more balanced and annotated to help the model 

train, this dataset will be used in the experiment. The claims are paired with news headlines 

and their stances and the public veracity of the claim. Both RumourEval 2019 and 

Emergent datasets are annotated in some way that aids in the training of our model, but the 

primary difference is that emergent claims data are longer and have multiple target topics. 
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In this experiment, Macro-averaged F1 is used to evaluate the performance on both tasks 

because it solves the imbalanced data problem. We also evaluate the proposed framework 

using an additional dataset, Emergent corpus, since headline annotations draw attention to 

the article where Emergent is a dataset of rumours (claims) coupled with news headlines 

and their stances. Since our model focuses on generating target-specific based claim s for 

news articles and summarising a long article into a target-specific based claim, it uses extra 

information, like the headline in Emergent data that represents the news store, to increase 

the accuracy.  

 

 

9.3.2. Experimental Setting 

 

In the experiments, the models in this paper are implemented using Keras. All word vectors 

are initialised using word2vec [140]  and Glove [146], Where we discover that Glove 

performs better than word2vec. The hyperparameters, variables set before training which 

values are used to control the learning process and before optimizing the weights and bias, 

are chosen to achieve the most considerable value on the validation set and then train the 

model on the entire dataset. In our implementation, the word embedding dimension is 300, 

the size of hidden units in GRU is 100. The batch size is set 32. The learning rate is set at 

0.001. The rule activation function used in the hidden layers is set to evaluate Task A and 

B's performance. The used evaluation metric: “macro-average F1 score” since the class 

labels are imbalanced. 

 

9.3.3. Baseline Comparison 

 

In this section, the performance of stance detection and rumour verification for the 

proposed model against the state-of-the-art model is discussed.  

 

Emergent Dataset Training and Testing: Our model is compared against the state-of-

the-art model reported in Zhang et al. [272] on the augmented Emergent dataset where the 

claims are more longer. In addition, experiments are performed on the publicly available 

Emergent dataset [257], consisting of news article headlines, evidence of news article 

content and stances. Stances can be classified as support, oppose, and discuss, which can 

infer veracity.  

 

The results are shown in table 9.6. For veracity detection, our model obtains an accuracy 

of 78.83%. Since most previous models on the Emergent dataset focus only on the stance 

detection task but the veracity task, no comparison with the baseline is made, as shown in 

table 9.2. 
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Table 9.2 Performance comparison of the model against the State-of-the-Art model 

[272] for stance detection task on Emergent dataset 
 

Model 
Accuracy (%) 

agree disagree discuss 

Zhang et al’s model [272] 82.52 69.05 84.30 

Our model  83.12 73.89 89.13 

 

 

RumourEval 2019 Dataset Training and Testing: Li et al.’s [96] and Khandelwal’s [285] 

models show better performance compared with the top-5 systems in RumourEval 2019 

[288]. Li et al.’s model [96], achieves the best performance for veracity detection, but they 

did not present results for stance detection as a single task. A comparison is made with the 

state of the art model by Khandelwal [285] as shown in table 9.3. For veracity checking, 

the comparison with Li et al. [96] as illustrated in table 9.4. 

 

Table 9.3 Test results for Task A: stance detection on RumourEval 
 

The model Macro-F 

Khandelwal’s[285] Method – Top 𝑁𝑠 using (A + B + C) 0.672 

Our proposed model 0.695 

 

 

Table 9.4 Test results for Task B: rumour veracity on RumourEval 

 

The model Macro-F 

Li et al.’s model[96] 0.606 

Our proposed model 0.647 

 

 

For task A, stance detection, the work in Khandelwal [285] achieves the best Macro-f of 

0.6720, and our model achieves 0.695, while for task B, veracity checking, the work in Li 

et al. [96] achieves the best Macro-f of 0.606 and our model achieves 0.647. 

  

 

9.3.4.  Ablation Study  

 

By examining research question RQ2, ablation tests are conducted on the target topic 

extraction module, relevant clause retrieval and target-specific based claim generation, 

weighted ensemble learning for stance detection, and argumentation-based truth discovery; 

the results are shown in table 9.5 and table 9.6. As a result, each module significantly 

improves overall performance, demonstrating its efficacy. 
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Table 9.5 Ablation experiment of our model, stance detection scores of different 

ablation models. 

 

 

Model 
On emergent 

relative score 

On RumourEval 

Macro-f 

ATD without target topic extraction  82.19 0.623 

ATD without target-specific based claim generation 79.36 0.679 

ATD without clause relevant retrieving for target-

specific based claim generation 
83.92 0.678 

ATD without evaluators for target-specific based 

claim generation 
82.64 0.685 

ATD without weighted ensemble learning for stance 

detection (i.e., each model contributes equally) 
84.72 0.627 

ATD without argumentation-based truth discovery  85.84 0.635 

ATD with argumentation-based truth discovery 89.97 0.695 

 

 

 

Table 9.6 Rumour veracity of scores of different ablation models. 

 

 

Model 
On emergent 

relative score 

On RumourEval 

Macro-f 

ATD without target topic extraction  75.77 0.603 

ATD without target-specific based claim generation 72.08 0.639 

ATD without clause relevant retrieving for target-

specific based claim generation 

73.83 0.636 

ATD without evaluators for target-specific based 

claim generation 

74.83 0.631 

ATD without weighted ensemble learning for stance 

detection (i.e., each model contributes equally) 

72.83 0.576 

ATD without argumentation-based truth discovery  71.83 0.583 

ATD with argumentation-based truth discovery 78.83 0.647 

 

 

 
 

9.4. Discussions and Analysis 

 

From the results given above, it is clear that the proposed method shows the best 

performance among these models. Furthermore, the proposed model outperforms both 

tasks, achieving Macro F1 0.695 for Task A and 0.647 for task B of the RumourEval 2019 
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dataset. The remainder of the subsection provides an analysis and evaluation of the 

proposed model and the results. First, training this model with and without applying the 

first component: the primary claim target topic extraction. The performance results 

revealed that this guide focuses more on the claim's primary target topic and positively 

contributes to stance classification performance. Target topic-clause retrieving help to 

ignore noise information as the noise may give wrong indications to deceive the model. 

This model is trained to classify stances without considering the target topic information, 

and a decreased accuracy is obtained. To show that the stance and rumour detection benefit 

from target topic aware target-specific based claim, experiments are conducted to detect 

evidence against claims without making a target-specific based claim based on the target 

topic. The change of macro-F1 scores on the two datasets shows the improvements by 

capturing certain words related to the target topic and eliminating the irrelevant. The macro-

F1 score is chosen as a metric to give each task equal weight because it resolves the data 

imbalance. It outperforms the previous best baseline methods for the Emergent data. This 

could be that the model detects the article's stance against a claim by paying more attention 

to the claimed target topic, while the original article may have various target topics to talk 

about it. It is observed that word alignment can capture the target topic information for 

better performance of stance detection as target topic-specific attention provides more 

concise information, discarding another target topic the claim does not concern with. 

 

The results emerging from these experiments confirmed the effectiveness of generating 

target-specific based claim conditioned on the target topic representation that is finally 

presented to the target topic claim and showed that it could be useful by extracting salient 

information from a long article without including less salient information., A significant 

improvement in this model's general results on both tasks A and B is achieved. Compared 

with baselines for stance detection, the advantage of knowledgeable target topic and target-

specific based claim is demonstrated. A significant improvement on an emergent dataset 

from 82.52 %, 69.05 %, 84.30 % in Zhang et al.’s model [272] ,  to 83.12%, 73.89%, 

89.13% for the three stances labels respectively as illustrated in table 9.2.  

 

To investigate the applicability of the proposed model on new unseen data, where there is 

no knowledge related to this event, truth discovery is very beneficial to generalise veracity 

prediction since it depends on estimation without supervision. Despite unobserved samples, 

they may have semantic and syntactic features to that unseen news. The proposed model 

works well for the different text from two different datasets.  

 

The following observations have been made based on the ablation experiments, as in table 

9.5 and table 9.6: 
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• For the Emergent data, the veracity detection accuracy decreases when the target-

specific based claim generation is not considered. This is particularly the case for a 

long article since the headline captures the primary information in making first 

impressions to readers.  

• When the generated target-specific based claim does not cover the target topic of the 

claim or the extracted target topic is not valid, the performance is decreased  

• Models augmented with truth discovery perform better than those without, i.e., 

assigning more scores to the claims inferred by more trusty sources. 

• A significant improvement in integrating both tasks stance detection with rumour 

prediction. 

• Since the sources' trustworthiness is not available and there is no prior information, 

this work's method can significantly enhance reliability source inference by 

estimating the trust based on Argumentation-based Truth Discovery.  

• Utilising the claimed target topic helps the generator produce a concise target-

specific based claim, and the evaluator can narrow the cosine distance.  

• unlike that most of the previous studies as discussed earlier that either detect stance 

detection without considering the target topic or focused on inferring the stance for 

a set of predefined target topics [444], our model extracts a specific target topic to 

predict the stance toward it separately from stance classification,  

• For size limitation, deep learning models need a high volume of data for training; it 

requires larger datasets than currently available, so this model is expected to perform 

better if more samples are obtained. 

• Sometimes the e model fails to predict some stance labels correctly, maybe due to 

the lack of current information and other external evidence, e.g., the warrant is 

needed, so merging them may make additional enhancements, especially in the case. 

 

 

9.5. Summary 

 

A multi-task learning framework for jointly predicting rumour stance and veracity is 

proposed, where the source reliability is considered. A new deep learning model with a 

novel architecture is designed and studied to discover multiple truths from conflicting 

sources by connecting truth discovery methods with bipolar argumentation. The 

experiments with two influential datasets show that the proposed model outperforms state-

of-the-art stance detection and rumour verification tasks. Argumentation-based truth 

discovery provides an effective way towards veracity detection by discovering the 

acceptable arguments through reframing truth discovery in terms of argumentation; this 

implies describing the arguments and the attack and support relations.  
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Chapter Ten: Conclusion and Future Work 

 

 

10.1. Conclusion 

 

This thesis examined the concept of false information detection in the news domain. We 

have concentrated our efforts on a single scenario that shaped the direction of the presented 

research: the possibility of improving the performance of existing models. Our main 

objective, as stated in the introduction, was to improve the performance of deep learning 

models for false information detection.  For example, deep learning-based false information 

detection requires a large amount of data to verify claims and improve performance, but 

the information available is extremely limited. As a result of this void, the thesis was 

extended to address this challenge. 

 

To accomplish the aforementioned goal, we first focused on verifying emerging claims 

when no reliable resources are available through style analysis and then trained the model 

to generalise to previously unseen data, as illustrated in chapter 4. Concerning the second 

method of verifying claims where reliable evidence is insufficient to detect the claim's 

validity, we proposed to consider warrant as additional information to justify the 

relationship, as discussed in chapter 5, and to account for the scarcity of warrant data, as 

discussed in chapter 6. In chapter 7, we demonstrate how generating correct claims, that 

explain why the decision of factuality is taken, from reliable evidence can assist in 

obtaining better results by comparing concise generated claims to user claims. 

Additionally, where emerging claims are accompanied by divergent posts from users 

without reliable evidence, utilising stances to ascertain the claim's veracity may be 

beneficial. Thus, we discuss the issue of scarcity of generated perspectives from other users 

and by incorporating common-sense knowledge, we propose a hybrid model that utilises 

reinforcement learning and multiple-head attention. We train the model on each stage used, 

as illustrated in chapter 8. Finally, in chapter 9, we developed a model to unify the two 

most common tasks for detecting false information, stance detection and claim verification. 

 

In section 1.2, there are a variety of research questions around false information detection 

that have been examined. The remainder of this chapter describes how well this thesis' 

study addressed these research issues and summarises the contributions. 

 

As previously discussed in Chapter 4, this chapter contributes the following: To detect fake 

information, we propose a novel hybrid architecture that combines multiple deep learning 



175 

models to automatically extract salient deep characteristics and incorporates hand-crafted 

features. 

Unlike previous work that relied on hand-crafted features or applied one of the deep 

learning models to discover the most important features, our proposed model can learn 

domain-invariant features of false information across multiple domains by leveraging the 

power of both critical features for prediction and features that ensure the model's 

performance. 

 

Experiments on two real-world datasets demonstrate that the proposed method significantly 

improves false news detection performance by leveraging multiple deep learning models 

capable of accurately representing news syntactically and semantically and leveraging 

linguistic features, outperforming state-of-the-art algorithms. 

 

This thesis addressed numerous obstacles for detecting fake information, beginning in 

chapter 4 with the absence of authoritative evidence or a set of replays’ posts correlating to 

the claim. This occurs when a new claim is released but does not go widespread, allowing 

it to be recognised and presented by experts, and when individuals do not interact with the 

claim, expressing their ideas and sharing pertinent information.  Given the reliable 

evidence, a claim is true if the evidence supports it; it is false if the evidence contradicts it. 

If no evidence is available but numerous replays of this claim exist, they could be utilised 

to provide context for the claim. Due to the diverse domain from which fake news 

originates, present models are still ineffective, and performance should be improved. While 

deep learning models are capable of representing text without hand-crafted features, we 

suggest that they benefit from them because they give auxiliary information that aids in 

model prediction. We argue that rather than using individual models, we should combine 

many deep learning models to achieve a more natural semantic and syntactic representation 

for learning domain-invariant features. 

 

Chapter 4 examines the role of news style in attracting users, claiming that those who 

spread false information frequently employ scare stories, exaggeration, and fantastic 

language-based or opinions to try to get attention and help convince users to interact with 

the false news. We discover that style has a significant effect on how text affects a reader. 

Our findings contribute to a better understanding of the written style's effectiveness in 

detecting false information when hyprid deep learning is used. To summarise, when news 

articles are unseen and emerging without established knowledge bases, their credibility is 

determined by their writing style, such as linguistic cues, rather than their content. Our 

experiments demonstrated that style analysis outperforms the state of the art on two 

corpora with gold standard annotations, Twitter and news. Additionally, we discovered 
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that they outperform other deep learning models statistically. As a result, our initial 

hypothesis H1 was confirmed. 

 

In chapter 5 of this thesis, we examine the efficacy of leveraging warrants (which explain 

why the evidence implies the claim) for improving fact checking performance given an 

argument, a claim, and evidence. Our model employs Hierarchical Reinforcement 

Learning to select the most plausible warrant from annotated warrant data and Multi-

Channel Multi-Head Attention to represent the input, combining all the represented inputs: 

the beast warrant, claim, and evidence to reach a factuality decision. Our experiments 

demonstrate that utilising warrants can significantly improve fact checking performance. 

 

As expressed in our second hypothesis, H2, we hypothesise that using other knowledge 

such as to warrant A Novel Model for Enhancing Fact Checking: To tackle the fact 

checking insufficient evidence problem, we propose a model that uses extra information 

as a warrant to alleviate the problem. When there is insufficient reliable evidence and an 

ambiguous justification for supporting or attacking, we discuss how to improve the 

performance of current models, which necessitates recognising the implicit link between 

a claim and a piece of evidence (i.e., warrant). For fact checking tasks, we investigate the 

effectiveness of automatically executing warrants. While the warrant is frequently implied 

in the article to demonstrate how the evidence logically supports the claim, we discover 

that an explicit warrant clarifies the question more concisely, how did you arrive? by 

demonstrating how the evidence supports your claim as evidence for the fact. The findings 

indicate that using a warrant to justify the relationship between the claim and the evidence 

can assist in determining whether the claim is true or not. We thus confirmed H2. 

 

Chapter 6 of this thesis presents the first study on automatically generating warrants that 

effectively describe the reasoning behind a factual prediction. We examine and compare 

various NLP techniques, such as RST and causality, in order to generate high-quality 

explanations. We demonstrate that pre-trained language combined with multi-agent 

reinforcement learning can significantly improve the performance of our baseline warrant 

generation models, resulting in warrants with greater diversity and quality. 

 

The lack of labelled data limits the application of deep learning techniques to a wide range 

of tasks, such as fact checking, and contributes to the fact that existing fact checking 

models do not generalise well to new data. Developing a model to generate data can help 

alleviate labelled data scarcity by increasing the size of training data.   The scarcity of 

labelled data for warrants must be addressed to maximise the benefits of deep learning 

algorithms for false information detection. To address the scarcity of labelled warrants 

data, this chapter proposes new models.  
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We discuss several Deep Learning models for generating Toulmin Argument warrants, 

including reinforcement learning, multi-head attention, pre-trained language models, and 

multi-agent systems. We showed how each of these models performed and how combining 

them with a reinforcement learning agent improved generation and inference accuracy. Our 

findings show that auxiliary data such as topic and sentiment must be combined with our 

model. By including a reinforcement learning agent, the generator can receive rapid and 

consistent training for successfully decoding sequential text. We get the best results on the 

dataset based on using pre-trained language model with multi-agents reinforcement 

network. The remaining Toulmin Arguments: supporting evidence, modifiers, and rebuttals 

will receive additional attention in future works. 

 

We develop two models for generating factual claims in chapter 7: either by editing the 

claim to be checked in order to generate a new modified claim guided by the evidence, or 

by using the modifier to generate a new claim based on the evidence (generator). Our 

models overcome the scarcity of data problem caused by a lack of datasets containing 

claims and their corrections by repurposing the available dataset without using any external 

data. Experiments demonstrate that our model is capable of correcting factual errors and 

optimising the fact checking task's performance. 

 

We develop neural network-based models that make a factual claim based on claim 

context information in the case of a non-factual claim. We discover that the neural 

network-based model performs better when it is used to modify misleading information 

rather than when it is used to generate a new claim from its premises. We investigated the 

problem of encoding lengthy evidence articles to generate a factual claim and 

demonstrated that using hierarchical reinforcement learning could improve generation by 

automatic evaluation. The analysis demonstrates that this improvement is due to the multi-

ability agent's covering all relevant claim information and generate a factual claim. For 

claim modification models, a sequence operation-based method combined with 

hierarchical reinforcement learning effectively addresses the problem of untrue claims. 

 

In chapter 8, we propose a novel approach for a novel task: automatically generating 

diverse and multiple arguments in response to claim about a contentious topic. We 

demonstrate how utilising common-sense knowledge as auxiliary information prevents 

generated perspectives from contradicting well-known facts. The experimental results 

demonstrate that the new model outperforms all previous benchmarks in terms of automatic 

metrics, quality, and diversity. Our additions are specifically aimed towards reducing the 

bias in the training data, by having a false claim appear in both “Agrees” and “Disagrees” 

classes. Generation of synthetic claim-evidence pairs to augment an existing biased fact 



178 

checking dataset in order to improve the performance of trained classifiers on an unbiased 

dataset. As mentioned, our datasets were mostly imbalanced, but the current models did 

not consider the class imbalance. This problem causes the model to bias toward the majority 

class. 

 

Depending only on a single view of textual information without considering other users 

and sources, metaknowledge is not always sufficient. Also, some of the information 

sources are completely unreliable. One challenge to this task is evaluating the 

trustworthiness of the website content. Deciding the credibility of claims based on one 

view may not be sufficient, and an implicit bias is a likely present. So that we are required 

to consider all sides of this issue (perspectives from diverse sources). To eliminate the 

biases and the scarcity of relevant perspectives, a model needs to generate a diverse range 

of perspectives from trustworthy sources to evaluate the claim. Because new claims may 

lack reliable evidence, considering other users' perspectives can aid in determining 

whether or not a claim is true. As a first step toward their use in determining the veracity 

of claims.  

 

To alleviate the scarcity of labelled data and bias problems, we proposed several models 

to generate claim perspectives with opposite stances and generate warrant that links claims 

to evidence. The generated perspectives could be used to retrieve evidence documents in 

the conflict information cases, then viewing the claim from divers' sources eliminates bias. 

Regarding warrant generation, we suppose that the possibility of linking the claim with 

evidence means support relation else either refute or unverified. This helps increase the 

models' accuracy, which only has only two inputs in its model, claim and evidence. So 

that warrant help model to a better understanding with an interpretable explanation to 

decide the relation. Each agent learns to facilitate learning independently, with its actor, 

critic, observation, and actions, without sharing or communicating with other agents. 

Multiple attitudes and adversarial claims will be generated for each claim argument to 

obtain more diverse information and create robust adversarial samples, where each 

perspective takes a position on a claim based on evidence text. To help the reader perceive 

more debatable claims and determine their veracity, information should be gathered from 

a diverse yet comprehensive set of perspectives based on the claim argument. Multiple 

views with the same or opposite meaning could be used to express the claim. If the 

perspective has disputed or refuted the claim, it should be determined whether or not 

information exists to substantiate this contentious issue. A common-sense knowledge can 

be used to improve our model. Results show that the quality and diversity of the generated 

perspectives can be effectively increased common-sense knowledge method.   
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As previously discussed in chapter 9, this chapter makes the following contributions: We 

propose a novel framework for tackling stance classification and veracity checking 

concurrently. As far as we are aware, this is the first work to employ argumentation-based 

truth discovery. A novel model for the optimal target-specific based claim generator is 

proposed for the lengthy rumour with multiple target topics while keeping the document's 

primary target topic in mind. Target topic extraction enables the examination of all 

pertinent arguments to determine the truth by the same target topic. The first model to 

integrate fact checking, stance detection, and truth discovery. The application of the 

Emergent and SemEval 2019 datasets demonstrates that this framework outperforms 

existing methods in both stance classification and veracity checking.  

 

The current approaches for false information detection analyse each social media post as 

a single unit and are limited to individual sources of claims instead of considering the 

context surrounding them. It is necessary to investigate how to automatically predict the 

veracity of rumours spread on social media by analysing other perspectives' stances. After 

assessing people's reactions to something, another challenge is how we can effectively 

determine what is likely to be true. One of the main problems with fact checking; is that 

the assessment of the truth of claim differs from reader to reader based on specialist 

knowledge of the subject matter and linguistic knowledge in addition to the level of 

experience with other characteristics 

 

Perspectives are other users' attitudes toward supporting or opposing a claim based on 

evidence sources, which means that multiple arguments or counterarguments may be 

associated with the same claim. This implies that, particularly concerning contentious 

issues, the reader should be aware of and accept what others say, taking into account other 

supported or refuted perspectives. We require a stance detection task to identify alternative 

perspectives on the claims. Analyzing contentious claims from multiple perspectives 

enables the development of alternative interpretations and a more precise and thorough 

understanding [445]. 

 

Integrating stance detection and factuality checking: to address the problem of detecting 

the false information on conflict sources that contributes equally as independent tasks, we 

propose a novel model that combines stance detection with fact checking to determine the 

factuality by aggregating documents' stances. We empirically study the unified model's 

performance concerning baselines methods, and the results show that the model performs 

better in terms of F-score. 

 

In experiments, integrating stance detection and fact checking improved performance. 

Additionally, on these tasks, our models outperformed baselines. The positions users take 

on claims can help predict their veracity. We then discuss how to combine stance 
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predictions and fact checking based on conversational stances. The results show that the 

veracity of a claim can be determined by aggregating the strength of the stances, without 

requiring information about specific users, assuming that all sources contribute equally. 

 

Multi-Task Learning Framework for Stance Detection and Veracity Prediction addresses 

the problem of detecting false information on conflict sources with variant reliability 

sources as independent tasks. This work translates truth discovery to argumentation 

framework to solve the conflict information. We incorporate the stance information in the 

model, and for the lengthy document, we generate a conclusion to capture the more 

relevant information for the critical aspect of the claim. A few studies have taken into 

account contextual information.  The source reliability is taken into account in a multi-

task learning framework for jointly predicting rumour stance and veracity. By combining 

truth discovery methods with bipolar argumentation, a new deep learning model with a 

novel architecture is designed and studied to discover multiple truths from conflicting 

sources. The proposed model outperforms state-of-the-art stance detection and rumour 

verification tasks in experiments with two influential datasets. Argumentation-based truth 

discovery is a useful method for detecting veracity by identifying acceptable arguments 

by reframing truth discovery in terms of argumentation; this entails describing the 

arguments as well as the attack and support relations. 

 

10.2. Future Work 

 

Although our models perform well and outperform state-of-the-art methods on standard 

benchmarks, it would be interesting to investigate additional issues in the future, including 

the use of large and complex datasets, consideration of languages other than English, and 

development of language-specific fact checking methods, in addition to exploring other 

directions for each of our models. We concentrated on textual information in this thesis; 

however, in the future, we intend to consider other forms of misleading information, such 

as images and ensure that the image is semantically consistent with the surrounding text. 

We intend to retrieve evidence online rather than from datasets, particularly in domains 

where facts are subject to change, such as the COVID-19 pandemic information, for which 

no gold standard exists at the moment. Additionally, by incorporating evidence retrieval, 

we can obtain sufficient and large data to constrain the generalisation problem of our 

models. 

 

While the chosen embedding model in chapter 4 is effective for our Cross-Domain 

Factuality Checking model, future research will incorporate a more sophisticated language 

representation model, such as BERT. As the existing dataset is primarily domain-specific, 

it constrains the performance of fact checking models. In the future, a more diversified 
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dataset that incorporates diverse features such as emotions that may be valuable will be 

developed, along with an increase in the number of labels such as "mostly true" or special 

labels for identifying specific types of fake news. 

 

Due to the fact that we lack sufficient labelled data, we must rely on feature engineering, 

which is laborious and time consuming; therefore, increased labelled data could aid deep 

learning models in producing better text representation without the use of additional 

features. Certain untrustworthy evidence may be presented in a credible manner and then 

mislead the reader into believing the claim is true; thus, developing methods for 

determining the credibility of sources and incorporating the source credibility of a claim 

into our model may be beneficial, as it may aid in the early detection and eradication of 

fake news.  Addressing this issue could be accomplished in a variety of ways, including 

determining the extent to which sources corroborate established facts or the extent to which 

sources agree with well-known sources of evidence. 

 

It would like to integrate our model with techniques that are frequently used in the news 

domain for highly related tasks, such as uncertainty identification, stance detection, and 

sentiment detection, in future work.   

  

We will devote additional attention to the remaining Toulmin Arguments for future works 

as in chapter 5: supporting evidence, modifiers, and rebuttals. We will look for additional 

reasons to support Backing, based on examples and sentences that contain the words 

prove, means, show, confirmed, and others. Data pertaining to a claim. For instance, 

secondary scored candidates warrant, considered as Backing, searching for sentences 

containing dictionary modifiers or containing contradiction relations (rebuttals). 

 

While our warrant-aware fact checking has improved significantly, there is still a 

challenge arising from composite claims, where the selected warrant may link the claim 

to evidence regarding a specific aspect or target, but not all targets. For instance, if the 

minister claims that salaries are increased at the start of the new year and the weekend 

begins on Friday, the warrant may support one part but not both, confusing the model and 

resulting in an incorrect label decision. Thus, segmenting claims, for example, according 

to targets or aspects, may assist in resolving this issue. The development of multimodal 

fact checking systems will be facilitated by the creation of large-scale annotated datasets 

paired with evidence beyond metadata. 

 

While increasing and improving the quality of generated warrants remains a research 

objective, developing systems that identify relevant warrants from the online web or from 

a large warrant annotated data set may aid in performance improvement. 
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We will continue to work on improving the quality and diversity of the warrants generated, 

as well as integrating the warrant generation mechanism into fact checking models, 

allowing it to be used to clarify any classification decision regarding factuality. 

 

Additional research and development of more sophisticated models for reducing available 

false information and analysing its impact across multiple domains are required for factual 

claim generation. Additionally, we will examine people's willingness to accept corrected 

information and the possibility of reversing their decision. 

 

We believe that in the future, factual claim correction should be prioritised as a means of 

convincing the user of the robustness of the fact checking decision and of succinctly 

capturing misleading information that is inconsistent with trustworthy evidence. 

 

As we can see, generating perspectives remains a challenging problem worth investigating. 

Other language generation models, in particular those that improved the quality and 

diversity of generated perspectives and achieved state-of-the-art performance on a variety 

of relevant generating tasks, such as gpt-2, could be used as enhanced decoding methods. 

In the future, we could use the outputs of the generated perspectives to augment the 

imbalance data, thereby reducing the bias issue that limits the model's ability to generalise 

and improve performance. 

 

We also intend to use a large and complex dataset in the future, which will include 

additional languages. Emoticons are frequently used in social media to represent reactions, 

and their inclusion would be critical for stance detection. Extending the modelling of user 

status is one of our study's future directions.  

 

There are several ways to move the current work forward. The current work involves 

source-claim and source-source relationships and focuses on information richness to 

obtain confident score information. We are also planning to modify this model by 

considering other argumentation components such as warrants and backings in the 

Toulmin model and consider other factors like the source reputations. 

 

We can also examine the applicability of alternative argumentation models such as abstract 

argumentation Rogerian argument, and the Classical or Aristotelian argument. 

Additionally, warrants, rebuttals, and backing may be considered to reinforce the veracity 

of our proposed model. Additionally, knowledge bases with an ontology structure, such as 

DBPedia (which can be queried using SPARQL), may serve as a source of facts that aid in 

veracity checking. For instance, if a lengthy claim contains portions that contradict well-

established facts in DBPedia, the entire claim may be more likely to be false. 
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