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Abstract
A Quantitative Exploration of the Mechanisms Relating Obesity,

Depression and Socioeconomic Position

Current research on the relationship between obesity and depression sug-
gests that it is complicated and potentially complex. In particular, there are
multiple mechanisms that might relate obesity and depression, which may
interact with each other as well as being influenced by factors such as age,
sex and socioeconomic position. However, there is currently a lack of lon-
gitudinal evidence exploring these proposed mechanisms with evidence in
support of them relying on cross-sectional associations. Additionally, whilst
the associations between socioeconomic position and both obesity and de-
pression are well established, the way in which socioeconomic position influ-
ences, or is influenced by mechanisms that might relate the two conditions is
unclear.

In this thesis, I will explore evidence for proposed mechanisms relating obesity,
depression and socioeconomic position. This exploration is presented in two
main stages. In the first stage, I review the literature on the relationship
between obesity and depression to examine broadly what is currently known
about mechanisms that relate the two conditions. In the second stage, I will
analyse longitudinal data from the United Kingdom using a combination of
statistical and mathematical modelling. The first of two models presented
uses a Structural Equation Model to examine whether functional impair-
ment, physical activity and diet mediate the relationship between obesity
and depression bi-directionally, adjusting for the influence of age, sex and so-
cioeconomic position. The second model then uses Agent-based simulation
to examine the role of stigma as a mechanism that might produce relation-
ships between obesity, depression and socioeconomic position.
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Chapter 1

Introduction

1.1 Background

In the United Kingdom (UK), the vast majority of the disease burden comes
from non-communicable diseases. Based on data from the global burden of
disease study, in 2019, 89% of deaths in the UK were attributable to non-
communicable diseases (NCDs, 30% cardiovascular diseases (CVDs), 31%
cancers, 8% chronic respiratory diseases, 1% diabetes, 19% other NCDs) (Global
Burden of Disease Collaborative Network., 2019). This share of the disease
burden has also remained largely stable: in 1990, NCDs were also respons-
ible for 89% of deaths in the UK, although the split between the causes was
different (45.5% CVDs, 26.5% cancers, 6% chronic respiratory diseases, 1%
diabetes, 10% other NCDs).

Evidence suggests that the prevalence of these diseases is largely affected by
lifestyle oriented risk factors, primarily: smoking, alcohol consumption, poor
diet and low physical activity levels. Outside of these primary risk factors,
other intermediary outcomes are often investigated for their effect on NCDs.
One such outcome is obesity, which occurs principally as a result of poor
diet and low physical activity, although a wider range of environmental, so-
cial, psychological and biological factors can also influence its development
(Vandenbroeck, Goossens and Clemens, 2007). Studies have shown that be-
ing obese raises an individual’s risk of developing many of the aforemen-
tioned conditions such as cardiovascular disease (Lavie, Milani and Ventura,
2009), stroke (Suk et al., 2003), Type 2 diabetes (Abdullah et al., 2010), coron-
ary heart disease (Logue et al., 2011) and various cancers (Bianchini, Kaaks
and Vainio, 2002).

According to the World Health Organisation, for an individual to be obese,
they must possess “abnormal or excessive body fat accumulation that may
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impair health” (World Health Organization, 2021). Further to this, they clas-
sify individuals as overweight or obese based on their body mass index (BMI).
Adults who have a BMI above 25 are considered overweight, and those with
a BMI above 30 are considered obese (World Health Organization, 2021). For
children, obesity and overweight are defined with reference to the WHO
child growth standards median. Specifically, children under 5 are considered
overweight if their weight for height is two standard deviations above the
WHO growth standards median and obese if it is three standard deviations
above the median. Similarly, children ages 5 to 19 are overweight if their
weight-for-height is one standard deviation above the growth reference me-
dian, and obese if it is two standard deviations above (World Health Organ-
ization, 2021).

Data from the Health Survey for England suggests that recently the preval-
ence of obesity has almost doubled from 15% in 1993 to 27% in 2015. Addi-
tionally, it was found in the same study that in 2015, 58% of adult women
and 68% of adult men are either overweight or obese and in children, over
one in five of reception age are overweight or obese with this proportion in-
creasing to over one in three by school year 6 (NHS Digital, 2017). This high
prevalence is particularly troubling when considering evidence that shows
many individuals who attempt weight-loss are unable to maintain a lower
weight long-term (Wing and Phelan, 2005).

The increase in obesity prevalence, combined with its health consequences,
has meant obesity is now a major contributor to ill health in the UK pop-
ulation. Alongside the health impacts, the management of obesity and its
consequences creates a huge burden on the resources within the UK’s health
system. For example, in 2010 diabetes cost the UK an estimated £13.8bn
(Kanavos and Aardweg, 2012) and NHS trusts have faced the need to ex-
tend obesity specific services such as bariatric ambulances and surgery. In
particular, the NHS spent £6.1bn treating obesity-related ill-health in 2014-15
and this figure has been projected to rise to £9.7bn per year by 2050 (Holmes,
2021).

Alongside a growing burden of physical illness, there has also been greater
recognition of the effects of poor mental health. Previous estimates on the
impact of poor mental health found it contributed up to 22.8% of disabil-
ity (Department of Health, 2011). This is greater than that of cardiovascular
disease and cancer, which are the most common causes of death. Similarly
to obesity, rates of poor mental health have risen over the last few decades.
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Data from the Adult Psychiatric Morbidity Survey suggested that since the
year 2000, the prevalence of common mental health disorders have steadily
risen in women, whilst remaining stable in men (Mcmanus et al., 2016).

One of the most prominent common mental disorders in the United King-
dom is depression. In the 2014 Adult Psychiatric Morbidity Survey, around
3% of adult men and 4% of adult women had depression (Mcmanus et al.,
2016). Whilst depression is far less widespread than is the case for other
health issues such as obesity, depression still has a sizeable effect on the U.K
population. Data from the global burden of disease study found that de-
pression was responsible for nearly 3% of all disability-adjusted life years
(DALYs) lost in 2019 in the U.K (Global Burden of Disease Collaborative Net-
work., 2019).

Within this health burden, depression has been shown to have a wide range
of health impacts. Studies of the general population have shown that depres-
sion has a negative impact on quality of life (Pyne et al., 1997), which may
occur through impaired social functioning and reduced social support (An-
germeyer et al., 2002). Additionally, it has been linked to shrinkage in the
hippocampus and reduced memory function (Gorwood et al., 2008; Sheline,
Gado and Kraemer, 2003).

Depression is also linked with poorer physical health, and particularly chronic
health conditions. Individuals with chronic health conditions are signific-
antly more likely to have depression than those who do not and those with
comorbidity of depression and a chronic health condition invariably experi-
ence the worst health states (Moussavi et al., 2007). Depression can worsen
the effects of existing chronic diseases through additional functional impair-
ment and is associated with a 50% increase in medical costs when treating
chronic illnesses (Katon, 2003). Depression is also associated with an in-
creased incidence of physical chronic diseases, such as coronary heart disease
(CHD) (Ferketich et al., 2000) and with increased general and cause-specific
mortality (Mykletun et al., 2007; Mykletun et al., 2009).

As is the case with obesity, depression also has a significant economic cost.
For example, in 2011, it was estimated that depression costs the U.K economy
£7.5bn a year (Department of Health, 2011).

Physical health and mental health conditions do not evolve in complete isola-
tion. Investigations into the relationship between physical and mental health
have suggested that long-term physical health conditions in particular are
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frequently associated with mental health problems (Naylor et al., 2012). A
report into the association between long-term health conditions and mental
health found that 30% of people living with a long-term health condition had
a mental health problem, and 46% of people with a mental health problem
had a long-term health condition (Naylor et al., 2012).

Within the relationship between mental and physical health, depression has
been shown to be associated with multiple conditions for which obesity is a
major risk factor. In particular, depression is between two and three times
more common in those who have a cardiovascular disease and people living
with Diabetes are between two and three times more likely to have depres-
sion than those in the general population (Naylor et al., 2012). These as-
sociations, as well the association between depression and chronic physical
health issues generally presents considerable opportunity for comorbidities
to occur between obesity and depression.

Such comorbidities between physical and mental health conditions have been
shown to exacerbate the negative outcomes associated with ill-health. For
example, patients with these comorbidities experience poorer clinical out-
comes and disease prognosis, lower quality of life and poorer self-care and
health behaviours (Naylor et al., 2012). These additional complications then
increase the costs to the health system of these conditions through increased
service use (Naylor et al., 2012).

However, despite knowledge of the strength of these relationships, and the
profound impacts they can have, there is limited knowledge about the path-
ways through which physical and mental health conditions are related (Ohrn-
berger, Fichera and Sutton, 2017). The underlying mechanisms may be com-
plex, involving a range of factors, and the associations may be bi-directional
(Naylor et al., 2012).

Given the already complex challenges that the United Kingdom faces from
dealing with obesity and depression in isolation, understanding the way
in which they may relate is important. Supporting sustained weight-loss
already presents a significant challenge, with the majority of individuals who
engage in weight-loss eventually regaining any weight they lose (Hall and
Kahan, 2018). However, a portion of the difficulties associated with obesity
management may be attributable to the impacts of depression. Hence, resolv-
ing complications within obesity treatment that are due to depression, or
preventing people with obesity from developing depression therefore might
reduce the complexity of obesity management, allowing for more effective
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weight management and weight loss. Additionally, understanding how obesity
may confer risk for depression will allow interventions and treatments to be
designed that prevent these challenging comorbidities developing.

Another significant challenge surrounding obesity and depression is the im-
pact of health inequalities. Across many different health outcomes, more de-
prived individuals are more likely to suffer from these poor health outcomes
than are less deprived individuals. This pattern is no different for obesity
and depression. Within depression, Lorant et al. (2003) found that individu-
als with low socioeconomic position were at higher odds of developing a new
depressive episode as well as being at higher odds of experiencing persisting
depression. Similarly, evidence synthesised for the 2010 Marmot Review sug-
gested that individuals in the most deprived quintile of society were twice as
likely as those in the least deprived quintile to experience a common mental
health disorder, which includes depression (Marmot, 2010).

In the case of obesity, both adults and children with low socioeconomic po-
sition are more likely to be overweight or obese than those with higher so-
cioeconomic position. Data from the National Child Measurement Program
suggests that obesity prevalence is roughly two times higher in the most de-
prived decile of children compared to the least deprived decile (Public Health
England, 2017). In adults, data from the Health Survey for England found
that there was a difference in obesity prevalence of 17% in women and 8% in
men between the most deprived and least deprived areas, such that more de-
prived areas had a higher prevalence of obesity. This difference also appears
to be widening over time (Holmes, 2021).

Reducing health inequalities, such as those seen in obesity and depression, is
a key health priority in the UK (NHS, 2019). In order to facilitate the develop-
ment of interventions and solutions to the impact of health inequalities, it is
important to understand how socioeconomic position influences and is influ-
enced by the development of poor health. As with the association between
mental and physical health, these mechanisms of influence may be complex
and so exploring the nature of these mechanisms allows more comprehens-
ive solutions to be developed that minimise the chance of unintended con-
sequences occurring.
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1.2 Thesis Structure

1.2.1 Thesis aims

In light of the above, in this thesis I will conduct a quantitative exploration
of the relationships between obesity, depression and socioeconomic position
with two aims. The main aim of this thesis will be to explore the mechanisms
that might relate obesity to depression, so that we may better understand
how comorbidities of these two highly prevalent conditions might develop.
A secondary aim will be to explore how socioeconomic position relates to
these mechanisms.

1.2.2 Chapter Structure

The remainder of this thesis is presented in seven main chapters (2-8). In
Chapter 2, I have conducted a broad review of the literature with the aim of
getting a comprehensive understanding of the relationship between obesity
and depression. Particularly, this chapter will focus on what is currently
known about the strength of the relationship between the two conditions,
as well as what is known about the potential mechanisms that relate them.

Following on from this literature review, in Chapters 3-7, I then build upon
this literature by investigating some of the hypothesised mechanisms between
obesity and depression that were highlighted in Chapter 2. In Chapters 3,
4 and 5, I present a Structural Equation Model (SEM) exploring whether
physical function, physical activity and diet relate obesity to depression, and
how socioeconomic position interacts with these mechanisms. Within this,
Chapter 3 contains an exploratory analysis of the Whitehall II dataset, which
will be used to provide context for the substantive Structural Equation Model
analysis. Chapter 4 then discusses how missing data will be treated, before
Chapter 5 presents my main Structural Equation Model of the hypothesised
mechanisms.

In Chapters 6 and 7, I then present an Agent-based exploration of the role of
stigma in generating the relationships between obesity and both depression
and socioeconomic position. In Chapter 6, a simple initial model is presen-
ted, before a revised model that includes more detail on the proposed mech-
anisms is presented in Chapter 7.
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Finally, in Chapter 8 the results of the two modelling studies are discussed
within the context of what they can tell us about causality in the relationship
between obesity and depression.
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Chapter 2

The Association between Obesity
and Depression

2.1 Introduction

An early review of the relationship between obesity and depression noted
that studies overall had not found consistent evidence of a general associ-
ation between obesity and depression (Friedman and Brownell, 1995). How-
ever, instead of following the conclusions of previous studies that suggested
this indicated no association between obesity and psychological outcomes
existed, they instead argued that the inconsistent evidence was indicative of
an inconsistent phenomenon, in which some, but not all, obese individuals
were at risk of psychological outcomes such as depression. Friedman and
Brownell (1995) also suggested that the methodologies employed thus far in
researching this association had not been adequate to exclude this possibil-
ity. From this, they suggested a new framework for future research aimed at
examining which obese individuals are more likely to be depressed, and also
what the causal mechanisms behind any uncovered associations may be.

In this chapter I have conducted a review of reviews, with the aim of explor-
ing as widely as possible the research into the association between obesity
and depression conducted since the meta-analysis by Friedman and Brownell
(1995). The structure of the review will loosely follow the generations of re-
search described by Friedman and Brownell in their review. Firstly, I will ex-
amine the statistical evidence by analysing meta-analyses and systematic re-
views of data into the association between obesity and depression. Secondly,
I will outline the range of risk factors explored in the literature, and in the
final section of the review I will explore the range of hypothesised causal
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mechanisms that have been highlighted in the reviews. In addition, evid-
ence presented in the reviews supporting the effect of these risk factors and
causal pathways will be examined.

2.2 Review Methods

2.2.1 Search Strategy

To explore the literature surrounding the association between obesity and
depression, review papers published from 1995 onwards were searched for
in the Medline, psychINFO and Web of Science databases. Searches were
conducted by combing of a mixture of focused subject heading searches with
keyword searches of obesity, depression and a number of similar terms. Searches
for obesity related and depression related literatures were conducted separ-
ately, with the final search looking for papers in the overlap of these two
search categories. To limit the amount of basic science literature retrieved,
keyword searches were limited to retrieving papers only where the keyword
appeared in the title of the paper. A total of 242 papers were retrieved (79
from Medline, 20 from psychINFO, 143 from Web of Science). After remov-
ing duplicates 208 reviews remained and were screened for relevance using
the titles and abstracts.

Reviews were excluded primarily based on considerations of scope and pop-
ulation of interest. Reviews were sought to provide evidence for obesity-
depression relations in the general population, and therefore reviews focus-
ing on non-representative populations were excluded. The main populations
that were excluded were those of expectant and new mothers, and those
seeking treatment for weight loss, as evidence suggests that this population
has different characteristics to the obese in the wider population (Fitzgibbon,
Stolley and Kirschenbaum, 1993). Reviews that focused narrowly on one
aspect of obesity-depression associations were also excluded. For example,
papers that considered only biological pathways and physiological overlaps
between the two conditions were excluded. Following this procedure, 21
articles were included for full text review.
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2.2.2 Data Extraction

Data extraction was conducted in two broad sections. The first section was
concerned with extracting what evidence the articles presented on the dir-
ect association between obesity and depression outcomes, and the second
focused on the evidence presented about risk factors for comorbidity and
causal mechanisms relating to the two conditions. For the first section, data
was extracted from the reviews under the following main questions:

1. Whether a systematic review or analysis of data had been conducted

2. What type of evidence was presented

3. What this evidence suggested about the association between obesity
and depression

For the second section, data was extracted under the following main themes:

1. What risk factors were examined/presented

2. What evidence was presented surrounding these factors

3. What causal pathways were examined/presented

4. What evidence was presented regarding these causal pathways

5. What conclusions were drawn

In addition to these main themes, reviews were also examined for comments
on sources of heterogeneity and publication bias. All data was collated on a
Microsoft excel spreadsheet.

2.3 Data on the Association between Obesity and

Depression

Of the 21 papers that were included in the final review, 15 provided a compre-
hensive review of data investigating the association between obesity and de-
pression. Of these 15 papers, 10 were meta-analyses and five provided a sys-
tematic data summary of epidemiological studies. The remaining six papers
did not provide a comprehensive review of data investigating the association
between obesity and depression in general. However, narrative summaries
of the research findings from epidemiological research were presented in two
of these papers, whilst the remaining four papers focused on a discussion of
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the other variables relevant to the obesity-depression relationship, and ex-
ploration of the mechanisms behind the association.

2.3.1 Meta-analyses

Five meta-analyses included studies of longitudinal data only, three included
studies of cross-sectional data only, and two included both studies of longit-
udinal and of cross-sectional data. In the seven studies of longitudinal data,
four investigated both obesity as a predictor of future depression and depres-
sion as a predictor of obesity, one investigated depression as a predictor of
obesity only and two studies examined obesity as a predictor of depression
only. A summary of the results found in each of the studies is presented in
Tables 2.1 and 2.2. However, the longitudinal data from Pereira-Miranda et
al. (2017) has been omitted from the table since only one cohort study was
included.

2.3.1.1 Longitudinal Data

Obesity as a Predictor of depression

All six meta-analyses which examined longitudinal data looking at obesity
as a predictor of depression found significant evidence to support this as-
sociation. The strongest effect estimate was found in Luppino et al. (2010)
who found that the odds of depression were 1.55 times higher in people with
obesity than those without. They also found that being overweight increased
the risk of future depression (OR=1.27), however, this was only significant
in adults over 20 years of age (Luppino et al., 2010). The more recent meta-
analysis by Mannan et al. (2016a) found evidence of a similar but weaker
association between obesity and future depression. They found that indi-
viduals with obesity had an 18% increased risk of being depressed compared
those who were not obese, but found no significant risk difference, and no in-
creased risk of depression in those who were only overweight. The same au-
thors conducted an equivalent analysis for adolescent populations, in which
they found adolescents with obesity were 40% more likely to become de-
pressed than adolescents who were not obese, with a risk difference of 1%
between the groups (Mannan et al., 2016b). Rooke and Thorsteinsson (2008)
found similar results in their meta-analysis, with obesity having a small but
significant correlation with future depression (r = 0.05). The papers by Jung
et al. (2017) and Pereira-Miranda et al. (2017) included both longitudinal and
cross-sectional data.
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In the Meta-analysis by Jung et al. (2017), six longitudinal studies were in-
cluded that investigated obesity as a predictor of future depression. In this
subset of studies there was a non-significant pooled odds ratio of 1.13 for
obesity as a predictor of depression. However, when stratifying by gender,
the odds in women increased to 1.26 which was significant at the 5% level.
A similar trend was found for overweight as a predictor of depression, with
pooled results in the cohort studies producing a small non-significant odds
ratio of 1.02 which rose to 1.16 in women when stratified by gender. This
odds ratio was also significant at the 5% level. Neither obesity nor over-
weight in men was significantly associated with depression in the subgroup
of cohort studies in general. The meta-analysis by Pereira-Miranda et al.
(2017) included only one cohort study, which showed an increased risk of
depression in men with obesity, but not in women. However, given this is
the result of a single study, it presents much weaker evidence than that of the
aforementioned papers.
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TABLE 2.1: Summary of Longitudinal results from Meta-analyses

Author (Year) Data Reviewed
Obesity/Overweight as Pre-
dictor of Depression

Depression as Predictor of
Obesity/Overweight

Blaine (2008)
23 samples from 16 included
studies

18/23 samples provided evid-
ence of depression leading to
weight gain. OR = 1.47, CI =
(1.16,1.85)

Jung et al.
(2017)

Extracted data from 76 studies.
For both overweight to depres-
sion, and obesity to depression,
6 cohort studies were analysed

Obesity: OR = 1.33, CI = (0.96-
1.34); Overweight: OR = 1.02, CI
= (0.84-1.23)

Luppino et al.
(2010)

Longitudinal data from 15 stud-
ies

Obesity: OR = 1.55 (1.22,1.98);
Overweight: OR = 1.27,
(1.07,1.51)

Obesity: OR = 1.58 (1.33,1.87);
Overweight: not predictive.
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TABLE 2.1: Summary of Longitudinal results from Meta-analyses (continued)

Author (Year) Data Reviewed
Obesity/Overweight as Pre-
dictor of Depression

Depression as Predictor of
Obesity/Overweight

Mannan et al.
(2016a)

21 articles, 19 included in meta-
analysis of longitudinal data

Obese: RR = 1.18 (1.04,1.39) RD
= 0.01 (-0.01,0.05); Overweight:
RR and RD non-significant.

Obese: RR = 1.37 (1.17, 1.48) RD
= 0.02 (0.01,0.03) Overweight:
RR = 1.17 90.77,1.77) RD non-
significant.

Mannan et al.
(2016b)

13 longitudinal studies, 7 ex-
amined obesity to depression, 6
depression to obesity

Obese adolescents at increased
risk for depression: RR = 1.4,
CI = (1.16,1.70), RD: 0.01, CI
(0.00,0.02).

Depressed adolescents at in-
creased risk for obesity: RR =
1.70, (1.40-2.07) RD: 0.04, (0.01,
0.06)

Rooke and
Thorsteinsson
(2008)

2 Meta-analyses, one for each
direction of association. 26 stud-
ies for depression as a predictor
of weight gain. 13 studies for
weight gain as a predictor of de-
pression.

Small but significant weighted
average correlation between
obesity/overweight and future
depression (r=0.05)

Small but statistically signific-
ant weighted average correla-
tion between depression and fu-
ture weight gain (r=0.07)
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Depression as a Predictor of Obesity

Five meta-analyses of longitudinal data provided evidence about depression
as a predictor of obesity. The review by Luppino et al. (2010) found that
the odds of future obesity were 1.58 times higher in the depressed than the
non-depressed, but that depression was not significantly predictive of over-
weight. Similarly, the review of adult populations by Mannan et al. (2016a)
found that depressed adults were 37% more likely than non-depressed adults
to develop obesity, with a risk difference of 2% between the two groups.
In their review of adolescent samples, the risk for future obesity in the de-
pressed was even greater: depressed adolescents were 70% more likely to
become obese than non-depressed adolescents, with a risk difference of 4%
(Mannan et al., 2016b).

Rooke and Thorsteinsson (2008) found that depression had a small but stat-
istically significant correlation with future weight gain (r=0.08) that was stronger
when considering only females (r=0.12). However, they also noted that this
effect diminished in size with longer follow-up periods, suggesting that de-
pression may confer a propensity for more short-term weight gain, which
may then begin to reverse as the depression lifted.

Blaine (2008) focused specifically on depression as a predictor of obesity,
rather than a bi-directional association. In their systematic review and meta-
analysis, 16 of 23 papers found statistically significant evidence that depres-
sion was associated with future obesity. In addition to this, they conducted a
meta-analysis that found that the odds of weight gain in the depressed was
1.47 times the odds of weight gain in the non-depressed. When controlling
for initial BMI this odds ratio dropped to 1.23 but was still significant at the
5% level.

2.3.1.2 Cross-sectional Data

Five studies included a meta-analysis of cross-sectional data within their re-
view. All of these studies provided evidence that supported the hypothesised
association between obesity and depression. In de Wit et al. (2010), analysis
of community based studies found that the odds of depressive symptoms
were 1.18 times higher in people with obesity than in those without. This
relationship became even stronger when outlier studies were removed from
the analysis. Abou Abbas et al. (2015) found a similar association in a re-
view of 8 studies of middle-eastern populations. For this sample there was a
significant association between obesity and depression (OR = 1.27).



2.3. Data on the Association between Obesity and Depression 17

Author (Year) Data Reviewed Cross-sectional Associ-
ation

Abou Abbas et al.
(2015)

8 studies (5 cross-
sectional and 3 case-
control)

OR = 1.27, (1.11,1.44)

de Wit et al. (2010) 17 cross-sectional stud-
ies

Pooled OR = 1.18,
(1.01,1.37)

Jung et al. (2017)

Extracted data from 76
studies. For both over-
weight to depression
and obesity to depres-
sion, 29 cross-sectional
studies were analysed.

Obese: OR = 1.18
(1.11,1.1.26) Over-
weight: OR = 0.98 (1.01
excluding outlier)

Pereira-Miranda et
al. (2017)

9 studies, 8 cross-
sectional and 1 cohort

PR = 1.29 (obese vs non-
obese); 1.32 (obese vs
normal BMI)

Quek et al. (2017) Pooled data from 18
studies

Obese: OR = 1.34 (1.1-
1.64) for depression.
SMD = 0.23 (0.025-
0.44) for depressive
symptoms Overweight:
non-significant

TABLE 2.2: Summary of Meta-analysis results for cross-
sectional data

The review by Jung et al. (2017) included 29 cross-sectional studies in the
analysis of the association of depression with obesity and overweight. In this
subset of studies, they found that obesity was associated with depression
in both men and women. The pooled odds ratio for the studies was 1.18,
and remained significant when stratified by gender. However, in the case
of overweight being associated with depression, no statistically significant
evidence of an association was found in the pooled estimate. Finally, Quek
et al. (2017) meta-analysis of 18 studies found that adolescents and children
with obesity were at significantly greater risk of depression, with a pooled
odds ratio from the studies of 1.34.

2.3.2 Data Summaries

Five papers provided systematic summaries of data in studies investigat-
ing the relationship between obesity and depression (Table 2.3). The first
of these examined 24 studies, 4 longitudinal and 20 cross-sectional, to invest-
igate obesity as a cause of depression (Atlantis and Baker, 2008). Overall they
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found weak evidence to suggest that obesity was linked to future depression.

The four longitudinal studies presented all provided consistent evidence that
obesity was associated with future depression. However, the cross-sectional
studies provided much less consistent results. Studies conducted within the
United States were much more consistent in finding an association between
obesity and depression than those conducted outside the United States. Within
the studies from the U.S the association was found consistently only in wo-
men, with many studies finding either no association or at times a negative
association between obesity and depression in men. The majority of studies
conducted outside the U.S found no significant association between obesity
and depression, and those that did produced conflicting results. In addition,
all but three of the cross-sectional studies included in the review lacked over
half of the authors’ quality indicators, indicating that their results were sus-
ceptible to bias.

The study by Faith et al. (2011) found stronger evidence of an association
between obesity and depression. They reviewed 25 longitudinal studies,
10 of which investigated obesity as a predictor of future depression and 15
that investigated the reverse direction. They found consistent evidence that
obesity leads to future depression, with 80% of the reviewed studies finding
a significant association between obesity and future depression. However,
evidence for depression leading to future obesity was less consistent with
only 53% of studies finding a significant association.
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Author
(year) Data Reviewed Cross-sectional Associ-

ation
Obesity/Overweight as
Predictor Depression

Depression as Predictor
of Obesity/Overweight

Atlantis and
Baker (2008)

24 studies (4 longitud-
inal, 20 cross-sectional)

Supported association
in women but not in
men.

Results from prospect-
ive studies supported
hypothesis that obesity
increased risk of future
depression.

Faith et al.
(2011)

Data from 25 longitud-
inal studies.

8/10 studies found sig-
nificant evidence of that
obesity was associated
with future depression
onset or higher levels of
depression

8/15 studies found
that depression was a
significant predictor of
future obesity/weight
gain.

Liem et al.
(2008)

21 cross-sectional stud-
ies and 11 longitudinal

16 cross-sectional stud-
ies found positive asso-
ciation.

9 longitudinal studies
reported significant as-
sociation.

Korczak et al.
(2013)

16 studies, 9 of which
included a depression
specific measure.

Obese adolescent fe-
males at more risk than
non-obese peers.

Depressed adolescent
females and potentially
males more at risk.

Mühlig et al.
(2016)

24 ‘High-quality’ stud-
ies.

5/8 studies found a sig-
nificant association.

7/10 cross sectional and
3/8 longitudinal studies
found significant effect.

2/2 cross-sectional and
3/9 longitudinal studies
found significant effect.

TABLE 2.3: Summary of Results from systematic data summaries
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Liem et al. (2008) analysed 21 cross-sectional studies and 11 longitudinal
studies to examine the association between adolescent and childhood de-
pression and future overweight. They found consistent evidence that ad-
olescent depressive symptoms increased the risk of future depression. In
their review 16 cross-sectional and 9 longitudinal studies reported a signific-
ant positive association between depression and future overweight. When
the analysis was restricted to only the highest quality studies, similar find-
ings were produced, with results from four longitudinal studies suggesting
depressive symptoms in adolescence or childhood were associated with a 1.9
to 3.5-fold increase in the risk of subsequent overweight. High quality cross-
sectional studies also suggested that depressive symptoms in girls aged 8-15
was associated with overweight.

The review by Korczak et al. (2013) analysed evidence that suggested adoles-
cent obese females were more at risk of future depression than non-obese
peers, and that depressed adolescent females were at risk of future weight
gain. Results also suggested the possibility of depression leading to future
obesity in males.

Mühlig et al. (2016) examined data from 24 high quality studies, in which
they found mixed evidence for a bidirectional association between obesity
and depression in adolescence and childhood. Evidence from cross sectional
data was stronger than that from longitudinal studies. In the cross-sectional
data five out of eight studies found a significant positive association between
obesity and depression, most of which looked at associations in early adoles-
cence rather than late adolescence. Seven out of ten studies that examined
obesity as a predictor of depression and both of the studies examining de-
pression as a predictor of obesity found a significant positive association. In
the case of longitudinal data, only three out of eight found evidence for an
influence of BMI on future depression, and three out of nine studies found
evidence supporting depression’s influence on BMI. BMI’s influence on de-
pression was also only found longitudinally in females.

2.3.3 Conceptual Papers

The remaining six papers did not provide a systematic analysis of data on the
association of obesity and depression. For the purpose of this review I have
labelled these papers ‘conceptual papers’, due to their focus on discussing
mechanisms linking the two conditions and other variables associated with
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the relationship. Despite this focus, two papers provided narrative summar-
ies of the research on the general association between obesity and depression
(Faith, Matz and Jorge, 2002; Markowitz, Friedman and Arent, 2008). In both
papers the summary was broken down into the findings from cross-sectional,
longitudinal and intervention studies. Similar to other reviews, both papers
concluded that cross-sectional data provided weak but potentially inconclus-
ive evidence of an association between obesity and depression. In terms of
longitudinal studies, both papers suggested that data supported both causal
pathways between obesity and depression. However, Markowitz, Friedman
and Arent (2008) noted that at the time of writing, the studies linking depres-
sion to future obesity were less consistent in their findings. The intervention
studies presented also supported the notion that obesity and depression were
related, in so far as those who received weight loss treatment also often ex-
perienced improvements in their mood. However, it was also noted that this
relationship had not been shown to be mediated by the actual weight loss
itself, and instead other mechanisms were posited to mediate the improve-
ments in mood such as treatment participation and realistic goal setting.

2.3.4 Heterogeneity and Publication Bias

In their early review, Friedman and Brownell (1995) cited heterogeneity within
study methodology as a potential source of the inconsistent findings into as-
sociation between obesity and depression. Within the meta-analyses and sys-
tematic data summaries 13 papers investigated whether heterogeneity was
present in either the results of studies or in methodologies. Of these reviews,
12 found evidence of heterogeneity when considering either effects or meth-
odology (Atlantis and Baker, 2008; de Wit et al., 2010; Faith et al., 2011; Jung
et al., 2017; Korczak et al., 2013; Luppino et al., 2010; Mannan et al., 2016b;
Mannan et al., 2016a; Mühlig et al., 2016; Pereira-Miranda et al., 2017; Quek et
al., 2017; Rooke and Thorsteinsson, 2008). Of particular note was that in two
studies methodological heterogeneity was cited as the reason that a quantit-
ative data analysis was not undertaken (Atlantis and Baker, 2008; Faith et al.,
2011).

The impact of publication bias on reported associations was also considered.
Six reviews examined evidence of publication bias, two of which provided
significant evidence that publication bias may be affecting the reported res-
ults (Mannan et al., 2016b; Mannan et al., 2016a). Both of these papers sug-
gested that possible reasons for this bias were clinical and methodological
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Author (Year) Data Reviewed Findings Presented

(Fabricatore and
Wadden, 2004)

Brief review of studies
in general and clinical
populations.

Obesity not associated
with depression in gen-
eral but certain obese in-
dividuals are at risk.

(Faith, Matz and
Jorge, 2002)

Summary of findings
from cross-sectional,
longitudinal and inter-
vention studies.

Longitudinal evidence
supports the possibility
of both directions of as-
sociation. Intervention
studies suggest that
weight loss interven-
tion may also confer
secondary benefits to
mood. Results from
cross-sectional studies
do not suggest a strong
or simple association.

(Markowitz,
Friedman and
Arent, 2008)

Summary of findings
from cross-sectional,
longitudinal and inter-
vention studies.

Evidence from cross-
sectional studies sug-
gestive but not conclus-
ive of an association.
Longitudinal research
more supportive of
notion that obesity
can raise risk of future
depression. Research
suggests adolescent
depression may confer
obesity risk in later life
but less so for adult
depression. Weight loss
intervention involve-
ment often incurs mood
benefits alongside.

(Preiss, Brennan
and Clarke, 2013)

No review of data on
the association in gen-
eral.

(Stunkard, Faith
and Allison, 2003)

No review of data on
the association in gen-
eral

(Hoare et al., 2014)
No review of data on
the association in gen-
eral

TABLE 2.4: Summary of results from conceptual papers
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heterogeneity, and also a bias towards publication of results that find posit-
ive associations. One review found no significant evidence for the existence
of publication bias in studies examining obesity as a predictor of depression,
but found a trend towards significance for publication bias in studies examin-
ing the opposite temporal association (Luppino et al., 2010). The remaining
three reviews found no evidence of publication bias (Abou Abbas et al., 2015;
Pereira-Miranda et al., 2017; Quek et al., 2017).

2.3.5 Discussion

Overall the evidence presented by these reviews suggests that there is an
association between obesity and depression. In all analyses of longitudinal
data, evidence was found to support both obesity as a predictor of depres-
sion, and depression as a predictor of obesity. However, in line with the find-
ings of Friedman and Brownell, the evidence concerning the strength and
direction of association have been inconsistent, with many studies providing
conflicting results.

Similar to the conclusion of Friedman and Brownell, heterogeneity within
the studies analysed could account for some of this inconsistency. In the in-
cluded reviews, evidence of heterogeneity between the studies was consist-
ently found, which could be down to both heterogeneities within the popu-
lation and methodological variability.

This hypothesis is perhaps supported by evidence suggesting that the obese
population is highly heterogeneous (Green et al., 2015). Within this study,
the authors found that the obese population fit into 6 distinct clusters which
were broadly described as: “heavy drinking males, young healthy females;
the affluent and healthy elderly; the physically sick but happy elderly; the
unhappy and anxious middle aged, and a cluster with the poorest health.”
The differences in the characteristics between these groups perhaps makes
it unsurprising that the association of obesity and depression differs across
studies, as samples may be unlikely to have similar populations with respect
to these groupings.

Depression is also a highly heterogeneous condition. One place this is appar-
ent is the inclusion of many different symptoms across different depression
assessment scales (Fried, 2017). In addition, studies have also shown that
even when using a single form of depression assessment symptom profiles
of the depressed can be hugely heterogeneous (Fried and Nesse, 2015), and
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it is possible to identify aetiologically distinct subgroups of depressed indi-
viduals within the population (Chen et al., 2000). It stands to reason that
this heterogeneity might also be responsible for inconsistent findings across
studies, as different clusters of depression symptoms may have different re-
lationships with body weight, and other obesity risk factors and outcomes.

The data here reinforce the importance of looking at which obese individuals
are at risk of developing depression, and who out of the depressed popula-
tion is at risk of developing obesity. This question, along with the potential
mechanisms that link the two conditions is explored in the next section.

2.4 Risk Factors in the Relationship between Obesity

and Depression

Following on from the discussion in the previous section, I will now sum-
marise the research findings surrounding the potential risk factors that may
influence the relationship between obesity and depression. A risk factor is
defined as “any attribute, characteristic or exposure of an individual that increases
the likelihood of developing a disease or incurring injury” (Organisation of Eco-
nomic Co-operation and Development, 2019). When speaking of risk factors
here, I am referring to risk factors for comorbid obesity and depression. In
this way, risk factors presented here may be characteristics that increase the
risk of depression in the obese, characteristics that increase the risk of obesity
in the depressed, and characteristics which way raise risk for the develop-
ment of each condition concurrently.

Risk factors discussed in this section that raise the risk of comorbidity in
someone with either of the two conditions will be those that can be con-
sidered one the following: proxy risk factors, overlapping risk factors, in-
dependent risk factors or moderators (Kraemer et al., 2001). The section dis-
cussing potential causal pathways will then be reserved for mediating vari-
ables.

2.4.1 Severity of Obesity

A widely posited and investigated moderator of the relationship between
obesity and depression is severity of obesity. Four of the conceptual pa-
pers presented evidence to suggest that individuals with more severe obesity
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were at greater risk of depression (Fabricatore and Wadden, 2004; Markow-
itz, Friedman and Arent, 2008; Preiss, Brennan and Clarke, 2013; Stunkard,
Faith and Allison, 2003).

In the systematic review by Preiss, Brennan and Clarke (2013) eight out of
nine studies that investigated severity of obesity as a variable associated with
the relationship between obesity and depression found a significant associ-
ation. Of these, four found that severity of obesity was positively associ-
ated with depressive symptoms and four found a positive association with
diagnosis of depression. Additionally, Fabricatore and Wadden (2004) sug-
gested, with reference to a study on obesity treatment, that extreme obesity
was a risk factor for depression which could be mediated by the increased
likelihood of health complications and stigmatization.

Two reviews referred to data from studies conducted in the United States
which suggested severe obesity may confer greater risk of depression. Stunk-
ard, Faith and Allison (2003) referred to NHANES data in which high rates
of depression were found for both adolescent boys and girls within the most
obese 5-percent. Markowitz, Friedman and Arent (2008) referred to data
from NHANES-III which suggested that those with severe obesity of BMI
over 40 were significantly more likely to have Major Depressive Disorder
than those in the 30-34.9 BMI range.

Data from the meta-analyses included here also support the idea that more
severe obesity confers a greater risk of comorbid depression. In the cross-
sectional evidence analysed by Jung et al. (2017), studies that investigated
individuals with severe obesity (BMI greater than 40) had a greater pooled
odds ratio than was found for studies that investigated just obesity (BMI
greater than 30). This was greater still than the association the authors found
between overweight and depression, which was significant in female samples
but not in males. This led the authors to suggest that obesity-depression as-
sociations followed a dose-response relationship.

Other reviews also found that the strength of the association was greater
in higher BMI cut-offs. Pereira-Miranda et al. (2017) calculated prevalence
ratios comparing indiviudals with obesity to normal weight, overweight to
normal weight and obesity to non-obese. Within these results, the greatest
effect size was found in the comparison of individuals with obesity to those
with normal weight, followed by those with obesity vs non-obese and finally
those with overweight vs normal weight. The grading of these comparisons
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is indicative of a dose response relationship, one which potentially becomes
stronger as individuals become more obese.

Similar results were found in the meta-analyses of longitudinal data. In the
meta-analysis of adult samples conducted by Mannan et al. (2016a), the au-
thors found significant evidence of a bi-directional association with depres-
sion for obesity but not for overweight. The analysis by Luppino et al. (2010)
found that the effect size for future depression in the obese was also greater
than that found in the overweight, when both groups were compared with
individuals of normal weight. However, the meta-analysis by Rooke and
Thorsteinsson (2008) did not concur with the results regarding the difference
in relationship between obese and overweight. Instead they found that there
was no moderation effect by the weight cut-off and suggested that both over-
weight and obesity conferred the same risk of future depression.

Taken as a whole, these reviews have presented consistent evidence to sug-
gest that severity of obesity moderates the relationship between obesity and
depression.

2.4.2 Depression Characteristics

From this sample, four reviews provided evidence that depression character-
istics could moderate the association between obesity and depression (Faith,
Matz and Jorge, 2002; Liem et al., 2008; Quek et al., 2017; Stunkard, Faith and
Allison, 2003). The conceptual review by Stunkard, Faith and Allison (2003)
suggested that those with more severe depression may be more likely to ex-
perience an increase in body weight. They noted that studies on the effect of
major depression had found associations with increased future BMI, whilst
studies examining the relationship between obesity and subclinical depres-
sion had less consistently found an association. The reviews by Faith, Matz
and Jorge (2002), Quek et al. (2017) and Liem et al. (2008) proposed that the
individuals who exhibit a specific type of depression known as atypical de-
pression (AD), could especially be at risk of developing obesity.

The exact definition of atypical depression has varied over the years, but
nowadays, the definition is taken to be that of the fifth edition of the Amer-
ican Psychiatric Associations Diagnostic and Statistics Manual, which spe-
cified atypical depression as a depressive disorder with specific clinically rel-
evant features (American Psychological Association, 2013). In particular, the
depressive disorder must occur along with the following features: significant
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mood reactivity (mood brightness in response to actual or potential positive
events) and two or more of the following symptoms: significant weight gain,
increase in appetite, hypersomnia, leaden paralysis, and a long-standing pat-
tern of interpersonal rejection sensitivity that results in significant social or
occupational impairment (American Psychological Association, 2013; Łojko
and Rybakowski, 2017). The disorder must also not meet the specific criteria
for the melancholic or catatonic depression subtypes. The articles here make
note of the specific weight and appetite related symptoms of this subtype of
depression to suggest that those with atypical depression may be at greater
risk of future obesity than those with other subtypes.

Overall the evidence provided here is not conclusive that either severity of
depression, or whether individuals with particular subtypes of depression
are more at risk of developing obesity than others, but it does provide some
suggestion that this may be the case.

2.4.3 Sex

One of the most consistently posited moderators of the relationship between
obesity and depression is sex. Five out of the six conceptual reviews presen-
ted evidence surrounding the effect of sex on the association between obesity
and depression. Markowitz, Friedman and Arent (2008), Stunkard, Faith and
Allison (2003), Fabricatore and Wadden (2004) and Faith, Matz and Jorge
(2002) all presented data from the studies by Istvan, Zavela and Weidner
(1992) and Carpenter et al. (2000) to suggest that female sex was a risk factor
for comorbid obesity and depression. In addition, Faith, Matz and Jorge
(2002) also presented data from the Midtown Manhattan Study (Moore, Stunk-
ard and Srole, 1997), putting forward that female sex may also influence the
effect of socioeconomic position on obesity-depression relations.

Preiss, Brennan and Clarke (2013) investigated 20 cross-sectional studies that
examined the effect of sex on the relationship between obesity and depres-
sion, of which 12 found a significant association. In all 12 of these studies,
female sex conferred greater risk of comorbid obesity and depression. There
were no systematic differences between studies that did and did not find an
association based on assessment of depression or the population origin. In
addition to the cross-sectional data, 2 longitudinal studies were analysed that
examined sex moderation of obesity-depression relations. Neither of these
found a general moderation effect by sex, but one study did find and age-sex
interaction, whereby middle-aged women were most at risk.
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Sex was also investigated as a potential moderator of the relationship between
obesity and depression in the reviews that conducted a systematic review of
data on the general association between obesity and depression.

Analyses of cross-sectional data were consistent in finding a gender differ-
ence in the association of obesity and depression. Four out of five meta-
analyses of cross-sectional data found a statistically significant difference
between the association in men and women, such that the association between
obesity and depression was greater in women than in men (de Wit et al.,
2010; Jung et al., 2017; Pereira-Miranda et al., 2017; Quek et al., 2017). In
the study that didn’t find a significant difference there was still an observed
trend towards this finding (Abou Abbas et al., 2015). Cross-sectional data
presented in the systematic data summaries was consistent with this. All
three reviews of this data found evidence for a stronger positive association
between obesity and depression in females than in males.

Despite the consistent evidence of a sex moderation effect found in the ana-
lyses of cross-sectional data, the evidence presented in the analyses of lon-
gitudinal data found less evidence of such effects. In the case of obesity as
a risk factor for future depression, the systematic reviews by Mühlig et al.
(2016) and Korczak et al. (2013) both found evidence that obese females were
at higher risk of depression than males prospectively. However, this finding
was inconsistent with all meta-analyses of longitudinal data, none of which
found significant evidence for a general difference between males and fe-
males (Blaine, 2008; Luppino et al., 2010; Mannan et al., 2016b; Rooke and
Thorsteinsson, 2008).

Although no overall sex moderation was found, evidence was presented
within the meta-analyses of longitudinal data of interactions between sex
and other potential moderators. Three reviews presented evidence to sug-
gest that sex interacts with age to produce a moderating effect. Across two re-
views, Mannan et al. (2016a) and Mannan et al. (2016b) found that young and
middle aged females with obesity were at increased risk for future depres-
sion when compared to older females, and adolescents, particularly when
exposure was over a longer period of time.

When considering overweight as a predictor of depression Jung et al. (2017)
noted that overweight was predictive of future depression in females, but
protective of depression in males. In addition to this finding, they found
opposite gender differences for underweight as a predictor of depression:
males being underweight was predictive of future depression, whereas in
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females it was protective. This suggests that the previously hypothesised
moderators of gender and severity of obesity interact. This may also support
the idea of gender dependent, ideal body sizes, where in men the optimal
size places one in the overweight category, and in females the optimal size
is one that is underweight, with deviation from this optimal sizes increasing
one’s likelihood for depression.

When considering depression as a predictor of obesity, gender differences
in the relationship were more prominent, but still not significant in general,
with only one of the five studies finding an overall significant moderation of
the association by gender (Rooke and Thorsteinsson, 2008). However, there
was evidence for an age-gender interaction. The meta-analysis by Blaine
(2008) found that depressed adolescent girls were at particularly high risk
of future obesity in comparison to other groups. Contrasting evidence was
found in the reviews by Mannan et al. (2016a) and Mannan et al. (2016b),
which suggested that depressed young and middle aged adult females were
at elevated risk for developing obesity. The conflicting results presented in
these reviews suggest that conclusions about the age-gender interaction in
this direction of causality are less certain.

Some reviewers have suggested that obese females are more at risk of de-
pression than obese males (Fabricatore and Wadden, 2004; Friedman and
Brownell, 1995; Stunkard, Faith and Allison, 2003). However, this hypothesis
was made based on data from only a few studies. When considering a wider
pool of data such as that presented by Preiss, Brennan and Clarke (2013), and
that of the meta-analyses and data-summaries presented in this review, it
would appear this gender difference is not so clear cut. In particular, sex dif-
ferences were only found in a small minority of analyses of longitudinal data
and in some but not all analyses of cross-sectional data. Despite this, evid-
ence does suggest that females may be at greater risk of comorbid obesity
and depression, but perhaps only under certain conditions.

Evidence presented here suggests that sex may interact with other moder-
ating variables such as age, socioeconomic position and severity of obesity.
As such, detection of sex moderation in cross-sectional studies may be in-
fluenced by these other moderating variables. It might also be the case that
women are more vulnerable to some, but not all of the mechanisms that re-
lated obesity and depression. For example, women may be more vulnerable
to stigma and body image concerns than men, whereas functional limita-
tions may affect the mental health of both sexes equally. As such, a particular
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gender difference observed in a study could depend on the particular mech-
anisms responsible for the comorbidities observed in that population.

2.4.4 Socioeconomic Position

Overall the evidence presented in these reviews regarding the effect of so-
cioeconomic position on the relationship between obesity and depression
has been mixed. Out of the six conceptual papers, five suggested that so-
cioeconomic position was associated with the relationship between obesity
and depression (Faith, Matz and Jorge, 2002; Hoare et al., 2014; Markow-
itz, Friedman and Arent, 2008; Preiss, Brennan and Clarke, 2013; Stunkard,
Faith and Allison, 2003) with the remaining article making no mention of so-
cioeconomic position as a moderator of the relationship between obesity and
depression.

The evidence presented about the nature of this association was inconsistent.
Due to the established negative associations between socioeconomic posi-
tion and depression and obesity separately, the obvious hypothesis is that
comorbidity would also follow the same pattern, with the most deprived ex-
periencing the highest rates of comorbid obesity and depression (Everson
et al., 2002). This was suggested in the reviews by Hoare et al. (2014) and
Markowitz, Friedman and Arent (2008), but was not backed up by any data
to support the hypothesis.

Despite the logical deductions this hypothesis is based upon, three out of six
reviews suggested that it is in fact high socioeconomic position puts obese in-
dividuals at higher risk of depression, particularly when socioeconomic po-
sition was measured by education status. Markowitz, Friedman and Arent
(2008) cited two studies, one in treatment-seeking African-American women,
and another in a nationwide sample in the U.S that both found having a
greater level of education increased the likelihood of comorbid obesity and
depression. Similarly, both Stunkard, Faith and Allison (2003) and Faith,
Matz and Jorge (2002) used results from the Midtown Manhattan study (Moore,
Stunkard and Srole, 1997) to suggest that high SES was a risk factor for de-
pression in women with obesity but that there was no relationship with SES
in men.

The most comprehensive consideration of the effect of socioeconomic pos-
ition provided in these reviews was given by Preiss, Brennan and Clarke
(2013). In their review they included seven studies that investigated the effect
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of education status on the relationship between obesity and depression, and
three that investigated the effect of income status. The results for the effect of
education were more ambiguous than suggested by early reviews, with only
four of the seven studies finding a significant association. Within these, the
direction of association was also inconsistent, with one study finding that
having only high school education put individuals at more risk than any
other level of education, and another finding that the association between
education and the obesity-depression was only observed in some samples.

The studies investigating the effect of income on the relationship between
obesity and depression were more consistent. Two out of the three stud-
ies included found a significant association between both income and the
obesity-depression relationship. In particular, both lower income and finan-
cial problems were associated with higher prevalence of comorbid obesity
and depressive symptoms. The one study that found no significant associ-
ation used major depressive disorder as its measure of depression, suggest-
ing that low income may be associated with increased depressive symptoms,
but not with the relationship between obesity and major depressive disorder.

Outside of the conceptual reviews, the effects of socioeconomic factors were
only considered or examined in three papers, all of which either presented
similar evidence and conclusions to those found in the conceptual reviews or
null findings regarding an association. de Wit et al. (2010) also suggested that
individuals of high SES are more at risk of comorbid obesity and depression,
although these conclusions were based on the same papers presented in the
reviews by Stunkard, Faith and Allison (2003)and Markowitz, Friedman and
Arent (2008). Liem et al. (2008) noted that none of the included studies in
their review that controlled for socioeconomic position found a significant
effect. Faith et al. (2011) made reference to only a single paper to suggest that
education may moderate the association between obesity and depression.

Overall these results suggest that there may be an association between so-
cioeconomic position and comorbid obesity and depression, but that the as-
sociation may depend on which indicators of SEP the relationship is being
measured with respect to. Further research is therefore needed to unpick the
relationship between the wider determinants of health and comorbid obesity
and depression outcomes. It remains unclear whether socioeconomic pos-
ition interacts with other proposed moderators such as gender, and there
is also the possibility that the effects of particular causal mechanisms differ
with respect to socioeconomic factors.
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2.4.5 Ethnicity and Geographical Region of Study

Five reviews directly examined the role of ethnicity (Faith et al., 2011; Faith,
Matz and Jorge, 2002; Hoare et al., 2014; Mühlig et al., 2016; Preiss, Brennan
and Clarke, 2013), and six looked at the effect of country or region of study
(Atlantis and Baker, 2008; de Wit et al., 2010; Jung et al., 2017; Mannan et
al., 2016b; Mannan et al., 2016a; Quek et al., 2017) on the obesity-depression
relationship.

For ethnicity, the evidence presented in studies was not sufficient to con-
clude whether general ethnic differences in obesity-depression relations ex-
isted. However, there was some evidence provided to suggest that ethnic
differences may occur in the effects of some specific mediators or moderators
of the relationship between obesity and depression.

Preiss, Brennan and Clarke (2013) included eight U.S based studies in their
review which investigated the association of ethnicity of obesity-depression
relations. Of these studies, only two found that ethnicity had a significant
effect. From this they concluded that there was not consistent evidence sup-
porting ethnic variation in obesity-depression associations. However, they
did find early evidence that certain ethnic identities may be associated with
the relationship between obesity and depression within certain populations,
with one study that examined the association of ethnic identity with obesity-
depression relations finding a significant effect.

Hoare et al. (2014) suggested that there was some evidence to suggest that
there may be ethnic differences in the relationship between obesogenic risk
factors and depression, but that these differences may themselves be moder-
ated by socioeconomic differences that are commonly observed between eth-
nic groups. Mühlig et al. (2016) put forward the idea that there may be eth-
nic differences in the mediators and moderators or the relationship between
obesity and depression, and that the effect of ethnic background in BMI may
also play a role. However, due to the small number of studies in different
regions, they were unable to conclude whether ethnic variation was respons-
ible for any differences between study results in their sample. It is also worth
noting that this suggestion was based on studies conducted in different re-
gions, rather than a direct observation of different ethnic groups, mean the
support for ethnic differences overall is weak.

Faith, Matz and Jorge (2002) also presented evidence from two studies that
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found conflicting evidence for a difference in the association of BMI and de-
pression between Caucasian and African American populations. In Faith et
al. (2011) only one of the five included studies that conducted a formal ana-
lysis for moderation by ethnicity found a significant result, leading them to
suggest that further investigation was needed to understand any effect that
ethnicity has on this association.

Similar to ethnicity, the reviews did not provide consistent evidence that
obesity-depression associations varied depending on the country or region
in which the study was population was sampled. Atlantis and Baker (2008)
found that, in the studies they analysed, only those conducted in popula-
tions in the United States consistently found an association between obesity
and depression. However, this difference was not found in the more recent
meta-analyses by Mannan et al. (2016b) and Mannan et al. (2016a) who com-
pared the U.S with the rest of the world but found no significant difference
between these subgroups in either adults or adolescents.

The subgroup analysis based on country of study conducted by de Wit et al.
(2010) did not find a significant difference between the associations found
in North America, Europe, and elsewhere in the world. Similarly, Jung et
al. (2017) performed a subgroup analysis based on the continent of study
of the samples in their included studies. There were no significant differ-
ences between continents for obese or overweight outcomes but the authors
did find a significant difference in underweight outcomes in cross-sectional
studies at the 5% significance level. Finally, Quek et al. (2017) found that
non-western obese adolescents and children were at greater risk of depres-
sion and severe depressive symptoms than those from western populations.

Overall, these results do not provide consistent evidence that ethnicity or
geographical region of study are systematically associated with the relation-
ship between obesity and depression. However, ethnicity may play a role
in the association between obesity and depression through a differential ef-
fect on the other moderators and mediators of the relationship. For example,
ethnic identities may overlap with body size ideals, leaving certain individu-
als more prone to stigmatisation and discrimination, and with it lower self-
esteem and depression. Again though, it is important to highlight that this
suggestion was largely speculative when made in the reviews, and so firm
conclusions can not be made.
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2.4.6 Adverse Childhood Experiences

Although it has been considered in only two reviews, there is evidence to
suggest that adverse childhood experiences could moderate the relationship
between obesity and depression. Stunkard, Faith and Allison (2003) sug-
gested that although adverse experiences had not been studied in direct re-
lation to comorbid obesity and depression, adverse childhood experiences
may promote the occurrence of both conditions, which may lead to greater
levels of comorbid obesity and depression than is found in those who do
not experience such adverse events. Preiss, Brennan and Clarke (2013) also
included one study which found that childhood abuse increased the risk of
comorbid obesity and depression in adulthood. However, since this was the
only study included in their review they did not deem it sufficient evidence
to draw conclusions.

2.4.7 Gene-by-environment Interactions and Genetic Predis-

positions

The effect of genetic predispositions on comorbid obesity and depression
are hypothesised but not well evidenced in the reviews. Faith, Matz and
Jorge (2002) and Stunkard, Faith and Allison (2003) presented similar evid-
ence from studies of the ObD7S 1875 gene, which found that variations in the
gene’s expression were associated with varying levels of depression. Due to
this gene’s proximity to gene loci previously found as relevant to weight reg-
ulation, it was hypothesised that variation at this gene could be relevant to
both weight management and depression. Additionally, both authors pro-
posed that a genetic clustering of Syndrome X, which expresses symptoms
such as obesity, insulin resistance and obesity related conditions, may also
give credibility to genetic predispositions of other obesity related conditions
such as depression (Faith, Matz and Jorge, 2002; Stunkard, Faith and Allison,
2003). However, the evidence presented here is still largely speculative, and
as such is not conclusive that any genetic effects are present.

2.4.8 Other Risk Factors

Alcohol consumption, smoking status, marital status, family depression, were
all examined by Preiss, Brennan and Clarke (2013) to see whether these vari-
ables were associated with the relationship between obesity and depression.
For marital status, all included studies produced a null result, which was
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considered sufficient evidence to dismiss marital status as potentially associ-
ated with obesity-depression relations. In the cases of alcohol and smoking,
evidence was not consistent enough to conclude on whether there is an ef-
fect from smoking status or alcohol consumption on the relationship between
obesity and depression. The one study that looked at the influence of family
depression on obesity-depression relations found a significant result, but this
was deemed insufficient to draw robust conclusions.

2.4.9 Summary

In this section I have outlined a range of non-mediating risk factors which
may influence the association between obesity and depression. Consistent
findings about the effects of these risk factors was lacking. Only in the case
of severity of obesity was there consistent and substantial evidence to sug-
gest that more severely obese individuals are at higher risk of developing
depression. For other risk factors such as socioeconomic position, sex and
ethnicity, findings presented were largely inconsistent. However, there was
evidence for interactions between these risk factors, which may account for
some of the inconsistencies found in different studies. The effect of these risk
factors may also depend on the existence of the underlying mechanisms that
are explored in the next section.

2.5 Potential Causal Pathways between Obesity and

Depression

In addition to searching for which individuals in the population are more
at risk for comorbid obesity and depression, research has also investigated
the mechanisms by which people with obesity may become depressed and
vice versa. Six reviews focused on a discussion of the findings from epi-
demiological studies, using them to explore possible mediating pathways
between obesity and depression (Fabricatore and Wadden, 2004; Faith, Matz
and Jorge, 2002; Hoare et al., 2014; Markowitz, Friedman and Arent, 2008;
Preiss, Brennan and Clarke, 2013; Stunkard, Faith and Allison, 2003). In this
section I will explore the arguments covered and conclusions reached sur-
rounding the various mechanisms presented in these reviews. Where per-
tinent I will also include evidence presented in the ‘non-conceptual’ reviews.
Whilst the mechanisms here are described separately, it is important to note
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that they are not entirely disjoint, as many have overlapping features or the
potential to interact with one another.

2.5.1 Pathways from Obesity to Depression

2.5.1.1 Stigma, Body-image Dissatisfaction and Self-esteem

One of the most commonly hypothesised and well supported mediating links
from obesity to depression is through stigma and body image dissatisfac-
tion. All 6 of the conceptual reviews provided evidence that the stigma in the
form of weight based teasing and discrimination mediated the link between
obesity and depression.

As part of a bidirectional model Markowitz, Friedman and Arent (2008) presen-
ted evidence for a route from obesity to depression through stigma and body
image dissatisfaction under what they called the ‘health concern’ pathway.
Within this, they summarised evidence that showed constant stigma can
directly affect negative mood, as well as having a negative impact on self-
concept. The authors also included studies of obese treatment-seeking pop-
ulations that found higher degrees of obesity were associated with increased
bodily dissatisfaction, which in turn was associated with increased depres-
sion via a lowering of self-esteem. Experiences of discrimination were found
to increase bodily dissatisfaction, although bodily dissatisfaction was also
suggested to have an effect independently of previous weight based teasing.

Preiss, Brennan and Clarke (2013) presented two studies that both indicated
stigma was significantly associated with the obesity-depression relationship.
In samples of treatment seeking obese, these studies found that increased
stigma was positively associated with increased depressive symptoms, but
not with depressive disorder, with one study also finding that stigma ex-
plained most of the participants’ depressed mood. They also presented five
studies examining the effect of body image and weight and shape concerns
on the relationship between obesity and depression. All five of these stud-
ies found significant associations such that individuals who were more con-
cerned with their weight or body shape, or were less satisfied with their bod-
ies, were more likely to experience comorbid obesity and depression.

In addition to the evidence presented on stigma, two studies in the review
by Preiss, Brennan and Clarke (2013) investigated the effect of interpersonal
relations on the obesity-depression relationship. The first of these studies re-
ported that distressing interpersonal interactions had a significant effect on
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obesity-depression relations and the second found that decreased social in-
teraction increased the likelihood of meeting criteria for depressive disorder.

Fabricatore and Wadden (2004) suggested that the widespread stigma and
discrimination that is experienced by individuals with obesity from a young
age is a chronic stressor that could lead to a deterioration in the mental health
of obese subjects. They also, note however, that at the time of writing there
had been little empirical investigation of this theory. Stunkard, Faith and
Allison (2003) and Faith, Matz and Jorge (2002) presented results from three
studies that suggested weight based teasing led to increased dissatisfaction
with bodily appearance in the obese which in turn led to depression. Hoare
et al. (2014) suggested that greater levels of body image dissatisfaction in
women leaves them more susceptible to weight-related mental health issues.
However, this was not backed up by any references to evidence.

Discussion presented outside of the conceptual reviews also pointed to the
possibility of stigma and body image concerns providing a causal pathway
between obesity and depression. In all but 2 reviews, stigma and body im-
age concerns were outlined as potential causal pathways relating obesity to
depression.

Overall, the studies included in this review have presented consistent evid-
ence to suggest that stigmatization in the obese, along with body image con-
cerns may facilitate the onset of depression.

2.5.1.2 Diet

The relationship between diet, obesity and depression is complex, with diet
and dietary practices potentially mediating relationships from both obesity
to depression, and depression to obesity. In this part I will focus on the evid-
ence presented in the reviews for dietary focused mechanisms from obesity
to depression. Mechanisms dealing with the opposite pathway will be con-
sidered in a later section.

Alongside the widespread effects of stigma and body image concerns, it is
also suggested in the review by Markowitz, Friedman and Arent (2008) that
repeated dieting may provide a pathway from obesity through to depression.
They note that while some studies have suggested there is not a relation-
ship between repeated dieting, weight cycling and depression, more recent
studies have provided contrary evidence. They suggest that this mechan-
ism may work in two ways. Firstly, repeated unsuccessful attempts to diet
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may lead obese individuals to begin a negative internal dialogue with them-
selves, labelling themselves as a failure and thus contributing to feelings of
low self-esteem. Pereira-Miranda et al. (2017) also used a number of studies
to suggest that initial attempts to diet may also be encouraged by experiences
of stigmatization, and that failed dieting attempts may also lead on to the oc-
currence of binge-eating episodes, which have been extensively connected to
depression by evidence presented in these reviews.

Secondly, those obese individuals who use food as an emotional regulator
may also find the experience of dieting difficult and stressful, particularly
those who have an eating disorder such as binge-eating disorder. They also
provide evidence that the experience of dieting can have a negative effect on
mood, in particular through increased irritability.

The review by Preiss, Brennan and Clarke (2013) included four studies that
investigated the effect of a range of eating behaviours on obesity-depression
relationships, including one on dieting, two on dietary restraint and one that
covered a range of different eating behaviours. Significant associations were
found in all but one of the studies investigating the effect of dietary restraint,
which the authors noted was carried out in a non-representative popula-
tion. Within these studies it was found that dieting was associated with the
obesity-depression relationship at all weight levels. Furthermore, in obese
treatment-seeking individuals, those who had the highest levels of depres-
sion had significantly higher levels of dietary restraint, and among women
in this population, purging was found to be associated with greater levels of
depressive symptoms.

In their review of the relationship between obesity risk factors and depres-
sion, Hoare et al. (2014) examined three studies that examined the cross-
sectional association between measures of dietary quality and depression.
All three of these found associations between poorer diet quality and in-
creased depression which the authors suggested could potentially be due
to the effects of nutrient deficiency and a reduced immune system, both of
which can underpin mental illness. However, since no studies in the review
examined the link between diet and depression longitudinally, these results
are not sufficient to conclude on temporal precedence.

Overall there is some evidence to suggest that pathways from obesity to de-
pression via diet and dietary practices exist. Although some of the evidence
presented in these reviews doesn’t allow a precise direction of causality to
be concluded, the evidence here does give some suggestion that the eating
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practices of obese individuals, either by becoming disordered or restrictive,
could facilitate the onset of depression in those individuals.

2.5.1.3 Disordered and Binge Eating

The role that disordered eating and particularly binge-eating play in the re-
lationship between obesity and depression is complex. Overall, it is unclear
how binge eating disorder interacts with obesity and depression to effect the
association between the two conditions. In particular, evidence presented in
this review suggests that binge-eating and other disordered eating may me-
diate the association between obesity and depression bi-directionally. Here
I will outline the cross-sectional evidence provided in these reviews before
exploring how the authors have suggested that disordered eating may raise
the risk of depression in the obese.

Four out of the six conceptual reviews suggested that binge-eating beha-
viours and binge-eating disorder may be cross-sectionally associated with
obesity and depression. Preiss, Brennan and Clarke (2013) included eight
studies that investigated the effect of binge-eating on the relationship between
obesity and depression, of which five found that it was significantly associ-
ated. Associations were found mostly in studies of non-surgical treatment
seeking obese individuals and those three that did not find any such associ-
ation all examined surgical treatment seeking populations. As a result, the
authors concluded that these findings may not be applicable to general pop-
ulations.

Fabricatore and Wadden (2004) presented data that shows the prevalence of
binge-eating disorder is much higher in people with obesity than in general
population based samples. Additionally, they note that binge-eaters report
higher depression rates than in the rest of population. Similarly, Faith, Matz
and Jorge (2002) noted that binge-eating disorder is one of the most reliable
discriminators of psychological outcomes in people with obesity to suggest
that the condition may be a risk factor for depression in the obese. In partic-
ular, they make reference to a study of individuals with obesity in which the
prevalence of major depression in people with obesity that suffer from with
binge-eating disorder was three times higher than the prevalence in those
without binge-eating disorder. In the same study, dysthymia prevalence was
two times higher in the binge-eating disorder group.

The evidence presented here does not allow conclusions to be drawn on
the temporal associations between binge-eating and depression and obesity.
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However, from this evidence it is possible to hypothesise a variety of ways in
which binge-eating may interact with obesity and depression. Obesity may
serve as a proxy risk factor for the association of binge-eating disorder and
depression. As such, the development of binge-eating and other dysregu-
lated eating may temporally coincide with the development of obesity, fol-
lowed by an effect on the mental health of individuals due to the disordered
eating.

Evidence presented in this review also allows for the possibility of obesity
temporally preceding disordered eating before leading to depression. Stunk-
ard, Faith and Allison (2003) provided evidence that disordered eating may
increase the risk for depression in the obese. They note that the symptoms
of binge-eating disorder such as impaired control over eating, and distress
about binges are strongly associated with depression. Similarly, those suffer-
ing from night eating syndrome may also suffer consequences in their men-
tal health due to their disturbed eating practices. Markowitz, Friedman and
Arent (2008) provide evidence from two studies of overweight and obese
children that found self-esteem was lower in those with BED than those
without. They also provided evidence from 3 other studies across which
it was found binge-eating predicted future depression, as well as higher de-
pressive and anxiety symptoms, lower self-esteem and bodily self-esteem.

Discussions within the non-conceptual reviews also covered the potential for
binge-eating to mediate the link from obesity through to depression. With
reference to studies on the association between obesity, binge-eating and de-
pression, Atlantis and Baker (2008), Pereira-Miranda et al. (2017) and Lup-
pino et al. (2010) all put forward that disturbed eating patterns and eating
disorders developed as a consequence of obesity could increase one’s risk for
developing depression.

From the above, it stands to reason that if the dietary practices of an obese
individual develop into a more disordered structure, that individual could
be at higher risk for depression.

2.5.1.4 Physical Activity

Longitudinal data presented in the review by Hoare et al. (2014) suggests
that physical activity could be a pathway in which obesity leads to the on-
set of depression. In their review they included six studies that investigated
the association between physical activity and depression longitudinally, and
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six which examined this association cross-sectionally. All six of the longitud-
inal studies found evidence that physical activity was associated with future
levels of depression, although the studies did not all use the same meas-
ures of physical activity. Overall, these studies found that increased physical
activity was associated with reduced depressive symptoms and a lower risk
of future depression.

Similar evidence was found in the cross-sectional studies. In addition, three
of these studies examined the association of sedentary activity with depres-
sion in adolescents, all of which found that higher amounts of screen use,
through things such as television and social networking was associated with
more depressed mood and depressive symptoms. In discussing these results,
Hoare et al. (2014) also presented results from three studies to suggest the
mechanisms behind these observed longitudinal associations. These studies
suggested that physical activity may have a protective effect against depres-
sion through improvements in self-efficacy, resilience and discipline.

The reviews by Stunkard, Faith and Allison (2003) and Markowitz, Fried-
man and Arent (2008) also offered evidence that higher rates of activity may
help in the treatment of depression. Stunkard, Faith and Allison (2003) made
reference to a single study which found that physical activity had been a
somewhat successful means of treating depression. This was also suggested
in Markowitz, Friedman and Arent (2008)), who made reference to six meta-
analyses that consistently found moderate to large effects for the reduction of
depressive symptoms with exercise. They also presented evidence that has
suggested exercise can be as effective as traditional treatments of depression
such as pharmacological treatments, and may exert this effect partly through
reducing inflammation and also through an effect on the HPA axis and auto-
nomic nervous system.

2.5.1.5 Physical Health Concerns

Another potential mechanism linking obesity though to depression is through
its effect on physical health and physical function. Four out of the six concep-
tual reviews posited that physical health effects could mediate the link from
obesity to depression.

Markowitz, Friedman and Arent (2008) suggest that physical health in people
with obesity affects their risk of depression in two ways: through functional
impairment and through self-rated health. The authors highlight studies that
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have shown that people with obesity face greater levels of functional impair-
ment through increased physical disability, reduced ability to exercise and
reduced capacity to carry out their activities of daily living. These examples
of reduced function are themselves associated with increased rates of depres-
sion and depressive symptoms. People with obesity are also at higher risk of
developing a variety of chronic diseases. Studies have suggested that com-
plications associated with these chronic diseases may also negatively impact
physical functioning and in this way have a depressive effect on individuals
with obesity.

In terms of self-rated health, Markowitz, Friedman and Arent (2008) sugges-
ted that the poor self-rated health associated with obesity leads individuals
with obesity who believe their health to be poor to also have other depressive
beliefs about themselves via various cognitive processes. In particular, they
may feel unable to adequately exercise or eat a nutritious diet, and sentiments
from popular media surrounding the obesity crisis may reinforce these neg-
ative beliefs that they hold about themselves.

Preiss, Brennan and Clarke (2013) examined seven studies that examined the
association between various measures of physical health, including pain, fa-
tigue, physical functioning, somatic symptoms and general physical health,
and the relationship between obesity and depression. All seven of these stud-
ies found that worse physical health was associated with greater levels of co-
morbid obesity and depression, which the authors concluded provided con-
sistent evidence that physical health was associated with obesity-depression
relations.

The remaining two conceptual reviews only provided sparse evidence. In-
troducing their study of risk factors, Hoare et al. (2014) cited one study that
showed mobility issues and medical problems led to emotional problems in
obese children. When highlighting that people with the most severe obesity
are at the greater risk for depression than are those with moderate obesity,
Fabricatore and Wadden (2004) suggested that one potential explanation for
this was the increase in medical complications and impairments in health
related quality of life.

Overall there is consistent evidence to suggest that poor physical health, and
concern over physical health experienced by people with obesity could facil-
itate the onset of depression. However, little of the evidence provided came
from longitudinal studies, and so again it is not possible to be certain about
the direction of association. In addition, many of the studies included in
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the reviews focused on more general mental well-being measures which in-
cluded depression and as such it is possible that physical health concerns
have an impact on other aspects of mental well-being more so than depres-
sion.

2.5.2 Pathways from Depression to Obesity

2.5.2.1 Stress, HPA Axis Dysregulation and Inflammation

Three conceptual reviews provided evidence of shared biological pathways
between obesity and depression. The role these biological pathways play,
however, is not entirely straightforward, as evidence suggests that these path-
ways may be bidirectional between the two conditions.

Evidence presented surrounding the biological links between obesity and de-
pression has largely followed the same pattern across the reviews. In general,
authors have referred to associations found separately between obesity, de-
pression and a variety of biological disturbances to suggest that these com-
mon disturbances may increase one’s risk of developing a comorbidity, fol-
lowing the onset of one of them (Stunkard, Faith and Allison, 2003; Faith,
Matz and Jorge, 2002; Markowitz, Friedman and Arent, 2008). In terms of
inflammation, authors have noted that both depression and obesity are as-
sociated with inflammatory states in the body, and used this to hypothes-
ise that inflammation may mediate the association between two conditions
(Markowitz, Friedman and Arent, 2008; Pereira-Miranda et al., 2017; Lup-
pino et al., 2010).

Stunkard, Faith and Allison (2003) suggested that physiological stress re-
sponses in depressed individuals may put them at increased risk of weight
gain. They explain that HPA axis activation is associated with stress, as well
as increased levels of cortisol. Elevated levels of cortisol are then believed
to give rise to greater depositing of fat around the abdomen. They cite three
studies that have found significant associations between HPA axis activation
and measures of obesity, particularly abdominal fat.

Markowitz, Friedman and Arent (2008) provide similar evidence that links
both HPA axis activation and elevated cortisol to increased body weight
and visceral fat. They combine conclusions from five studies to suggest
that elevated reactivity to stress manifests itself through dysregulation of the
HPA axis and elevated cortisol, which in turn promotes weight gain of a
chiefly visceral nature. They also cite an additional study which found that



44 Chapter 2. The Association between Obesity and Depression

stress can influence eating behaviours and suggests that these effects may
be worsened in depressed individuals due to the already heightened activ-
ity of the stress system. Faith, Matz and Jorge (2002) used the same studies
as Stunkard, Faith and Allison (2003) to suggest the role of HPA axis activ-
ation in linking depression to obesity. However, they also provided evid-
ence that HPA axis activation and cortisol levels did not always link obesity
to psychopathology. In particular, they suggested that changes to cortisol
levels were not different between people with obesity and BED and those
who with obesity but no binge-eating disorder, within a population under-
going a weight-loss intervention.

To support claims of an association with inflammation, Markowitz, Fried-
man and Arent (2008) present studies that have shown associations between
depression and inflammatory cytokines. In particular, they present evidence
from three articles which suggested that depression is associated with in-
creased inflammation, which is further exacerbated in the presence of obesity.
In addition, the authors present the conclusions of one study which found
that administration of cytokines can have a beneficial effect on both mood
and eating behaviours.

Discussion presented outside the conceptual reviews provides similar evid-
ence supporting the route from depression to obesity via HPA axis dysreg-
ulation and cortisol levels. In addition, some authors have also posited that
the same mechanisms could raise the risk of depression in the obese. Pereira-
Miranda et al. (2017) combined conclusions from four studies to suggest HPA
dysregulation and inflammatory states as a consequence of obesity could
lead to depression via degradation of neurons and neuronal structure. Simil-
arly, Luppino et al. (2010) combines the results from four articles that together
suggest obesity may influence HPA axis activation, which is in turn associ-
ated with depression. The authors also cite four articles showing that obesity
and depression are both associated with increased inflammation, suggesting
that this may mediate the association.

Alongside the suggestion of links between obesity and depression via HPA
axis dysregulation and inflammation, a few studies also presented evidence
to suggest other shared pathologies of the two conditions may exist. Mühlig
et al. (2016) lists three additional areas in which studies have found patholo-
gical links between obesity and depression. These were in Vitamin D de-
ficiency, dopamine responses, and neuroendocrine links via the hormone
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Leptin. Quek et al. (2017) also provided evidence that Leptin may be in-
volved in the association, and additionally they cite two articles that show
that levels of Neuropeptide Y are associated with both stress and appetite,
which taken with depression’s known association with stress provides po-
tential for this being a mediating link from depression to obesity.

Overall, the reviews here have presented a wide range of evidence to sug-
gest that shared pathologies between obesity and depression may mediate
the link between the two conditions. In addition, it would appear that this
mechanism may operate bi-directionally, such that shared pathologies are
able to raise the risk of depression in the obese, and raise the risk of obesity
in the depressed. However, evidence showing temporal associations all the
way through from depression to obesity, or vice versa, via pathology was not
presented in these reviews. As such, from this it is not possible to conclude
with certainty that one condition causes the other through shared pathology.

2.5.2.2 Physical Activity Levels

Low levels of physical activity are a major risk factor for the development
of obesity, and as such it seems reasonable to hypothesise that the effect of
depression on the development of obesity might occur, in part, through an
effect on physical activity levels. This hypothesis is hinted at in the reviews
by Stunkard, Faith and Allison (2003) and Faith, Matz and Jorge (2002) who
noted that reduced physical activity commonly occurs in depressed people.
However, little evidence of a direct association between depression and fu-
ture physical activity was presented in these reviews.

Two of the six conceptual reviews included summaries of cross-sectional
evidence on the association between obesity, depression and physical activ-
ity. Preiss, Brennan and Clarke (2013) examined five studies that cross-sectionally
investigated the effect of physical activity on obesity-depression relations,
three of which found significant effects. Two of these found that major de-
pressive disorder led to lower levels of physical activity, with the third show-
ing that exercise was associated with obesity-depression relations cross-sectionally.

In the paper by Hoare et al. (2014), six studies were included that cross-
sectionally examined the association between physical activity measures and
depression. As was noted in the previous section, these provided consistent
evidence that depression was associated with lower levels of physical activ-
ity and greater levels of screen based sedentary activity. However, none of
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the included longitudinal studies presented evidence on the effect of depres-
sion on levels of physical activity, only the reverse temporal association was
considered. Therefore, whilst this evidence certainly supports the possibility
that physical activity provides a mediating pathway from obesity to depres-
sion, it does not provide sufficient evidence to conclude as much.

Overall, these reviews provide some evidence that levels of physical activ-
ity may mediate the link between obesity and depression. However, all of
the studies presented analysed cross-sectional evidence; evidence support-
ing a longitudinal association between depression and future levels of phys-
ical activity is lacking and as such it is not possible to conclude with certainty
that depression effects future levels of physical activity.

2.5.2.3 Diet

Poor diet is another of the main risk factors for obesity, and so similar to phys-
ical activity it is logical to expect that if depression does cause future obesity,
this could be through an effect on diet and dietary practices. The most com-
monly hypothesised way in which depression may affect diet is through the
occurrence of binge-eating, and other disordered eating. Whilst this has been
discussed in a previous section, the focus there was on disordered eating me-
diating the association between obesity and future depression. In this sec-
tion we will focus on the evidence that supports mediation in the reverse
temporal association.

Markowitz, Friedman and Arent (2008) present evidence from three stud-
ies that suggest instances of emotional distress and low mood can lead to
episodes of binge-eating, particularly in individuals with binge-eating dis-
order. From this it is hypothesised that the use of food as an emotional reg-
ulator would be highly likely to result in subsequent overweight in the de-
pressed, particularly in those whose depression is chronic. Stunkard, Faith
and Allison (2003) suggest that poor diet may confer obesity risk in the de-
pressed based on observations of symptoms in DSM-IV criteria for depres-
sion. They note that over-eating (and under-eating) forms part of this criteria
and hence that depressive symptoms may confer direct risk of obesity. With
respect to binge-eating disorder, the authors also presented findings from a
study which found that the percentage of obese binge-eaters with a history
of depression was 54% in comparison to just 14% in non-binge eating obese
(Yanovski, 1993). As was noted in the previous section, Hoare et al. (2014)
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examined three studies that found an association between poor diet and de-
pression. As an alternative to their suggestion of poor diet affecting mood,
they also hypothesised that this could be due to the symptoms of depression
such as reduced motivation leading to unhealthy diet choices.

Three non-conceptual reviews also provided evidence that depression could
lead to obesity via an effect on diet. Mannan et al. (2016a) referenced two
studies that suggest the association between stress and common mental health
disorders could lead to changes in adiposity via binge-eating behaviour. In
their meta-analysis of adolescent samples they also suggest that depression
may affect adolescent dietary practices such as through binge-eating, and fa-
vouring carbohydrate rich food (Mannan et al., 2016a). Liem et al. (2008) refer
to data from two longitudinal studies that found depression was a risk factor
for the onset of binge-eating behaviours. From this they hypothesise that this
could be due to the use of binge-eating to relieve depressive symptoms.

In summary, there is consistent evidence to suggest that binge-eating may
mediate the association between depression and obesity. Cross-sectional evid-
ence also supports the possibility that depression may be generally associ-
ated with poorer diet quality. However, longitudinal evidence of this asso-
ciation was not presented in these reviews, making it difficult to conclude
whether dietary practices and habits other than binge-eating mediate the as-
sociation between depression and future obesity.

2.5.2.4 The Effect of Depression on Diet and Physical Activity

Despite the lack of clear evidence presented surrounding an effect of depres-
sion on physical activity and diet, reviews have hypothesised how aspects of
depression could have an impact on diet and physical activity.

Focused around weight loss maintenance, Markowitz, Friedman and Arent
(2008) present three ways in which depression may influence an individual’s
following of a healthy diet and exercise routine: ‘Adherence’, ‘Negative Thoughts’,
and ‘Social Support’.

In support of their adherence hypothesis, they provide evidence from three
articles that show depression predicts attrition from weight loss programs,
and can also worsen the actual and perceived effects of physical health symp-
toms individuals experience. From this they suggest that depressed indi-
viduals may find it harder to adhere to healthy diet and exercise regimes.
Two other reviewers also hypothesise that depression may contribute to obesity
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through its effect on adherence to healthy routines. Hoare et al. (2014) cites
one study which suggests depressive symptoms such as low motivation may
lead to individuals making unhealthy food choices. Stunkard, Faith and Al-
lison (2003) hypothesise that stress may disrupt healthy diet and exercise
habits, although they present no evidence to directly support this.

The arguments Markowitz, Friedman and Arent (2008) present in support of
the effect of ‘negative thoughts’ are based around self-efficacy theory, which
hypothesises that beliefs that an individual hold about their abilities to achieve
certain outcomes can directly affect those outcomes (Bandura, 1977). They
presented results from three articles that found depression in obese women
was associated with lower weight-loss self-efficacy, suggesting that, in line
with the theory, this could lead to reduced weight-loss (Markowitz, Fried-
man and Arent, 2008). Additionally, they presented evidence from one art-
icle suggesting that predicted weight loss was positively associated with ac-
tual weight loss in a sample of women, and posited that pessimistic beliefs
held by depressed individuals may therefore negatively affect weight loss-
outcomes.

The review by Preiss, Brennan and Clarke (2013) also included one study
which showed that perceived physical activity self-efficacy was associated
with the relationship between obesity and depression. However, the cross-
sectional nature of this study, and the lack of specific detail given by the re-
viewers prevents us from concluding about the temporal nature of the ob-
served effects.

Markowitz, Friedman and Arent (2008) suggest that social support may af-
fect weight-loss attempts by worsening adherence to healthy lifestyle, and
also by reducing the likelihood of weight loss maintenance. To support these
claims, they reference four articles which together found that both weight-
loss success and weight-loss maintenance outcomes improved when indi-
viduals had support from others. Additionally, they cite two studies that
found depression can cause strain and erosion of family support, and that
this may therefore increase the likelihood that depressed individuals achieve
poorer weight-loss and maintenance.

Preiss, Brennan and Clarke (2013) included two studies that investigated
the association of interpersonal relationships with obesity-depression rela-
tions, both of which found significant evidence of an effect. The first study
found that distressing interpersonal relations were significantly associated
with the relationship between obesity and depression, and the second found
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that in people with obesity decreased social activity increased the likelihood
of meeting criteria for depressive disorder. The results suggest that mech-
anisms involving social withdrawal may operate bi-directionally, and poten-
tially in conjunction with stigmatization.

2.5.2.5 Psychological Characteristics

Preiss, Brennan and Clarke (2013) examined four studies that considered the
effects of a range of psychological characteristics on the obesity-depression
relationship. All four found significant associations between psychological
characteristics and obesity-depression relations in treatment-seeking obese
and overweight populations. Significant associations were found for: Self-
esteem, hostility and maladaptive schemas. Significant gender specific char-
acteristics were also found in the included studies. For women, anger, sad-
ness and excitement were significantly associated with obesity-depression
relations, whereas boredom, anxiety, loneliness and poor conflict resolution
were not. In men low levels of interpersonal effectiveness, poor conflict resol-
ution and loneliness had significant associations whereas boredom, anxiety,
sadness, anger and anxiety did not.

Whilst the evidence from Preiss, Brennan and Clarke (2013) does not provide
longitudinal evidence that psychological variables mediate either direction
of association from obesity to depression, when taken in conjunction with
evidence presented in other reviews, the evidence presented is consistent
with the idea that the experience of certain moods and other psychological
states may be influential in the relationship between obesity and depres-
sion. Furthermore, these psychological states may vary depending on a indi-
vidual’s sex.

2.5.3 Discussion

This section of my review has focused on two main aims. The primary
aim of the review was to outline the range of mechanisms that might link
obesity and depression, and the secondary aim was to examine the evidence
presented in support of these hypothesised mechanisms. With regards to the
first aim, the reviews here have presented a wide range of potential causal
mechanisms between the two conditions, including pathways through phys-
ical health, social experiences and physiology. This is line with comments
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made in previous reviews, in which it was posited that there existed mul-
tiple obesity-depression associations in the population rather than a single
general association (Faith, Matz and Jorge, 2002).

FIGURE 2.1: Conceptual diagram summarising the hypothes-
ised mechanisms that may exist between obesity and depres-
sion, along with potential risk factors. Grey arrows represent

potential for mechanisms to interact with one another.

The wide ranging influences on the relationship between obesity and de-
pression can be seen in Figure 2.1, which presents a summary of the mechan-
isms hypothesised to relate obesity with depression, along with potential risk
factors that may influence the relationship either individually or together.
Within the diagram mechanisms are split based on suggestions from the
reviewed literature about their direction of influence. For example, single
headed arrows connecting obesity to depression via the top box of hypothes-
ised mechanisms suggests that these mechanisms are implicated in the rela-
tionship between obesity and future depression. Mechanisms that are con-
nected to obesity and depression via black double headed arrows are then
suggested to operate bidirectionally.

The diagram also presents the potential for mechanisms to interact with each
other, as depicted by the grey bidirectional arrows. In this case, bidirectional
arrows do not necessarily imply a bidirectional relationship exists between
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the groups of mechanisms, but instead that relationships may be present in
general. Finally, risk factors were included in the diagram if they were high-
lighted as potentially having a impact on the relationship between obesity
and depression either individually or in conjunction with other risk factors.
Risk factors may influence the individual conditions themselves or have an
impact on the proposed mechanisms.

Evidence presented in this review suggests that socio-demographic risk factors
such as age, gender and socioeconomic position do not have straightforward
influences on the relationship between obesity and depression, and may have
interactive effects. It is perhaps unsurprising that there are not simple and
general effects of these factors on the relationship between obesity and de-
pression. Different mediating factors that link the two conditions may in-
teract with these socio-demographic factors in different ways. For example,
studies have suggested that sedentary activity and unhealthy eating are more
stigmatised in high socioeconomic groups (Pampel, Krueger and Denney,
2010), which may explain why some reviewers found data suggesting people
with obesity of high socioeconomic position were at greater risk of depres-
sion. Conversely, physical activity rates have been shown to be negatively as-
sociated with high socioeconomic postion (Giles-Corti and Donovan, 2002),
particularly in women (Ford et al., 1991).

These mediating variables have complex relationships with socio-demographic
factors when considered in isolation, and so it is foreseeable that the rela-
tionship between conditions associated by a combination of these factors
has a complex relationship with socio-demographic factors. Mechanisms
presented in the reviews may also interact. For example, dieting and so-
cial stigma may be related to the likelihood of binge-eating episodes (Puhl,
Moss-Racusin and Schwartz, 2007), and may also be stressors that influence
the association through stress’s effect on dysregulation of the HPA-axis and
adherence to healthy lifestyle (Tomiyama, 2014).

Alongside the main aim of outlining potential mechanisms, a secondary aim
of this review was to examine what empirical evidence was presented in the
reviews to support the proposed mechanisms. Although most of the mechan-
isms proposed by reviewers were based on observations and evidence from
empirical studies, a large number of these were cross-sectional. Of the few
longitudinal studies that were used, many did not examine the mechanism
from one condition to another, and have largely focused on temporal asso-
ciation rather than attempting to infer causation. Therefore, based on the
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evidence in this review there is still a need for studies analysing these mech-
anisms in a framework in which it is possible to infer whether they are true
causal pathways or not.

2.6 Conclusions and Next Steps

In this chapter, I have conducted a broad review of the literature surrounding
the relationship between obesity and depression, covering both data on the
association between the two conditions, and proposed pathways that might
link them. Overall, the reviewed data suggested that obesity and depression
are related such that increased obesity is associated with increased risk for
depression, but that this relationship may be heterogeneous. Relatedly, a
wide range of explanatory mechanisms that might link the two have been
proposed, alongside a plethora of potential risk factors. These risk factors
and mechanisms may interact to contribute to the heterogeneity found in the
relationship between obesity and depression.

Despite the reviews proposing a wide range of explanatory mechanisms and
risk factors for developing comorbidities in obesity and depression, there
was little longitudinal evidence presented to support their existence. As a
result, many of the proposed mechanisms have been presented somewhat
speculatively by the authors of the included reviews. Similarly, the precise
effects of socio-demographic risk factors such as socioeconomic position, age
and sex are not entirely clear based on the current literature.

In light of the above evidence gaps for the remainder of this thesis, I will at-
tempt to bridge this gap by analysing longitudinal observational data from
the United Kingdom in order to achieve two main aims. The first is to explore
whether there is empirical support for mechanisms relating obesity and de-
pression that have been proposed here, and the second is to explore how
socio-economic status influences, or is influenced by, these mechanisms.

In order to achieve these aims, in Chapters 3, 4 and 5 I will present a Struc-
tural Equation Model that aims to explore the role of Physical function, Diet
and Physical activity as mediators in the relationship between obesity and
depression and how socioeconomic position influences these mediating path-
ways. Then, in Chapters 6 and 7, I present an exploration of the role of stigma
in generating the relationships between obesity and both depression and so-
cioeconomic position using an Agent-based Model.
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Chapter 3

Exploring the Whitehall II Data Set

3.1 Introduction

As was noted in Chapter 2, the current literature examining the relation-
ship between obesity and depression suggests that it is complicated and po-
tentially involves multiple interacting mechanisms and risk factors. Within
the proposed mechanisms, pathways that operate via individuals’ physical
health and health behaviours may be important. In terms of the impact of
physical health, evidence presented by the conceptual reviews suggested that
poor physical function may be a mechanism through which obesity leads to
an increased risk of depression. Four out of six of the conceptual reviews
presented evidence that consistently suggested poor physical health and con-
cern about one’s physical health could facilitate the onset of depression in
individuals with obesity.

When looking at the impact of health behaviours, depression and obesity
may be related via diet and physical activity bi-directionally. Evidence presen-
ted in the reviews found that physical activity was associated with depres-
sion both cross-sectionally and longitudinally such that increased physical
activity was associated with reduced future depressive symptoms and lower
risk of future depression. As such, low physical activity in people with
obesity may confer risk for future depression.

Similarly, depression may impact individuals ability to engage in healthy ex-
ercise routines, leading to an increased risk of developing depression. These
issues of depression impacting adherence and maintenance of a healthy life-
style may also extend to dietary habits, suggesting this is another pathway
through which depression may increase individuals’ risk of developing obesity.
Furthermore, binge-eating behaviours in people with obesity may put these
individuals at higher risk of developing depression.
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Despite these suggestions it was also noted that longitudinal evidence sup-
porting the existence of these mechanisms was generally lacking. Further-
more, where longitudinal evidence does exist, it has not investigated the
mechanism in its entirety, from one condition through to the other, thus lim-
iting the strength of conclusions one can draw about whether these factors
form a mechanism that relates obesity and depression. Similarly, it is not
known how socioeconomic position might interact with these mechanisms.
As such, in the next three chapters I will analyse longitudinal data from a
cohort of civil servants (the Whitehall II data set) using a Structural Equation
Model to examine the following hypotheses:

• Hypothesis 1: Physical Function mediates the association between obesity
and future depression.

• Hypothesis 2: Diet mediates the association between obesity and depression
bidirectionally.

• Hypothesis 3: Physical activity level mediates the association between obesity
and depression bidirectionally.

• Hypothesis 4: Socioeconomic position (SEP) affects the relationship between
obesity and depression via multiple effects on obesity, depression and their
mediating variables

The analysis of these hypotheses is conducted in three main stages each
presented in their own chapter. In this chapter I will conduct an explorat-
ory analysis of the Whitehall II data set. This is followed in Chapter 4 by a
description of how missing data will be handled within the main Structural
Equation Model that is presented in Chapter 5. A more detailed description
of the Structural Equation Model used is given in Chapter 5, but to provide
some context for Chapters 3 and 4 I will briefly outline the Structural Eqau-
tion Modelling methodology here.

Structural Equation Modelling (SEM), is a general statistical modelling tech-
nique that includes a combination of other multivariate data analysis meth-
ods such as regression, factor analysis, and path analysis (Hox and Bechger,
1998). Modelling using structural equations typically involves describing a
path diagram between the constructs of interest, and then estimating regres-
sion or path coefficients, assuming the data follows the given structure (Hox
and Bechger, 1998; Little and Card, 2013). In this way Structural Equation
Models can be used to check the consistency of a model with available data
and estimate causal effects between constructs (Anderson and Gerbing, 1988;
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Bollen and Pearl, 2013). They can also be applied to both longitudinal and
cross-sectional data, making it a versatile tool for many kinds of data ana-
lysis.

Structural Equation Models can make use of both latent variables and ob-
served variables to estimate the relationships between constructs. In the
more simple case, constructs can be represented by a single observed vari-
able from the data, with regression paths between the observed variables
estimated by the Structural Equation Model (Usami, Murayama and Hama-
ker, 2019). An example of this is the models using the path analysis meth-
odology, upon which much of the SEM framework has been built (Wright,
1960; Petraitis, Dunham and Niewiarowski, 1996). However, constructing a
Structural Equation Model in this way will mean that some unwanted vari-
ance from sources such as measurement error will impact the estimation of
structural relationships between constructs (Little and Card, 2013). At best,
this will introduce some bias into the estimates of the size of relationships
between constructs, and at worst could affect the substantive conclusions of
the study (Little and Card, 2013).

To tackle this problem, we can use latent variables within our Structural
Equation Model. Specifically, constructs can be represented by a latent vari-
able which is measured using multiple observed variables within the data,
referred to as indicators. This allows variance in the measured data that is not
related to the underlying construct to be filtered out (Little and Card, 2013).
As a result, the latent variable captures the shared variance of the indicators
which in theory better captures the variance of the underlying construct than
any one indicator can alone (Little and Card, 2013).

3.1.1 Chapter Aims

The exploratory analysis presented in this chapter has two main aims. The
first aim of this chapter is to give a general description of the variables that
will be used as indicators in the Structural Equation Model that is presented
in Chapter 5, and the second aim is to provide insight into the distributions
of important variables within the Whitehall II data set as well as how they
relate to one another. Fulfilling the second aim will provide necessary context
in which the model presented in Chapter 5 can be interpreted.

To achieve these aims the remainder of this chapter is broken down into five
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main sections. In the first of these sections (Section 3.2), I will give a gen-
eral description of the Whitehall II data set, followed by a description of the
sample that have been used for this analysis. In Section 3.3, I then describe
the measures that have been considered for use as indicators in the model for
each construct. In particular, I describe precisely how the data was measured
using the Whitehall II questionnaire, as well as how derived measures have
been created. This section will also contain descriptions of the distributions
of these variables that are structured around satisfying the two aims of this
chapter.

Overall the description of the distributions will focus on two main aspects.
Firstly, I will be looking for departures from Normality, as this may impact
the analysis of of the SEM in Chapter 5. Secondly, the distributions of the
indicators provides a broad picture of the pattern of important characterist-
ics, such as obesity and depression, within the Whitehall II sample. This
provides important context in which the model results can be interpreted.
For example, if there is little variation in key variables such as those meas-
uring socioeconomic position, then the relationships between socioeconomic
position and other variables might be affected by this lack of variation.

Sections 3.4 and 3.5 will then give an overview of the relationships that are
being investigated within the model. Specifically, in Section 3.4, I examine the
cross-sectional correlations between measures on different constructs, which
is then built upon in Section 3.5 where I analyse some simple longitudinal
linear regression models. Similar to the examination of the distributions of
measured variables, this analysis aims to provide a crude snapshot of the re-
lationships in our model, which as mentioned previously will provide some
context in which to interpret the results in Chapter 5. Finally, in Section 3.6,
the findings from our exploratory analysis are discussed in light of the liter-
ature in Chapter 2, and possible implications for the model in Chapter 5 are
eluded to.

3.2 The Whitehall II Dataset

The Whitehall II study is a cohort of 10,308 participants who were recruited
from the British Civil Service in 1985. In the first wave of data collection, the
participants were aged between 35 and 55; 3314 of them were female and
6895 were male (Marmot and Brunner, 2005). So far data has been collected
on the cohort in 12 phases, or waves. Going forward I will refer to these
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phases as waves. Table 3.1 gives a summary of the data collected in each
wave. In each of the waves, except for wave 10, data was requested from all
remaining eligible participants, which included all those who had not died
or withdrawn from the study. In addition to the full follow-ups a pilot of new
measures was carried out at wave 10.

Within each wave of full data collection, participants were sent a question-
naire to fill in and return that covers five main topic areas: family history;
health; health behaviours; personality, mental health and well-being; and
psychosocial and socioeconomic. In addition to the self-report questionnaire
participants also took part in a clinical evaluation in waves 1,3,5,7,9,11 and
12. The clinical evaluation collected data on the following topics: anthropo-
metry, blood analysis, cardiovascular measures, cognitive function, cortisol
and physical functioning.

Whilst these topic areas remain consistent throughout the study, the exact
measures included within each questionnaire and clinical evaluation differed.
When designing a structural equation model it is preferable that the meas-
ures used at different time points remain the same as this allows us to de-
scribe a simpler model that is easier to analyse and interpret. If the indic-
ators for a construct change over the course of a study, then the underlying
meaning of that construct might also change. Failing to account for the effect
of changing measures could lead to a changed construct definition halfway
through a study that is unaccounted for, which could affect both the inter-
pretability of the model, and the accuracy of the study’s findings. As a res-
ult, in order to account for this potential change, we would need to add in
additional parameters to the model so that the comparability of the differ-
ent construct definitions could be quantified. This naturally adds additional
complication into the analysis procedure.

As a result of these concerns, and the changing measures found in the White-
hall II data set, our analysis of the Whitehall II data set has been limited to
variables in waves 5, 7 and 9, as this will allow us to use the same measures
over time for our constructs. Going forward, I will refer to this subset of the
data as ’our sample of the Whitehall data’.
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Wave Dates Type Participation Response
Rate
(Alive)

Response
Rate (Eli-
gible)

1 1985-1988 Questionnaire
and Clinic

10,308 - -

2 1989-1990 Questionnaire 8,132 79.3% 79.3%
3 1991-1994 Questionnaire

and Clinic
8,815 86.6% 86.6%

4 1995-1996 Questionnaire 8,628 85.3% 92.4%
5 1997-1999 Questionnaire

and Clinic
7,870 78.7% 86.3%

6 2001 Questionnaire 7,335 74.4% 82.5%
7 2002-2004 Questionnaire

and Clinic
6,967 71.6% 82.2%

8 2006 Questionnaire 7,173 75.2% 87.2%
9 2007-2009 Questionnaire

and Clinic
6,761 72.3% 84.5%

10(**) 2011 Questionnaire
and Clinic

277 n/a n/a

11 2012-2013 Questionnaire
and Clinic

6,318 70.9% 84.1%

12 2015-2016 Questionnaire
and Clinic

5632 66.6% 80.2%

13 2019-2020 In progress - - -
(**) - Wave 10 was a pilot study used to test new measures

TABLE 3.1: Summary of data collection for the Whitehall II
study. Reproduced on 26/02/2021 from

https://www.ucl.ac.uk/epidemiology-health-
care/research/epidemiology-and-public-health/research/whitehall-

ii/data-collection

3.2.1 The Whitehall II Sample Characteristics

Before embarking on an exploration of the constructs included in our model,
first I examined the characteristics of the sample. The review of the literat-
ure presented in Chapter 2 showed that the relationship between obesity and
depression may vary within different population groups. In particular, the
relationship between obesity and depression was often found to be stronger
in women than in men, and in younger women in particular. Some authors
also suggested that ethnicity may interact with mechanisms that might relate
obesity and depression such as body size ideals, however, there was little
evidence presented in the reviews supporting this. As such, understanding
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the distribution of these characteristics provides a useful and necessary con-
text in which to interpret any results that arise from our analyses. With this
in mind, our first step in exploring the Whitehall II dataset is to explore the
distribution of these characteristics within the sample.

Wave 5 (N = 7,870) Wave 7 (N = 6,967) Wave 9 (N = 6,761)

Age
Mean ± sd 55.95 ± 6.04 61.24 ± 6.01 66.01 ± 5.98

Sex
Male 5,473 (70) 4,893 (70) 4,759 (70)
Female 2,397 (30) 2,074 (30) 2,002 (30)

Ethnicity
White 7,186 (91) 6,393 (92) 6,218 (92)
Non-white 675 (9) 561 (8) 527 (8)

sd - Standard Deviation

TABLE 3.2: Sample characteristics in waves five, seven and nine

Overall, the sample from the Whitehall II data set that we are analysing is
comprised of older adults, 70% of whom are males. In all our analysis waves
over 90% of the sample identify their ethnicity as white.

3.3 Examining the Distributions of Construct In-

dicators

In this section we will examine the distributions of variables that are inten-
ded to be used as construct indicators in the model. The variables analysed
in this section were chosen based on two factors: their conceptual suitability
for being an indicator of the construct of interest and their availability within
the dataset. Conceptual suitablity was judged based on the description of
the variable given within the Whitehall documentation. Data availablity was
important as the SEM methods employed in Chapter 5 require there to be
consistent measures used for the constructs over time. Similarly, the meas-
ures used for different constructs needed to be available at the same time-
points as each other. As such I only selected measures to be analysed if they
satisfied these availability conditions.

In this way, variables were chosen if I considered them a part of the best avail-
able representation of the underlying construct that could be used within the
structural equation model. For example, both BMI and waist circumference
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standard ways of measuring body weight and body size respectively, and are
often used to make inferences about an individual’s level of obesity. Hence,
these variables provide a good basis on which to describe a latent variable
that represents obesity. Similarly, both variables are available within waves
3, 5, 7, 9 and 11. The statistical properties that groups of indicators need to
form a ‘good’ construct will be examined during Chapter 5 and so the final
indicators to be used in the model are subject to change from those examined
here.

3.3.1 Indicators of Obesity

3.3.1.1 BMI

One of the primary indicators of obesity contained in the Whitehall II data-
set is BMI. In the data, BMI is derived from measures of height and weight
that were collected as part of the clinical evaluations in waves 1, 3, 5, 7, 9,
11 and 12. As such they provide a value for each participant’s BMI that is
not subject to self-report bias. Table 3.3 gives summarises the mean (with
standard deviation) and median (with interquartile range) of the BMI dis-
tribution in wave 5, 7 and 9. For both females and males, average BMI in
the sample increases minimally over time. In wave 5, the averages for BMI
sit just above the overweight cut-off of 25 and they continue to rise further
above this value as time progresses. This means that, in both sexes, at least
half the sample are either overweight or obese in every wave of our data.
In general, there is little difference between the two sexes in terms of these
statistics, with women having a fractionally higher average BMI, as well as a
larger amount of variation in the sample.

Figure 3.1 shows the observed trends in BMI from wave 1 through to 11
without separating the sample by sex. In early waves, the interquartile range
spans only the cut-off between normal weight and overweight, whereas from
wave 7 onwards, this range spans both the cut-off between normal weight
and overweight and the cut-off between overweight and obesity. This sug-
gests that alongside the slight increase in average BMI over time in the sample,
there is also a slight increase in variability of BMI in the sample.

This trend of increasing overweight and obesity in the sample can also be
seen when analysing the number of people that fall within each BMI category
within each wave. The BMI categories used are displayed in Table 3.4. From
wave 1 through to wave 11 the proportion of the cohort who have a normal
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Males Females

BMI - Wave 5 (1997-1999)
Median (IQR) 25.68 (23.75, 27.84) 25.54 (23.06, 29.11)
Mean ± sd 26.04 ± 3.48 26.43 ± 4.96

BMI - Wave 7 (2002-2004)
Median (IQR) 26.20 (24.00, 28.50) 26.10 (23.50, 30.00)
Mean ± sd 26.56 ± 3.83 27.21 ± 5.47

BMI - Wave 9 (2007-2009)
Median (IQR) 26.15 (23.99, 28.62) 26.42 (23.32, 30.48)
Mean ± sd 26.60 ± 3.95 27.32 ± 5.60

IQR - Interquartile Range; sd - Standard Deviation

TABLE 3.3: Descriptive Statistics for BMI distribution of time
by Sex

BMI Classification BMI range

Underweight < 18.5
Normal weight ≥ 18.5 and < 25

Overweight ≥ 25 and < 30
Class I Obesity ≥ 30 and < 35
Class II Obesity ≥ 35 and < 40
Class III Obesity ≥ 40

TABLE 3.4: Table of BMI classifations

BMI drops from 59.4% to 36.4%, whereas the proportion of the sample who
are overweight and class I obese increases from 34.3% and 4.6% to 46.5%
and 13.2% respectively. The proportion of individuals with class II and class
III obesity in the cohort also increases over the study period. This data is
visualised in Figure 3.2. Despite the seemingly small trend for increased BMI
over time shown in Figure 3.1 it is clear that when split into BMI categories, in
later waves a greater proportions of the sample are found in the overweight
and obese categories.

Having looked at the general BMI trends in the data, it only remains to ex-
amine whether there are any departures from Normality in the BMI distribu-
tions. From inspection of Figure 3.3 it is clear that overall, all three distribu-
tions follow a bell-curve similar to that of the Normal distribution. However,
there is also a notable right skew in the distribution, as the right hand tail
of the distribution is larger than the left. This indicates that there are more
individuals with higher BMIs than would be the case if the data followed a
Normal distribution more closely.
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Males Females

Wave 1 (1985-1988)
Underweight 80 (1.16%) 69 (2.02%)
Normal Weight 4,090 (59.42%) 2,015 (59.07%)
Overweight 2,361 (34.30%) 953 (27.94%)
Class I Obesity 318 (4.62%) 272 (7.97%)
Class II Obesity 29 (0.42%) 79 (2.32%)
Class III Obesity 5 (0.07%) 23 (0.67%)

Wave 3 (1991-1994)
Underweight 35 (0.63%) 45 (1.81%)
Normal Weight 2,907 (51.99%) 1,228 (49.46%)
Overweight 2,250 (40.24%) 818 (32.94%)
Class I Obesity 358 (6.40%) 273 (10.99%)
Class II Obesity 35 (0.63%) 81 (3.26%)
Class III Obesity 6 (0.11%) 38 (1.53%)

Wave 5 (1997-1999)
Underweight 17 (0.43%) 27 (1.60%)
Normal Weight 1,630 (40.79%) 727 (43.15%)
Overweight 1,872 (46.85%) 596 (35.37%)
Class I Obesity 409 (10.24%) 230 (13.65%)
Class II Obesity 59 (1.48%) 75 (4.45%)
Class III Obesity 9 (0.23%) 30 (1.78%)

Wave 7 (2002-2004)
Underweight 21 (0.46%) 30 (1.59%)
Normal Weight 1,631 (35.70%) 713 (37.91%)
Overweight 2,189 (47.91%) 668 (35.51%)
Class I Obesity 594 (13.00%) 307 (16.32%)
Class II Obesity 113 (2.47%) 98 (5.21%)
Class III Obesity 21 (0.46%) 65 (3.46%)

Wave 9 (2007-2009)
Underweight 25 (0.57%) 36 (2.04%)
Normal Weight 1,600 (36.17%) 659 (37.25%)
Overweight 2,077 (46.95%) 583 (32.96%)
Class I Obesity 571 (12.91%) 308 (17.41%)
Class II Obesity 125 (2.83%) 136 (7.69%)
Class III Obesity 26 (0.59%) 47 (2.66%)

Wave 11 (2012-2013)
Underweight 31 (0.77%) 43 (2.73%)
Normal Weight 1,469 (36.37%) 584 (37.06%)
Overweight 1,876 (46.45%) 517 (32.80%)
Class I Obesity 531 (13.15%) 286 (18.15%)
Class II Obesity 111 (2.75%) 104 (6.60%)
Class III Obesity 21 (0.52%) 42 (2.66%)

TABLE 3.5: Table of BMI category distribution in males and fe-
males. Weight classes described in Table 3.4
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FIGURE 3.1: Box-plot of BMI distribution across waves of
Whitehall Data

This departure from Normality can be seen more clearly in the Q-Q plot in
Figure 3.4. Below a BMI of about 27, which is close to the mean BMI of
the sample, the BMI distributions closely matches a normal distribution, as
indicated by the lines in the Q-Q plot being straight in this portion of the plot.
However, above a BMI of 27, the lines in the Q-Q plot begin to curve upwards
slightly, indicating that quantiles in this part of the BMI distribution are at
higher values than would be the case if the data were normally distributed.
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FIGURE 3.2: Distribution of BMI categories across each wave

FIGURE 3.3: Distribution of BMI in waves 5, 7 and 9
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FIGURE 3.4: Q-Q plots comparing the BMI distributions in
waves 5, 7 and 9 to the normal distribution
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3.3.1.2 Waist Circumference

Waist circumference was collected from participants during the clinical eval-
uation in waves 3, 5, 7, 9 and 11. Exact measurements, in centimetres, of
the participants’ waist circumferences are available in the data, however, for
the purpose of examining how the distribution of waist circumference de-
veloped across the waves, here we have categorised the participants’ waist
circumferences base on the associated risk to health. Waist circumference
was classified into three risk categories: low, medium or high based on NHS
recommendations (NHS Digital, 2017). In recent years these categories have
been renamed to desirable, high and very high respectively. The exact cut-
offs used for males and females are displayed in Table 3.6.

Risk Group Cut-off (Males), cm Cut-off (Females), cm

Low ≤ 94 ≤ 80
Medium ≥ 94 and ≤ 102 ≥ 80 and ≤ 88

High > 102 > 88

TABLE 3.6: Cut-off values for Waist Circumference Risk groups

Figure 3.5 shows the proportion of individuals within each wave’s sample
whose waist circumferences are considered low, medium or high risk. Exact
counts, split by sex, of the number of individuals in each risk group in each
wave are also shown in Table 3.7. Percentages of the sample found in each
risk group within each wave for each sex are also displayed.

Similar to the trend found in BMI across waves of data collection, the pro-
portions of the sample with a medium or high-risk waist circumference in-
creases over time. This could indicate that for those individuals whose BMI
has increased, this is due to an increase in abdominal adiposity. If so, this is
of concern since excess body fat around the abdomen has been suggested to
be particularly harmful for cardiovascular health (Emery et al., 1993; Broom,
2006) and is a predictive of the developing metabolically unhealthy obesity
(Hwang et al., 2015).

Also of note is that females were more likely to have high-risk waist circum-
ferences compared to men. Additionally, females were less likely to have
either a medium or low risk waist circumference compared to men. This sug-
gests that, whilst BMI differences between the sexes are largely non-existent,
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Males Females

Wave 3 (1991-1994)
low 4,333 (78.43%) 1,712 (69.34%)
medium 799 (14.46%) 413 (16.73%)
high 393 (7.11%) 344 (13.93%)

Wave 5 (1997-1999)
low 2,189 (61.44%) 851 (53.96%)
medium 845 (23.72%) 319 (20.23%)
high 529 (14.85%) 407 (25.81%)

Wave 7 (2002-2004)
low 2,352 (51.41%) 810 (42.97%)
medium 1,261 (27.56%) 432 (22.92%)
high 962 (21.03%) 643 (34.11%)

Wave 9 (2007-2009)
low 2,106 (47.57%) 660 (37.33%)
medium 1,244 (28.10%) 422 (23.87%)
high 1,077 (24.33%) 686 (38.80%)

Wave 11 (2012-2013)
low 1,654 (40.88%) 493 (31.34%)
medium 1,135 (28.05%) 370 (23.52%)
high 1,257 (31.07%) 710 (45.14%)

TABLE 3.7: Table of Risk to Health due to waist circumference
across waves

there are sex-differences in the distribution of abdominal obesity. As a res-
ult, females in the sample may be at a greater risk for health issues that are
associated with abdominal obesity than men.

As with BMI, having outlined the general trends in waist circumference, all
that remains is to assess departures from Normality in the distribution of
waist circumference. Inspecting the distributions of waist circumference in
Figure 3.6 we can see again that the shape of the distributions follow a bell
shaped curve similar to that of the Normal distribution. However, the Q-Q
plot in Figure 3.7 show that the waist circumference distributions do deviate
somewhat from Normality. This can be seen by the fact that the lines in the
Q-Q plot are not straight and instead curve gently upwards as one moves
along the quantiles of the distribution. Again this indicates that the data is
slightly right-skewed, which given the right-skew of BMI is unsurprising.
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FIGURE 3.5: Risk profile of sample waist circumferences across
each wave

FIGURE 3.6: Distribution of waist circumference in waves 5, 7
and 9
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FIGURE 3.7: Q-Q plots comparing the waist circumference dis-
tributions in waves 5, 7 and 9 to the normal distribution
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3.3.2 Indicators of Depression

3.3.2.1 The 30-item General Health Questionnaire (GHQ-30)

The GHQ-30 is a general mental health screening instrument which aims to
detect diagnosable psychiatric disorders. Originally introduced in a 60-item
form by Goldberg (1972), the questionnaire now comes in multiple formats:
The full 60-item questionnaire (GHQ-60), a 30-item questionnaire (GHQ-30),
a 28-item questionnaire (GHQ-28) (Goldberg and Hillier, 1979) and a 12-item
short form version (GHQ-12). These different forms of the GHQ have been
created to fill specific needs within mental health screening. As such, they do
not all provide identical information about an individual’s mental health. For
example, the GHQ-30 only provides a single sum score to indicate general
risk of an individual developing mental health issues, whereas the GHQ-
28 provides information using four distinct sub-scales: somatic symptoms,
anxiety and insomnia, social dysfunction and severe depression (Goldberg
and Hillier, 1979).

Within the Whitehall II data set, the GHQ-30 is administered to the parti-
cipants as part of the main questionnaire. Within this questionnaire, parti-
cipants are asked to record how they been “over the past few weeks” on each
of the items to give an overview of their recent mental health. Since the GHQ-
30 has been used, there is no prescribed depression-based sub-scale that we
can make use of as an indicator of depression. This means that I will have
to define my own, or else simply use the GHQ-30 sum score as the indicator.
Since the total sum score is intended to provide an indicator of general risk
of mental health issues, using the sum score is undesirable, as our estimate
of the relationship between obesity and depression may be confounded by
variation in the GHQ scores that comes from items that are not related to
depression.

Given that the GHQ-30 does not have a specific depression score or subscale,
an indicator of depression was created using individual items from the GHQ-
30. The subscale was created similarly to the GHQ-30 based measure used
in a previous analysis of the Whitehall II data by Stansfeld et al. (2003). In
Stansfeld et al. (2003), the authors summed the likert scores of four items
from the GHQ-30 to form their subscale. The items were included based a
factor analysis and comparison with items from the depression subscale in
the GHQ-28. For my sub-scale, I chose items to be included in the based on
the factor analysis of the GHQ-30 performed in Huppert et al. (1989). In 10
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samples containing 600 British adults each, Huppert et al. (1989) identified
a ‘depression’ factor within the data consisting of five items from the GHQ-
30, which are displayed in Table 3.8. As in Stansfeld et al. (2003), to create
the GHQ-based depression score that will be used in all our analysis of the
Whitehall II dataset, I have summed the Likert scores from each of the items
before subtracting the minimum possible score that could be obtained. This
subtraction is made so that the minimum possible depression score that can
be obtained is zero.

TABLE 3.8: Items from GHQ included in our measure of de-
pression

Item code Item Content

ghq-24 ’Been thinking yourself as a worthless person’
ghq-25 ’Felt that life is entirely hopeless’
ghq-26 ’Been feeling hopeful about your own future’
ghq-29 ’Felt that life isn’t worth living’

ghq-30 ’Found at times you couldn’t do anything because
your nerves were too bad’

FIGURE 3.8: Box-plots of the GHQ based depression score
within waves 3, 5, 7 and 9

Figure 3.8 summarises the distributions of the GHQ-based depression score
within waves, 3, 5, 7 and 9. Overall, it is largely the same in each of the waves,
with the majority of the mass being concentrated over very low scores, with
a long tail to higher scores. This indicates that most individuals only scored
a few items above the lowest option, with very few responding with a 3 or
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4 on any of the items. Taking the interpretation of scores from Goldberg and
Hillier (1979) i.e. that only a 3 or 4 on an item suggests the presence of a
symptom, this suggests that there may be very few individuals in the sample
with any depressive symptoms whatsoever. If true this may make it difficult
to explore the relationships of interest in our substantive model.

FIGURE 3.9: Frequency polygons for GHQ based depression
score in waves 5, 7 and 9

The GHQ-based depression score that is derived here can only take integer
values between zero and fifteen. As such, it is not a continuous variable and
so cannot be Normally distributed. Even if we decide to treat the discrete
measure as continuous, the right skew of the distribution and the focus of its
mass around very low values further violate any assumptions of Normality
that we might make in our Structural Equation Model. It is important also
to note that the apparent smoothness of the distribution portrayed in Figure
3.9 is only due to the size of the bins used to calculate the frequency polygon.
Moving to smaller bins would have resulted in a more jagged graph with
multiple peaks, highlighting the effect of the variable’s discrete structure.

3.3.2.2 SF-36 Mental Health Score

A second mental health measure collected in Whitehall-II is the SF-36 emo-
tional well-being sub-scale. This sub-scale of the SF-36 is comprised of five
items, shown in Table 3.9. Participants indicate the amount of time in the
past four weeks they have been in each of the states listed in the items. For
each question there are six options: “All of the time”, “Most of the time”,
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“A good bit of time”, “Some of the time”, “A little of the time” and “None
of the time”. Item responses are coded from 1-6 with 1 representing “All of
the time” and 6 representing “None of the time”. To calculate the sub-scale’s
overall score, the item scores for items three and five are reverse coded, be-
fore all the individual scores are combined using the formula in 3.1, where i
is an index of the five items.

Item Item Content

1 ’Have you been a very nervous person’

2 ’Have you felt so down in the dumps that nothing
could cheer you up’

3 ’Have you felt calm and peaceful’
4 ’Have you felt downhearted and low’
5 ’Have you been a happy person’

TABLE 3.9: Items from SF-36 used in the emotional well-being
score

S =

(
∑i si − 5

25

)
× 100 (3.1)

This process gives a score that ranges from 0-100, with higher scores inter-
preted as better emotional well-being (Ware and Sherbourne, 1992). As such
to make this a measure of depressed affect, we will reverse the scale by tak-
ing SS f Mh = 100− S. It is worth noting that, as with the GHQ, this measure
is designed to be a general measure of mental health, rather than being spe-
cifically designed to detect depression. Therefore, there is likely to be some
confounding due to other mental health issues that are picked up by this
screening instrument.

Figure 3.10 shows the distribution of our SF-36 emotional well-being score in
waves 3, 5, 7 and 9. Unsurprisingly, the distributions follow a very similar
pattern to the GHQ-based measure, with most of the mass being concen-
trated on low scores of the measure. However, the median of the distribution
sits slightly higher in the range of possible values than was the case with the
GHQ-based measure. Relatedly, the mass of the distribution is more spread
out across the range of possible values than was the case with the GHQ de-
pression score. Overall, this again points to the majority of the Whitehall II
sample having little to no mental health difficulties.

In terms of departures from normality, the SF-36 emotional well-being score
is again non-continuous and so cannot be Normally distributed. As with the
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FIGURE 3.10: Box-plots of the SF-36-based depression score
within waves 3, 5, 7 and 9

GHQ-based depression score, even if we are to treat this discrete measure
as continuous, there are several departures from Normality. Again there is
a right skew and additionally there are multiple peaks in the distribution.
These peaks are likely a result of the underlying discrete nature of the data.
Therefore, similar to the GHQ-based depression score this violation of Nor-
mality will need to be accounted for in our analysis of the substantive model.
Furthermore, the apparent smoothness in the frequency polygons in Figure
3.11 is an artefact of the aggregation of scores into bins. The size of the bins
was chosen to make the overall trends in the data more clear. Choosing a
smaller size for the bins would highlight the discontinuity of the data and
give a very jagged polygon.
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FIGURE 3.11: Frequency polygon for SF-36 mental health score
in waves 5, 7 and 9

3.3.3 Indicators of Physical Function from the SF-36

The SF-36 is a measure of health-related quality of life (HRQoL) that was
developed as part of the Medical outcomes study (Tarlov et al., 1989). The
measure does not provide an overall score of HRQoL but instead provides
a summary of eight different components of health: physical functioning,
bodily pain, role limitations due to physical problems, role limitations due to
emotional problems, emotional well-being, social functioning, energy and fa-
tigue, and general health perceptions (Ware and Sherbourne, 1992). As well
as the eight component scores there are also two summary scores associated
with the SF-36: the Physical Component Score (PCS) and the Mental Com-
ponent Score (MCS).

The SF-36 questionnaire has been included as part of the main Whitehall II
questionnaire since wave 3. To investigate the distribution of physical func-
tion within the Whitehall sample I focused on three of the component scores
from the SF-36: the physical function score, the role limitation due to physical
problems score, and the bodily pain score. All sub-scale scores included in
the Whitehall II dataset were calculated as described in the SF-36 User guide
(Ware et al., 1993).



76 Chapter 3. Exploring the Whitehall II Data Set

3.3.3.1 SF-36 Physical Function Score

The physical function score is designed to give an indication of how limited
an individual is in doing various physical activities (Ware and Sherbourne,
1992). The score is calculated using 10 items from the SF-36 questionnaire,
which ask participants about their ability to perform a wide range of physical
activities, including vigorous activity, moderate activity, and a range of other
activities associated with daily living, such as carrying groceries, walking
up stairs and bathing oneself. Items are scored from one to three, with one
representing being ‘limited a lot’ on that activity, and three representing not
being limited at all.

If a participant had missing data on no more than half the items that made
up the physical function subscale, the Whitehall II researchers replaced these
missing values with the mean of the participant’s other responses on the sub-
scale’s items. This process is known as mean imputation and is discussed
further in Chapter 4 when I outline the my strategy for dealing with missing
data in my own analysis of the Whitehall II data set. Note that this mean
value may not have a value that corresponds to the categorical responses
available for each item.

The sub-scale score is then calculated from a rescaled sum-score of the indi-
vidual item responses as described in Ware et al. (1993). Having a high score
on the SF-36 physical function sub-scale indicates that the participant is able
to perform all types of physical activity without limitations due to health.
Having a low score instead indicates that the participant is ‘limited a lot’ in
their ability to perform all physical activities due to their physical health.

Figures 3.12 give frequency polygons of SF-36 physical function score in waves
5, 7 and 9. All three distributions are skewed towards higher values on the
scale, indicating that a large proportion of the sample has little or no limit-
ations to their physical function due to health concerns. Unsurprisingly, in
wave 9 the peak of the distribution has shifted slightly to the left, indicating
increased prevalence of limitations. These are in part likely to be caused by
the ageing of the sample between these waves of data collection. Figure 3.13
shows this pattern via a series of box-plots. In Wave 5 the interquartile range
for the data covers the very top end of the range of possible values, however,
in waves 7 and 9 the median physical function scores and the interquartile
range are shifted down. In wave 9 the lower quartile decreases further down
the range.
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FIGURE 3.12: Distribution of SF-36 Physical Function scores
within Waves 3 to 9

FIGURE 3.13: Boxplots of SF-36 Physical Function scores within
waves five, seven and nine
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3.3.3.2 Role Limitations due to Physical Problems Score

Similar to the physical function score, the role limitations due to physical
problems sub-scale gives an indication of to what extent a participant’s phys-
ical health causes them problems with work or other daily activities. It is cal-
culated using four binary questions in which answering yes indicates that the
participant experiences that kind of limitation due to their physical health.
The score is given by the average number of ‘no’-responses the participant
gave, multiplied by 100 to set the scale between 0 and 100. Similarly to the
physical function score, the Whitehall II researchers replaced missing item
responses with the mean number of ‘no’-responses in the participant’s ob-
served responses if no more than 50% of the responses on the subscale were
missing.

A high role limitations score indicates that an individual has ‘little to no’ lim-
itations to their daily activities due to physical health issues, whereas a low
score represents multiple such limitations. Generally speaking, lower values
on the subscale are taken to indicate more severe limitations due to physical
problems. Aside from the cases where mean imputation was conducted, five
different Role limitation scores are possible: 0, 25, 50, 75 and 100, which are
equivalent to zero, one, two, three, or four ‘no‘-responses on the individual
items respectively. When mean imputed values are present different scores
between 0 and 100 are possible.

Figure 3.14 shows the distribution of SF-36 role limitation scores, with values
from participants with mean imputed data removed. From waves 3 through
to 9 there is a similar pattern within the distribution to that of the physical
function score. In wave 3, the overwhelming majority of participants have
no limitations to their role due to physical health issues, and small propor-
tions of individuals make up each of the remaining categories. However, as
time progresses, a greater proportion of the sample experience role limita-
tions within all severity categories.
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FIGURE 3.14: Distribution of SF-36 role limitation scores within
waves 3 to 9

3.3.3.3 Bodily Pain Score

The SF-36 bodily pain score summarises two aspects of bodily pain that a par-
ticipant might experience: extent of bodily pain, and how much this bodily
pain interferes with normal work. For the first item on the extent of bodily
pain, individuals were asked ‘how much bodily pain have you had in the
past four weeks’ and were able to give one of six responses: ‘none’, ‘very
mild’, ‘mild’, ‘moderate’, ‘severe’ or ‘very severe’. For the second item on
interference with normal work, participants were asked ‘how much did pain
interfere with your normal work in the past four weeks’ and were able to
give one of five responses: ‘not at all’, ‘A little bit’, ‘moderately’, ‘quite a bit’
or ‘extremely’.

The bodily pain score is then calculated as suggested in the SF-36 user manual
(Ware et al., 1993). Firstly, the item responses are precoded with a numerical
value that corresponds to their severity. In particular, the first item is coded
with integers from one to six, with one representing no bodily pain, and six
representing severe bodily pain. Similarly, the second item is coded from one
to five, with one representing no effect on work from pain, and five repres-
enting extreme effect. The item scores are then recoded as per Table 6.3 from
the SF-36 user manual (Ware et al., 1993). After recoding, missing responses
were mean imputed by the Whitehall II researchers in the case that only one
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FIGURE 3.15: Frequency polygon of SF-36 bodily pain score
within waves 3 to 9

item of the two is missing. Mean imputing values in this way effectively du-
plicates the single present score in place of the missing value. After imputing
missing values, the scores on the two items are summed together and then
rescaled so that the score runs from 0 to 100.

Figure 3.15 shows frequency polygons of SF-36 bodily pain scores in waves 5,
7 and 9. Similar to the other SF-36 scores, the distribution is heavily skewed
towards higher scores, with lower bodily pain scores becoming increasingly
less likely. There is also the same trend of more frequent low scores being
found at later time points. This is again likely associated with the ageing of
the sample participants.

As was the case with the depression measures, all three measures of physical
function are not continuous, and have skewed distributions. As a result they
are not Normally distributed.

3.3.4 Indicators of Physical Activity

In waves 5, 7 and 9 a subsection of the Whitehall II questionnaire is devoted
to measuring participants’ physical activity. Within this questionnaire are 20
items that assess the amount of time that participants spend doing the fol-
lowing activities: walking, sports (cycling, football (soccer), golf, swimming,
and two open-ended questions on other sport), gardening (weeding/hoe-
ing, mowing the lawn, and one open-ended question on other gardening),
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housework (carrying heavy shopping, cooking, hanging out washing and
two open-ended questions on other housework), DIY (painting/decorating,
washing the car and one question on other DIY), and two further questions
on other physical activity. These questions constitute a modified version of
the Minnesota leisure-time physical activity questionnaire (Taylor et al., 1978;
Sabia et al., 2012).

Taken on their own, individual items from this questionnaire are unlikely to
provide a comprehensive picture of the participants’ physical activity levels.
As such, choosing only a handful of indicators to represent the physical activ-
ity construct in our model is likely to result in significant bias in the model.
Conversely, using all of these items as individual indicators for our struc-
tural equation model will create an unwieldy model with either a difficult to
interpret or multidimensional physical activity construct. As a result, three
summary measures of physical activity volume have been derived from the
raw item scores, and represent the participants’ volumes of mild, moderate
and physical activity.

3.3.4.1 Deriving the Measures of Mild, Moderate and Vigorous Physical
Activity

An estimate of mild, moderate and vigorous activity was derived in the fol-
lowing way. First, I have estimated the number of hours per week that each
participant spends performing each activity separately. For each activity (ex-
cept for walking and cycling), participants were asked how many hours of
each physical activity they partook in during the last four weeks. Respond-
ents could choose one of seven possible responses: no hours, half an hour,
one to one and a half hours, two to three hours, four to five hours, six to ten
hours or 11 or more hours. For walking and cycling participants were asked
how many minutes they spent walking and cycling on weekdays and week-
ends. Hence for walking and cycling, weekly hours were calculated using
the equation 3.2

xweek = (5xweekday + 2xweekend)/60 (3.2)

where xweek denotes the weekly hours performed, xweekday denotes the minutes
done on a weekday, and xweekend denotes the minutes done on a weekend,
with x ∈ {walking, cycling}.
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Response Category Recoded Value

No hours 0
Half an hour 0.5
1-1.5 hours 1.25
2-3 hours 2.5
4-5 hours 4.5

6-10 hours 8
11 or more hours 11

TABLE 3.10: Possible responses categories and recoded estim-
ate of duration for all activities in the Whitehall II Physical

activity questionnaire except Walking and Cycling

For all the other activities, the estimate of weekly hours was calculated as
follows. For each activity, the participants’ responses were recoded so that
they took a single value, rather than a range. In particular, I recoded the
values to take the midpoint of their respective response category, except for
responses in the final open-ended category which I recoded to 11. The full
list of categories and their recoded values is shown in Table 3.10. Recoded
response categories were then divided by four to give an estimate of weekly
hours of activity.

Once I estimated the weekly hours performing an activity, this value was
then multiplied by the metabolic equivalents (METs) associated with per-
forming that activity to give an estimate of the volume of physical activity
done per week in that activity. MET values for each activity were taken from
the compendium of physical activity provided in (Ainsworth et al., 2011). All
items were assigned a MET score based on a single entry from the PA com-
pendium, except ‘other sports’ and cooking. The single entry was chosen
to represent the activity if its description was deemed to most closely match
the activity from the Whitehall questionnaire. ‘Other sports’ was assigned a
MET value based on the average of the MET scores from all entries within the
sports category on the PA compendium, excluding golf and football. Cook-
ing was assigned a value based on the average of all the cooking items in the
compendium. A detailed description of the MET values that were used for
each activity is included in Table 3.11.

Once an estimate of physical activity volume has been derived for each activ-
ity separately, the activities were classified as mild, moderate and vigorous
based on their associated MET values. Specifically, activities were classified
as: mild if they had a MET value less than three; moderate if they had a
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Activity METs Ainsworth (2011) (Code) and
description

Walking 2.8 (17151) Walking 2mph, level,
slow pace, firm surface

Cycling 7.5 (01015) Bicycling, general
Football 7.0 (15610) Soccer, casual, general

Golf 4.8 (15255) Golf, general
Swimming 6.0 (18310) Swimming, leisurely,

not lap swimming, general
Other Sports 6.3 Average of Sports excluding golf

and football
Weeding/Hoeing 5 (08241) Weeding, cultivating

garden, using a hoe, moderate
to vigorous effort

Lawn mowing 5.5 (08095) Mowing lawn, general
Other Gardening 3.8 (08245) Gardening, general,

moderate effort
Carrying heavy shopping 2.5 (05056) putting away groceries

(e.g carrying groceries, shop-
ping without a grocery cart),
carrying packages

Cooking 2.625 Average of cooking items (05049
- 05052)

Hanging Washing 2.0 (05090) Laundry, fold/hang
clothes, implied standing, light
effort

Other Housework 3.5 (05026) Multiple household
tasks at once, moderate effort

Car Wash 2 (06225) Washing and Waxing car
Painting 4.5 (06165) painting, (Taylor Code

630)
Other DIY 4.5 (06127) home repair, general,

moderate effort

TABLE 3.11: Table of Activities in Whitehall II questionnaire
and their associated intensities
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FIGURE 3.16: Distribution of mild activity volume in waves 5,
7 and 9

MET value greater than or equal to three but less than six; and vigorous if
they had a MET value greater than or equal to six. Once activities had been
classified, estimates of mild, moderate and vigorous activity were derived
by summing together the physical activity volumes for activities within the
same category. In this way, mild activity is the total volume of activity from
walking, washing the car, carrying shopping, cooking and hanging washing.
Moderate activity is the total volume of activity from golf, weeding, painting,
mowing the lawn, general gardening, general housework and general DIY.
Vigorous activity is then the total volume of exercise from football (soccer),
swimming, cycling, and general sport.

3.3.4.2 Volume of Mild Activity

Figure 3.16 shows the distribution of mild activity volume in waves 5, 7
and 9. The distributions are largely similar in shape, however, in wave 9
there is a greater density concentrated around lower values of mild activity
volume compared to waves 5 and 7. This is perhaps due to natural declines
in physical activity associated with older age. Another difference between
the distributions is that there is a much longer tail in the distribution of mild
activity volume in wave 7. This is caused by a handful of individuals doing
large amounts of walking. Besides these outliers, the distributions appear to
mostly follow the bell shape of the Normal distribution. However, in both
wave 5 and wave 7 the is a slight right skew.
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FIGURE 3.17: Distribution of moderate activity volume in
waves 5, 7 and 9

3.3.4.3 Volume of Moderate Activity

Figure 3.17 shows the distributions of moderate physical activity in waves 5,
7 and 9. The distributions are all very similar, and are more skewed than is
the case for mild activity volume, suggesting that higher volumes of moder-
ate activity are increasingly less common in the sample. Unlike the distribu-
tions for mild activity, volume, the distributions for moderate activity are not
normally distributed.

3.3.4.4 Volume of Vigorous Activity

Figure 3.18 shows the distributions of vigorous activity volume in waves 5,
7 and 9. The distributions are severely skewed, and as such are non-Normal.
All three distributions have the majority of their mass concentrated on low
values of vigorous activity volume which suggests that the vast majority of
the sample does next to no vigorous physical activity.
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FIGURE 3.18: Distribution of vigorous activity volume in
waves 5, 7 and 9

3.3.5 Indicators of Diet

The vast majority of the diet data in Whitehall II is collected in the form of a
food frequency questionnaire (FFQ). This questionnaire asks about how often
the participants eat food from a number of different groups including bread,
dairy, meat, fish, fruit, vegetables, pasta, sweets and snacks as well as ques-
tions on drink consumption and the use of salt, fats and sauces. Using only a
single item of food within a group as an indicator of the consumption of all
food in that group within the model under utilises the vast amounts of data
collected within the questionnaire. Furthermore, single foods are unlikely to
be representative of a participant’s consumption of foods in the same group,
as consumption of foods of the same group is likely to vary within an indi-
vidual’s responses. In light of this, I have estimated the daily consumption
frequency for each food group in the respondent’s diet.

For each food, participants are asked to select from one of nine different op-
tions to indicate how many medium sized portions of the food they con-
sumed, on average, over the last month. The options and their corresponding
response categories are listed in Table 3.12. Even though the question asks for
a frequency of medium sized portions that were consumed, it important to
note that the derived measure I have calculated is focused purely on con-
sumption frequency, rather than being interpreted as a number of portions.
This is because there is often no objective description of what constitutes a
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medium portion of a food, and hence what participants considered a portion
size may vary considerably across the sample.

Response Category Consumption Frequency

1 Never/ less than once a month
2 1-3 per month
3 Once per week
4 2-4 per week
5 5-6 per week
6 Once per day
7 2-3 per day
8 4-5 per day
9 6+ per day

TABLE 3.12: Whitehall II FFQ question response categories and
meanings

In order to estimate the daily consumption frequency for a food, I have con-
verted response categories that use either a monthly or weekly time scale into
an equivalent daily frequency. To do this, I have taken the length of a month
as 30 days so that monthly frequencies can be divided by 30 to obtain daily
frequencies. Table 3.13 shows the response categories and their associated
consumption frequency when converted to a daily time-scale.

Response Category Consumption Frequency

1 Never - less than 1/30 a day
2 1/30 - 1/10 per day
3 1/7 per day
4 2/7 - 4/7 per day
5 5/7 - 6/7 per day
6 Once per day
7 2-3 per day
8 4-5 per day
9 6+ per day

TABLE 3.13: Whitehall II FFQ response categories and rescaled
meanings

Having created these categories, a single reference point in each category is
needed so that daily consumption frequency may be summed across differ-
ent foods within the same food group to estimate the daily consumption of
the entire food group. For response categories one to eight I have chosen
the midpoint of the daily range associated with the response category, and
for category nine I have chosen the reference point of 6 per day. The daily
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estimate for each response category is shown in Table 3.14. I then calculated
daily estimates for a food group by adding up an individual’s estimated daily
consumption for each food in that group. For example, the estimated daily
consumption frequency of vegetables consumed was calculated by summing
the individual responses to consumption of different vegetable items.

Response Category Consumption Frequency

1 2/60 a day
2 2/30 per day
3 1/7 per day
4 3/7 per day
5 11/14 per day
6 Once per day
7 2.5 per day
8 4.5 per day
9 6 per day

TABLE 3.14: Whitehall II FFQ response categories and corres-
ponding daily consumption frequency estimate

3.3.5.1 Daily Consumption Frequency of Vegetables

The first food group that I estimated the daily consumption frequency for
was vegetables. The Whitehall II FFQ questionnaire contains 24 questions
on the consumption of vegetables and legumes. The items covered the fol-
lowing foods: baked beans, other beans, broccoli, cabbage, carrots, cauli-
flower, coleslaw, dried lentils (and similar), garlic, green salad, leeks, mar-
rows and courgettes, mushrooms, onions, parsnips (and similar), nuts, peas,
soya meat, spinach, spring greens, sweet peppers, soy (such as tofu), toma-
toes and vegetable soup. All of these items, except for nuts were used to es-
timate the daily consumption frequency of vegetables. Nuts were excluded
due to their high fat content, which may have resulted in confounding with
the measure of fat intake that is introduced later in this section.

The distributions of vegetable consumption frequency in waves 5, 7 and 9
are displayed in Figure 3.19. Inspection of these distributions suggests that
the overall pattern of vegetable consumption does not change much across
the three waves. Furthermore, it also suggests that on average, individuals
are consuming vegetables around four times per day with the majority of
participants eating vegetables between zero and ten times per day. Besides
the long tail to the right the distribution also appears to be approximately
normally distributed.
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FIGURE 3.19: The distribution of daily vegetable consumption
frequency in waves 5, 7 and 9

3.3.5.2 Daily Consumption Frequency of Fruit

The Whitehall II FFQ questionnaire contains 11 questions on the consump-
tion frequency of fruits. The items covered the following fruits: apples, bana-
nas, grapefruit, grapes, oranges, melon, peaches, pears, strawberries, tinned
fruit and dried fruit. All of the above items were used to create the estimate
of daily consumption frequency of fruit. Figure 3.20 shows the distributions
of estimated daily consumption frequency of fruit in waves 5, 7 and 9. The
majority of respondents eat fruit between zero and five times per day, with
there being a small tail in the distribution out to higher numbers of daily
portions. The mean consumption frequency for fruit is approximately two
per day. Again there is a long tail out to the right of the distribution, how-
ever, from observing the overall shape of the distributions, departures from
normality do not appear severe.

3.3.5.3 An Alternative Indicator of Fruit and Veg Intake

Outside of Whitehall II’s food frequency questionnaire, data is collected within
the main questionnaire on the frequency with which participants consume
fruit and veg. Participants are asked how often they consume fresh fruit or
veg, and are given eight options to choose from: “Seldom”, “Less than once
a month”, “One to Three times a month”, “Once or Twice a week”, “Three to
four times a week”, “Five to six times a week”, “Daily”, Two or more times
a day”. Figure 3.21 shows how the responses to this question are distributed
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FIGURE 3.20: The distribution of daily fruit consumption fre-
quency in waves 5, 7 and 9

across the different options in waves 3, 5, 7 and 9. In all waves of the sample
more than half of the participants report eating only one piece of fresh fruit or
vegetables at most each day. As such, this would indicate that in all waves,
the majority of participants are not meeting recommended intake for fruit
and vegetables.

This data provides a contrary picture to the data provided in our estimates
of daily consumption based on the FFQ data, where it appeared that around
half of the sample were consuming more than four vegetables per day and
more than two fruits per day. From this we know that at least one of these
measures is providing an inaccurate reading of participants’ fruit and veget-
able intake.

Estimates of daily consumption derived from the FFQ may be over estim-
ating the dietary consumption of fruit and vegetables. Health Survey for
England data suggests that English adults on average consumed approxim-
ately three and a half to four portions of fruit and vegetables per day in the
years that this Whitehall data was collected (NHS Digital, 2020a). The FFQ
data however suggests that the sample members on average consume fruit
and vegetables around six times per day. Individuals may be influenced by
the social desirability to follow a healthy diet and over report their fruit and
vegetable consumption. It is, however, also possible that our sample of civil
servants is systematically more likely to engage in healthy eating habits than
is the general population. In the United Kingdom, higher SEP is associated
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FIGURE 3.21: The distribution of fruit and vegetable consump-
tion frequency within waves 3, 5, 7 and 9

with increased consumption of fruit and vegetables (Maguire and Monsivais,
2015). On average, one would expect that a sample of civil servants from
London would have a higher average SEP than a general population sample
and so this may explain some of the increase in reported fruit and vegetable
intake.

Estimates from the single item alternative measure may be underestimating
the amount of fruit and vegetables consumed; the proportion of the sample
who report eating 2 or more pieces of fruit a day is similar to the proportion of
the sample in the health survey for England who report eating five portions
a day (NHS Digital, 2020a)). Recalling average behaviour is a cognitively
expensive task and so participants may base their answer on an inaccurate
heuristic recollection of their true diet. For example, participants may only
recall fruit and veg eaten at meal times, or over the last few days, both of
which might underestimate true consumption (Naska, Lagiou and Lagiou,
2017).

3.3.5.4 Daily Consumption Frequency of Sugary Foods

Another food group that I have derived an indicator for the consumption of
is sugary food. In the FFQ there are 14 items within the sweets and snack
group: biscuits, buns and pastries, cakes, chocolate, cocoa and hot chocol-
ate, crackers, crisps, tarts (and similar), ice cream, jam (and similar), milk
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puddings, sponges, sugar in hot drinks, and sweets. Of these, all items ex-
cept for crisps and crackers were included in our derived measure of sugar
consumption frequency. Note that this indicator does not describe total con-
sumption of sugar, since other foods which contain sugar from other groups
of diet questions in the FFQ are not included. For example, fruits contain
high amounts of sugar but are not included in this measure.

Figure 3.22 shows the distribution of daily sugar consumption frequency in
wave 5. Participants most commonly have a reported sugar consumption
frequency of between 0.5 and 1.5, with higher consumption frequencies be-
coming increasingly less common in the sample. This would indicate that
it is most common for participants to only consume a small number of sug-
ary foods per day on average. However, there are many individuals who
consume higher amounts of sugary snacks: over half of the sample have a
reported sugar consumption frequency greater than 2.5 per day. Figure 3.23
shows the distribution of sugar consumption frequency in waves 5, 7 and
9. All three distributions are very similar which is perhaps an indication of
persistent sugar consumption habits over time. Departures from Normality
are more severe than is the case for fruit and vegetable intake with the main
mass of the density having a less symmetrical shape. There is also a right
skew in the distributions providing a further departure from Normality.

FIGURE 3.22: The distribution of daily sugar consumption fre-
quency in wave 5
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FIGURE 3.23: The distribution of daily sugar consumption fre-
quency in waves 5, 7 and 9

3.3.5.5 Daily Consumption Frequency of Unhealthy Fat

A measure of unhealthy fat consumption was derived from four items from
the fat section of the FFQ questionnaire. These items asked how many times
on average the participants ate: butter, hard margarine, visible fat on food,
or fried food. These items were chosen due to the fact that they contain high
amounts of saturated and trans fat, which have been suggested to be more
harmful to health than other types of fat, and than fat intake overall (Liu et
al., 2017a).

Figure 3.24 shows the distribution of daily consumption frequency for un-
healthy fat in waves 5, 7 and 9. The vast majority of participants in the sample
have a low reported daily consumption frequency with higher consumption
frequency becoming decreasingly common except for a spike in density just
above a consumption frequency of 2.5. It is clear to see that none of the distri-
butions for unhealthy fat consumption follow a normal distribution closely:
there are multiple peaks in the distribution and the distribution reflects a
high frequency of low values of consumption.

These multiple peaks are likely an artefact of how the measure was calcu-
lated. On inspection of Figure 3.24, it is apparent that the peaks of the dis-
tribution cluster around the consumption frequency categories from Table
3.14. For example there is peak just above 2.5 per day and another smaller
bump just above 4.5 per day. As was noted before, the bulk of responses
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on fat intake suggest participants are infrequently consuming unhealthy fat.
As a result, we can expect that the majority of participants responses indic-
ated low consumption frequencies on the individual items. If a participant
has a higher consumption frequency on a single item, but low consumption
frequency on the remaining items, then their overall score will sit just above
the consumption frequency of the high consumption item, as this value will
contribute most heavily to their overall score. This pattern of responses, in
which participants have either reported low consumption on all items, or
high consumption on a single item and low consumption on the rest, is likely
responsible for the observed shape of the distribution.

FIGURE 3.24: The distribution of daily unhealthy fat consump-
tion frequency in waves 5, 7 and 9

3.3.5.6 Daily Consumption Frequency of Processed Meat

The last indicator that has been derived from the FFQ is an indicator of pro-
cessed meat consumption frequency. This measure has been derived from
five items that ask how frequently participants ate the following food stuffs:
bacon, corned beef or luncheon meat, ham, sausages, and savoury pies. Fig-
ure 3.25 shows the distribution of consumption frequency for processed meat.
Similar to the distributions of sugar consumption and fat consumption, low
consumption frequency is the most common response in the sample, with
higher consumption frequency becoming decreasingly likely. Again the shape
of the distributions is consistent across the waves of data suggesting that the
patten of dietary intake has not changed within the sample over time. Lastly,
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the distributions are again not normally distributed although the departures
from normality are less severe than is the case for sugar intake.

FIGURE 3.25: The distribution of daily processed meat con-
sumption frequency in waves 5, 7 and 9

3.3.6 Indicators of Socioeconomic Position

The Whitehall II data set contains a range of measures associated with so-
cioeconomic position that cover areas such as education status, occupational
status, family problems and perceived socioeconomic position. In our model
I have used three measures as indicators of socioeconomic position: two
measures of family problems and one measure of perceived socioeconomic
position. I did not include measures of occupational status for this analysis
and the final model because they had very high proportions of missing data.
I also did not examine educational status as it does not change over time, and
therefore would be uninformative for a time-dependent measure of SEP.

3.3.6.1 Frequency of Problems with Money

The first measure of socioeconomic position I have examined measures the
frequency with which participants experience problems with money. Spe-
cifically, participants were asked how often they did not have enough money
to afford the kind of food and clothing they feel their family should have. Re-
spondents could give one of five different answers: ‘always’, ‘often’, ‘some-
times’, ‘seldom’ or ‘never’. Table 3.15 shows the number of individuals that
responded in each category in waves 5, 7 and 9. Figure 3.26 then shows the
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Wave 5 Wave 7 Wave 9
(1997-1999) (2002-2004) (2007-2009)

Problem Frequency
N (%)

Always 72 (1.02%) 66 (0.98%) 54 (0.82%)
Often 159 (2.25%) 111 (1.65%) 63 (0.96%)
Sometimes 711 (10.05%) 426 (6.31%) 364 (5.54%)
Seldom 1,752 (24.77%) 1,185 (17.57%) 960 (14.61%)
Never 4,380 (61.92%) 4,958 (73.50%) 5,131 (78.07%)

TABLE 3.15: Distribution of responses to question on frequency
of problems with money

FIGURE 3.26: Distribution of Money Problems Responses

proportion of participants that responded in each category. Of note is that the
majority of participants report that they never have money problems when
providing food and clothing for their family and that this majority increases
over time. In addition, more frequent money problems are increasingly un-
common over time.

3.3.6.2 Frequency of Problems Paying Bills

The second indicator of socioeconomic position measures another aspect of
financial problems that might occur in participants’ family lives. Participants
were asked how much difficulty they have paying bills. Again respondents
could give one of five options: very great, great, some, slight or very little.
Table 3.16 shows the number of participants who responded in each of these
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Wave 5 Wave 7 Wave 9
(1997-1999) (2002-2004) (2007-2009)

Problem Frequency
N (%)

Very great 32 (0.45%) 12 (0.18%) 17 (0.26%)
Great 71 (1.00%) 59 (0.88%) 39 (0.60%)
Some 535 (7.57%) 425 (6.32%) 351 (5.36%)
Slight 900 (12.74%) 785 (11.68%) 655 (10.00%)
Very little 5,528 (78.23%) 5,442 (80.95%) 5,489 (83.79%)

TABLE 3.16: Distribution of responses to question on frequency
of problems paying bills

FIGURE 3.27: Distribution of Bills problems responses

categories in waves 5, 7 and 9 and 3.27 displays the proportion of participants
who responded in each category, again in waves 5, 7 and 9. The pattern
of responses is very similar to the pattern seen in the frequency of money
problems. The vast majority of respondents indicate that participants have
very few problems paying bills and as with money problems, more severe
issues are increasingly infrequent over time. The pattern of responses here
is also more skewed towards very little problems than is the case with the
money problems variable.

3.3.6.3 Perceived Position on the Societal Ladder

The final indicator of socioeconomic position gives an indication of each re-
spondent’s perceived position within society. Participants were asked to
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FIGURE 3.28: Distribution of perceived social ladder position
in wave 5 (1997-1999)

mark on a ladder where they felt they were in society, with the top of the
ladder indicating those best off in society, and the bottom of the ladder rep-
resenting those who are worst off. Responses range from 0.5 to 10.5, with 0.5
representing a participant placing themselves below the bottom rung (on the
ground) and 10.5 representing an individual placing themselves above the
top rung. In later waves individuals were instructed to only place themselves
on an exact rung, reducing the number of different response possibilities, and
reducing the range of values to integers between 1 and 10.

Figure 3.28 shows the distribution of perceived societal position in wave 5.
The majority of respondents consider themselves to be within the top half
of society. Participants rarely viewed themselves as being at the very top of
society, but instead were more likely to put themselves between halfway and
four fifths of the way up the ladder. Very few individuals consider them-
selves in the bottom of society, with fewer and fewer participants placing
themselves on lower rungs of the societal ladder.
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FIGURE 3.29: Correlation plot for measures in wave 5 (1997-
1999)

3.4 Correlations Between Indicators of Different

Constructs

In this section I will analyse how indicators of the different constructs ex-
amined in the previous section correlate with one another. This will serve
to give some initial insight into the relationships that might exist between
the different constructs being investigated. When discussing the correlations
between variables I have followed the cut-off descriptions suggested by Co-
hen (1988). As such, correlations less than 0.1 in magnitude are described as
negligible, between 0.1 and 0.3 in magnitude as small, between 0.3 and 0.5 as
medium and above 0.5 as large. In calculating the correlations, missing data
was dealt with using pair-wise deletion, which calculates each correlation
using all cases for which data was observed on both of the variables being
correlated.
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FIGURE 3.30: Correlation plot for measures in wave 5 (1997-
1999)
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3.4.1 Cross-sectional Correlations between Measures

When selecting measures to be indicators of the same construct, it is import-
ant that the measures share some common source of variance, as it is this
common source of variance that we are explaining using a latent factor. Hav-
ing a common source of variance due to an underlying latent construct im-
plies that there will be a non-zero correlation between such measures when
we do not account for this latent part of our model. Hence, if measures do
not correlate with one another, then they cannot be measuring the same un-
derlying latent construct. This is specifically the case when the relationship
between construct and measures is specified as “construct causes measure”.

With the above in mind, Figure 3.29 suggests that two of the constructs in-
cluded in the model are not well indicated by their measures: diet quality
and exercise. In terms of diet, whilst fruit and vegetable consumption correl-
ate with one another, sugar consumption has only a small correlation with
vegetable consumption, and only correlates negligibly with fruit consump-
tion, although this correlation is only just below the cut-off value 0.1 for being
considered a ‘small’ correlation.

Similarly, processed meat consumption and fat consumption only have small
correlations with fruit consumption and negligible correlations with veget-
able consumption. Overall, this suggests that using all of these measures as
indicators of a single underlying diet construct is not appropriate, as they
are not all measuring the same underlying construct. As such, only some of
these measures will be carried forward as measures of the diet construct in
the SEM model presented in Chapter 5.

The three physical activity measures also do not correlate non-negligibly
with each other. Whilst volume of mild and moderate exercise have a small
correlation between them, volume of vigorous activity has only a negligible
correlation with both mild and moderate activity. This measure will be ex-
cluded from the formation of the physical activity construct. Besides these
two constructs, the remaining four constructs: obesity, physical function, de-
pression and socioeconomic position have good internal consistency giving
some initial face validity to the measures being used.
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3.4.1.1 Correlates of Obesity

When looking at correlations between measures on different constructs, there
are very few non-negligible correlations and even when a non-negligible cor-
relation exists it is at most small. In the obesity measures, BMI only has
a non-negligible correlation with two measures that are indicators of other
constructs: SF-36 Physical function score and daily sugar consumption fre-
quency. Physical function had a small and negative correlation with BMI, in-
dicating that better physical function was weakly associated with lower BMI.
However, sugar consumption also had a small negative correlation with BMI,
suggesting that higher daily sugar consumption was weakly associated with
lower BMI. Waist circumference was only non-negligibly correlated with SF-
36 Physical function score, daily meat consumption frequency and fruit con-
sumption frequency, although the correlation with fruit consumption was on
the borderline for being negligible. Both of these correlations were in the ex-
pected directions. Waist circumference had a small negative correlation with
Physical function, and a small positive correlation with daily meat consump-
tion frequency.

Also of note is that both BMI and Waist circumference have negligible correl-
ation with both of the depression measures. Figure 3.31 shows a scatter plot
of GHQ based depression scores against BMI, with the blue LOWESS line
providing a localised estimate of the relationship between the two variables.
From the LOWESS line it appears that as well as the non-negligible correl-
ation between the two variables, the relationship between BMI and GHQ-
based depression score is linear.

When the sample was partitioned based on sex, Frequency of money prob-
lems, and ethnicity separately, the correlation between BMI and GHQ-based
depression score was still negligible. However, the LOWESS lines depicted in
Figures 3.32 and 3.33 show some non-linearities in the relationship between
BMI and GHQ-based depression score. When split by sex, a non-linear re-
lationship between the variables appears at higher GHQ scores, with the
association becoming increasingly positive in Males, and increasingly neg-
ative in females. However, in this range of GHQ scores, there is considerably
more uncertainty in the local LOWESS estimate (indicated by the darker grey
band), due to there being less data in this region of the scatter plot. As a res-
ult it is possible that the apparent non-linear behaviour is down to sampling
variation, and that with more data, the relationship would be linear across
the entire range.
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FIGURE 3.31: Scatter plot of GHQ based depression score
against BMI in wave 5

The relationship in non-whites also displays some non-linear behaviours,
with an oscillation in the relationship when GHQ scores are between 1 and
4. This oscillation is also found in the other scatter-plots, though to a lower
extent. An important thing to note is that the size of the oscillation relates
to the sample size of the group in that groups with a smaller sample size
have a larger oscillation. As a result, this may be an artefact of the way the
measure was derived that is eventually smoothed out by larger sample sizes.
Above a GHQ score of 4, there appears to be a negative association between
GHQ-based depression and BMI in non-Whites although again there is con-
siderable uncertainty in the local estimates in this GHQ score range.

3.4.1.2 Correlates of Depression measures

We have already seen that depression is negligibly correlated with BMI and
waist circumference, even when the relationship is stratified by sample char-
acteristics such as sex, socioeconomic position and work status. The depres-
sion measures, however, unlike BMI and waist circumference, do correlate
non-negligibly with some measures on the other constructs. In particular,
both depression measures have small, negative correlations with all meas-
ures of physical Function and all measures of socioeconomic position. This
translates to the expected relationships that poorer physical function and
lower socioeconomic position are associated with higher levels of depres-
sion (Hoebel et al., 2017; Lorant et al., 2003; Stegenga et al., 2012; Russo et al.,
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2007).

Within the physical function measures, bodily pain had the strongest correla-
tion with the depression measures, followed by role limitation and then lastly
physical function score. This suggests that the experience of role limitation
due to physical health problems and the experience of pain may contribute
additional risk for depression over and above the physical function problems
they are associated with.

Within the socioeconomic position measures, social ladder position had the
strongest correlation with both depression measures, followed by money
problems and finally problems with bills. This is interesting as it perhaps
suggests that one’s perceived place in society may be more important than
the experience of more objective adverse socioeconomic circumstances in the
relationship between depression and SEP. Previous research has found that
subjective socioeconomic position has an impact on ill-health independently
of objective socioeconomic position (Doshi et al., 2016; Hoebel et al., 2017).
In the case of depression, it has also been shown that subjective socioeco-
nomic position mediates the relationship between objective socioeconomic
position and depressive symptoms (Hoebel et al., 2017). In this way the lar-
ger correlation seen between the social ladder position and depression could
be indicative of a cumulative effect of the perceived socioeconomic position
itself and the objective socioeconomic position that may influence it. How-
ever, the difference in correlation is small and so could also be explained by
sample variation.

The SF-36 based measure of depression also has a small negative correlation
with average volume of moderate activity. All other correlations with the
depression measures are negligible.
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FIGURE 3.32: Scatter plot of GHQ based depression against
BMI in wave 5 by sex

FIGURE 3.33: Scatter plot of GHQ based depression against
BMI in wave 5 by ethnicity
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3.4.1.3 Other Correlates

The majority of correlations between other constructs’ measures were negli-
gible. The only exceptions to this were the small positive correlations between
indicators of physical function and socioeconomic position and a small cor-
relation between physical function and vigorous physical activity. In the case
of physical function and socioeconomic position, all three measures of phys-
ical function had small positive correlations with all three measures of so-
cioeconomic position. Interestingly, within the physical function measures,
only the physical function score correlated with any of the physical activity
measures: it had a small positive correlation with vigorous activity. Both
bodily pain and role limitation score correlated negligibly with all of the
physical activity measures.

3.5 Exploratory Linear Models

Having explored cross-sectional correlations between the measures in the
previous section, in this section I will present the results from some prospect-
ive exploratory linear models that aim to give a snapshot of what we might
expect to see in the final Structural Equation Model. In particular, I will look
at prospective predictors of obesity (Model 1) and depression (Model 2) sep-
arately. For each of these outcomes, three models will be presented. The first
will be an unadjusted model (Model a), in which one outcome is regressed
onto the other at the previous time point. The second model will then ad-
just for other covariates at the previous time-point (Model b), and the third
will then estimate model 2 for males and females separately (Model c). For
Model 2, a fourth model was also analysed to examine how strongly current
depression was associated with future depression (Model d).

For this analysis, outcomes from wave 7 were regressed onto covariates at
wave 5. Since the focus of this analysis is not to explore the stability of re-
lationships over time, predictors of outcomes at wave 9 have not been ana-
lysed. This will be more easily explored in the Structural Equation Model
presented in 5.

In all models I have chosen a single measure to represent each construct, as
simple linear regressions are not capable of including a more complex factor
structure. Obesity has been indicated by body weight (BMI), depression by
GHQ-based depression score, physical function by SF-36 physical function
score, diet by sweets consumption, physical activity by mild activity volume
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and socioeconomic position by social ladder position. In all models, missing
data was handled using list-wise deletion, whereby cases are excluded from
the analysis if they have a missing value on any of the included variables.

3.5.1 Model 1 - Regressing BMI on Depression

The unadjusted association in Model 1a indicates that GHQ based depression
score is a poor predictor of future BMI. The beta coefficient is not significantly
different from zero and the R2 values indicate that our model is not explain-
ing any of the variation in BMI scores that is found in the sample. Once the
other covariates were added into the model in Model 1b, a much higher pro-
portion of the variation in BMI scores was explained. This is likely due to the
inclusion of previous BMI in the model, which alongside age, was the only
significant predictor of BMI at wave 7 in the model. All other beta coefficients
in this model were either non-significant, very small in magnitude, or both.
When model 1c was run separately in males and females, there were no sub-
stantive differences between the model coefficients. The small differences in
statistical significance that were observed, such as in the age coefficient, are
likely due to the different sample sizes available in the two groups. Full res-
ults for the models looking at prospective predictors of BMI can be found in
Table 3.17.
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TABLE 3.17: Model coefficients for linear regression models of BMI at wave 7 regressed on covariates at wave 5

Model 1a Model 1b Model 1c (Males) Model 1c (Females)

Coefficients β (s.e):
Intercept 26.66 (0.08)∗∗∗ 1.59 (0.47)∗∗∗ 1.84 (0.53)∗∗∗ 1.43 (0.98)
Depression 0.01 (0.03) 0.03 (0.01) 0.02 (0.02) 0.04 (0.03)
Previous BMI 1.01 (0.01)∗∗∗ 1.00 (0.01)∗∗∗ 1.02 (0.01)∗∗∗

Sweets Consumption 0.00 (0.01) −0.00 (0.01) 0.01 (0.03)
Physical Function Score −0.00 (0.00) −0.00 (0.00) 0.00 (0.00)
Mild Activity METS 0.01 (0.00) 0.01 (0.00) 0.01 (0.01)
Social ladder position −0.04 (0.02) −0.02 (0.02) −0.08 (0.04)
Age −0.02 (0.01)∗∗∗ −0.02 (0.01)∗∗∗ −0.02 (0.01)∗

Female Sex 0.06 (0.07)

Goodness of Fit:
R2 0.00 0.86 0.85 0.87
Adjusted R2 -0.00 0.86 0.85 0.87
N 5840 2859 2025 834
RMSE 4.28 1.57 1.40 1.91

∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05; RMSE - Root Mean Squared Error
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3.5.2 Model 2 - Regressing Depression on BMI

Similar to the unadjusted model in the previous subsection, regressing GHQ-
based depression score on previous BMI (Model 2a) provided a model with
very poor explanatory power. Again the beta coefficient was almost zero,
and was non-significant at all alpha levels. The R2 values also indicate that
none of the variance that exists in GHQ scores is explained by previous BMI.
When adding in the remaining covariates in Model 2b, a similar picture arises
to that of the full model of BMI predictors. Previous GHQ depression score
is a significant predictor of GHQ depression score at the next time point, and
has the only beta coefficient greater than 0.1. Both Physical Function Score
and Social ladder position are significant predictors of GHQ depression score
at the 1% level, however, their associated beta coefficients are close to zero,
indicating only a small effect. Overall model 2b explained just less than a
quarter of the variation that was observed in GHQ-depression scores, mean-
ing that large amounts of variation has been left unexplained.
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Model 2a Model 2b Model 2c - Males Model 2c - Females

Coefficients β (s.e):
Intercept 2.13 (0.20)∗∗∗ 2.68 (0.52)∗∗∗ 2.50 (0.63)∗∗∗ 3.45 (0.94)∗∗∗

Previous BMI −0.01 (0.01) −0.01 (0.01) −0.00 (0.01) −0.01 (0.01)
Depression 0.43 (0.02)∗∗∗ 0.46 (0.02)∗∗∗ 0.38 (0.03)∗∗∗

Sweets Consumption 0.01 (0.01) 0.01 (0.01) −0.03 (0.03)
Physical Function Score −0.01 (0.00)∗∗ −0.01 (0.00)∗∗ −0.01 (0.00)
Mild Activity METS −0.01 (0.00) −0.00 (0.00) −0.01 (0.01)
Social ladder position −0.07 (0.02)∗∗ −0.05 (0.02)∗ −0.11 (0.04)∗∗

Age −0.01 (0.01) −0.01 (0.01) −0.00 (0.01)
Female Sex 0.08 (0.08)

Goodness of Fit:
R2 0.00 0.24 0.25 0.23
Adjusted R2 -0.00 0.24 0.25 0.22
N 5019 2942 2077 865
RMSE 2.07 1.74 1.68 1.86

∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05; RMSE - Root Mean Squared Error

TABLE 3.18: Model coefficients for linear regression models of GHQ depression score at wave 7 regressed on covariates at
wave 5
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Similar to the models of BMI, the majority of the explained variation is likely
explained by previous GHQ-depression score. This can be seen clearly in
Table 3.19 which displays the model co-efficients and goodness of fit when
GHQ-based depression in wave 7 is regressed only on GHQ-based depres-
sion at wave 5 (Model 2d). In this model, the explained variance is almost
identical to the explained variance of the model with covariates from the
other constructs. This means that these additional covariates are responsible
for almost none of the explained variance in model 2b.

Model 2d
Both Sexes

Model 2d -
Males

Model 2d -
Females

Co-efficients β (s.e))
Intercept 0.96 (0.03)∗∗∗ 0.89 (0.04)∗∗∗ 1.11 (0.06)∗∗∗

Previous Depression 0.49 (0.01)∗∗∗ 0.52 (0.01)∗∗∗ 0.45 (0.02)∗∗∗

Goodness of Fit
R2 0.25 0.26 0.23
Adjusted R2 0.25 0.26 0.23
N 6085 4335 1750

∗∗∗p < 0.001; ∗∗p < 0.01; ∗p < 0.05

TABLE 3.19: Model coefficients for linear regression models of
GHQ depression score at wave 7 regressed on GHQ depression

at wave 5

Analysing Model 2 in males and females separately has suggested there may
be some difference between males and females in the predictors of depres-
sion. Social ladder position had a larger beta coefficient in females than in
males, and physical function had a significant beta coefficient in males but
not in females. However, it is again possible that the difference in physical
function significance is due to the different sample sizes in the groups. How-
ever, differing sample size should not influence the estimates of the β coeffi-
cients, so the differing effect of social ladder position is more likely to reflect
a true difference between the groups, such that lower perceived social lad-
der position is more detrimental to future depression in females than is the
case in males. The full results of the regression models looking at prospective
predictors of GHQ-based depression score can be found in Table 3.18.

3.6 Discussion

In this chapter, I conducted an exploratory analysis of the Whitehall II data
set, with two main aims. The first aim was to provide descriptions of the
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variables in the Whitehall II data set that could be used as measures for the
constructs in my SEM model presented in Chapter 5. The relevant variables
have been described at length in the preceding sections and so there remains
nothing more to add here. The second aim was to analyse the distributions of
these variables and their relationships with one another, in order to provide
some context for the SEM model presented in Chapter 5.

3.6.1 The Distributions of Construct Indicators

In terms of the distributions of variables, an important thing to note first is
the number of non-normally distributed variables present. Many of the vari-
ables are categorical in nature, and even if we treat these categorical measures
as continuous many would still be heavily skewed. For example, if we were
to treat SF-36 subscale scores as continuous then they would still have a pro-
nounced left skew. This presents a challenge for the final Structural Equation
Model, as standard maximum likelihood estimators used in SEM rely on the
data following a Multivariate Normal distribution.

Since this is not the case, I will need to make use of robust procedures for es-
timating the final model in order to avoid introducing bias into the parameter
estimates. Failing to account for non-Normality would also lead to poor
quantification of statistical significance, since standard errors (and hence p-
values) associated with parameters in the model would be calculated based
on a false assumption of Normality and so may not represent the true stand-
ard error.

Obesity and overweight are common in the Whitehall II sample, with more
than half the sample being either overweight or obese in waves 5, 7 and 9.
However, the Whitehall II sample appears to be less obese than the general
population. Average BMI is slightly lower than is the case for the general UK
population. Data from the Health Survey for England suggests that between
the year 2000 and 2009, average BMI in England rose from 26.7 to 27.3 (NHS
Digital, 2020b) whereas over the same time-scale, mean BMI in the Whitehall
II cohort rose from 26 to 26.6. The proportion of obesity in the Whitehall II
sample is lower than that found in the general population. In adults aged
over 45, obesity levels are over 30% in the general population, whereas in the
Whitehall sample they are less than 25%.

High scores on the depression measures was uncommon in the Whitehall II
sample, suggesting that there is a low prevalence of diagnosable depression
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in this population. However, comparing the observed distribution to wider
data is difficult due the variety of ways in which depression symptoms are
measured. The 2014 Adult Psychiatric Morbidity Survey suggested the pre-
valence of depression was 3.3% (Mcmanus et al., 2016). The Kings Fund
Mental Health Review estimated that in 2007 the prevalence of depression in
the over 55 age group was between 2.9% 4.2% (McCrone et al., 2008). Within
our Whitehall II sample, in wave 9 (collected between 2007 and 2009) 4.8% of
GHQ-based depression scores were above 5 and 3.1% responses were above
6. To obtain a score of 6 or more a participant would have to respond to at
least one of the depression items in Table 5.1 with a 3 or 4 (1 or 2 for ghq-26).
Responding in this way to one of the items suggests that the participant has
been feeling this way more often than usual (less often than usual for ghq-26).
This might suggest that despite the low scores on the GHQ-based depression
measure, the overall prevalence of depression is similar to what one might
expect in the population, albeit maybe slightly lower. Poor physical function
and low SEP were also uncommon in the Whitehall II sample.

The diet measures derived from the FFQ gave some indication that the White-
hall II sample may have a more healthy diet than the general population on
average. Average fruit and vegetable consumption was higher in the sample
than is the case in the general population (NHS Digital, 2020a), however, it is
possible that this increase is an artefact of the method used to derive the es-
timates. It has been suggested that intake estimated based on summing items
together from an FFQ can lead to overestimation of consumption (Thompson
and Subar, 2013; Kristal et al., 2000). Since the diet measures here were de-
rived by summing together multiple items in this way, it is possible they are
subject to the same bias.

Nearly all the sample did little or no vigorous physical activity, however,
participation in moderate and mild physical activity was higher. Given the
age of the sample this is perhaps unsurprising. Older age is associated with
reduced functional capacity such as lower muscle strength and endurance.
As such, the overall ability to do vigorous activity declines making it more
likely that individuals will meet their activity needs via less intensive means
(McPhee et al., 2016; Milanović et al., 2013).
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3.6.2 Relationships between Indicators of Different Constructs

When looking at the cross-sectional relationships between constructs, there
were very few non-negligible relationships found, and those that were non-
negligible were at most small. Even correlations between constructs that
are widely accepted to be related had largely negligible relationships in this
sample. For example, within the diet and physical activity measures, only
sugar consumption correlated non-negligibly with BMI, and only processed
meat consumption and mild activity volume correlated non-negligibly with
waist circumference. All other diet and physical activity measures have neg-
ligible correlation with both obesity construct measures.

The prospective linear regression models also found few significant predict-
ors of future BMI and depression. For BMI, the strongest predictor of future
BMI in the models was BMI at the previous time point, as we would expect.
Similarly, the strongest predictor of GHQ-based depression score was previ-
ous GHQ-based depression score. In general, other predictors in the model
had little predictive power.

Whilst there has been historic scepticism about the role of diet and exercise
in causing obesity (Lincoln, 1972) nowadays it is widely accepted that they
both play a role. In its simplest form, obesity is described as a result of energy
imbalance, whereby people gain weight and hence become obese when they
consume more energy than they expend (World Health Organization, 2021).
This energy imbalance may be more important than the specific quantities
of different foods that are consumed. High consumption of food does not
necessarily correlate positively with an individual consuming excess energy
as the high consumption may be compensated by equivalently high energy
expenditure. Similarly, high consumption in a single food group may be
compensated by lower consumption in other food groups as well as high en-
ergy expenditure. In this way a participant with high consumption of one of
the food group measures analysed here may not be living a lifestyle in which
energy is imbalanced overall. If this was the case then this might explain the
negligible associations found between measures of obesity and diet.

Further to this point, studies investigating the effect of sugar on obesity have
given mixed conclusions as to whether consumption is associated with obesity



3.6. Discussion 115

independently of energy balance. The review by Ruxton, Gardner and McN-
ulty (2009) suggested that there was not enough credible evidence for an as-
sociation between sugar consumption and BMI. They also cited methodolo-
gical concerns that gave them scepticism over the association between sugar-
sweetened beverage intake and obesity. Trumbo and Rivers (2014) similarly
suggested that when adjusting for energy balance, evidence for an effect from
sugar-sweetened beverages on obesity was inconsistent. Contrary to the res-
ults presented by Ruxton, Gardner and McNulty (2009) and Trumbo and
Rivers (2014), Malik, Schulze and Hu (2006) and Malik et al. (2013) presen-
ted meta-analyses that suggested intake of sugar sweetened beverages was
associated with increased body weight. Lastly, Morenga, Mallard and Mann
(2013) suggested that, although sugar consumption was correlated positively
with body weight, it was mediated by an effect on overall energy consump-
tion.

Studies investigating the effect of fat and processed meat on obesity have
been more consistent in suggesting that high fat intake and high processed
meat intake are associated with increased body weight. Hooper et al. (2012)
found that diets low in fat were associated with reduced body weight, and
also found that in RCTs investigating the effect of diet in non-weight-loss
populations lower weight gain was observed in the lower fat arms of the tri-
als. Bray and Popkin (1998) concluded similarly from a review of 28 clinical
trials that dietary fat contributed to obesity. Tobias et al. (2015) also suggested
that low fat diets could be effective for weight-loss when compared to usual
dieting, but were less effective than carbohydrate reduction diets. In terms
of processed meat intake, Rouhani et al. (2014) found that groups who con-
sumed higher amounts of red and processed meat had higher BMI and waist
circumference. Taken as a whole, whilst the above literature does suggest
that certain food groups are associated with increased risk of obesity, it is not
entirely clear whether these effects are due to an impact on energy balance,
or whether consumption has an impact on obesity independently.

Studies investigating the effect of fruit and vegetable intake on body weight
have given mixed results (Kaiser et al., 2014; Schwingshackl et al., 2015), and
it has been suggested that the effect of increased fruit and vegetable con-
sumption on body weight is limited unless overall energy consumption is
reduced (Kaiser et al., 2014). For example, increased fruit and vegetable con-
sumption may be beneficial in producing short-term weight loss, but this
weight loss might not be maintained after longer periods unless the increase
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in fruit and vegetable intake is accompanied by an overall energy deficit as
well (Tapsell et al., 2014; Tanumihardjo et al., 2009; Whigham et al., 2012). It
may also be the case that energy-deficit diets are more important for weight
loss than those that focus purely on increasing fruit and veg intake (Tanumi-
hardjo et al., 2009). Given the aforementioned literature, participants who are
consuming fruit and vegetables more frequently in the Whitehall II sample
might not be consuming diets that are less calorific overall, hence attenuating
the relationship between this measure and body weight in the sample.

Another possible explanation for the negligible correlations between diet and
obesity measures is that biases and measurement error within the estimates
of consumption, obtained via the FFQ, are attenuating estimates of the as-
sociation. Obtaining accurate data on diet is a notoriously difficult problem,
and methods based on self-report such as the FFQ are known to be suscept-
ible to both person-specific bias and general bias from measurement error
(Kipnis et al., 2002). For example, individuals may respond in a way that
they feel is socially desirable, leading to under-reporting of foods considered
‘bad’ and an over-reporting of foods considered ‘good’ (Hebert et al., 1995).
Studies have also shown that FFQ estimates derived from the summation
of long lists of food items, such as I have done with the Whitehall II data,
leads to overestimation of consumption frequencies (Thompson and Subar,
2013; Kristal et al., 2000). Overall, studies have found that using FFQ data
results in biases that attenuate the estimate of the diet-disease relationship
unless suitable adjustments can be made with using a more objective refer-
ence measure (Kipnis et al., 2001; Kipnis et al., 2002; Kristal et al., 2000). As
no such reference measure is available in the Whitehall II data set, it is reas-
onable to expect that the lack of correlation is at least, in part, influenced by
this attenuation effect.

Whilst FFQ data is generally recognised as being better than other diet meas-
ures, such as 24-hr dietary recalls, for assessing long-term trends (Thompson
and Subar, 2013) there is still the possibility that diet data collected is not rep-
resentative of overall diet patterns that participants engaged in since the last
wave. The FFQ questionnaire only collects data on the most recent month,
whereas the time between data collection is several years. As such, estimates
of associations assume that participants diet patterns remain stable over the
time between waves. However, participants’ dietary patterns may change
for various reasons between the study waves. Seasonal changes may effect
the responses that individuals give to the FFQ (Thompson and Subar, 2013)
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and individuals who are overweight or obese may also have changed their
diets as an attempt at losing weight. A recent meta-analysis found that 42%
of adults from general populations reported trying to lose weight in the past
year, with a further 23% reporting trying to maintain their weight (Santos et
al., 2017). Given this, as well as the prevalence of obesity and overweight in
our sample, it is reasonable to expect that many participants in the Whitehall
II study will also have changed their diet at some point between the waves
in which diet data is collected.

Of the obesity measures, only waist circumference correlated non-negligibly
with a measure of physical activity, and only with mild activity volume. At
first glance, this is a surprising finding as physical activity is widely recog-
nised as an important factor in the development of obesity (Paolicelli, 2016;
Fox and Hillsdon, 2007; Wareham, 2007) and studies have shown that indi-
viduals with obesity perform a lower volume of physical activity than do
people of healthy weight. However, physical activity can be performed in
a variety of settings and is multifaceted in that duration, intensity, and type
of activity are likely to be important to energy expenditure. As such, the
measures derived to represent physical activity in this analysis may not be
sufficiently representative of individuals overall physical activity and by ex-
tension may not be a good proxy of the calories expended during exercise.
The forms of physical activity included in my derived measures may not
describe all the possible ways in which participants keep themselves act-
ive; it is possible that participants are engaging in other forms of activity
outside of these means. Additionally, individuals activity habits may fluc-
tuate in between the different waves of data collection. This missing data
on other forms of physical activity and variation between the data collection
points may be confounding the association between our physical activity and
obesity measures.

Both BMI and waist circumference were also negligibly correlated with all
three measures of socioeconomic position. At first glance this is again sur-
prising. Obesity has an established relationship with socioeconomic position
in which lower socioeconomic position is associated with increased preval-
ence of obesity. Previous studies using the Whitehall II dataset have also
found a relationship between obesity and SEP (Brunner et al., 2001). How-
ever, that study measured SEP using a seven level measure of civil service
employment grade. This particular measure was not available to me, neces-
sitating the selection of alternative measures.



118 Chapter 3. Exploring the Whitehall II Data Set

This difference in the measures used may explain the lack of association
found between socioeconomic position and both BMI and waist circumfer-
ence. The measures used in my analysis relate to a different component
of socioeconomic position than does employment grade. The relationship
between obesity and socioeconomic position is recognised as being com-
plex, and so it is also possible that the exact relationship differs when dif-
ferent components of socioeconomic position are investigated. Studies of the
obesity-socioeconomic position relationship in highly developed countries
that use income-based measures of SEP have provided weaker evidence of a
relationship than have education or occupation (McLaren, 2007). Svedberg et
al. (2016) showed that measures of socioeconomic position often do not cor-
relate well with one another, and so different measures of SEP may produce
different associations with obesity.

At this stage in the analysis I have not found any significant evidence of
a relationship between diet and depression, nor between physical activity
and depression. Whilst the literature reviewed in Chapter 2 suggested that
there was some evidence that both diet and physical activity were related
to depression, the results were not conclusive. Despite the evidence of diet
quality affecting depression presented in Hoare et al. (2014) across the re-
views greater emphasis was put on the affect of patterns of consumption and
eating behaviours more so than the total consumption itself. In the case of
diet influencing depression, it was suggested that eating behaviours such as
dietary restraint, repeated dieting, disordered eating and the use of food as
an emotional regulator could lead increased risk of depression in the obese
(Markowitz, Friedman and Arent, 2008; Preiss, Brennan and Clarke, 2013).
Similarly, for depression leading to obesity, binge eating behaviours were
consistently associated with depression, albeit only cross-sectionally. The
measures I have analysed here are not capable of assessing whether indi-
viduals are binge eating, engaging in dietary restriction or how participants
view their eating habits and instead focus reported consumption. In light
of this, the lack of association we have seen between our diet measures and
depression might suggest that if there is an association between diet and de-
pression, the way individuals consume food, and their perceptions of their
dietary behaviours may be more important than the consumption itself.

Much of the literature presented in Chapter 2 suggested that females might
be most at risk of comorbid obesity and depression, particularly younger fe-
males. As such, our sample population might not include many individuals
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who are high risk for comorbid obesity and depression. In addition, there
are relatively small numbers of non-white participants, meaning that the re-
lationship between obesity and depression in this sample will be dominated
by the association found within the white participants.

Our exploratory analysis also suggests that the only mechanism though which
socioeconomic position operates within the obesity-depression system, is through
relationships with depression and physical function.

3.7 Conclusions and Next Steps

Overall, this exploratory analysis has found little evidence for an association
between obesity and depression. Furthermore, of the proposed mediators
of diet, physical activity and physical function, physical function is the only
construct with indicators that are associated with both obesity and depres-
sion. Going forward into the next phase of the modelling this might indicate
that of these mediators, only physical function is implicated in the relation-
ship between obesity and depression. It would also appear that any influence
that socioeconomic position has on this system might only come through re-
lationships with depression and physical function.

Despite these indications, it is of course important to wait until the analysis
of my substantive model is complete before making firm conclusions. This
analysis has only used crude analysis methods such as cross-sectional cor-
relations and simple linear regressions which are not capable of including
the potentially complex structure of the system I am investigating. In addi-
tion, missing data has only been dealt with in an ad-hoc way. For the cross-
sectional correlations, pair-wise deletion was used, and for the prospective
linear models list-wise deletion was used.

The inadequacies of these missing data techniques will be addressed in the
next chapter, where I will also describe how missing data will be dealt with
more comprehensively in the substantive SEM model that I analyse in Chapter
5.
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Chapter 4

Treatment of Missing Data within
Whitehall II

4.1 Introduction

In the previous chapter I explored the Whitehall II data descriptively, to give
some initial insights into the sample characteristics and potential relation-
ships that might exist within the data. This exploration was based only on the
data that was observed; cases with missing observations in a given variable
were excluded from any analysis in which that variable was used. Whilst
this is acceptable practice when doing exploratory analysis, in order to avoid
introducing bias into the results of our main model, it will be necessary to
take a more considered approach to dealing with any missing data.

In this chapter, I describe the development of a principled approach to deal-
ing with missing data that I will use in my analysis of the Whitehall II data
set presented in the next chapter. The model development will be described
across three main sections. Firstly, I will describe briefly the issues posed
by missing data and how different types of missing data are conceptualised.
Secondly, I will attempt to quantify the extent of missing data within the
Whitehall II data set, as well as exploring the pattern of missingness within
the data. Specifically, this will focus on examining whether systematic dif-
ferences exist in the data between participants with missing data and those
without. Thirdly, I will briefly review some of the available methods for
dealing with missing data before discussing in detail two of the main meth-
ods: Multiple Imputation (MI) and Full Information Maximum Likelihood
(FIML). These two methods are discussed within the context of analysing the
Whitehall II data set and the particular challenges that presents. This is fol-
lowed by a justification of my use of Robust FIML (RFIML), supplemented
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by nearest neighbour imputation, to deal with missing data in the analysis
presented in Chapter 5.

4.1.1 The Issue of Missing Data

When conducting epidemiological research, that some participants will have
missing data is almost inevitable. Particularly in questionnaire based lon-
gitudinal studies, participants may drop out from a study as it progresses,
or may simply not answer specific items for both deliberate and accidental
reasons. Additionally, data may be missing due to recording and data input
errors.

Whatever the cause of missing data, its presence can lead to problems during
data analysis. Many statistical methods, such as regression, require complete
data in order to produce the parameter estimates for the specified model.
Useful quantities such as means and standard deviations cannot be calcu-
lated when missing entries are included.

4.1.2 Types of Missingness

Before describing methods of dealing with missing data, first we need to
describe the different kinds of missingness that might occur in a dataset.
To do this, missing data problems are usually considered to belong to one
of three categories: missing completely at random (MCAR), missing at ran-
dom (MAR) and missing not at random (MNAR). These categorisations were
introduced by Rubin (1976), and they each describe a different assumption
about the probability that data is missing.

4.1.2.1 Missing Completely at Random

Data are considered missing completely at random (MCAR) if the probabil-
ity that data is missing doesn’t depend on either the observed data or unob-
served data.

If we suppose that R is a matrix that represents the locations of missing data
points in our dataset Y such that Rij = 0 if the observation for participant
i on variable j is missing, and Rij = 1 if it is observed, then the three cat-
egorisations relate to different claims made about the distribution of R, P(R).
Specifically, if we decompose Y into the parts that are observed Yobs and miss-
ing Ymis such that Y = (Yobs, Ymis) then the data being missing completely at



4.1. Introduction 123

random is equivalent to the following equality holding true:

P(R | Y) = P(R).

In this way the distribution of the missing data is unchanged irrespective of
whether we are conditioning on the data or not. For example, individual
questions that are missed out accidentally by a participant might be con-
sidered MCAR (assuming all individuals are equally error prone), as might
coding errors made by researchers.

4.1.2.2 Missing at Random

Data are considered missing at random (MAR) if the probability that data
is missing in the dataset depends only on the observed data, but not on the
missing data. Using the same notation as above the data being MAR is equi-
valent to the following equality holding true:

P(R | Y) = P(R | Yobs).

Under this condition, some participants may be more likely than others to
have a particular response missing, but it is possible to account for this dif-
ference using other pieces of observed data. An example of this might be
in longitudinal cohort studies where missing data due to a participant drop-
ping out of the study is predicted perfectly by data on the participant that is
available at previous time points.

4.1.2.3 Missing not at Random

Finally, data are considered missing not at random (MNAR) if the probability
that data are missing depends on both observed and unobserved data. For
example, if individuals with high income are less likely to report their income
than individuals with low income then the data will be MNAR. Reconsider-
ing the example of data being missing due to a participant dropping out of a
cohort study, if the probability of a participant dropping out depends on the
data that would only have been available after the participant dropped out,
then this data would be MNAR.

Again, in the above notation, data are MNAR if the following equality holds:

P(R | Y) = P(R | Yobs, Ymis)
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4.1.3 Dealing with Missingness

MCAR data is generally the easiest to deal with, as ad-hoc methods such as
those presented in 4.3 don’t introduce bias under this condition (Schafer and
Graham, 2002). MAR is also straightforward to deal with. More thorough
methods of dealing with missing data assume that the data are at worst MAR,
and should produce unbiased results under this condition (Schafer and Gra-
ham, 2002; Enders and Bandalos, 2001). MNAR is much trickier to deal with,
as it requires explicit modelling of the missing data mechanism, which may
be unknown. That being said, methods for dealing with MNAR are being
developed (Galimard et al., 2018).

It is not possible to determine for certain whether data are MNAR or not,
since to do so would rely on us knowing the value of the missing value. In
some studies, MNAR can be assessed by following up on some of the indi-
viduals who have missing data to recover both the missing observations and
the reasons why it was missing. However, since this is not an option in this
analysis, instead we are limited to making assumptions about the missing-
ness in our studies. The methods for dealing with missing data are usually
based on the assumption that the data are MAR and hence, when using these
methods, it is important to ensure that this assumption is plausible. Hence,
in the next section I will explore the missing data patterns in the Whitehall
II dataset with the aim, in part, of improving the plausibility of the MAR
assumption.

4.2 Missing Data within the Whitehall II Dataset

Before describing the methods that are available to us for dealing with miss-
ing data, first I will explore the patterns of missing data that are present in our
variables of interest from the Whitehall II data set. First, I have explored the
extent of missing data for construct indicators that were explored in Chapter
3. In general, the less data that is missing the better, as higher rates of missing
data are more likely to prevent our missing data methods from recovering
accurate parameter estimates for the model. As such, it is important to un-
derstand how much missing data there is so that any biases created by this
factor can be considered in the analysis.

Second, I have investigated whether there are systematic differences between
the characteristics of participants with missing data and participants without.
Most methods of dealing with missing data assume that the data are at most
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MAR i.e. that the data are not MNAR. However, it is often impossible to
know definitively whether data are MNAR or not, as this would require
knowing the missing value and the specific cause for it not originally be-
ing recorded, the first of which is necessarily not knowable and the second
of which is also difficult to know in a secondary data analysis setting.

Despite this, analysing the patterns of missing data can be helpful for dis-
counting whether the data are MCAR. For example, if participants and non-
participants differ systematically on variables that were collected in an earlier
wave, then this suggest that missing data due to non-participation is at least
MAR. As a result, understanding whether these systematic differences exist
or not will help motivate my choice of missing data method, and may also
highlight variables that can be used to improve its performance.

4.2.1 Quantifying the Extent of Missing Data

A sensible first step into exploring the patterns of missing data that are present
in our sample of Whitehall II variables, is quantifying the “degree of missing-
ness” that exists in the data. To do this, I have calculated the proportion of
data that is missing for the overall data set, for each variable separately and
for each participant separately.

The overall percentage of missing data across the entire collection of con-
struct indicators was 37.4%. Figure 4.1 shows the distribution of missing data
proportions for all the 51 variables that may be used as construct indicators.
From this, we can see that very few variables have less than 10% missing
data, with the vast majority having between 10 and 40 percent missing data.
Particularly concerning is the high frequency of variables that have over 30%
missing data as above this rate even the more sophisticated methods of deal-
ing with missing data can experience issues such as bias in the parameter
estimates and in some cases estimated models failing to convergence on a
solution (Savalei and Falk, 2014; Jia, 2016).

Table 4.1 categorises the construct indicator variables depending on how
much missing data the variable has. This data is also depicted in Figure
4.2, where variables are ranked from highest proportion of missing data to
lowest. The worst performing constructs in terms of missing data are phys-
ical activity and by diet. In the case of diet, all of its indicators have at least
30% missing data, whereas for physical activity all but two indicators (mild
activity volume at waves seven and nine) have more than 40% missing data.
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FIGURE 4.1: Histogram of the fraction of missing data within
our sample of the Whitehall II data on variables to be used as

construct indicators

Missing data rates in the moderate and vigorous activity in waves five and
seven are particularly high (between 50% and 80%).

These high missing data rates are likely a result of the fact that both the diet
and physical activity measures are derived from a combination of individual
items. As such, when one or more of these individual items is missing, the
composite score is missing as well. Since different individuals will likely
have missing data on different items this translates into much higher missing
data rates in the composite score than might be found on the items separately.

Obesity variables also have moderate to high missing data in all waves, with
both indicator variables containing at least 20% missing data. Depression
and physical function indicators from the GHQ and SF-36 generally had
better rates of missing data, all being less than 20%, except in wave nine
where GHQ-based depression, SF-36 physical function and SF-36 role limit-
ation had between 20 and 30 percent missing data. Socioeconomic position
variables similarly had less than 20% missing data until wave nine where the
missing data rate rose to between 20 and 30%.
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Wave 5 Wave 7 Wave 9

Missing 40% +
Mild activity volume, moderate
activity volume, vigorous activ-
ity volume

Moderate activity volume, vig-
orous activity volume

Moderate activity volume, vig-
orous activity volume

Missing 30 - 40%

BMI, Waist circumference, fruit
consumption, vegetable con-
sumption, sweets consumption,
meat consumption

fruit consumption, vegetable
consumption, sweets consump-
tion, meat consumption

fruit consumption, vegetable
consumption, sweets consump-
tion, meat consumption

Missing 20 - 30% BMI, waist circumference, mild
activity volume

BMI, waist circumference,
GHQ-depression, SF-36 Phys-
ical Function, SF-36 Role lim-
itation, mild activity volume,
social ladder position, problems
with money, problems with bills

Missing 0 - 20%

GHQ-depression, SF-36 depres-
sion, SF-36 Physical Function,
SF-36 role limitation, SF-36 bod-
ily pain, social ladder position,
problems with money, problems
with bills

GHQ-depression, SF-36 depres-
sion, SF-36 Physical Function,
SF-36 role limitation, SF-36 bod-
ily pain, social ladder position,
problems with money, problems
with bills

SF-36 depression, SF-36 bodily
pain

TABLE 4.1: Table of missing data categorisations for construct indicators used in the model. Colour coding shows which
construct the indicator belongs to: Obesity, Depression, Physical activity, Diet, Physical function, Socioeconomic position

.
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FIGURE 4.2: Plot of missing data percentage in construct indic-
ators within our sample of the Whitehall II data

Figure 4.3 then shows the distribution of the missing data fraction within in-
dividuals. The most frequent rate of missingess within a participants data
is just below 10%, and higher rates of missing data become rapidly less fre-
quent. The extended tail of the distribution, however, shows that there are
still some participants with a very high proportion of missing data. There
is also a moderate frequency of participants who have less than 5% missing
data and overall, the majority of participants have less than 20% of their data
missing.
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FIGURE 4.3: Histogram of the fraction of missing data within
members of our sample of the Whitehall II data

4.2.2 Causes of Missing Data

Having looked at the overall missing data rate in our variables of interest, we
can now turn to look at the potential causes and predictors of missing data in
the Whitehall II study. This is useful for two main reasons. Firstly, it allows
us to investigate whether we believe the observed data to be representative
of the entire sample, and secondly it allows us to find variables outside of our
analysis model that might provide useful additional information that will in-
form my missing data treatment. This is particularly helpful for supporting
the assumption that data are missing at random. If we are able to find vari-
ables that are associated with missingness in the data, then these variables
can be added into the study as predictors of missing data, hence making the
assumption that data are MAR more plausible.

4.2.2.1 Non-participation

One of the most prominent causes of missing data within the Whitehall II
data set is non-participation. Figure 4.4 shows the proportion of the sample
that participated in odd numbered waves of the data collection. There is a
clear decrease in the number of participants over time, to the extent that in
wave 11, nearly 40% of the original sample did not participate.
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FIGURE 4.4: Plot showing proportion of sample in each parti-
cipation status by wave

Non-participation can lead to two main missing data patterns. Firstly, parti-
cipants may have missing data on one wave due to a failure to fill in the ques-
tionnaire, but then re-participate in a future wave. Secondly, participants
may drop out permanently, due to death or other reasons. Given that non-
participation is responsible for such a large proportion of missing data in
the sample, understanding which variables might predict non-participation
is central to determining whether data in the study are MAR or not. As such,
here I will address two main questions. Firstly, does the sample of parti-
cipants with recorded data for our model differ substantively from those who
have no recorded data due to non-participation? And relatedly, are there
any predictors of non-participation that could be useful for our missing data
treatment?

To answer these questions I will explore whether there are differences between
the characteristics of those who participated in at least one of waves five,
seven or nine and those who didn’t. Examining differences over every pos-
sible variable from the Whitehall II data set is impractical, hence I will ex-
plore how the distributions of key variables and sample characteristics differ
between the two groups. The key variables included are a selection of the
variables that will be used as indicators to measure the constructs included
in the model in Chapter 5, however, this time taken from wave three of the
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Whitehall II data. The only exception to this is the variable for vigorous activ-
ity, which here is taken from a single question on the number of hours of
vigorous activity participants per week on average. This is because the indi-
vidual items for physical activity were not available at wave three and so the
measures outlined in Chapter 3 could not be calculated. The sample charac-
teristics analysed cover participants’ general health, marital status, age, sex,
ethnicity and employment grade.

Table 4.2 gives descriptive statistics for some of the construct indicators in-
cluded in our model, but at wave three in the model. Specifically it includes
descriptive statistics for: BMI, SF-36 physical function score, GHQ-based de-
pression score, daily vegetable consumption frequency, weekly hours of vig-
orous activity and the extent of money problems. There are few observable
differences between the distributions of the indicators in the two groups and
those differences that exist are either very small, or likely explained by the
very different sample sizes in the two groups. The non-participant group
have slightly higher average BMI, slightly lower average physical function,
slightly higher average depression score, slightly higher average vegetable
consumption and slightly lower average vigorous activity. There was a slight
trend towards increased extent of money problems in the non-participant
group as well. However, these differences do not provide strong evidence of
there being a substantial difference between the distributions of the indicat-
ors in the two groups. In the case of money problems extent, the proportions
of group members found in each category are almost identical in the two
groups, and for the other five indicators, both the averages and measures of
spread are almost identical. Differences of this size could be due to random
sample variation, and are perhaps too small regardless to be considered a
meaningful difference.

Whilst the measures of location and dispersion shown in Table 4.2 don’t
suggest that there are major differences between the group of participants
and non-participants for our model, there may be differences in the skew-
ness and kurtosis of the distributions between the two groups. Distributions
with similar measures of location and spread can have substantially differ-
ent skewness and kurtosis. Skewness provides a measure of symmetry for
the distributions. A skew of zero indicates that the distribution is symmet-
rical in shape, whilst a positive (negative) skew means that the right (left) tail
is heavier than than the left (right) tail. This can be seen clearly by analys-
ing the formula used to calculate skew, given in equation 4.1. Suppose that
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Participation Status:
No participation
(N = 2,028)

Participation
(N = 8,280)

BMI
Minimum 15.03 16.00
Median (IQR) 25.07 (23.18, 27.67) 24.83 (22.89, 27.13)
Mean ± sd 25.67 ± 3.89 25.29 ± 3.72
Maximum 45.91 48.48

SF-36 Physical Function
Minimum 0.00 0.00
Median (IQR) 90.00 (80.00, 100.00) 95.00 (85.00, 100.00)
Mean ± sd 84.89 ± 19.62 89.58 ± 14.86
Maximum 100.00 100.00

Depression (GHQ)
Minimum 0.00 0.00
Median (IQR) 1.00 (1.00, 3.00) 1.00 (1.00, 3.00)
Mean ± sd 2.23 ± 2.26 2.05 ± 2.05
Maximum 15.00 15.00

Vegetable Consumption
Minimum 0.02 0.38
Median (IQR) 3.38 (2.39, 4.93) 3.42 (2.47, 4.61)
Mean ± sd 3.89 ± 2.33 3.74 ± 1.91
Maximum 26.44 32.12

Vigorous Activity hours
Minimum 0.00 0.00
Median (IQR) 0.00 (0.00, 0.50) 0.00 (0.00, 1.00)
Mean ± sd 0.55 ± 1.27 0.77 ± 1.53
Maximum 11.00 21.00

Money Problems extent
Very great 1 (0) 35 (0)
Great 18 (3) 124 (2)
Some 90 (13) 826 (11)
Slight 89 (13) 874 (11)
Very little 243 (36) 2,986 (39)
None 232 (34) 2,791 (37)

TABLE 4.2: Descriptive statistics for selected construct indicat-
ors in wave three, for model participants and non-participants

our variable X has more data points that are above the mean than are below
it, such that the variable X has a heavier tail to the right than to the left. In
this case, when calculating the skew of the sample data, the higher frequency
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Participation Status:
No participation
(N = 2,028)

Participation
(N = 8,280)

Body Mass Index
Skewness 0.9859623 1.1536919
Kurtosis 5.302225 6.039716

SF-36 Physical Function
Skewness -1.885543 -2.560578
Kurtosis 6.483909 10.982748

Depression (GHQ)
Skewness 1.830228 2.048323
Kurtosis 7.127394 8.353271

Vegetable Consumption
Skewness 2.930387 2.278350
Kurtosis 20.89176 17.66556

Vigorous Activity
Skewness 3.890947 4.165098
Kurtosis 23.39547 32.45250

TABLE 4.3: Table showing skewness and kurtosis of distri-
butions of BMI, physical function, depression, vegetable con-
sumption and vigorous activity in wave three, separated by

participation in the model

of data points that sit above the mean will mean that the positive terms in-
cluded in the expectation sum will ‘outweigh’ the negative terms, resulting
in a positive skew value. Similarly, when the left tail is heavier than the right
tail, the negative terms will ‘outweigh’ the positive terms in the expectation
sum, giving a negative skew value.

Skew =
E[(X− µ)3]

σ3 (4.1)

As an example, in Table 4.3, depression has a positive skew in both groups.
This is because the mean depression Score is very close to the minimum pos-
sible score of zero on the scale, meaning that there is a very short left tail. The
right tail, however, is much longer, and stretches all the way to the maximum
value on the scale of 15. Since the right tail is much longer than the left tail
(see Figure 4.5) the data are positively skewed.



134 Chapter 4. Treatment of Missing Data within Whitehall II

FIGURE 4.5: Histograms of GHQ based depression score at
wave three in those who participated in at least one of waves

five, seven or nine vs those who didn’t

Kurtosis describes how extreme the tails of the distribution are (Westfall,
2014). When more data is found in the tails of the distribution, the kur-
tosis of the distribution becomes larger, and when less data is found in the
tails of the distribution, the kurtosis becomes smaller. This can be seen more
clearly when examining the formula for kurtosis given in equation 4.2. The
expression (X − µ)/σ gives the standardised data of the variable X and so
the Kurtosis represents the average of the standardised data when raised to
the power of four. When the data are less than one standard deviation σ away
from the mean value µ the value of (X − µ)/σ gets smaller when it is raised
to the power of four, whereas for data that are more than one standard devi-
ation away from the mean (X − µ)/σ gets larger when raised to the power
of four. As a result when a variable has heavy tails in which lots of the data
are more than one standard deviation away from the mean, the value of 4.2
and hence the kurtosis is high. Conversely, if all the data is clustered around
the mean with very little data further than one standard deviation form the
mean, the value of 4.2 will be lower.

The quartic nature of the right hand size of equation 4.2 also means that data
that are further from the mean contribute more to the kurtosis of the variable
and data that are closer to the mean, contribute less. A final point to note is
that, unlike skew, kurtosis is always positive, due to the even exponent in the
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formula.

Kurtosis = E

[(
(X− µ)

σ

)4
]

(4.2)

As an example, the distributions of body mass index are much less kurtotic
than the distributions of vigorous activity. This can be easily seen by compar-
ing BMI densities depicted in Figure 4.6 with the histograms of wave three
vigorous activity hours shown in Figures 4.7 and 4.8. Both BMI densities
have very little mass in the tails their distributions, whereas the distributions
of vigorous activity hours have long right tails with outliers that are many
standard deviations away from the mean. This is why the kurtosis is higher
for these distributions.

FIGURE 4.6: BMI densities in wave 3 for those who participated
in one of waves five, seven or nine (blue) and those who did not

(red)

Overall, there were very few differences between the skew statistics of the
same indicators in the two participation groups. Whilst the magnitude of the
skew differed between groups, the direction of the skew was the same for all
the indicators. Kurtosis values were also different in magnitude between the
two groups but this is not likely to be of any qualitative significance. In order
to assess whether the different sizes of skew and kurtosis were problematic,
I have looked at the histograms in the different groups for vigorous activity;
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a variable with one of the largest differences between the two groups in both
skew and kurtosis. It is obvious from comparison of the two histograms that
the distributions are very similar in shape. The difference between the statist-
ics obtained for these distributions is therefore likely to be due to the presence
of particularly extreme outliers that are present in the participation group in-
creasing the values of skew and kurtosis in these groups. Very severe outliers
have a stronger effect on skew and kurtosis than more moderate outliers.

Participation Status:
No Participation
(N = 2,028)

Participation
(N = 8,280)

Age
Minimum 34.67 34.06
Median (IQR) 45.95 (40.27, 51.53) 44.03 (39.55, 50.03)
Mean (sd) 45.77 ± 6.18 44.75 ± 6.00
Maximum 56.15 56.11

Sex
Male (%) 1,158 (57) 5,737 (69)
Female (%) 870 (43) 2,543 (31)

Ethnicity
Non-white (%) 311 (16) 724 (9)
White (%) 1,647 (84) 7,534 (91)

Education Level
Secondary 870 (59) 3,181 (52)
University/ polytechnic 399 (27) 2,107 (34)
Nursing 6 (0) 36 (1)
College 117 (8) 526 (9)
Other 88 (6) 305 (5)

Civil Service Grade
Administrative 377 (19) 2,651 (32)
Professional/ Executive 861 (42) 4,082 (49)
Clerical/ Support 790 (39) 1,547 (19)

TABLE 4.4: Descriptive statistics for sample characteristics (age,
sex, ethnicity, education level and Civil Service grade) in parti-

cipants and non-participants for the model.

There were more pronounced differences in the sample characteristics of
participants when compared to non-participants. There were higher pro-
portions of females and people from non-white ethnic backgrounds in the
non-participation group than was the case in the participation group. Addi-
tionally, there was a higher proportion of clerical support staff, and a lower
proportion of administrative staff in the non-participant group compared to
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the participation group. Finally, There was a lower proportion of university/
polytechnic educated individuals in the non-participant group than was the
case in the participation group which was compensated with a higher pro-
portion of participants only having secondary level education in the non-
participant group. The distributions of age were mostly similar, except for
the non-participant group having a higher average age by one to two years.

So far we have looked exclusively at the difference between individuals who
haven’t participated at all, and those who participated in at least one of
waves five, seven or nine. In general, differences between these groups
were minimal, except for some differences in sample characteristics. How-
ever, combining those who participated in some but not all waves of the
study with those who participated in all waves may mask some differences
between individuals with missing data and those without it. To investigate
this possibility, the above comparisons were repeated, but this time between
individuals who participated in all of waves five, seven and nine, referred to
as the full participation group, and those who missed at least one wave of
the study, referred to as the missed participation group.

Overall, the comparison showed a similar picture, with there being minimal
differences between the distributions of construct indicators at wave three,
but greater differences between the distributions of sample characteristics
such as sex, ethnicity, education level and employment grade. In addition
to the variables examined in the previous comparison, I also examined the
distributions of other potential correlates of missingness in each of the par-
ticipation groups. In particular participants’ marital status, general health,
previous diagnoses of depression and the presence of long-standing illnesses
were analysed. Of these additional variables, only the distribution of long-
standing illness did not differ substantially between the two groups; there
was only a slight increase in the presence of long-standing illness in the
missed participation group. Counts and proportions for these variables in
the two groups can be found in Table 4.5.

Differences in marital status, general health, and depression history were
more pronounced between the two groups, although the difference in de-
pression history was still only slight. In the missed participation group, there
was also a slightly higher proportion of participants who had ever been told
they had depression, and there was an increase in the number of individuals
with average health which was compensated by a decrease in the proportion
of individuals with very good health. This provides some suggestion that
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the missed participation group has poorer health and slightly higher depres-
sion on average, when compared to the full participation group. There was
also a lower proportion of married participants which was compensated by
higher proportions of single and divorced participants as well as a margin-
ally higher proportion of widowed participants.
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FIGURE 4.7: Histogram of vigorous activity hours in wave three
for participants in the model

FIGURE 4.8: Histogram of vigorous activity hours in wave three
for non-participants in the model
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Participation Status:
Full Participation (N = 6,113) Missed Participation (N = 4,195)

Marital Status
Married/cohabiting 4,670 (77) 2,938 (70)
Single 928 (15) 762 (18)
Divorced 430 (7) 403 (10)
Widowed 71 (1) 68 (2)

Ever told they had depression
Yes 660 (12) 322 (15)
No 5,051 (88) 1,800 (85)

General health last year
Very Good 1,983 (34) 649 (26)
Good 2,514 (43) 1,060 (43)
Average 1,084 (19) 606 (25)
Poor 216 (4) 117 (5)
Very poor 53 (1) 28 (1)

Presence of longstanding illness
Yes 1,381 (31) 1,046 (33)
No 3,120 (69) 2,107 (67)

TABLE 4.5: Distributions of potential missing data predictors across different participation groups
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4.2.3 Plausibility of MAR in Whitehall II

In the previous section, we have seen how a major contributor to missing
data within the Whitehall II dataset is non-participation. The exploration
of variables that might be associated with non-participation has highlighted
a number of variables that might be predictive of non-participation. Spe-
cifically, characteristics such as sex, ethnicity, education level, employment
status and marital status might be associated with non-participation as might
health variables surrounding depression diagnosis and general health. Us-
ing these variables to supplement out missing data treatment will therefore
improve the plausibility of the MAR assumption.

Outside of non-participation, another prominent missing data pattern is the
high missing data rates found in the diet and physical activity indicators.
This pattern emerges due to the combining of multiple items to form a sum-
mary measure. If any of the individual items are missing, then the derived
score is also missing. As a result, this data may be missing via a different
mechanism than non-participation.

As an example of the patterns of missing data in the diet variables, Figure
4.9 shows the different missing data patterns within the FFQ items that are
included in the sugar consumption frequency indicator in wave 5. Within
this it is clear that the main source of missing data is still non-participation,
likely due to individuals not participating in this wave, but participating in
either wave 7 or 9. Assuming the variables associated with non-participation
overall are still associated with non-participation in individual waves, the
MAR assumption should still be plausible for this portion of the missing diet
data. The other missing data in the variables is perhaps mostly MCAR, since
many of the remaining missing values are scattered evenly across variables.

The missing data patterns within the physical activity data displayed in Fig-
ure 4.10 paint a different picture, one in which there is a greater risk of data
being MNAR. Specifically, there is a lot more data that is missing for other
reasons than non-participation, and within these missing data patterns, some
variables appear to be more likely missing than others. For example, the
second ‘other housework’ variable and the ‘other gardening’ variable are
missing in more missing data pattens than is the case for other variables.

This may indicate that these have been left blank for a reason that depends
on their own value. For example, the participants may have left these items
blank because they did not do any exercise of this type. This would make the
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data MNAR. However, without following up on these participants, this is a
strong assumption to make. Furthermore, similar variables such as ‘cooking’,
‘hanging washing’, ‘lawn mowing’ and ‘weeding/hoeing’ also feature in the
dataset and have much lower missing data rates. Hence we may be able to
leverage information provided by these similar variables to make the MAR
assumption plausible.

The Spearman rank correlation between ‘carrying washing’ and ‘other house-
work’ in the sample is 0.26, and rank correlation between weeding and ‘other
gardening’ is 0.65, hence suggesting that observed values of the similar vari-
ables are associated with observed values of our potentially problematic vari-
ables.

We can also examine whether these other variables might be predictive of
the missingess found in ‘other gardening’ and ‘other housework’ using lo-
gistic regressions. Specifically, regressing the missingness indicator for ‘other
gardening’ onto the values for weeding suggested that being one response
category higher on the weeding variable is associated with a decrease in the
odds of data being missing on ‘other gardening’ of 0.93 on average. Similarly
regressing the missingness indicator of ‘other housework’ onto responses for
cooking suggested being one response category higher on the cooking vari-
able is associated a decrease in the odds of data being missing on the ‘other
housework’ variable of 0.89 on average.

As such, the observed values of these similar variables are somewhat pre-
dictive of the missingness found in the ‘other gardening’ and ‘other house-
work’ variables. Therefore, using the observed data on other physical activ-
ity items provides a way for us to recover missing data in way that leverages
the relationships between items, and does not require the making of strong
untestable assumptions. For example, we do not need to make the strong
assumption that missing data should be replaced by zeros. Overall, the use
of these additional variables again makes the MAR assumption plausible.
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FIGURE 4.9: Missing data patterns for sugar consumption items in wave 5
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FIGURE 4.10: Missing data patterns for moderate activity consumption items in wave 5
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4.3 Methods of Dealing with Missing Data

Having described some of the issues that can arise due to missing data, the
different categorisations of missing data problems, and the particular miss-
ing data patterns that can arise in the Whitehall II dataset, in this section I
will briefly review some of the available methods for dealing with missing
data. A focus will be placed on describing the two main methods of deal-
ing with missing data: Multiple Imputation (MI) and Full-information Max-
imum Likelihood (FIML). Within the missing data literature these methods
are referred to as principled since they combine statistical assumptions with
information from the observed data in order to deal with the missing data,
instead of relying on quick, convenient fixes (Dong and Peng, 2013). Follow-
ing this I will provide a brief comparison of the performance of MI and FIML,
which will lead onto the final section where I outline the approach to dealing
with missing data that I have taken in my analysis of the Whitehall II dataset.

4.3.1 Simple ‘Ad-hoc’ Methods for Dealing with Missing Data

As was mentioned in section 4.1, estimates of parameters in statistical models
often require complete data for the estimate to be calculated. Historically,
the issue of missing data has been dealt with using simple ‘ad-hoc’ fixes,
which provide a quick and convenient solution to the missing data issue.
More complete reviews of ‘ad-hoc’ missing data methods have already been
conducted (see e.g. van Buuren (2012) and Schafer and Graham (2002)) and
so here I will highlight some of the most well known methods for the purpose
of discussing their limitations as tools for dealing with missing data.

4.3.1.1 Listwise Deletion

One of the most popular ‘ad-hoc’ methods for dealing with missing data is
list-wise deletion, whereby cases with any missing data are removed from the
analysis. However, list-wise deletion suffers from a number of limitations.
For example, this approach can lead to problems when attempting to add
new variables into a model, as this can affect the usable sample and hence
make comparing the models difficult (van Buuren, 2012).

Removing cases from the analysis also comes at a cost to the power of any
statistical analysis performed. In general, more cases gives the analysis more
power to detect smaller observed effects, and so by deleting some cases we
may miss the effect we are interested in observing. Lastly, individuals with
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missing data may be systematically different in important aspects to those
without missing data, and as such removing them may introduce bias into
the analysis (Schafer and Graham, 2002)).

Listwise deletion is, however, a very simple method to implement, and so as
a result can at times be useful when this simplicity is worth the cost of the po-
tential bias. For example, in my analysis in Chapter 3, the simple regressions
were run using listwise deletion. Since the aim was to explore some initial
trends in the data, exact parameter estimates were not necessary and so tak-
ing the time to use a more considered missing data approach would not have
added much to the analysis for the cost of additional time and complexity.

4.3.1.2 Pairwise Deletion

Another ‘ad-hoc’ method of dealing with missing data that operates in a sim-
ilar vain to listwise deletion is pairwise deletion. Instead of deleting all cases
that have missing data on any of the variables in the study, pairwise deletion
instead calculates parameters with only the cases deleted that have missing
data on variables necessary to calculate that parameter. For example, if one
wanted to calculate correlations between three variables X1, X2 and X3, then
the calculation of the correlation between X1 and X2 could include cases with
missing data on X3 so long as the data was observed for both X1 and X2. This
is the method of missing data treatment that was used to calculate the correl-
ations analysed in Chapter 3.

Despite this method of dealing with missing data being useful for explorat-
ory analysis where more principled methods of missing data treatment might
make the analysis too cumbersome, it has limitations that make it unsuitable
for an analysis of our substantive model. As with listwise deletion, unless
the data are MCAR, their is a risk that the parameters derived using pair-
wise deletion are biased, and it is not possible to determine the size of this
bias (Schafer and Graham, 2002). In addition, pairwise deletion also creates
the possiblility of estimating impossible parameters such as correlations out-
side the range [-1,1] (Schafer and Graham, 2002).

Furthermore, studies comparing simple ‘ad-hoc’ methods of dealing with
missing data with more principled methods invariably conclude that the
simple methods suffer from severe limitations and are outperformed by more
principled approaches (Ali et al., 2011; Allison, 2003; Olinsky, Chen and Har-
low, 2003). As a result of these concerns, the use of principled methods of
dealing with missing data is advised, even when the data are MCAR.
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4.3.2 Single Imputation

As was mentioned before, estimating quantities of interest such as means,
variances and regression coefficients requires that we have no missing data
included in the calculation. When some data are missing however, instead
of removing cases with missing data from the analysis we can generate a set
of complete data by replacing any missing values with a plausible estimate
of what its value might be. Quantities of interest can then be calculated as
normal with these replacement values included.

The process above describes the general procedure behind imputation. When
only a single plausible value is chosen for each missing data entry this is
known as single imputation. Single imputation has the advantage over list-
wise and casewise deletion in that it doesn’t reduce the power of one’s ana-
lyses, since all the cases in the dataset are retained. When multiple studies
are planning to run analyses on the same dataset, single imputation also has
the benefit of creating a dataset that will be the same across all the studies,
aiding comparability of results.

Despite these benefits, single imputation does has its drawbacks. The precise
weaknesses of a single imputation method depends upon the method used
to impute the plausible value, but include biased estimates, increased false
positive rates and underestimation of variances (Schafer and Graham, 2002).
For example, one way in which missing values are imputed is by substituting
in the mean value of the observed data. This method will force the mean of
the complete data to be the same as that of the observed data, which may
not truly be the case, and also underestimates the variance since more data is
now clustered around the mean.

There are many methods by which one can generate replacement plausible
values. These methods have been extensively reviewed elsewhere, (see Schafer
and Graham (2002) and van Buuren (2012)) and so here I will focus on out-
lining the methods that I have used in my analysis of the Whitehall II data.

4.3.2.1 Hot Deck and K-Nearest Neighbour Imputation

Hot deck imputation is a method of imputation in which missing values are
replaced with observed values from a ‘similar’ unit (Andridge and Little,
2010). When data are only missing on a single variable Y, a ‘deck’ of variables
X1, ..., Xn is selected on which cases in the sample can be compared. Then for
each case i with a missing value on Y, a donor case j is chosen from a case
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that matches closely on the X variables. The missing value yi is then set as
the value of yj.

The method of matching may create a donor pool from which a value for yi

is chosen at random, know as random hot-deck imputation (Andridge and
Little, 2010). In other cases a distance metric, d(i, j), such as the Malhalanobis
distance may be used to find the single donor that matches most closely to the
recipient. This second method of hot-deck imputation is known as nearest-
neighbour imputation (Beretta and Santaniello, 2016).

The nearest neighbour method of imputation can be extended to incorpor-
ate data from the k-nearest neighbours to a unit in the sample, in a process
known as k-nearest neighbour imputation. In this method, values from the
k-nearest neighbours are aggregated to derive the donor value. For example,
for continuous data the mean of the k-nearest neighbours’ values may be
used and for catergorical data, a value could be selected based on the mode
(Beretta and Santaniello, 2016; Kowarik and Templ, 2016).

When data are missing on multiple variables within a data set, the process of
hot-deck imputation is more complicated. This is because the ‘deck’ of vari-
ables used to compare units in the sample needs to consist of only complete
data, and so there may not to be a single deck of variables that is suitable for
imputing every missing value on a variable. However, methods for dealing
with multivariate missing data are available, and can deal with both mono-
tone and general missing data patterns (Andridge and Little, 2010).

Hot-deck imputation is a non-parametric method of imputation, as there
is no prescribed model from which the missing data are assumed to come.
Since there is no prescribed model used to predict the missing values, hot-
deck imputation may be less sensitive to model misspecification than meth-
ods that take a parametric approach, such as regression imputation (An-
dridge and Little, 2010). However, it is important to note that the results of
the imputation still rely on choosing an adequate set of variables over which
donor cases can be chosen. If poor choices of matching variables are used the
resulting imputations may be of low quality.

Another advantage of this method is that only plausible values can be im-
puted, since values are drawn from another unit in the sample. This gives a
level of face validity to the imputations that may not be present when imput-
ing from a predictive distribution. Additionally, if variables used within the
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hot-deck for matching are associated with both non-response and the vari-
able being imputed, then non-response bias can be reduced (Andridge and
Little, 2010).

Despite the benefits of using hot-deck imputation there are also downsides.
One such downside is that in some cases it is not possible to find a donor
from which a suitable value can be borrowed. If a unit with missing data is
substantively different on the observed variables to other units in the sample
then there may not be an appropriate value for it to receive. This can partic-
ularly be an issue when the sample size of the data is small (Andridge and
Little, 2010).

4.3.3 Multiple Imputation

The ideas outlined above can be extended upon to create a more robust treat-
ment of missing data that better incorporates uncertainty over what value
should imputed into the data. Rather than using a single plausible value,
Multiple Imputation deals with missing data by creating multiple complete
datasets each with their own set of plausible replacement values. Each of
these datasets are then analysed simultaneously using complete data meth-
ods (van Buuren, 2012) and the quantities of interest from each of these ana-
lyses are combined using rules known as Rubin’s rules (Rubin, 1987).

Rubin’s rules assume that repeated estimates of a parameter θ produced by
the analysis of each imputed dataset follow a Normal distribution. When
this does not hold for a given parameter, that parameter can be transformed
before Rubin’s rules can be applied. The overall estimate for the parameter θ

is then given by:

θ̄ =
1
m

m

∑
i=1

θi,

where m is the total number of imputed datasets, and θi is the estimated
parameter value in dataset i.

The standard error of θ̄ is then calculated by combining uncertainty from
within each imputation and across imputations. Denoting by σθi the standard
error estimate for theta in dataset i, the within imputation variance is given
by

VW =
1
m

m

∑
i=1

σθi ,



150 Chapter 4. Treatment of Missing Data within Whitehall II

and the between imputation variance is given by

VB =
1

m− 1

m

∑
i=1

(θi − θ̄)2.

The total variance of θ is then estimated as

VT = VW +

(
1 +

1
m

)
VB

and the standard error estimate σθ̄ is then equal to
√

VT. The above estimates
can then be used for significance testing via the Wald test, as described in
(Marshall et al., 2009).

4.3.3.1 Joint Modelling and Full Conditional Specification

Broadly, there are two main methods used to generate the plausible val-
ues to be imputed: Joint Modelling (JM), and Full Conditional Specification
(FCS) (van Buuren, 2012). Under the Joint Modelling method, the data is
assumed to be described by a multivariate distribution, usually (but not ne-
cessarily) the Multivariate-Normal distribution. Missing data values are then
imputed from the relevant marginal distribution for the missing data pattern
associated with that case, conditional on the observed data. For example,
if some data Y follow a Multivariate-Normal distribution with parameters
θ = (µ, Σ) and a case in the data has missing data on the first two variables
in the dataset Y1 and Y2 but is observed on all other variables, then the miss-
ing data will be drawn from a bivariate Normal distribution described by
P(Y1, Y2 | Y3, ..., Yn, θ) (van Buuren, 2012).

In practice the underlying parameters θ of the distribution are unknown
(since some data are missing) and in general it can be hard to estimate them
from observed data (van Buuren, 2012). As a result an algorithmic approach
is used to create the imputed datasets.

Suppose that we wish to generate M imputed datasets and that we have data
Y = (Yobs, Ymis). Let Ẏt

mis denote the imputed values for Ymis in data set t and
θ̇t the estimated parameters of the multivariate Normal distribution at step
t of the algorithm. Then the algorithm for generating the imputations is as
follows:

1. Specify a plausible set of starting values for θ0 = (µ0, Σ0).
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2. For t = 1, ..., M imputed values are generated by alternating between
two steps

(a) Ẏt
mis are predicted using P(Ymis | Yobs, θ̇t−1)

(b) θ̇t is predicted using P(θ | Yobs, Ẏt
mis)

3. Once Ẏt
mis have been imputed for t = 1, ..., M the algorithm stops.

In other words, θ0 = (µ0, Σ0) is used to impute missing values for data set
one, which is in turn used to generate parameter estimates for θ, which in
turn are used to generate imputations for the second dataset and so on until
all M datasets have been imputed. Additional information on the process of
imputation via Joint Modelling, can be found in van Buuren (2012) and the
references therein.

In comparison to the Joint Modelling approach, Full Conditional Specifica-
tion does not describe the joint distribution of the data. Instead, variables
are imputed on a variable-by-variable basis in which the multivariate dis-
tribution of the data is specified using a collection of conditional densities
(van Buuren et al., 2006). Specifically, a missing data model is described for
each variable with missing data in the data set. The missing data model
for a variable with missing data is specified conditional on other variables
in the dataset as well as the missing data pattern. Algorithms such as the
MICE (Multiple Imputation by Chained Equations) algorithm (van Buuren
and Groothuis-Oudshoorn, 2011) then generate imputations by iterating over
these conditionally specified models a fixed number of times.

4.3.4 Full Information Maximum Likelihood

The other main method of dealing with missing data is Full-Information
Maximum Likelihood (FIML). In FIML, missing data is not imputed, but in-
stead the parameters of the substantive model are estimated directly using
all available information in the dataset. The procedure is an extension of
standard Maximum-likelihood (ML) methods, which work as follows. For
each case in the data set the log-likelihood of each case’s observed data is ob-
tained and then these are summed together to give an overall log-likelihood
for the sample data. Maximising this log-likelihood then provides the para-
meter estimates that are interpreted to be most likely to have generated the
observed data.
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The main difference between standard ML and FIML is that in the former, the
log-likelihood includes observations on all variables for each case, whereas in
FIML, the log-likelihood for one case may use different variables to the log-
likelihood for another due to the two cases having a different missing data
pattern. The usual assumption made in FIML, is that the data are Multivariate-
Normally distributed. Then, the log-likelihood for case i is given in equation
4.3, from Enders (2001):

log(Li) = Ki −
1
2

log(|Σi|)−
1
2
(xi − µi)

TΣ−1
i (xi − µi), (4.3)

where xi gives the vector of complete data for case i, µi gives the mean estim-
ates from the entire sample, and Ki is a constant that depends on the number
of complete data points in case i. In equation 4.3 both µi and Σi are based
only on the variables that are observed for case i (Enders, 2001). The overall
log-likelihood of the data is then calculated by summing each of the case-
wise log-likelihoods, since each of the cases are assumed to be independent.
Hence the log-likelihood of the data is given by equation 4.4. To find the
parametrisation that best fits the observed data an algorithm then iterates
over different combinations of µ and Σ until it finds the combination of these
parameters that maximises the value of equation 4.4.

log(L(µ, Σ)) =
n

∑
i

log(Li) (4.4)

Our analysis in Chapter 3 demonstrated at many of the variables we wish
to use in our model are not Normally distributed. If the data in the model
were Multivariate-Normal, then the marginal distribution of each variable
would be a univariate Normal. Since this is not the case for the marginal
distributions of our variables, we know that the assumption of Multivariate-
Normality does not hold, and so estimating parameters and making infer-
ences based on this assumption could be problematic. However, violations
of the Multivariate-Normality assumption can be adjusted for using Robust
FIML procedures (RFIML), such as those given in Yuan and Bentler (2000).
These methods still generate parameter estimates for the model using equa-
tions 4.3 and 4.4, however, the standard error estimates are modified to com-
pensate for the non-Normality of the data.
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4.3.5 Performance of MI and FIML

In general, both methods perform well when dealing with missing data that
is Multivariate-Normal and at most MAR. Schafer and Graham (2002) demon-
strated that, in line with their theoretical properties, both MI and FIML per-
formed well under both MCAR and MAR conditions when data was miss-
ing on a bivariate normal distribution. Even in the authors test of a small
sample size and high missing data scenario, parameter estimates produced
by both methods had acceptable levels of bias. Bias in the confidence inter-
vals was also able to be remedied in a high missing data circumstance by
increasing the sample size. Enders and Bandalos (2001) showed that FIML
outperformed listwise deletion, pairwise deletion and single imputation that
used a similar response matching condition when conducting a Confirmat-
ory Factor Analysis with Normally distributed indicators.

Studies investigating the use of MI with non-Normal data, however, have
had more mixed results, and have often served to highlight the limitations
of the methods. Results of MI using Joint Modelling have been particu-
larly poor, suggesting that issues can arise when the underlying distribu-
tional assumptions don’t hold. Leite and Beretvas (2010) found that us-
ing Multivariate-Normal based MI (MI-MVN) could lead to bias when im-
puting likert data, especially when the data were more than 10% missing.
Statistical tests based on MI in these conditions were also underpowered.
Lee and Carlin (2012) also found that when missing data rates were high,
Multivariate-Normal based MI can become unreliable and introduce bias. In
addition, missing data on exposures of interest were also found to limit the
benefits of MI.

An extensive examination of MI-MVN’s robustness to non-Normality was
included in Jia (2016), which found that MI-MVN was mostly robust to non-
Normality, except under certain conditions when data are severely non-Normal.
For non-Normal continuous data in SEM, MI-MVN was not unacceptably
biased, however, when data were severely non-normal, confidence interval
coverage was considered inadequate when the data were either missing in
the tail of the distribution or the sample size was small. MI-MVN on non-
Normal categorical data also performed well in all but the most extreme con-
ditions: missing data in the tail of severely asymmetric distributions.

Results from studies using MI with FCS have been mixed when examining
non-Normal missing data. Despite MI with FCS’s theoretical weaknesses,



154 Chapter 4. Treatment of Missing Data within Whitehall II

van Buuren et al. (2006) showed that it produced essentially unbiased estim-
ates in both linear and logistic regression, even when the implied joint distri-
bution didn’t exist. In a recent thesis examining the performance of MI and
Robust FIML (RFIML) in SEM with non-Normal data, MICE with predict-
ive mean matching (PMM) performed well for non-Normal continuous data
in under all conditions that were investigated, including high missing data
(30%), severe non-Normality, and small sample size (n=300) (Jia, 2016). Ad-
ditionally, it outperformed the other methods investigated (RFIML, MI-MVN
and two other implementations of the MICE algorithm) across the conditions
investigated. However, performance of PMM was not investigated for cat-
egorical data, and performance of the other MICE methods was generally
poor.

RFIML methods have been suggested to suffer from theoretical limitations
that limit their use to MCAR data. For example, the methods presented in
Yuan and Bentler (2000) were described as applicable to one of two assump-
tions: Normal data which was MAR, or non-Normal data that was MCAR.
Despite this, there are promising results for the performance of RFIML when
data are both non-Normal and MAR. Jia (2016) found that RFIML performed
well for both non-Normal continuous and categorical data with only a few
exceptions. Specifically, for non-Normal continuous data RFIML was always
in the acceptable range for bias, and confidence interval coverage was only
inadequate when data were MAR in the tail of the distribution. For cat-
egorical data, problems only arose when data were dichotomous or three-
category, and severely asymmetric. Savalei and Falk (2014) similarly found
that standard RFIML could perform badly when the missing data rate was
above 30% and the missing data was concentrated in the heavy tail of the
distribution. Performance was adequate outside of this condition, however.

4.4 The Whitehall II Missing Data Strategy

4.4.1 RFIML vs MI in the Analysis of Whitehall II

Despite some of the performance limitations highlighted in the above liter-
ature, both MI and RFIML are likely to be suitable methods for dealing with
missing data that are found in the Whitehall II study. Here we will discuss
some of the pros and cons of each method in the context of the particular
missing data issues that arise in the Whitehall II data set. In particular we
will discuss the issues of: high missing data rates, potential violations of the
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MAR assumption, and the problem of drop out due to death. General com-
parisons between the two methods will also be made. Finally, I will outline
the method I have chosen to deal with missing data in my analysis of the
Whitehall II data set.

4.4.1.1 Missing Data Rate

As was noted in section 4.2, some variables in the Whitehall data set have a
missing data rate that is greater than 30%. This could be particularly prob-
lematic if the data are missing in the tail of distributions that are heavily kur-
totic, as under these conditions, as both MI and RFIML can perform badly
(Jia, 2016; Savalei and Falk, 2014). Performance issues may be ameliorated
by the large sample size in the Whitehall II data set. In Jia (2016), bias and
confidence interval coverage improved within each missing data condition
as sample size increased, and Schafer and Graham (2002) found that both MI
and FIML performed well even when over 70% of the data was missing so
long as the sample size was not very small. Whilst this second study did not
include MI with FCS or RFIML techniques, it seems reasonable to expect that
both would experience similar benefits from a large sample size. However,
without evidence from simulation studies, this is of course not certainly the
case.

4.4.1.2 Violations of MAR

One of the main issues that can worsen the performance of both MI and
RFIML is violation of the MAR assumption. It is very difficult to assess
whether data are MNAR because, fundamentally, the missing data value is
unknown. However, it is possible to strengthen the likelihood of the MAR
assumption holding, by including auxiliary variables into the treatment of
missing data. An auxiliary variable is not of substantive interest in the model,
but is included in case it is a significant predictor of missingness. If any of
the missingness predicted by the auxiliary variable was uniquely predicted
by that variable, then failing to include it would lead to data that is MNAR.

Adding auxiliary variables into an imputation model is both intuitive and
straightforward. One simply adds the auxiliary variable into the list of vari-
ables that are to be imputed, along with a description of which variables it is
a predictor of in the imputation model (van Buuren, 2012). Historically, this
simplicity gave it an advantage over RFIML, where adding auxiliary vari-
ables was much more complicated. However, in the context of SEM, modern
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software such as MPlus can now add in auxiliary variables just as easily as
can be done in MI (Asparouhov and Muth, 2008) with results that are as
good as those that can be achieved with MI (Graham, 2003). This is the case
even when the auxiliary variable itself has a high proportion of missing data
which is MNAR (Enders, 2008).

This perhaps lends ML based methods an advantage over MI with FCS, as
adding auxiliary variables directly into the model estimation rather than dur-
ing an imputation step avoids issues that can arise due to in-congeniality
between the imputation model and the substantive model. Simply put, the
analysis model and imputation model are congenial if there is a joint model
whose conditionals include both analysis model and the imputation model
(van Buuren, 2012). This condition effectively ensures that the two models
do not imply that substantially different relationships exist within the data.
Imputing with an in-congenial model would be problematic since it could
artificially alter the relationships that we are investigating in the substant-
ive model. For example, this can arise in the situation where the substantive
model contains many non-linear relationships, with a typical MI FCS imputa-
tion model usually having only linear relationships between the variables.
Since we are investigating a complex latent structure for our data, using a
linear MI technique such as FCS unchanged has the potential to influence
the results unwontedly unless alterations are made to the imputation model
(Bartlett et al., 2015).

4.4.1.3 Dealing with Censorship due to Death

The Whitehall II study has been collecting data from its sample for over 30
years. Given that the initial sample members were between 35 and 55 years
of age, it is of no surprise that some of these individuals have died during
the study. Between waves five and nine 648 participants died and across the
other waves a total of 766 participants died. These dead individuals present
a particularly complex missing data issue, especially when attempting to do
Multiple imputation. Participants who have died during the study have use-
ful data in the waves in which they are alive, however, including them in the
sample to be imputed on results in improper values being imputed for them
on variables that were collected in waves after they had died. These im-
proper values should not be used in the final data analysis, as if we include
them any findings and conclusions would be based on the analysis of data
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that is impossible to attain in the real world, thus invalidating them. How-
ever, simply re-censoring the individuals who have died after imputation,
may reduce the overall reliability of the method, as the improper imputed
values may have unduly influenced the imputed values of the living. For
example, Ning et al. (2013) found that imputing values for those who died
in a study of cardiovascular health, resulted in an increased assignment of
difficulties in activities of daily living to those who had missing values but
were not deceased.

Despite these issues, there are methods suggested in the literature to deal
with data that is missing due to death. Ning et al. (2013) suggested that
imputing using a series of cross-sectional imputation models, one for each
wave which includes only the participants who were alive in that wave was
preferable to imputing on the whole sample and then re-censoring. Harel
et al. (2007) suggested a two stage imputation method in which first one im-
putes a time to death for all participants, and then uses this information to
improve imputations on the other variables. Whilst these methods may be
suitable and preferable in some analysis cases, in the context of our Whitehall
analysis they have a number of drawbacks. Firstly, the method described by
Harel et al. (2007) relies upon on having a variable in the dataset that gives
an accurate time and date of death. No such variable exists in the White-
hall II dataset and so this method is not useful in this situation. The meth-
ods described in Ning et al. (2013) are more feasible in terms of practicality,
however, creating many different imputation models for each wave of data is
cumbersome, and the cross-sectional nature of each imputation model means
that we will be losing the predictive power of longitudinal relationships that
exist between variables in different waves. The cross-sectional imputation
strategy could therefore affect the parameters of longitudinal relationships
in the data. Lastly, the cross-sectional imputation strategy may also affect
the plausibility of the MAR assumption. Data collected at previous waves
may well be predictive of missing data in future waves, particularly when
it comes to drop out. For example, it is easy to imagine a case in which an
individual with poor health in one wave drops out of a study in the next
waves.

RFIML has a significant advantage over MI approaches in this regard. Since
no data are imputed, we completely avoid the problem of creating improper
values entirely. Parameters are estimated based only the available data and
as such any inference done is based only the cohort who are alive at any time
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point, rather than a hypothetically immortal one (Wen, Terrera and Seaman,
2018).

4.4.1.4 Other Issues

Another advantage of RFIML over MI in general is that the model paramet-
ers do not depend on any imputed values. In practice, this means that if a
different researcher were to re-run the analysis on the same data, using the
same code, they would obtain the same parameter estimate and results. With
an imputation based method, the same parameter estimates would only be
obtained if exactly the same imputed datasets were analysed. If the data was
re-imputed, even using the same method, parameter values would almost
certainly vary. Whilst this is perhaps unlikely to affect the substantive con-
clusions that one draws from the analysis, it is still a source of additional
uncertainty.

Using RFIML also avoids a number of practical issues that arise when using
Multiple imputation. Firstly, issues may arise when attempting to impute
derived variables in a dataset, as failure to specify the derived variable’s rela-
tionship with its component variables could generate imputed data that are
inconsistent. Creating imputations using FCS also requires extensive post-
imputation diagnostics to make sure that the imputed data that have been
generated are reasonable, and also to ensure that the algorithm for generat-
ing imputations has converged (van Buuren, 2012).

4.4.2 The Overall Strategy

Keeping in mind the discussion above, I chose to use RFIML as my method
for dealing with missing data when Analysing the Whitehall II dataset. Per-
formance of RFIML was largely similar to MI approaches in the literature,
and overall it is a practically simpler technique to implement in my research
context. Firstly, it does not require the construction of a complex imputa-
tion model that would be required by our dataset. Instead, MPlus is able
to implement the missing data strategy alongside the analysis using robust
Maximum Likelihood estimation similar to that which is described in Yuan
and Bentler (2000).

The only additional work required is to specify the auxiliary variables that
are needed to make the MAR assumption more plausible, which are then
handled alongside the analysis procedure by MPlus using the saturated model
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method outlined in Graham (2003). The advantage that using MI has, in
general, over RFIML in terms of adding auxiliary variables to improve the
missing data model and make the MAR assumption more reliable is under-
mined in our setting due to the modern auxiliary variable capabilities of ML
methods, as well as the fact that sequential imputation would be required
to avoid potentially damaging effects of improper imputations of variables
for individuals who have died. It is worth noting, that despite its demon-
strated improvements over standard RFIML procedures, I have not used the
two-stage RFIML approach outlined in Savalei and Falk (2014), because at
the time of performing the analysis, this method was not available within
MPlus.

Two kinds of auxiliary variables will be included in the model. The first kind
is those variables that are correlated with missingness in the data. Specific-
ally, I will be including the variables examined earlier in this chapter whose
distributions differed substantially between the participants with missing
data, and those without. This criteria leads to the selection of the follow-
ing variables to be included: ethnicity, marital status, education level, em-
ployment grade, depression history and general health. The second kind
of auxiliary variable to be included in the model is those variables that are
highly correlated with measures in the substantive model (Collins, Schafer
and Kam, 2001). To include variables of this nature, I have chosen to include
measures of the model constructs taken in earlier waves of the Whitehall
dataset, where available. This means including the following variables in the
model as auxiliary variables: BMI, waist circumference, daily fruit consump-
tion frequency, daily vegetable consumption frequency, GHQ-based depres-
sion score, SF-36 mental health score, SF-36 physical function score, SF-36
physical role limitation score, SF-36 bodily pain score, total hours of vigor-
ous activity, problems paying bills and problems with housing. All of these
measures are taken from wave three except for the SF-36 variables which are
available at wave four.

On top of the overall strategy of using RFIML, I will also be using single
imputation to recover some of the missing data within the physical activity
and diet data. In particular, if participants had responded to 10 or more of
the physical activity items in a particular wave, then missing values were
imputed for their responses to the remaining physical activity items in that
wave. Similarly, if a participant responded to more than half of the FFQ items
in a given wave, the remaining values for their FFQ data for that wave were
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imputed. The imputations were carried out using kNN imputation. In this
approach, missing values are imputed by borrowing an observation from
another participant who is one of k neighbours that closely matches that of
the participant with the missing entry. Closeness was assessed based on the
Gower distance between participants using the kNN function with 10 nearest
neighbours from the R package VIM (Kowarik and Templ, 2016).

Using 10 neighbours was chosen as a compromise between improved pre-
diction of the imputed values and preserving the underlying data structure.
When imputing Likert data, as we are here, it has been suggested that us-
ing the square root of complete cases in the data to set the number of neigh-
bours obtains optimal imputed values (Jonsson and Wohlin, 2004). Given the
large sample size of the Whitehall II data, the number of complete cases for
the physical activity and diet questionnaires ranged between 1252 and 3334,
suggesting that between 35 and 57 nearest neighbours could be used. How-
ever, previous investigations of the kNN imputation method have shown
that using more than one neighbour can result in substantial distortions of
the underlying data structure, even when as few as five nearest neighbours
are used (Beretta and Santaniello, 2016). Hence, 10 neighbours were used to
provide a compromise between these two recommendations. This value of k
was used for all imputations to provide consistency in the way missing data
was imputed.

4.5 Conclusions and Next Steps

In this chapter, I have developed and described the principled approach to
dealing with missing data that will be used in the Structural Equation Mod-
elling analysis presented in Chapter 5. Overall, the development showed
that there are significant missing data challenges involved with this analysis,
including high rates of missing data, challenges in supporting the MAR as-
sumption and censorship resulting from participants in the cohort dying dur-
ing the study period. However, the approach of using Robust FIML supple-
mented with auxiliary variables and single imputation in cases of very high
missing data rates in derived summary measures provides a pragmatic way
to minimise the impact of missing data on our analysis without making the
analysis impracticably cumbersome.

Having outlined this missing data strategy, in the next chapter I will build
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upon the exploratory analysis in Chapter 3 by examining diet, physical func-
tion and physical activity as potential mechanisms between obesity and de-
pression using a structural equation model.
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Chapter 5

A Structural Equation Model of the
Relationship Between Obesity and
Depression

5.1 Introduction

In Chapter 3, I conducted an exploratory analysis of the Whitehall II data-
set with two main aims. The first aim was to explore the statistical proper-
ties of the distributions of variables in the Whitehall II dataset that might be
used in a SEM model. Overall the analysis demonstrated that there were fre-
quent deviations from Normality in the distributions of available measures,
due to skewness in the data and also due to some measures being categor-
ical in nature. The findings around this aim fed into the work presented in
Chapter 4, where I analysed the patterns of missing data within the White-
hall II data set, before describing the missing data procedures that I will be
using to handle this missing data in the Structural Equation Model presented
in this chapter.

The second aim of Chapter 3 was to examine how the measures that might be
used in the model relate to one another, particularly in terms of their correla-
tions, in order to give some preliminary insight into what relationships exist
within the model. Overall, that exploratory analysis found little evidence
to support a direct relationship between obesity and depression and that,
of the proposed mediators (diet, physical activity level and physical func-
tion) physical function might be the only one to have a mediating influence
between the two variables.

In this chapter I will expand upon the analyses presented in Chapter 3, in
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order to more thoroughly investigate whether there is support for the hypo-
theses presented below. Note that, due to changes in the measures used to
represent the diet construct, the precise specification of the diet hypothesis
has changed since Chapter 3. In particular, the diet construct now focuses
on energy intake rather than consumption frequency. More detail on these
changes will be given on in section 5.3.2.2.

This chapter is broken up into four further main sections. In section 5.2, I
will briefly outline the specific type of Structural Equation Model that I will
be using, followed by an aside on the concept of determining goodness of fit
in SEM. In section 5.3, I will then present the analysis of the measurement
model, before the structural model is presented in section 5.4. The results of
these section are then discussed in section 5.5 with reference to the explorat-
ory analysis presented in Chapter 3, and the literature presented in Chapter
2.

Study Hypotheses:

• Hypothesis 1: Physical function mediates the association between obesity
and future depression.

• Hypothesis 2: Dietary energy intake mediates the association between obesity
and depression bidirectionally.

• Hypothesis 3: Physical activity level mediates the association between obesity
and depression bidirectionally.

• Hypothesis 4: Socioeconomic position (SEP) affects the relationship between
obesity and depression via multiple effects on obesity, depression and their
mediating variables

5.2 The Cross Lagged Panel Model

To investigate the study hypotheses, I used a latent-variable multiple-group
Cross-Lagged Panel Model (Usami, Murayama and Hamaker, 2019; Selig and
Preacher, 2009; Little and Card, 2013; Cole and Maxwell, 2003). The equa-
tions in 5.1 describe a simple version of this model structure within a single
group:

X2 = β1X1 + β2Y1 + ξX2

Y2 = β3X1 + β4Y1 + ξY2 .
(5.1)
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In this simple example, the variables X and Y are two different constructs
measured at two time points. Auto-regressive effects, whereby a construct
at one time point is associated with the same construct at a later time point,
are estimated by the β1 and β4 terms, and the cross-lagged effects, whereby a
construct at one time point is associated with a different construct at the next
time point are estimated by β2 and β3. Lastly, ξX2 and ξY2 are error terms. The
model can be extended to include more constructs and more time points, as
has been done in this chapter for my analysis (Little and Card, 2013; Zyphur
et al., 2020).

The auto-regressive effects describe how individuals’ standings on a con-
struct at one time point effect individuals’ standings on the same construct at
a later time-point (Mulder and Hamaker, 2021). For example, if individuals
with high values on the construct X at time 1 still have high values on X at
time 2, and similarly for those with low values, then their will be a strong
positive auto-regressive effect β1. However, if individuals’ standings on X
at time 1 have little to no bearing on their standings on X at time 2, then the
auto-regressive effect β1 will be close to zero (Selig and Little, 2012).

The cross-lagged effects are interpreted similarly, with large β values repres-
enting individuals’ standings on a construct at one time point being closely
related to their standings on a different construct at the next time point, and
small β values meaning that the standings are not closely related (Selig and
Preacher, 2009; Selig and Little, 2012; Mulder and Hamaker, 2021). Of note
is that the inclusion of auto-regressive effects means that cross-lagged effects
have controlled for the impact of prior correlations between the constructs
at an earlier time-point, preventing any bias that may have been introduced
due to their omission (Selig and Little, 2012).

The above interpretation of parameters within the cross-lagged panel model
is important for the type of conclusions we are able to make about our hypo-
theses. In particular, the model is evaluating the effect of differences between
people, rather than the differences within people (Selig and Little, 2012; Mulder
and Hamaker, 2021). For example, the model analysed here will be able to
tell us whether having a higher body weight is associated with having a sub-
sequent lower level of physical function, and similarly whether having lower
physical function is associated with having a higher level of subsequent de-
pression. However, what the model is not able to say, is how much an indi-
vidual’s personal change in body weight subsequently impacts their physical
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function and how much in turn this affects their level of depression (Mulder
and Hamaker, 2021).

5.2.1 Model Structure

The equations in 5.1 represent what is known as the structural model within
the Cross-Lagged Panel Model. This part of the model describes the hypo-
thesised relationships between the constructs of interest. Within the struc-
tural model, X and Y can be single manifest variables, or latent variables
measured by multiple indicators. Generally, latent variables are used to rep-
resent constucts that cannot be directly observed themselves, and so must
have their values inferred from direct observations of other variables (Little
and Card, 2013). As an example, in psychology, personality traits might be
inferred from observations of behaviour (Bollen, 2002). However, latent vari-
ables need not only be used for constructs that cannot be directly observed.
Even when a construct is more directly observable, such as obesity, latent
variables can be used as a means of separating out reliable variance in a
measure from variance due to error (Little and Card, 2013; Bollen, 2002). For
example, whilst BMI is a validated and trusted measure of body-weight that
can be used to make inferences about obesity, it is not a perfect representation
of whether one has excess adiposity; some individuals may have a high BMI
due to a high muscle mass rather than excess adipose tissue.

The estimated size of relationships between constructs may be influenced
by this measurement error (Lomax, 1986). Hence, we may prefer to try and
remove these measurement variances so that only ‘true’ variability in the un-
derlying construct is represented in the parameters of the structural model
(Little and Card, 2013). As a result of these concerns, where possible in the
this model, latent variables have been used to represent the constructs.

When there are latent variables in the model, the SEM also includes a meas-
urement model, which specifies how the manifest variables reported in the
dataset relate to the underlying latent construct (Little and Card, 2013). This
measurement model must be analysed prior to the fitting of the structural
model, as a poorly specified measurement model may lead to erroneous and
misleading conclusions being made about the structural model.

In the model presented in this chapter, there are six main constructs (obesity,
depression, physical function, physical activity, dietary energy intake and so-
cioeconomic position) measured at three time points. Auto-regressive effects
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analogous to those in 5.1 were included in the model, however cross-lagged
paths were only included if they corresponded to a path in the hypothes-
ised relationships. For example, physical function at time 2 was regressed
on obesity at time 1 as this path represents part of hypothesis 1, however,
obesity at time 2 was not regressed on physical function at time 1, as this
path is not relevant to any of the hypotheses. Figure 5.1 shows a summary
of the initial model structure that was used to examine the hypotheses. In
the diagram different coloured paths are included to represent the different
hypotheses, and ‘general’ paths are included that represent important paths
that do not relate to any one hypothesis specifically. These paths are the dir-
ect cross-lagged effects between obesity and depression, and auto-regressive
effects for each construct over time.

The constructs in the model are represented by a combination of manifest and
latent variables, as no one type of variable was universally most appropri-
ate. Hence, our model includes both a measurement model and a structural
model. Details of how the measurement model was developed and analysed
are given in section 5.3. Details on how the structural model was analysed
are then given in section 5.4.
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FIGURE 5.1: Initial Structural Model used to represent hypo-
thesised relationships. Note: The structural model also includes
covariances between the constructs at time 1, as well as covari-
ances between the constructs’ residual variances at time 2 and
3, however, these associations have been omitted from the dia-

gram to avoid the figure becoming cluttered.
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5.2.2 Model Fit

When estimating any Structural Equation Model, alongside the parameter
estimates, it is important to understand additionally how well the model fits
the data. When we estimate a Structural Equation Model we generate statist-
ics that are implied by the model which can then be compared to equivalent
statistics for the observed data (Little and Card, 2013). The principal stat-
istic that is generated is the model’s implied variance-covariance matrix Σ
which can then be compared to the observed variance-covariance matrix for
the data, S. Depending on the model, other statistics may also be compared,
such as the model’s implied mean values and the mean values of the ob-
served data (Hox and Bechger, 1998; Little and Card, 2013). The closer the
statistics reproduced by the model are to those that summarise the data, the
better the model fits.

Deciding how to objectively assess the difference between the model and
the data is not straightforward and as a result multiple fit indices have been
developed to capture different aspects of how and why a model might fit
poorly. Using multiple fit indices in this way provides a more comprehensive
assessment of model fit. Rather than describing all the possible model fit
indices that can be used, here I will outline the general principles behind the
different fit indices, as well as some of the fit indices that I have used in my
analysis.

5.2.2.1 The Model Chi-Square

One of the principal measures for goodness of fit within Structural Equation
Modelling is the model Chi-Square value. The model Chi-square provides
a way to test statistically whether the model fits the data against a null hy-
pothesis that the observed variance-covariance matrix S does not differ from
the model implied matrix Σ (Little and Card, 2013). A significant p-value
from this Chi-square test for goodness of fit means there is evidence to sug-
gest that the model does not fit the data, and conversely a non-significant
p-value means there is not sufficient evidence to suggest the model does not
fit the data (Cheung and Rensvold, 2002).

Whilst the Chi-square test has the advantage of providing a way to define
statistically whether a model fits or not, it also has a major disadvantage.
The Chi-square test of model fit is sensitive to sample size, and as a result
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models that are estimated with larger amounts of data become very likely to
fail the Chi-square goodness of fit test (Perry et al., 2015).

Despite this drawback, the Chi-square can still provide a useful way of com-
paring nested models. A model m0, with degrees of freedom d f0, is nested
inside another model m1, with degrees of freedom d f1, where d f0 ≥ d f1, if the
estimation of m1 is capable of reproducing the variance-covariance structure
and mean structure of the model m0 (Bentler and Satorra, 2010). In general a
more narrow type of nesting is considered called parameter nesting which oc-
curs when one the model m0 can be created by fixing the value a parameter
that is free in m1 (Bentler and Satorra, 2010). When speaking further of nest-
ing I will implicitly be referring to parameter nesting, since this is the form
of nesting used in this analysis.

The fit of these nested models can be compared in the following way. Sup-
pose that m0 and m1 have model Chi-square values χ2

0 and χ2
1 respectively.

Then, when using Maximum-Likelihood estimation and assuming that the
underlying data follow a Multivariate-Normal distribution, the value of the
test statistic T given by

T = χ0 − χ1, (5.2)

is distributed asymptotically to the χ2 distribution with d f0 − d f1 degrees of
freedom (Satorra and Bentler, 2001). As a result, one is able to test whether
a more restrictive nested model has a statistically significant reduction in
model fit as a result of the imposed restriction.

In Chapter 3, I found that many of the variables included in my analysis did
not follow a normal distribution. Due to this, in our analysis I am using a
robust form of Maximum-Likelihood estimation (see Chapter 4) and so the
test statistic T cannot be used. Instead, a new test statistic must be used, TrD,
which is given by

TrD =
(χ2

0c0 − χ2
1c1)(d f0 − d f1)

d f0c0 − d f1c1
, (5.3)

where c0 and c1 are scaling corrections calculated by the robust Maximum-
Likelihood estimation (Bentler and Satorra, 2010; Muthen and Muthen, 2022).
As before TrD is asymptotically χ2 distributed on d f0 − d f1 degrees of free-
dom.
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5.2.2.2 Relative Fit Indexes

Another way of measuring model fit is to calculate a relative fit index, which
compares the model with the worst possible fitting model. A frequently used
relative fit index is the comparative fit index or CFI. The CFI is given by:

CFI = 1− max (χ2 − d f ), 0
max (χ2 − d f ), (χ2

null − d fnull), 0
, (5.4)

where χ2 and d f are the Chi-square value and degrees of freedom for the
estimated model respectively (Little and Card, 2013). χ2

null and d fnull are
then the Chi-square and degrees of freedom for null model. Since the CFI
is a relative fit index, values closer to 1 indicate a better fit for the model.
Historically a CFI value greater than 0.9 was necessary to consider a model to
have good fit, however, some suggest a more stringent cut-off of 0.95 should
be applied (Hu and Bentler, 1999).

5.2.2.3 Absolute Fit Indexes

Alongside relative fit indexes, one can also calculate absolute fit indexes,
which compare the model with the best possible fitting model (one that has
a theoretical χ2 value of 0) (Little and Card, 2013). A commonly used abso-
lute fit index is the root-mean-square error of approximation, or RMSEA. The
RMSEA is given by:

RMSEA =

√(
χ2 − d f
N − 1

)/(
d f
g

)
, (5.5)

where χ2 is the estimated model’s Chi-square value, d f is the degrees of free-
dom of the model, N is the sample size, and g is the number of groups (Little
and Card, 2013). The closer the RMSEA value is to zero the better the fit of
the model. As with the CFI, judgements on how well a model fits are usually
made based on cut-off values of the RMSEA value. There is no absolute con-
sensus on this, however, a frequently followed guideline is that of (MacCal-
lum, Browne and Sugawara, 1996) who suggest that RMSEA values below
0.01, 0.05 and 0.08 represent a model with excellent, good and mediocre fit
respectively. An RMSEA above 0.08 is considered a poor fitting model.

Other fit indices can be calculated, however, since these were not used to
assess the model fit in this chapter, they have been omitted from this section.
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5.3 The Measurement Model

As was mentioned previously, when constructs are represented by latent
variables, the structural equation model includes a measurement model that
describes how those latent variables are represented by the observed vari-
ables (Little and Card, 2013). Covariances between the latent constructs are
also represented, however, unlike the structural model no causal assump-
tions are imposed on these covariances.

The measurement model for a single latent construct X at time-point t is de-
scribed in the equations in 5.6, where x1,t, x2,t and x3,t are three measures
of the same underlying construct all measured at time t. Each measure is
regressed onto the latent construct with the regression co-efficients λ1,t, λ2,t

and λ3,t being called the factor loadings for x1,t, x2,t and x3,t respectively. In
this way, the values for x1,t, x2,t and x3,t are separated out into the portion
that is predicted by the latent construct X and error terms given by εx1,t , εx2,t

and εx3,t respectively (Little and Card, 2013).

x1,t = λ1,tX + εx1,t

x2,t = λ2,tX + εx2,t

x3,t = λ3,tX + εx3,t .

(5.6)

Figure 5.2 shows a schematic of the measurement model for the same con-
struct X measured at two time-points. In the diagram, ψXt represents the
variance of X at time point t and ψX1,X2 represents the covariance between
the constructs. When more time points and constructs are represented in
the model, each construct is allowed to covary with every other construct, at
every time point (Little and Card, 2013). For example, depression at time 1
co-varies with obesity at all time points, and vice versa.

Another thing to note is that the error terms for the same measures collected
at different time-points are correlated. This is to represent the possibility that
measurement errors on the same item are likely to come from the same source
at different time-points, and so these error terms need to be correlated (Little
and Card, 2013; Cole, Ciesla and Steiger, 2007). In a multiple group model, as
is presented in this chapter, the measurement model is estimated separately
in each group.
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FIGURE 5.2: Schematic of measurement model for same con-
struct measured at two time-points

5.3.1 Identification of the Measurement Model

In order for a Structural Equation Model to be estimable, it must be identified.
Generally speaking, a model is identified if there is sufficient information to
uniquely estimate all of the parameters in the model (Little and Card, 2013).
In structural equation modelling, this condition is met if there is enough in-
formation in the variance-covariance matrix to estimate all of the free para-
meters in the model. Specifically, there needs to be more unique variances
and covariances in the data’s variance-covariance matrix than there are free
parameters to be estimated in the model (Little and Card, 2013; Kenny, Kashy
and Bolger, 1998). If both the structural model and measurement model are
identified, the overall model is identified.

In the case of the measurement model, identification can be assessed by en-
suring that the model meets the conditions which are described in more de-
tail below. Firstly the latent variables in the model must have been scaled and
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secondly there are sufficient indicators per latent variable. Other conditions
on the correlations between indicators must also be met, however in practice,
models that violate these conditions are rarely used and so I will not discuss
these conditions beyond giving a brief description.

5.3.1.1 Setting the Scale of the Latent Variables

Since latent variables represent an unmeasured, perhaps unmeasurable concept,
they have no inherent scale on which they are measured. As a result, we need
to set a scale for the latent variable, so that variability in scores on the latent
variable can be interpreted (Little and Card, 2013).

There are a two main ways of setting the scale, although an additional method
is presented in Little, Slegers and Card (2006). The first method, known as
the marker method, involves fixing the factor loading for one of the indic-
ators on each latent variable in the model to 1. The other loadings are then
freely estimated in the model. The choice of which indicator is used as the
marker variable does not effect the overall fit of the model, however, it does
effect how the scale of the latent variable is interpreted (Little and Card, 2013;
Klopp and Klößner, 2021). Under the marker method, the latent variable in-
herits the metric of the marker variable, and the mean and reliable variance
of the marker variable become the mean and variance of the latent variable.
Given the fact an arbitrary choice of marker variable is able to alter the scale
and interpretation of the latent construct, this method of scale setting is not
recommended by some authors (Little and Card, 2013).

A second method of setting the scale, called the fixed factor method, involves
setting the scale of the latent variable to 1, and allowing all the loadings of the
indicators to be freely estimated. This method avoids the issue of the latent
variable inheriting the scale of an arbitrary marker, and instead gives it a
standardised metric. This means that covariances between the constructs are
correlations (since both have a variance of 1) which can make interpretation
of the model relationships easier (Little and Card, 2013).

The third additional method of scale setting introduced in Little, Slegers and
Card (2006), is known as effects coding. In this method of scale setting, the
factor loadings are constrained so that they average to 1. Under this method
of scaling, the variance of the latent factor is the “average amount of reli-
able variance that each indicator contributes to the definition of the latent
construct” (Little and Card, 2013; Klopp and Klößner, 2021).



5.3. The Measurement Model 175

In my analysis, I chose to use the fixed factor method of scale setting. This
was chosen over the marker based method in order to reduce the arbritarity
of the metrics of the latent variables, and was chosen over the effects coding
method for pragmatic purposes. The MPlus software has built in syntax for
setting the scale of latent variables using the fixed factor method, whereas
the effects coding method would have needed to be coded in manually. Not
only would this require more time and effort for an arguably minimal gain, it
would also have increased the likelihood of coding errors being introduced
into the model.

5.3.1.2 Sufficient Indicators per Construct

The second main identification condition that the measurement model must
satisfy is that there is enough information from the indicators to uniquely
estimate all the parameters in each construct (Little and Card, 2013; Kenny,
Kashy and Bolger, 1998). The information required is the unique variances
and covariances from the indicators. For a construct with k indicators, there
are k unique variances (one for each indicator), and (k

2) unique covariances
(one from each unique pair of indicators). Similarly, when a construct has
k indicators, there are 2k + 1 parameters to be estimated, comprising of k
factor loadings, k residual variances, and 1 latent factor variance. Once the
scale has been set by fixing the variance of the latent variable to 1 (or another
scale setting method has been used), this constraint reduces the number of
parameters that need to be estimated by 1, so that there are 2k parameters to
estimate. Since we need more information than free parameters we require
that

k +
(

k
2

)
≥ 2k =⇒

(
k
2

)
≥ k, (5.7)

where k is the number of indicators for a construct. It can be easily verified
that this holds when k ≥ 3. In fact, when there are three indicators there are
exactly as many pieces of information as there are parameters to estimate,
and the construct is said to be ‘just identified’, as there is no spare information
from the indicators (Little and Card, 2013; Kenny, Kashy and Bolger, 1998).
When there are more than three indicators the constructs are ‘over identified’,
as there is now more information than is needed to estimate the parameters.

However, when two or fewer indicators are available for a latent construct,
(k

2) < k and so the construct is ‘under-identified’, as there is less information
than there are parameters to be estimated (Little and Card, 2013). As a res-
ult, additional constraints must be placed on the loadings of the constructs
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so that the construct is identified. If the construct has two indicators, there
are three pieces of information (two variances and one covariance) and four
parameters to be estimated. As a result a single constraint is needed to re-
duce the number of parameters by one. When adding this constraint was
necessary in the model, the factor loadings were set to equality.

If only one indicator is available there is only one piece of information (the
indicator’s variance), and two parameters to estimate. Again, a constraint
needs to be introduced which traditionally involves setting the indicator’s
residual variance to zero (Little and Card, 2013; Kenny, Kashy and Bolger,
1998). Another option is to make an assumption on how much of the in-
dicators variance is ‘reliable’. However, judging how much of the variance
is reliable is somewhat arbitrary and so there is debate over whether this
method is appropriate. In my model, when only one indicator was available
for a construct, the indicator was included in the model as a manifest vari-
able, as this is equivalent to having a latent variable with single indicator that
has zero residual variance.

5.3.1.3 Other Identification Conditions

The first of the remaining conditions that needs to be satisfied for identifica-
tion relates to the relationship between indicators on different constructs. In
order for the measurement model to be identified, for every pair of constructs
one of the following must hold (Kenny, Kashy and Bolger, 1998). Either:

1. there is, at least, one pair of indicators, one loading on one construct
and one loading on the other, that does not have correlated measure-
ment error between them or,

2. the correlation between the pair of constructs is specified to be zero (or
some other a priori value).

This condition is necessary because if every pair of indicators has correlated
measurement error, there will be insufficient information to estimate the cor-
relation between constructs, as all the information from the covariances will
be being used to estimate the size of the correlated errors.

The final condition needed for identification is that for every indicator, there
is at least one other indicator with which it does not share correlated meas-
urement error (Kenny, Kashy and Bolger, 1998).
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Since indicators are usually assumed to have no correlated measurement er-
ror, these conditions almost always hold in practice. In the models presented
in this chapter, the only indicators that have correlated measurement error
are those that measure the same item but at different time-points e.g. SF-36
physical function score at time 1 has correlated measurement error with SF-
36 physical function score at times 2 and 3 etc. As a result, both of the above
identification conditions hold.

5.3.2 Estimation of the Measurement Model

Having outlined the general structure of the measurement model, here I will
first describe the general testing procedure used to analyse the measurement
model, before describing how this was implemented in the multiple stages
of measurement model estimation. This testing procedure has been adapted
form the procedures described in Little and Card (2013).

5.3.2.1 The Testing Procedure

Step 1: Estimating the Null Model

The first step in estimating the measurement model is to estimate an appro-
priate null model that provides a benchmark for how a reasonable ’worst
fitting’ model fits the data. As was seen in 5.2.2 the fit of the null model is
important for calculating the fit measures of other models, namely the CFI.

Within this null model, the indicators in the model are assumed to have only
a variance and all the observed covariances are assumed to be zero. In this
way, it gives an indication of the amount of information contained in the
covariances between indicators (Little and Card, 2013). When the sizes of
the covariances between indicators are larger, restricting these covariances
to zero in the model will result in a poorer model fit, and as such the null
model’s associated χ2 value will be higher. Conversely, if the covariances of
observed indicators are close to zero, the null model will fit less badly and
have a lower χ2 value.

In addition to the above constraints, in the case of a longitudinal multiple
group panel model the variances and means of the indicators are assumed
to be equal over time and across groups. For example, the variance of BMI
would assumed to be the same at each time point and the same in men and
women. These constraints represent the null expectation of there being no
differences in the observed variables over time or across groups.
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Step 2: Testing for Measurement Invariance

The second step in the procedure for analysing the measurement model is
to test whether measurement invariance (also known as factorial invariance)
holds. In a longitudinal Cross-Lagged Panel Model, we are essentially asking
whether variability in a construct at one time point is associated with vari-
ability in a construct at a later time-point. When a construct is represented
by a latent variable, we need to be sure that changes in the latent variable
are due to true changes on the construct, and are not due to changes in the
definition of the latent variable used to represent it. Testing whether latent
variables have different definitions over time or across groups is called test-
ing for measurement invariance.

There are three strengths of measurement invariance that are tested: config-
ural invariance, weak invariance, and strong invariance. The test of config-
ural invariance provides the weakest claim about measurement invariance,
namely that the loadings all follow the same pattern over time and across
groups. Weak invariance then posits that the factor loadings for the same
measure are equal over time and across groups.

Suppose a construct Xt,g with p indicators xi,t,g where i = 1, . . . , p, and t and
g denote the time-point and group. Suppose also that the factor loading of
indicator xi,t,g is given by λi,t,g. Then weak factorial invariance is applied by
setting λi,t,g = λi separately for each value of i. As an example, to impose this
constraint on the schematic from Figure 5.2 with two groups, we would set
λi,1,1 = λi,2,1 = λi,1,2 = λi,2,2 for i = 1, 2, 3, where the third index represents
the group number.

Weak invariance is perhaps the most important type of invariance to assess
in this particular project, as it allows us to be sure that the variance that the
regression parameters are explaining comes from the same source in each
time point and each group. If weak factorial invariance failed to hold, then
the definitions of the constructs would be different over time and across
groups, and therefore any relationships between them would no longer have
the same meanings.

Strong invariance then claims that the intercepts for the same measure are
equal over time and across groups. Using the same notation as above, the
means of the indicators can be described by the following equations:

x̄i,t,g = τi,t,g + λi,t,gX̄t,g,
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where τi,t,g is known as the intercept for indicator xi at time t in group g.
Strong invariance is then imposed by setting τi,t,g = τi for each i separately,
such that the means are now given by

x̄i,t,g = τi + λiX̄t,g,

since weak invariance is also assumed to hold whenever strong invariance
is applied. This type of invariance is important when one wants to make
comparisons between the means of the latent constructs over time or across
groups. If strong factorial invariance does not hold, then differences in the
means between the same latent construct at different time points, or in dif-
ferent groups, may not be down to changes in the underlying construct. This
makes analysing those differences and deriving conclusions from these para-
meters tenuous.

To test whether measurement invariance held, first the configural invariance
model was estimated, to provide a baseline against which the more restrict-
ive measurement invariance claims could be tested. Configural invariance
was deemed to hold if the CFI of the configural invariance model was greater
than 0.95. If configural invariance was deemed to hold the model was then
re-estimated with the weak invariance constraints imposed. The fit of this
more restrictive model was then compared to the fit of the configural invari-
ance model, with weak invariance being deemed to hold if the change in
CFI between the models was less than 0.01 (Cheung and Rensvold, 2002). If
weak invariance held then this process was repeated for the strong invari-
ance model, with strong invariance being deemed to hold if the change in
CFI between the weak invariance model and the strong invariance model
was less than 0.01.

Step 3: Testing for Homogeneity of Variances and Co-variances

If strong measurement invariance was deemed to hold, the next step in the
analysis procedure was to test whether the construct variances and covari-
ances differed between the model’s groups. These tests determine whether
it is necessary to estimate the panel model separately in the groups or not. If
the variances and covariances of the constructs are not substantially different
in the groups then there is little need to estimate the model separately in each
group and so the groups can be combined in the analysis.
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The first test for the homogeneity of variances and covariances conducted
was an omnibus test which examined the effect of constraining both the con-
struct variances and covariances to be equal across the groups. A model with
this constraint was compared to the strong invariance model using the ro-
bust Chi-square difference test from equation 5.3. A non-significant p-value
from this test indicates that there has not been a significant decrease in model
fit from the equality constraints, suggesting that homogeneity of variances
and covariances holds and therefore, that the groups can be combined. Tests
for significance were conducted at the 1% level. If this test indicated that
there was a significant decrease in model fit, the covariances and variances
were constrained to equality in separate models to test whether the variances
alone, covariances alone, or both independently were responsible for the sig-
nificant reduction in model fit.

5.3.2.2 Stages of the Measurement Model Estimation

The estimation of the measurement model was conducted in three main stages
which are outlined below. In all three of the stages, the testing procedure out-
lined in section 5.3.2.1 was used to analyse the model.

Stage 1 - Checking for Model Estimation Issues and Construct Reliability

Before the above analysis of the measurement model could be completed, it
is important to examine the measurement model for misspecifications that
would result in estimation issues and convergence problems. To do this, I
proceeded through the testing procedure outlined above until one or more
estimation warnings or convergence failures occurred. Prior to giving any
model parameter estimates the MPlus software displays messages to inform
the user whether the model estimation has terminated normally, or whether
any errors arose in the model estimation process. For example, a message
may display to notify the user the model has failed to converge to a solution.
Even when the model does converge to a solution, warning messages may be
displayed that indicate an issue with some of the estimated parameters. For
example, improper parameters such as negative variances and correlations
of magnitude greater than one might have been estimated.

When such estimation issues arose, I investigated potential causes for the es-
timation issues, by both examining any parameter estimates that the model
had produced, and referring to the SEM literature to understand why the
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current specifications were causing these estimation issues. If this investig-
ation suggested that the estimation issues were the result of the particular
measures being used in the model, I respecified the measures being used and
began the process again. Even when the MPlus software indicated that the
model estimation had terminated normally, I scrutinised the parameter es-
timates to ensure that no improper estimates had been produced.

Once estimation issues were resolved, I examined the latent constructs’ in-
ternal validity to ensure that the measures being used were adequately rep-
resenting the hypothesised underlying latent factor. To assess the internal
validity of the constructs, Average Variance Explained (AVE) and Composite
Reliability (CR) were calculated for each of the constructs.

Suppose a latent construct X has p indicators, and that each indicator xi has
standardised loading given by λi for i = 1, . . . , p. Standardised loadings
are the factor loadings that are estimated when the variance of the latent
construct is set to 1. Suppose also that the indicator xi has an error term εxi .

The R2 value for an indicator shows the proportion of the indicator’s variance
that is reliably explained by the latent construct (Cohen, 1988). For a given
indicator xi, from 5.6, we have that

xi = λiX + εxi ,

where the time subscript has been omitted here for convenience. The total
variance for xi is given by

Var(xi) = Var(λiX + εxi)

= λ2
i Var(X) + Var(εxi) + Cov(λiX, εxi)

= λ2
i + Var(εxi),

since Var(X) = 1 and Cov(λiX, εxi) = 0. The R2 value for indicator xi, de-
noted R2

i , is hence given by

R2
i =

λ2
i

λ2
i + Var(εxi)

.

The average variance explained is then calculated by taking the average of
the R2 values for each indicator on a construct (Fornell and Larcker, 1981).
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As such,

AVE =
∑

p
i=1 R2

i
p

=
1
p

p

∑
i=1

λ2
i

λ2
i + Var(εxi)

.

Composite Reliability was calculated using the formula provided in (Nete-
meyer, 2003). Using the same notation as above the composite reliability is
given below in equation 5.8:

CR =

(
∑

p
i=1 λi

)2(
∑

p
i=1 λi

)2
+
(
∑

p
i=1 V(εxi)

) . (5.8)

A construct was considered to have good enough internal consistency if it
had an AVE greater than 0.5, and a CR greater than 0.7 (Fornell and Larcker,
1981). Constructs failing these examinations were respecified using different
measures from the Whitehall data.

Once new measures had been chosen, the process of checking for estimation
errors and construct reliability was repeated until a set of reliable measures
had been chosen that did not result in a model containing estimation issues.

Stage 2 - Testing for Moderation by Ethnicity

After the necessary revisions to the measurement model had been made to
ensure that the constructs were suitably valid, and there were no issues due
to convergence failure or improper solutions, the measurement model was
analysed to examine any potential confounding by ethnicity. In the White-
hall II data, participants’ ethnicity is recorded in two categories: “white”
and “non-white” To test whether there was moderation by ethnicity a multi-
group measurement model was estimated in which the model groups rep-
resented the two ethnic group categories.

The first step in this supplementary analysis was to test the multi-group
measurement model for measurement invariance, to ensure that the latent
constructs could be trusted to represent the same concept over time and
across groups. These tests were then followed by the key tests for the homo-
geneity of the variances, covariances and means across ethnic groups. As was
mentioned in section 5.3.2.1, these tests were carried out to examine whether
it would be necessary to include ethnicity as an additional moderator vari-
able by including it as a dimension in the grouping variable. In particular, if
the test for homogeneity of covariances and variances suggested the model
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fit was significantly better when allowing the variances and covariances to
be different across the two ethnic groups, then ethnicity would need to be
included in the grouping variable.

Stage 3: Analysing the Final Multi-group Measurement Model

Once the tests for moderation by ethnicity had been completed, the testing
procedure was re-run for the final specification of the measurement model.
Of particular interest in this stage is whether measurement invariance held,
as this condition is fundamental to the reliability of the structural model’s
estimation. Details of the measures used in the final measurement model are
outlined in the next section.

5.3.3 The Measurement Model - Results

Stage 1 - Re-specifications of the Measurement Model

Due to a combination of model estimation issues and lack of reliability for
constructs, every construct except for physical function was respecified. Once
all construct reliability and model estimation issues had been resolved, the
final measurement model consisted of a mixture of latent variables and mani-
fest variables.

Obesity was measured solely by BMI which was included in the model as
a manifest variable, due to issues with model reliability when using both
BMI and waist-hip ratio. In particular, using both measures as indicators of
a latent construct led to an estimated model in which waist-hip ratio had a
negative residual variance. This negative residual variance likely occurred
from the confluence of two issues. Firstly, loadings for BMI and waist-hip
ratio had to be fixed as equal in order to identify the construct, and secondly
the two indicators were very highly correlated. Together, these issues led to
a model being estimated in which the variance of the latent factor explained
more than the total variance of the waist-hip ratio indicator, leaving it with
a negative residual variance. This suggested the model was misspecified in
this form and so needed re-specification.

Waist-hip-ratio had itself replaced waist-circumference due to similar estim-
ation issues. As there were no additional measures in the Whitehall dataset
that could be added to the construct in order to resolve the need for the iden-
tification constraint, I removed waist-hip ratio from the model and used BMI
on its own as a measure of obesity.
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I also re-specified the depression construct due to similar issues. In partic-
ular, GHQ-based depression score and SF-36 mental health score were re-
placed by four individual GHQ items due to a model being estimated in
which GHQ-based depression score had a negative residual variance. The
items I used in the final model are displayed in Table 5.1. I chose the four
GHQ items based on the results of an Exploratory Factor Analysis (EFA) that
I conducted on the GHQ-30 questionnaire data within Wave 5 of the White-
hall II dataset. Within the EFA, I examined factor solutions that extracted
between three and seven factors, and chose items for a depression construct
if they loaded consistently onto a factor that I felt could be easily interpreted
as depression across the different factor solutions.

In all solutions, I used an oblique rotation to allow for extracted factors to
be correlated with one another. I considered items to load onto a factor if
the standardised loadings from the pattern matrix were above 0.4 (Stevens,
1992). Pattern loadings for each of the items in each solution can be found
in Table 5.2. The four items I chose for the GHQ depression measure loaded
exclusively onto the same factor across all of the factor solutions, except for
the ghq-30 item which marginally missed the cut-off in the six factor solution.
Also of note is that these four items were all originally included in the GHQ-
based depression summary measure that I derived in section 3.3.2 of Chapter
3.

Item Item Content

ghq-24 ‘Been thinking yourself as a worthless person’
ghq-25 ‘Felt that life is entirely hopeless’
ghq-29 ‘Felt that life isn’t worth living’

ghq-30 ‘Found at times you couldn’t do anything because
your nerves were too bad’

TABLE 5.1: Items from GHQ included in our measure of de-
pression

Due to poor construct validity when using multiple measures of physical
activity, I replaced the three separate measures for physical activity with a
measure of total derived met-hrs. Similarly, due to poor construct validity
of the diet construct when indicated by fat, sugar and processed meat con-
sumption frequency, new measures based on estimated daily calorie, fat and
carbohydrate consumption were derived to be used as measures for the diet
construct. Using more than one of these measures still proved problematic in
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Factor solution
3-factor 4-factor 5-factor 6-factor 7-factor

TLI 0.869 0.896 0.919 0.933 0.944
RMSEA 0.063 0.056 0.049 0.045 0.041

ghq-24 loading 0.66 0.66 0.63 0.58 0.50
ghq-25 loading 0.89 0.89 0.89 0.93 0.89
ghq-29 loading 0.83 0.83 0.85 0.83 0.83
ghq-30 loading 0.45 0.45 0.43 0.38 0.41

TABLE 5.2: Summary of fit statistics and pattern loadings for
depression indicators with EFA solutions

the model estimation, and so in the final model only calorie intake (scaled to
assist model convergence) was used.

The distributions of calorie consumption and physical activity can be seen in
Figures 5.3 and 5.4 respectively. The distributions of calories appear to follow
roughly a Normal distribution, albeit with a truncated lower tail due to the
inability for people to consume very few, or negative calories. The positions
of the peaks of the distributions perhaps suggest that the estimated calor-
ies are under-representative of calorie consumption on average, given that
the peak is below the recommended daily intake for adult women of 2000
daily calories. This is not entirely surprising though, as the FFQ data from
which these estimates are derived is not an exhaustive list of all the foods
one could consume, and its retrospective nature makes it possible that parti-
cipants might under-report the consumption of foods due to inaccuracies in
their memory and social desirability biases (Hebert et al., 1995; Hebert et al.,
1997). The distributions of physical activity level also, for the most part, fol-
low a bell-shaped curve similar to that of a Normal distribution, however, in
this case, the left tail of the distribution is non-existent, indicating some devi-
ation from Normality. The positions of the peaks of the distribution suggest
that the average level of physical activity is around 40 met-hrs a week, which
is roughly equivalent to 10 or so hours of moderate walking a week.

In the final model I dropped the measure of social ladder position from the
SEP construct, as including it resulted in a construct with unacceptable levels
of internal validity. To avoid creating similar issues by adding another meas-
ure of SEP from the Whitehall II data set which had a different scale in place
of social ladder position, I finalised the SEP construct to be indicated by fre-
quency of money problems and frequency of problems paying bills. As a
result, the the SEP construct used in the model might be best described as
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FIGURE 5.3: Distribution of estimated daily calorie consump-
tion in waves five, 7 and nine of the Whitehall II data set

‘extent of financial problems’.

Finally, in order to prevent convergence issues during the model estimation,
I rescaled the measures of physical function, calories, and physical activity.
The large variances these measures had on their original scale led to the soft-
ware being unable to converge on a solution. This is a known phenomenon
with the MPlus software which can be solved by rescaling the variables such
that their variances are roughly between 0 and 10 (Muthen and Muthen,
2017). As a result, I divided the measures of physical function by 20, to put
them on a scale of zero to five; the measures of calories by 100, such that it
was a measure of how many hundreds of calories were consumed on average
per day; and the measures of physical activity by 7, so that it was an estimate
of daily met-hrs.
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FIGURE 5.4: Distribution of estimated weekly physical activity
in waves five, 7 and nine of the Whitehall II data set

Stage 2 - Testing for Moderation By Ethnicity

Table 5.3 gives the results for models analysing whether there was evidence
of moderation by ethnicity. The configural, weak and strong invariance mod-
els, all passed their respective tests, allowing the analysis of the covariance,
variance and means to continue. The omnibus test of differences between
the variances and covariances suggested that there were significant differ-
ences between them across the two groups. When this test was repeated for
the variances and covariances separately, both tests suggested that there were
significant differences between the groups. Similarly, the test for homogen-
eity of means found evidence that the means were different between the two
groups.
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TABLE 5.3: Fit statistics for tests of moderation by ethnicity

Model Tested χ2 d f Scaling
correction

TrD ∆d f p Cramer’s
V

RMSEA RMSEA
90% C.I

CFI ∆CFI Pass

Null 109786.035 1526 1.3018 0.131 .130;.132
Configural
invariant

3218.972 924 1.1915 .025 .024;0.025 .978 Yes

Weak invari-
ant

3350.205 949 1.2099 .025 .024;.026 .977 .001 Yes

Strong in-
variant

4238.905 979 1.2032 .028 .028;0.029 .968 .009 Yes

Homogeneity
var-cov

4968.683 1187 1.2032 77.778 208 < 0.001 .021 .028 .027;.029 .963 .005 No

Homogeneity
variances

4578.128 997 1.2186 232.788 18 < 0.001 .040 .029 .029;.030 .965 .003 No

Homogeneity
covariances

4752.117 1169 1.1855 487.421 190 < 0.001 .018 .027 .026;.028 .965 .003 No

Homogeneity
of Means

4585.096 997 1.2007 379.321 18 < 0.001 .051 .030 .029;.030 .965 .003 No
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Despite these significant differences it is worth noting the very small effect
sizes associated with the chi-square difference tests that were used to com-
pare the model fit. Despite the small effect sizes, in taking a conservative
approach to the analysis of this data, I decided to include ethnicity in the
grouping variable alongside sex, so that any chance of bias was minimised.

Stage 3 - The Multigroup Measurement Model

Once I decided that ethnicity was to be included in the model as an additional
grouping variable, the testing procedure was re-run on the final measure-
ment model to assess its fit. Table 5.4 gives the fit statistics for those analyses.

Again the tests of measurement invariance passed for configural, weak and
strong factorial invariance, suggesting that the meanings of the constructs
were not different over time or across groups. As was the case in the test of
moderation by ethnicity, the omnibus test examining the differences between
the covariances and variances across the two groups found a significant re-
duction in model fit when compared to the strong invariance model suggest-
ing that moderation effects by sex and ethnicity existed. The test of homo-
geneity of variances over time and between groups also found a significant
reduction in model fit, suggesting that whilst the meaning of the constructs
was the same over time and across groups, their underlying metrics were dif-
ferent. As a result of this test, phantom constructs were added into the model
so that covariance parameters could be tested for equality across groups and
over time. Finally, the test for the homogeneity of means across groups also
found a significant reduction in the model fit.
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TABLE 5.4: Fit statistics for the final measurement model

Model Tested χ2 d f Scaling
correction

TrD ∆d f p Cramer’s
V

RMSEA RMSEA
90% C.I

CFI ∆CFI Pass

Null 115392.226 2928 1.2837 .136 .136;.137
Configural
invariant

4051.703 1776 1.1524 .025 .024;.026 0.978 Yes

Weak invari-
ant

4284.703 1831 1.1753 .025 .025;.026 0.976 .002 Yes

Strong in-
variant

5408.051 1897 1.1681 .030 .029;.031 .966 0.01 Yes

Homogeneity
of means
(omnibus)

8243.697 1963 1.1634 3183.447 66 < 0.001 .076 .039 .039;.040 .939 0.027 No

Homogeneity
of Means
(groups)

6525.806 1951 1.1639 1257.671 54 < 0.001 .053 0.034 .033;.035 .955 .011 No

Homogeneity
var-cov

7996.702 2464 1.1837 2547.593 567 < 0.001 .023 .033 .032;.035 .946 .02 No

Homogeneity
variances

6677.311 1951 1.1946 780.778 54 < 0.001 .042 .034 .033;.035 .954 .012 No
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5.4 The Structural Model

After the measurement model had been estimated, and measurement invari-
ance tests had been satisfied, the structural model was fit to the data. To
examine the hypotheses in section 5.2, three different specifications of the
structural model were analysed. In all models the relationships between the
constructs were assumed to be linear. In model 1, the initial specification of
the structural model, shown in Figure 5.1, it was assumed that all the effects
could only occur over single time gaps; no paths existed directly between
time 1 and time 3 in the model.

In model 2 direct auto-regressive paths between time 1 and time 3 were ad-
ded to the model to take into account additional construct stability over time
that might have been underestimated in model 1. In model 3, the assumption
that all cross-lagged effects could only occur over a single time-step was re-
laxed, with paths being added between constructs in time 1 and constructs in
time 3 if there was an indirect effect between the two constructs via a hypo-
thesised mediator at time 2. For example, direct effects were added between
BMI at time 1 and depression at time 3 since they are linked indirectly by the
mediator physical function at time 2.

A digram showing the paths added to each model for the analysis of hypo-
thesis 1 is displayed in Figure 5.5.

5.4.1 Identification of the Structural Model

Identification of the structural model can be determined by assessing whether
the model meets two main rules (Kenny, Kashy and Bolger, 1998).These rules
do not give an exhaustive set of conditions under which the structural model
is identified, however, they do provide a guidelines that suggest which mod-
els may be identified.

Rule A: Minimum Condition of Identifiability

This identification rule compares the number of construct covariances with
the number of paths and relationships that are estimated between them in
the model. For a structural model with k constructs there are (k

2) = k(k− 1)/2
pairs of constructs, with each pair associated with a unique covariance. If we
set p as the total of:

1. The total number of paths from one construct to another,
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FIGURE 5.5: Schematic showing added in each specification of
the Structural model

2. The number of correlations between exogenous constructs,

3. The number of correlations between the error variances, endogenous
constructs and exogenous constructs,

4. the number of correlations between construct errors,

then the model may be identified if p < k(k− 1)/2. Exogenous variables are
those variables that have no paths leading to them in the structural model,
whereas endogenous variables have paths leading them from other variables
in the model.

Rule B: Apparent Necessary Condition of Identifiability

The second rule for identification of the structural model states that, if for any
pair of constructs in the model X and Y, no more than one of the following is
true:

1. X directly causes Y,
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2. Y directly causes X,

3. X and Y have correlated errors, or if either X or Y is exogenous, it is
correlated with the other’s error,

4. X and Y are correlated exogenous variables,

then the model is identified. The second identification rule for structural
models is not a proven rule for identification, however, there are no known
exceptions. As such, all models that follow this rule appear to be identified.

Rule B can be relaxed under certain conditions if the model is using instru-
mental variables, however, since our model does not include instrumental
variables, this condition is not relevant here.

5.4.2 Estimation of the Structural Model

5.4.2.1 The Structural Model Fit

To analyse the fit of the structural models, each model was estimated, and its
associated fit statistics extracted. The Chi-square statistic was then compared
with that of the strong invariance model using the Chi-square difference test
for MLR method described earlier in equation 5.3.

5.4.2.2 Extracting Important Paths

Once each model had been tested against the strong invariance model for
goodness of fit, ‘important’ parameters relevant to each of the four hypo-
theses were extracted from the model results. All the model parameters for
each model were extracted into Rstudio using the MPlus Automation pack-
age (Hallquist and Wiley, 2018), where they were analysed for importance.
Parameters were considered to be important if their associated p-value in the
unstandardised model solution was less than 0.05.

5.4.3 The Structural Model - Results

5.4.3.1 Fit of the Structural Model

Model 1: The Initial Structural Model

The model fit statistics for the structural models examined are shown in Table
5.5. When compared to the strong invariance model the Chi-square differ-
ence test for model fit found a significant reduction in the model fit, sug-
gesting that important paths were missing from model 1. This result was
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significant despite the very small value of Cramer’s V. The model also had a
large drop in CFI when compared to the strong invariance model (0.012).

Model 2: Including Autoregressive Paths from Time 1 to Time 3

Adding in autoregressive paths between time 1 and time 3 resulted in a
much improved model fit. The difference in CFI against the strong invariance
model was 0.002, and the RMSEA estimate was better than that of the strong
invariance model: .029 compared to .030 for the strong invariance model.
However, given the large overlap in the RMSEA’s confidence intervals there
is little evidence to suggest this difference is meaningful. Once again, the
Chi-square difference test suggested that there was a significant reduction in
the model fit when compared to the strong invariant model.

Model 3: Including Partial Mediation Paths

Model 3 had a marginally better fit than model 2 as suggested by its slightly
improved CFI, however the RMSEA and its confidence interval were same
in the two models. The MLR chi-square difference test between the two
models found a significant difference between the two models (p = 0.0005).
Again, when compared to the strong invariance model, the MLR chi-square
difference test suggested there was a significant difference in the model’s fit
(p < 0.001), in spite of the small value for Cramer’s V.
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TABLE 5.5: Fit statistics for fitted structural models

Model Tested χ2 d f Scaling
correction

TrD ∆d f p Cramer’s
V

RMSEA RMSEA
90% C.I

CFI ∆CFI Pass

Strong in-
variant

5408.051 1897 1.1681 .030 .029;.031 .966 0.01 Yes

Model 1 (ini-
tial)

6887.691 2145 1.1638 1502.111 248 < 0.001 .027 .033 .032;.034 0.954 0.012 No

Model 2 (+
AR2)

5788.349 2121 1.1587 361.243 224 < 0.001 .014 .029 .028;.030 .964 .002 No

Model 3
(+AR2 +
partial medi-
ation)

5619.621 2021 1.1660 207.548 124 < 0.001 .014 .029 .028;.030 .965 .001 No



196
Chapter 5. A Structural Equation Model of the Relationship Between

Obesity and Depression

5.4.4 Important Paths in the Structural Model

In general, the models found little evidence to support any of the hypotheses
in any of the groups. Figures 5.6 to 5.9 show the paths that were identified
as potentially important in each of the models within each group. In the dia-
grams, black lines indicate that the path was significant in all models where
it was estimated and red lines indicate paths that were significant in some,
but not all, models that they were estimated in.

Additionally, there was little evidence of a prospective relationship between
obesity and depression in this cohort. There were no significant time 1 co-
variations between BMI and depression in any of the groups, and only in
the white female group did any of the models find a significant direct path
between BMI and depression over time. Even in this group, the over time as-
sociation was only found between time 2 and time 3, and was not significant
in every model. Evidence in support of an indirect association via the pro-
posed mediators was also weak and in some cases non-existent. More details
on the indirect associations are given in the following subsections.
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FIGURE 5.6: Path Diagram of significant paths and time 1 co-
variances in the non-white female group. Black lines indicate
that the path was significant in all models where it was estim-
ated and red lines indicate paths that were significant in some,
but not all, models that they were estimated in. Double headed
lines indicate significant covariances at time 1. Single headed

arrows indicate significant longitudinal relationships.
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FIGURE 5.7: Path Diagram of significant paths and time 1 cov-
ariances in the non-white male group. Black lines indicate that
the path was significant in all models where it was estimated
and red lines indicate paths that were significant in some, but
not all, models that they were estimated in. Double headed
lines indicate significant covariances at time 1. Single headed

arrows indicate significant longitudinal relationships.
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FIGURE 5.8: Path Diagram of significant paths and time 1 cov-
ariances in the white female group. Black lines indicate that the
path was significant in all models where it was estimated and
red lines indicate paths that were significant in some, but not
all, models that they were estimated in. Double headed lines
indicate significant covariances at time 1. Single headed arrows

indicate significant longitudinal relationships.
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FIGURE 5.9: Path Diagram of significant paths and time 1 cov-
ariances in the white male group. Black lines indicate that the
path was significant in all models where it was estimated and
red lines indicate paths that were significant in some, but not
all, models that they were estimated in. Double headed lines
indicate significant covariances at time 1. Single headed arrows

indicate significant longitudinal relationships.
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Evidence for Hypothesis 1: That Physical Function Mediates the Associ-
ation between Obesity and Future Depression

Overall, there was little consistent evidence to support an association between
obesity and future depression via an effect on physical function. In the non-
white female group, physical function at time 2 was predictive of depression
at time 3 in model 1, but no other paths relating to this hypothesis were signi-
ficant in any of models. In non-white males, there were no significant paths
in any of the models that provided any support to this hypothesis. In white
females, BMI was predictive of future physical function in the first time-step
in model 3, and in both time-steps in models 1 and 2. In white males, there
was stronger evidence in support of the hypothesis, with both model 1 and
model 2 having significant paths from BMI to future physical function and
from physical function to future depression in both time-steps. However,
these relationships were only present in the first time-step of model 3, so the
evidence is not unequivocal.

Dependent
Variable

Independent
Variable

B S.E B/S.E p

Non-White Females
DEP3 PF2 -0.174 0.071 -2.434 0.015

Non-White Males
- - - - - -

White Females
DEP3 PF2 -0.079 0.031 -2.539 0.011
PF3 BMI2 -0.013 0.004 -3.487 0.000
PF2 BMI1 -0.016 0.004 -3.704 0.000

White Males
DEP3 PF2 -0.091 0.027 -3.398 0.001
DEP2 PF1 -0.137 0.035 -3.961 0.000
PF3 BMI2 -0.014 0.003 -5.156 0.000
PF2 BMI1 -0.012 0.003 -4.262 0.000

TABLE 5.6: Parameter estimates for significant unstandardised
parameters from Model 1 relevant to Hypothesis 1
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Dependent
Variable

Independent
Variable

B S.E B/S.E p

Non-White Females
- - - - - -

Non-White Males
- - - - - -

White Females
PF3 BMI2 -0.013 0.004 -3.600 0.000
PF2 BMI1 -0.016 0.004 -3.882 0.000

White Males
DEP3 PF2 -0.085 0.025 -3.380 0.001
DEP2 PF1 -0.144 0.035 -4.114 0.000
PF3 BMI2 -0.015 0.003 -5.398 0.000
PF2 BMI1 -0.013 0.003 -4.414 0.000

TABLE 5.7: Parameter estimates for significant unstandardised
parameters from Model 2 relevant to Hypothesis 1

Dependent
Variable

Independent
Variable

B S.E B/S.E p

Non-White Females
- - - - - -

Non-White Males
- - - - - -

White Females
PF2 BMI1 -0.017 0.004 -3.895 0.000

White Males
PF3 DEP1 -0.043 0.016 -2.744 0.006
DEP2 PF1 -0.141 0.035 -4.068 0.000
PF2 BMI1 -0.012 0.003 -4.336 0.000

TABLE 5.8: Parameter estimates for significant unstandardised
parameters from Model 3 relevant to Hypothesis 1
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Evidence for Hypothesis 2: That Dietary Energy Intake Mediates the As-
sociation between Obesity and Depression Bi-directionally

There was little to no evidence found in the three models that supported hy-
pothesis 2. In non-white females, calories at time 2 had a positive association
with depression at time 3 in model 1, but no other paths in the model sup-
ported the hypothesis. The same pattern was found in models 2 and 3.

In non-white males, there were no paths in support of the hypothesis in
model 1 or 2, however, in model 3, BMI at both times 1 and 2 was associated
with calorie intake at time three. However, the direction of this association
was inconsistent: BMI at time 1 was negatively associated with calories at
time 3, and BMI at time 2 was associated positively.

In white females, there were no significant paths in support of this hypothesis
in any of the models. In white males, depression at time 1 was positively
associated with calorie intake at time 2 in all three models, and in model
3, calorie intake at times 1 and 2 was associated with BMI at time 3. Again
though, the direction of this association differed between the two time points:
calorie intake at time 1 was associated positively with BMI at time 3, whilst
calorie intake at time 2 was negatively associated with BMI at time 3.

Dependent
Variable

Independent
Variable

B S.E B/S.E p

Non-White Females
DEP3 CALS2 0.025 0.012 1.993 0.046

Non-White Males
- - - - - -

White Females
- - - - - -

White Males
CALS2 DEP1 0.307 0.139 2.205 0.027

TABLE 5.9: Parameter estimates for significant unstandardised
parameters from Model 1 relevant to Hypothesis 2
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Dependent
Variable

Independent
Variable

B S.E B/S.E p

Non-White Females
DEP3 CALS2 0.026 0.010 2.669 0.008

Non-White Males
- - - - - -

Non-white male
- - - - - -

White Females
- - - - - -

White Males
CALS2 DEP1 0.300 0.138 2.175 0.030

TABLE 5.10: Parameter estimates for significant unstandard-
ised parameters from Model 2 relevant to Hypothesis 2

Dependent
Variable

Independent
Variable

B S.E B/S.E p

Non-White Females
DEP3 CALS2 0.033 0.011 3.030 0.002

Non-White Males
CALS3 BMI2 0.701 0.337 2.082 0.037
CALS3 BMI1 -0.791 0.353 -2.244 0.025

White Females
- - - - - -

White Males
CALS2 DEP1 0.298 0.138 2.160 0.031
BMI3 CALS2 -0.016 0.007 -2.470 0.013
BMI3 CALS1 0.013 0.006 2.151 0.031

TABLE 5.11: Parameter estimates for significant unstandard-
ised parameters from Model 3 relevant to Hypothesis 2
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Evidence for Hypothesis 3: That Physical Activity Level Mediates the As-
sociation between Obesity and Depression Bi-directionally

Similar to hypothesis 1, there was little consistent evidence found in any of
the models in support of hypothesis 3. In non-white females, physical activ-
ity was predictive of future depression in the second time-point but not the
first in models 1 and 3 but not in model 2, providing inconsistent evidence
of an effect. There were no other significant paths in the non-white female
group in support this hypothesis.

In non-white males, evidence was similar. In all three models, physical activ-
ity at time 1 was predictive of depression at time 2 but the same association
was not found from time 2 to time 3. Again, no other paths were significant.
In white females, BMI at time 2 was predictive of physical activity at time 3
in models 1 and 2. Again, no other paths relevant to this hypothesis were
significant meaning that overall there was little evidence to support it.

In white males, there was similarly sparse support for the hypothesis. In all
three models, BMI at time 2 was negatively associated with physical activ-
ity at time 3, and in model 3, BMI at time 1 was positively associated with
physical activity at time 3. Physical activity at time 1 was positively associ-
ated with BMI at time 2 in all three models, however this association was not
consistent over time.

Dependent
Variable

Independent
Variable

B S.E B/S.E p

Non-White Females
DEP3 METS2 -0.045 0.023 -2.006 0.045

Non-white Males
DEP2 METS1 -0.039 0.016 -2.494 0.013

White Females
METS3 BMI2 -0.028 0.010 -2.812 0.005

White Males
METS3 BMI2 -0.023 0.009 -2.569 0.010
BMI2 METS1 0.017 0.007 2.444 0.015

TABLE 5.12: Parameter estimates for unstandardised paramet-
ers from Model 1 relevant to Hypothesis 3
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Dependent
Variable

Independent
Variable

B S.E B/S.E p

Non-White Females
- - - - - -

Non-Whites Males
DEP2 METS1 -0.039 0.015 -2.503 0.012

White Female
METS3 BMI2 -0.024 0.009 -2.536 0.011

White Males
METS3 BMI2 -0.021 0.009 -2.417 0.016
BMI2 METS1 0.017 0.007 2.389 0.017

TABLE 5.13: Parameter estimates for unstandardised paramet-
ers from Model 2 relevant to hypothesis 3

Dependent
Variable

Independent
Variable

B S.E B/S.E p

Non-White Females
DEP3 METS2 -0.070 0.030 -2.318 0.020

Non-White Males
DEP2 METS1 -0.041 0.015 -2.701 0.007

White-females
- - - - - -

White Males
METS3 BMI2 -0.088 0.027 -3.224 0.001
METS3 BMI1 0.077 0.030 2.578 0.010
BMI2 METS1 0.017 0.007 2.462 0.014

TABLE 5.14: Parameter estimates for unstandardised paramet-
ers from Model 3 relevant to hypothesis 3

Evidence for Hypothesis 4: That Socioeconomic Position Affects the Rela-
tionship between Obesity and Depression via Multiple Effects on Obesity,
Depression and their Mediating Variables

In non-white females, in models 1 and 2, SEP at time 2 was positively as-
sociated with physical activity at time 3, and negatively associated with de-
pression at time 3. In model 1 SEP at time 2 was also negatively associated
with physical function at time 3. In model 3 there were no significant paths
between SEP and other constructs.

In non-white males, SEP at time 1 was positively associated with physical
function at time 2 in all three models, but no other paths from SEP to the other
constructs were significant. In white females, SEP at time 1 was negatively
associated with depression at time 2 in all three models. No other paths
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between SEP and the other constructs were significant.

In white males, some consistent associations were found. SEP at times 1 and
2 were negatively associated with depression at times 2 and 3 respectively in
all three models. However, other paths involving SEP were either inconsist-
ent over time or across models. In all three models, SEP at time 1 was negat-
ively associated with BMI at time 2, and positively associated with physical
function at time 2. In models 1 and 2, these same relationships were found
between times 2 and 3, however in model 3 this was not the case. In models
1 and 2, SEP at time 2 was positively associated with physical activity at time
3, however this relationship was not found in model 3.

Dependent
Variable

Independent
Variable

B S.E B/S.E p

Non-White Females
DEP3 SEP2 -0.211 0.099 -2.134 0.033
PF3 SEP2 0.198 0.083 2.371 0.018
METS3 SEP2 0.405 0.152 2.667 0.008

Non-White Males
PF2 SEP1 0.164 0.053 3.087 0.002

White Females
DEP2 SEP1 -0.089 0.030 -2.963 0.003

White Males
DEP3 SEP2 -0.088 0.027 -3.254 0.001
PF3 SEP2 0.072 0.023 3.207 0.001
DEP2 SEP1 -0.050 0.023 -2.173 0.030
PF2 SEP1 0.049 0.019 2.633 0.008
METS3 SEP2 0.185 0.073 2.531 0.011
BMI3 SEP2 -0.211 0.052 -4.039 0.000
BMI2 SEP1 -0.131 0.046 -2.841 0.005

TABLE 5.15: Parameter estimates for unstandardised paramet-
ers from Model 1 relevant to Hypothesis 4
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Dependent
Variable

Independent
Variable

B S.E B/S.E p

Non-White Females
DEP3 SEP2 -0.176 0.085 -2.065 0.039
METS3 SEP2 0.367 0.140 2.624 0.009

Non-White Males
PF2 SEP1 0.167 0.053 3.128 0.002

White Females
DEP2 SEP1 -0.094 0.030 -3.095 0.002

White Males
DEP3 SEP2 -0.070 0.025 -2.824 0.005
PF3 SEP2 0.065 0.021 3.141 0.002
DEP2 SEP1 -0.050 0.023 -2.149 0.032
PF2 SEP1 0.051 0.019 2.700 0.007
METS3 SEP2 0.170 0.069 2.441 0.015
BMI3 SEP2 -0.203 0.051 -3.984 0.000
BMI2 SEP1 -0.134 0.046 -2.883 0.004

TABLE 5.16: Parameter estimates for unstandardised paramet-
ers from Model 2 relevant to Hypothesis 4

Dependent
Variable

Independent
Variable

B S.E B/S.E p

Non-White Females
- - - - - -

Non-white Males
PF2 SEP1 0.159 0.054 2.963 0.003

Non-white Females
DEP2 SEP1 -0.093 0.030 -3.071 0.002

White Males
DEP3 SEP2 -0.082 0.039 -2.126 0.034
DEP2 SEP1 -0.051 0.023 -2.186 0.029
PF2 SEP1 0.049 0.019 2.600 0.009
BMI2 SEP1 -0.132 0.046 -2.852 0.004

TABLE 5.17: Parameter estimates for unstandardised paramet-
ers from Model 2 relevant to Hypothesis 4
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5.5 Discussion

Overall, the three SEMs found little evidence to support any of the hypo-
theses represented in the model. There was little to no evidence to support a
direct relationship between obesity and depression in this sample, and weak
evidence for indirect relationships via the proposed mediators. There were
no significant co-variations between BMI and depression at time 1 in any of
the groups, and there were no consistent cross-lagged effects between them
in any of the groups, in any of the models.

Viewed in the context of the exploratory analysis in Chapter 3 however, the
results are perhaps not surprising. In that analysis there was little evidence
of a relationship between obesity and depression, both cross-sectionally and
longitudinally, and the only mediator that was highlighted as having some
evidence of an effect was physical function. The substantive conclusions
from the models are hence broadly the same as those from Chapter 3, per-
haps with the caveat that a moderating effect of physical function was only
found in white males. Evidence supporting that effect in white males is still
weak at best.

Overall, the findings from my analysis of the Whitehall II data conflict with
the data presented in the review of reviews I conducted in Chapter 2. The
data presented in those studies suggested that there was a relationship between
obesity and depression, with reviews and meta-analyses of longitudinal data
and cross-sectional data both finding evidence that supported an association
between obesity and depression.

Two reviews pointed out that there was a risk of publication bias towards
the reporting of positive results (Mannan et al., 2016a; Mannan et al., 2016b).
It is possible therefore that the positive results found in reviews in Chapter
2 are skewed towards positive results, and that there is un-published evid-
ence which also finds a lack of associations between obesity and depression.
However, four other reviews presented in Chapter 2 found no significant
evidence of publication bias, weakening the possibility that this is respons-
ible for the contradictory conclusions (Luppino et al., 2010; Abou Abbas et
al., 2015; Pereira-Miranda et al., 2017; Quek et al., 2017).

A perhaps better explanation, is that there is a previously unconsidered mod-
erating effect of age. In a clustering analysis of individuals with obesity by
Green et al. (2015), two clusters of elderly people were found, described as
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the “affluent and healthy elderly”, and the “physically sick but happy eld-
erly”. One cluster of middle-aged people was also found which was de-
scribed as “the unhappy and anxious middle-aged”. Since the Whitehall II
data I have analysed contains adults from the age of 55 and older, it is pos-
sible that within the obese sub-population of the Whitehall sample, many
of them may fit into the two categories of elderly people, which, based on
their description are perhaps less likely to be both depressed and obese. This
could be responsible for the weak associations found between body weight
and depression in my analysis.

Evidence presented in Chapter 2 was broadly consistent in suggesting that
obesity could be associated with depression via an effect on poor physical
health and physical function. In this analysis, I focused on the effect of phys-
ical function, and only found weak evidence to support a mediating effect
of physical function, and only in the white male group. Given that the white
male group had the largest sample size (64.8% of the sample), this may indic-
ate that an effect does exist between physical function and future depression,
but that it is sufficiently small that it can only be detected in large sample
sizes. However, it may also indicate that physical function concerns associ-
ated with obesity do not occur in older adults. Experiencing some sort of
physical decline in later life is unavoidable and so in a cohort of older adults,
having poorer physical function, even due to obesity, may not have such an
impact on the participants mental health as it is a common experience in that
demographic.

There was also little to no evidence to suggest that physical activity level is a
mediator between obesity and depression in either direction. This finding is
contradictory to the evidence presented in the reviews in Chapter 2 and the
wider literature in general, which suggest that physical activity is associated
with future depression, such that higher levels of exercise are associated with
lower depression (Rebar et al., 2015; Teychenne, Ball and Salmon, 2008). This
contrary result may be due to heterogeneity in the effect of physical activity
on depression, such that the strength of the association varies across different
groups within the population. Evidence from the literature suggests that the
effect of physical activity on depression is lower in non-clinical populations
than in clinical populations being treated for depression (Rebar et al., 2015;
Cooney et al., 2014). We saw in the analysis in Chapter 3 that depression
scores in the Whitehall II were heavily right skewed with the vast majority of
participants having very low scores on the GHQ-30 depression items. If the
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finding of lower associations found within non-clinical populations is influ-
enced by there being lower levels of depressive symptoms present overall,
then this might explain why no association was found in this study.

The lack of association may also be due to weaknesses in the measures used
within the study. Whilst the measure of depression used has some overlap
with the validated depression subscale from the GHQ-28, it is not a validated
measure of depression itself. As a result, participants’ levels of depression
may not be adequately captured in the model, possibly leading to an atten-
uation of estimated associations. My measure of depression is missing three
items from the GHQ-28 depression subscale. These items ask respondents
the extent to which they have recently: ‘thought of making away with them-
selves’; ‘found themselves wishing they were dead and away from it all’; and
‘found the idea of taking their own life kept coming into their mind’ (Gold-
berg and Hillier, 1979). If physical activity has a stronger effect in reducing
these symptoms than those included in this study, then this may be respons-
ible for the lack of association between physical activity and depression in
the model.

In terms of the reverse association, whereby depression was hypothesised to
be associated with future obesity via an effect on physical activity, there were
no studies presented in the reviews in Chapter 2 that examined depression
as a predictor of future activity. Considering this, the results of my analysis
might indicate that depression is not associated with future physical activity,
and that any association between physical activity and depression that has
been observed else-where in the literature is due to a reciprocal effect.

There was little evidence to suggest that calories consumed mediates either
the relationship between obesity and future depression, or the relationship
between depression and future obesity in this cohort. In particular, the mod-
els’ results suggest that BMI is not associated with future calorie consump-
tion, nor is calorie consumption associated with future BMI in this cohort.
The relationship between BMI and future calorie consumption is rarely ex-
amined; research has instead focused on the impact of calorie consumption
on future body weight. In the absence of other data, the findings from these
models might suggest then that obesity is not associated with future calorie
consumption. This lack of association may reflect a combination of two op-
posing effects. Whilst some individuals with obesity may be likely to eat
an increased number calories in the future, higher BMI has also been shown
to be associated with an increased likelihood of dieting (Jeffery, Adlis and
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Forster, 1991). Individuals with higher BMIs who are engaging in calorie re-
striction may, in effect, balance out with other individuals with higher BMIs
that are eating a high number of calories, thus leading to an overall null as-
sociation.

A more surprising result here is that calories consumed was not associated
with future BMI in the model. There are, however, caveats to consider be-
fore one would conclude that this is evidence that calories consumed is not
associated with future levels of obesity. The first thing to consider is that
whilst calorie consumption tells us how much energy an individual is con-
suming on average, it does not give us information on how much energy
they have expended. Obesity is primarily a condition associated with energy
imbalance, in which more energy is consumed than is expended. High en-
ergy consumption may therefore only be associated with future obesity in so
far as it causes an individual to live with an energy imbalance. Calorie con-
sumption co-varied positively with physical activity in all groups except non-
white males so it is possible this positive covariation influenced the amount
of energy imbalance in the sample whereby individuals who consumed more
calories also performed more physical activity in compensation.

Another explanation for the lack of association between calorie intake and
BMI is that limitations of the derived measures of calorie consumption may
also have effected the strength of the detected relationships estimated by the
model. As was discussed at the end of Chapter 3, diet measures derived
from FFQ data are at risk of bias due to the over-reporting of foods con-
sidered ’good’ and the under-reporting of foods considered ’bad’ (Hebert
et al., 1995). The presence of this social desirability bias might lead to an
under-reporting of calories consumed if high calorie ’bad’ foods were under-
reported in the FFQ data. Additionally, this under-reporting of high-calorie
foods, and the over-reporting of low calorie ’good’ foods might also reduce
the variability present in the diet measure, since reporting that is biased to-
wards a ’healthy’ diet might also bias participants derived calorie consump-
tion closer to the calorie intake that is associated with a ’healthy’ diet. This
reduced variation in calories consumed would in-turn lead to attenuation of
relationships between calories consumed and other variables in the model,
as has been seen before with FFQ diet data (Kipnis et al., 2002).

The distribution of calories in Figure 5.3 suggests that very few participants
are consuming very high numbers of calories. In fact, approximately half of
the participants report consuming less than 2000 calories per day, which is
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less than the recommended daily calorie intake for both men and women.
Given around two thirds of the study participants are male, for the distri-
bution of calorie intake to be accurate, a large number of the study parti-
cipants would have to be consuming a calorie restricted diet. This is per-
haps evidence of the under-reporting issues mentioned above, and as a result
may have contributed to the lack of associations found between calories con-
sumed and other variables in the model. At the very least, it suggests that
some caution should be taken in making strong conclusions about the re-
lationships between calorie consumption and obesity and depression using
this model.

Within the lack of mediation by calorie consumption between BMI and de-
pression, the models also found little evidence that calorie consumption and
depression were associated with one another over time. Initially, this finding
appears contrary to the evidence presented in Chapter 2 which suggested
that poorer diet was associated with increased risk for depression. How-
ever, the reviews presented focused on the effect of eating behaviours such as
binge eating (Preiss, Brennan and Clarke, 2013), disordered eating (Allison,
2003), and diet quality (Hoare et al., 2014). None of the studies investigated
the relationship between calories consumed and depression and so it is pos-
sible that the differing relationship I have found is due to factors such as
binge eating having a relationship with depression that is indepedent of cal-
ories consumed. For example, the binge eating may be related to depression
through feelings of shame and being out of control over one’s eating beha-
viour, which themselves may be un-related to the amount of calories one
consumes in general. In summary, it may be the manner in which calories
are consumed, rather than the exact quantities, that is related to depression.

It is also possible that the lack of associations I have found between diet and
depression are evidence of this relationship being a complicated and incon-
sistent relationship. Reviews of the relationship between diet and depres-
sion have provided some suggestion that ’healthy’ diets may be beneficial in
protecting against depression, however, evidence of this effect is considered
neither strong nor conclusive (Quirk et al., 2013; Rahe, Unrath and Berger,
2014; Lassale et al., 2019). The strongest evidence appears to be found for
Mediterranean style diets providing protection against depression (Lassale
et al., 2019), however, again evidence is not unequivocal (Quirk et al., 2013).
There is also evidence suggesting that the consumption of particular food
groups such as fruits, nuts and legumes may be specifically protective against



214
Chapter 5. A Structural Equation Model of the Relationship Between

Obesity and Depression

depression (Sanhueza, Ryan and Foxcroft, 2013).

’Healthy’ diets such as the Mediterranean diet are not necessarily low cal-
orie, (a Mediterranean diet can include high quantities of carbohydrates and
fats through bread and oil) and so it is possible that participants may have
been consuming a nutritious, balanced diet that confers protection against
depression, whilst still consuming a higher amount of calories. In order to
explore the true relationship between calories and depression, one would
need to control for these protective dietary patterns. This was out of scope
for this study, as doing so would begin to make the model too large and com-
plicated. As a result, it is possible that any effect of calories on depression is
confounded by the dietary patterns of the participants.

Socioeconomic position, based on the extent of financial problems, was also
found to have a limited effect on this system, with the only consistent effect
over time being an effect on depression. It co-varied significantly with de-
pression in all groups and had a consistent longitudinal association in white
males such that higher SEP was associated with lower depression. This may
suggest that the only impact that SEP has on the obesity-depression relation-
ship is via an impact on depression. This would be in line with literature
presented in the review by Preiss, Brennan and Clarke (2013) that sugges-
ted financial problems were associated with higher prevalence of comorbid
obesity and depression. Financial problems might lead to an increased rate
of comorbidities between obesity and depression if it is associated with both
depression and obesity concurrently and as such was a joint cause of the two
conditions. Else, if depression leads to obesity via other mechanisms then the
association between financial problems and depression may then in turn pro-
duce an association between financial problems and comorbidities of obesity
and depression. However, neither of these relationships were supported by
the model and so at this point there is not any firm evidence to support that
hypothesis.

Once again, null associations may have been influenced by limitations in the
measures of SEP. The vast majority of participants reported that they exper-
ienced little to no financial problems with more severe financial problems
being less common. This low amount of variation in the extent of financial
problems may have attenuated relationships between SEP and other con-
structs in the model, particularly if the underlying relationship is only small.
However, no other SEP measures were deemed suitable for this analysis, as
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they suffered with either very high missing data rates, or were not avail-
able at multiple waves in the study and so could not be used in the analysis
without potentially introducing bias into the model parameters.

Although it was not a main focus of my analysis, through examining ethni-
city as a confounder it was possible to examine the potential for ethnicity to
have a moderating effect on this system. The model fit tests and pattern of
estimated paths provided some evidence of a moderation effect by ethnicity,
but overall the evidence was not sufficient to suggest that meaningful differ-
ences had been detected. In particular, the tests of homogeneity found signi-
ficant differences between ethnicities, and in the estimated paths there were
almost no paths that were significant concurrently in both the non-white and
white groups: only the regression path from physical function at time 2 to
depression at time 3 in model 1 was significant in both non-white females
and white females.

The differences highlighted above might seem like corroborating evidence
of ethnic differences, however, when viewed in the context of the overall
substantive conclusions suggested by the model, the overall model sample
size and the vastly different sample sizes in non-white and white groups it
seems unlikely that these differences are sufficient evidence to conclude a
true moderating effect of ethnicity has been found.

The main reason to doubt that there is a moderating effect due to ethnicity
is that the substantive conclusions suggested by each model are largely the
same in both ethnic groups, namely that there is little to no consistent evid-
ence to support the hypotheses investigated by the model. If there was a
true difference in the relationships between obesity and depression across
the white and non-white groups, then one would expect that this would be
detected in the model to an extent that was sufficient to lead to differing con-
clusions being drawn about the relationships that are present in each group.
Since no differing conclusions have been drawn, it therefore does not make
sense to suggest a moderating effect exists.

A second reason to doubt the existence of a moderating effect of ethnicity
is that the detection of significant differences between models, and signific-
ant paths within models, may have been influenced by the sample size of
the model. The overall model size is large, and the chi-square difference
test used is sensitive to sample size, such that models with a larger sample
size will return a significant result for a much smaller difference between the
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models than do models with a smaller sample size. Hence the significant res-
ults in the tests conducted to detect confounding by ethnicity are perhaps a
result of the large sample size, rather than the existence of true moderation
by ethnicity.

Similarly, the differing significance of paths in the models between the white
and non-white groups may also have been influenced by the differing sample
sizes in the two groups. Paths in the model were considered ’important’ if
they had an associated p-value less than 0.05 in the model. This p-value
will be influenced by the sample size such that p-values are more likely to
be smaller when the sample size is large. The sample size in the non-white
group (N = 724) was substantially smaller than was the case for the white
groups (N = 7534). Therefore, paths are more likely to be considered import-
ant in the white groups than the non-white groups. This effect can perhaps
be seen in Figures 5.6 to 5.9 whereby the model with the largest group (White
males) has the most ’important’ paths than the other groups, and particularly
more so than the non-white groups.

The Chi-square difference tests conducted on all of the structural models
suggested that each model had a significantly worse fit to the data than
the strong invariance model, perhaps casting some doubt as to the reliab-
ility of their model parameters and the substantive conclusions that can be
drawn. However, as has already been noted, this Chi-square difference test
is sensitive to sample size and the decreases have small effect sizes in terms
of Cramer’s V. Furthermore, the model fit statistics suggest the models have
a good or adequate fit when compared with general rules of thumb such as
RMSEA < 0.05 and CFI > 0.95. Therefore, the model results are likely to be
reliable.

5.6 Limitations

Despite conducting a comprehensive analysis of the Whitehall II data-set,
and using state of the art missing data methods, there are limitations to this
study which must be taken into account when viewing the results. I have
already discussed limitations of the measures used in the study in the previ-
ous section, and so here I will focus on other potential issues.

Firstly, limitations in the data might affect the generalisability of the conclu-
sions drawn from this study. The Whitehall II data set contains data from
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a narrow range of the UK population, namely civil servants who were re-
cruited from 20 London offices in the 1980s. As a result, this population is
likely to have different demographics and socioeconomic characteristics to
the U.K population as a whole. For example, in terms of socioeconomic pos-
ition, one might expect a bigger range of socioeconomic circumstances to be
found in the general population than was the case in this sample, and aver-
age socioeconomic circumstances may also be higher in the sample than the
general population. These altered distributions on key concepts may affect
the model estimates for associations, particularly if the relationships are not
exactly linear across their entire domains.

However, it is important to note that longitudinal datasets that consistently
collected data, using a consistent format, on all the necessary constructs that
were needed for this model were lacking. In order for detailed quantitative
research to investigate these potential mechanisms in a broader context, more
considered data collection will be needed to be carried out to address the
issues I faced in trying to find a suitable dataset that contained data capable
of investigating my research questions.

The second main limitation comes as a result of the compromise between
model depth, and model breadth. In this study, the model was designed to
analyse multiple potential mediating mechanisms that have been suggested
as important in the relationship between obesity and depression. In order to
avoid creating an unwieldy model that was difficult to analyse and interpret,
single constructs were used to represent each mechanism. However, in some
of these cases, the true structure of the mechanism may be more complicated
than could be represented by a single mediating construct. Future research
may therefore benefit from analysing the mechanisms I investigated here in
isolated models, with more detail included from theory detailing how that
mechanism might operate.

5.7 Conclusions and Next Steps

In the review of the literature conducted in Chapter 2, I noted that there
was a lack of evidence from longitudinal studies examining the relationship
between obesity and depression, and where longitudinal evidence existed,
it did not explore in detail the potential mechanisms by which obesity and
depression might by related. In these last three chapters, I have addressed
this gap by analysing longitudinal data from the Whitehall II study using
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a Structural Equation Model to investigate whether there was evidence for
some of the underlying mechanisms that were suggested to be important by
previous research.

Overall, little evidence was found to support an association between obesity
and depression, either directly, or via the hypothesised mechanisms of phys-
ical activity, diet and physical function. Additionally, socioeconomic position
(as defined by the extent of financial problems) was not found to have a con-
sistent effect on any of the other constructs examined.

However, it should be noted that limitations in the data may limit the gen-
eralisability of these conclusions and so the lack of support found for the
mechanisms investigated here may not be the case in general. Despite this,
the evidence here suggests that obesity and depression are not strongly re-
lated in this population and as such, any relationships found in previous
studies indicates further that this relationship is heterogeneous. Addition-
ally, if physical function, physical activity and diet do relate obesity to de-
pression, then the results of this study suggest the effects may occur through
aspects of these constructs that were not considered in this study, such as
disordered eating, social impacts of exercise and development of diagnosed
physical health conditions.

For the rest of this thesis, I will expand upon the analysis presented here, by
investigating whether obesity stigma is a driving mechanism of the relation-
ship between obesity and both depression and socioeconomic position.
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Chapter 6

An Initial Agent-Based Model of
Stigma in the
Obesity-Depression-SEP System

6.1 Introduction

In Chapter 2, I found that one of the most consistently hypothesised mech-
anisms that may relate obesity and depression was that of obesity stigma.
However, the suggestion that stigma may play a role in the development of
depression in people with obesity was often made speculatively by authors
of the reviews, with only scarce empirical evidence supporting the claims
being presented. In the following two chapters, I will address this by de-
veloping an agent-based model to explore the role of stigma in generating
both comorbidities in obesity and depression as well as the socioeconomic
distribution of obesity in the population.

This chapter will be presented in five main sections. In Sections 6.2 and
6.3, I will outline the Agent-based Modelling (ABM) methodology and de-
scribe the steps that one takes in order to develop an ABM. This is followed
in Sections 6.4 and 6.5 by the description and analysis of a simple agent-
based model investigating whether obesity stigma is capable of generating
observed relationships between body weight and both depression and so-
cioeconomic position. The implications of the model results are then briefly
discussed in Section 6.6.

In Chapter 7, I will then present an improved version of this model that aims
to address some of the shortcomings of the model presented in this chapter
such that more credible conclusions can be drawn from the model output.
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6.2 Agent-based Modelling

An Agent-based Model (ABM) is a computational model in which a real
world system is represented by a collection of autonomous ‘agents’ who may
interact with each other and their environment based on a collection of spe-
cified behaviour rules (Epstein and Axtell, 1996; Epstein, 1999). This focus
on describing the system at the micro-level is one of the most important and
distinguishing features of Agent-based Modelling (Bonabeau, 2002). In con-
trast to other modelling methodologies like system dynamics, Agent-based
Modelling focuses on describing a system using a micro-level representation,
rather than explicitly representing higher macro-level processes and relation-
ships. Once a micro-level specification of the system has been described one
can then examine what macro-level phenomena can emerge from the beha-
viours and interactions of the micro-level specifications (Gilbert, 2008).

Agent-based Models are particularly well suited to investigating how macro-
scopic properties of systems are formed. When we are interested in explain-
ing some macro-level property of a real world system, Agent-based Model-
ling approaches this by asking whether the macro-level phenomena can be
generated by the behaviours and interactions of autonomous, heterogeneous
agents at the micro-level (Salgado and Gilbert, 2013; Epstein and Axtell, 1996;
Epstein, 1999). If a micro-level specification is able to generate the macro-
level phenomena, then the micro-level description is considered a candidate
explanation for the phenomena. This paradigm is summarised by Joshua
Epstein in his extensive work on ABMs as: “if you didn’t grow it, you didn’t
explain it” (Epstein, 2012). In other words, if the Agent-based description of
the system cannot generate the phenomena of interest, then it cannot be an
explanation for the formation of that phenomena. If it does generate the phe-
nomena, it is a possible explanation (perhaps one of many). The quality of
the explanation can then be examined using further supplementary research
(Casini and Manzo, 2016).

ABMs provide a flexible way to investigate the properties of systems that are
made up of multiple interacting entities. One way in which ABMs provide
this flexibility is by allowing modellers to describe their model in varying
amounts of detail. At the inception of a modelling project it may not be en-
tirely clear what all the important features of agents and their interactions
might be, so flexibility in how agents and their behaviour can be represen-
ted allows for changes to be more easily incorporated into the model as the
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need arises (Bonabeau, 2002). Secondly, ABMs can be used to describe a
wide range of entities and interactions: new agents and their rules of inter-
action can be straightforwardly added to an existing model without having
to redesign the rest of the model from the ground up (Bonabeau, 2002). This
means models investigating a similar system to an existing ABM may be able
to save considerable time in the project by simply adapting or adding to the
pre-existing model to answer the new research question.

Agent-based Modelling can explicitly incorporate feedback loops and adapt-
ation, which may be difficult to include in other modelling paradigms (Gil-
bert, 2008; Bonabeau, 2002). As a result they are commonly used to model
complex systems where these features are often present (Gilbert, 2008).

A typical Agent-based Model has three main components: the agents them-
selves, a collection of agent interactions and relationships, and an environ-
ment. These components are described in detail below.

6.2.1 Agents

Whilst there is no generally agreed upon definition for what an agent is, gen-
erally speaking agents are the pieces of the Agent-based Model used to rep-
resent the entities of interest that exist in the real world system (Gilbert, 2008;
Epstein and Axtell, 1996). In our system the main agent of interest will be
people, however in other applications agents may represent a wide range of
entities such as businesses (Kant, Ballot and Goudet, 2020), cells (An et al.,
2009), traffic and more (Chen, 2012).

Agents are often described as having four main characteristics (Gilbert, 2008):

• Perception: Agents are able to perceive their local environment, along
with other agents that are considered nearby. This is important as it
informs which agents are able to interact with others and what aspects
of their environment they can interact with. Without perception agents
would be entirely isolated from one another in the model.

• Performance: Agents have a set of actions they are able to perform, such
as moving around the environment, or interacting with other agents
and the environment. The ability to perform interactions with other
agents in the simulation, and with the environment is a key feature of
Agent-based Modelling.
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• Memory: They have a memory, which records the agent’s previous states
and actions. This memory may be long or short, but at the very least
agents need a way of incorporating their previous state into their next
one.

• Policy: Agents have a set of rules or heuristics which describes how they
decide which actions to take at any given point.

The above features can be implemeted in varying levels of detail, depending
on the aim of the simulation model.

Within the description of the above four characteristics, agents are often rep-
resented with other important features. Firstly, agents are autonomous such
that the actions they perform are not decided or dictated by another en-
tity within the model (Macal and North, 2010; Bonabeau, 2002). Instead,
agents make individual decisions on what actions to take at a given point
in the simulation based on their policy. The policy by which agents make
these decisions can be very simple, or they may involve more complicated
decision rules reflecting influences from the environment, interactions with
other agents, and their own internal psychology (Bonabeau, 2002). Agents
may also be given the ability to adapt and modify their policy and perform-
ance in order to better achieve some overall goal (Epstein and Axtell, 1996;
Macal and North, 2010).

Agents can also be highly heterogenous (Salgado and Gilbert, 2013). Each
agent has a state which describes the agent in terms of a set of important
characteristics (Bonabeau, 2002; Gilbert, 2008). These important characterist-
ics are decided based on the model’s objectives and are represented in the
agents by a set of variables. Each agent in an ABM is a uniquely identifiable
object within the model and so has their own set of values for each of these
variables which describe the agent’s state on each characteristic (Salgado and
Gilbert, 2013; Macal and North, 2010; Gilbert, 2008).

As well as heterogeneity among the agents’ states, agents can also be hetero-
geneous in terms of all four of the main characteristics listed above (Gilbert,
2008; Bonabeau, 2002). Agents may have heterogeneous perception such that
some agents can perceive other agents who are far away, whilst others can
only perceive those nearby (Epstein, 2002). Some agents may only be able to
carry out a limited set of actions in comparison to others, and may also have a
different memory length that can be used to record their previous states (Gil-
bert, 2008). Finally, agents may have different policy rules and goals, leading
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them to make different behaviour choices in the model (Epstein and Axtell,
1996; Epstein, 2013).

6.2.2 Agent Interactions

Agent interactions are described in an ABM by two main model components.
The first of these components is a description of which agents can interact
with which others, and the second consists of the rules and dynamics of these
interactions.

In order to describe which agents can interact with which others in the model,
a model topology is described that states which agents in the model are con-
nected to one another (Macal and North, 2010). There are multiple ways in
which the topology can be described, and the representation is often tailored
so that it recreates some key features of the interactions present in the real
world system (Bonabeau, 2002).

For example, agents may be connected to other agents based on spatial rela-
tionships such as proximity to one another. In an ABM predator-prey model,
predator agents might interact with prey agents by moving towards any prey
within a certain distance of them in the model and killing those whom they
are immediately adjacent to. Similarly, prey might move away from predat-
ors who are within a certain distance of them (Wilensky and Reisman, 2006)

The model topology can also include a social network component, for when
spatial considerations are not of primary interest in the interaction (Bona-
beau, 2002; Hamill and Gilbert, 2009; Hamill and Gilbert, 2010). Within a so-
cial network based topology, agents are represented by nodes in the network
and links between the agents represent connections over which interactions
are then able to occur. The network can be static so that agents always in-
teract with the same set of neighbours over the course of a simulation, or
dynamic to allow agents to interact with different subsets of the population
as time progresses (Hamill and Gilbert, 2009; Hamill and Gilbert, 2010).

The mechanisms and dynamics of the interaction are primarily informed by
the modelling objectives and the underlying theory surrounding the system
of interest (Casini and Manzo, 2016). Interactions in the real world system are
likely to be complicated and so the important features will likely have to be
extracted so that a simplified representation can be modelled (Auchincloss
and Garcia, 2015). These modelling choices are likely to influence and be
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influenced by the topology of the model, as different topologies are better
suited to representing different mechanisms of interaction.

Whatever the nature of the underlying system, interactions in an Agent-
based Model are built around the capacity of agents to send and receive mes-
sages to and from other agents in the model and the environment (Gilbert,
2008). These messages may be simple and involve a simple transfer of data
from one agent to another. For example, one agent might receive informa-
tion about what the neighbouring agent’s BMI value is. However, messages
can also be more complex with agents sending and receiving information in
a shared language (Gilbert, 2008). The interpretation of messages in this lan-
guage does not necessarily have to be the same for both agents involved in
the interaction. Information passed from agent to agent and between agents
and the environment can then feed into the agents’ individual behaviour de-
cisions, creating feedback effects.

6.2.3 The Model Environment

The environment of an ABM describes the virtual world in which the agents
are situated. This virtual world may represent a physical space, such as that
in Esptein’s artificial Anasazi model (Epstein, 2012), or it may represent a
more abstract space. As with the agents themselves the specific detail of the
environment will depend on the objectives of the model. In research set-
tings where exploring effects of the environment are central to the research
question, a detailed environment may need to be included in the ABM. How-
ever, in other applications, the spatial environment may not be of particular
interest and so may only be minimally represented. Even when a spatial en-
vironment is represented, the level of detail can range from a largely abstract
representation of physical space to a highly detailed recreation of a specific
physical environment based on geographic data (Macal and North, 2010; Ep-
stein, 2012).

From a practical standpoint, the model environment can also provide a use-
ful medium through which agents can pass information to one another (Gil-
bert, 2008). It can make the monitoring of agents easier, and prevent mes-
sages being delivered out of turn between the agents. Specifically, agents all
send messages to the environment, before these are then sent on to the re-
cipients so that no agent receives a message before all other agents have sent
theirs (Gilbert, 2008).
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6.3 The Model Building Process

The process for building an ABM can be broadly broken down into three
main stages: specification and formalisation; modelling, verification and ex-
perimentation; and calibration and validation (Salgado and Gilbert, 2013). I
will briefly introduce each stage here, with further details being given be-
low. In the specification and formalisation stage we are primarily concerned
with the design of two models: the conceptual model and the computational
model. The conceptual model for a simulation model can be defined as “a
non-software specific description of the computer simulation model (that will be, is,
or has been developed), describing the objectives, inputs, outputs, content, assump-
tions, and simplifications of the model” (Robinson et al., 2010). As such the,
conceptual model describes generally how the real world system is to be rep-
resented in the form of a simulation model. The modeller then takes this
conceptual model and translates it into the a specific computational design -
in our case an Agent-based Model.

The modelling, verification and experimentation stage then broadly covers
the activities of implementing the design of the computational model into
a computer code, and performing some initial tests and experiments on the
model to gain some first insights into its behaviour (Salgado and Gilbert,
2013). Calibration and validation then provides a more formal investigation
of the model behaviour using data from the real world system.

Whilst these stages of analysis are done primarily in the order described, it
is important to note that there is considerable iteration between the stages,
as insights in later parts of the process can highlight changes that need to
be made to other parts of the model’s design (Robinson et al., 2010). For
example, attempts to design the computational model may highlight gaps
in the conceptual model, requiring the researcher to revisit the conceptual
model before coming back again to the computational model. Similarly,
model calibration may highlight issues with the design of the computational
model that need resolving by further development. This again might require
the conceptual model to be revisited and redeveloped.

Stage 1: Specification and Formalisation

As I mentioned above, the first stage of building an Agent-based Model in-
volves designing two main models: the conceptual model and the computa-
tional model. Here I will describe in more detail what the designing of these
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models aims to achieve.

Designing the Conceptual Model

The first stage of the developing an ABM involves creating a conceptual
model that describes how the real world system is to be represented in such a
way as it can be investigated with a simulation model. In understanding real
world systems, researchers rely on implicit mental models that describe what
features and mechanisms of the real world system they believe are import-
ant within the system (Auchincloss and Garcia, 2015; Epstein, 2008). How-
ever, due to their implicit nature, these mental models may include hidden
assumptions and implications which cannot be examined or critiqued. The
process of specifying a conceptual model thus serves to put the modelling
on more solid ground by translating the mental models which describe the
researcher’s understanding of the system into an explicit description of how
the real world system is to be represented in the simulation model (Epstein,
2008).

Of primary focus within this process is defining the model’s research ques-
tions (Robinson et al., 2010). The model research questions have a large im-
pact on the model scope and boundary, and thus provide an anchoring point
on which decisions about what features are included within the conceptual
model can be based. In line with the modelling rationale of ABMs, research
questions are usually of the following structure: “how do decentralised indi-
vidual behaviours and interactions generate a certain macroscopic phenomenon?”
(Salgado and Gilbert, 2013; Epstein, 1999). Both the research questions and
the conceptual model start broad, characterising the general problem the re-
searcher wishes to investigate as well as some important characteristics from
the system. From this broad conceptual model, gaps in the researcher’s men-
tal model and understanding can be explored and used to focus down the
research questions, and the conceptual model itself, around a narrower part
of the underlying system that can be explored more succinctly using an ABM
(Auchincloss and Garcia, 2015).

This process of narrowing down the scope of the conceptual model also
provides the opportunity to examine the evidence (or lack of evidence) on
which the original mental models were based, and can also expose gaps in
current literature surrounding the system of interest (Auchincloss and Gar-
cia, 2015; Epstein, 2008).



6.3. The Model Building Process 227

Overall, the conceptual model should be as simple as possible whilst still
representing the key features necessary for answering the research questions
(Robinson, Sutin and Daly, 2017). The flexibility that Agent-based Model-
ling provides can often come with a temptation to represent every fine detail
of the system and its components in the model. However, doing so would
create a model that was difficult to investigate and understand (Casini and
Manzo, 2016). As a result, detail should only be included if they are deemed
sufficiently important to the model’s research questions.

Various frameworks exist for how to describe a conceptual model that under-
pins a simulation project. In this thesis, I have chosen to use the framework
provided by Robinson et al. (2010), which breaks down the description of the
conceptual model into six sections: understanding the problem; determining
the model objectives; identifying the model outputs; identifying the model
inputs; determining the model content (scope and level of detail) and identi-
fication of any assumptions and simplifications.

The first stage of developing a conceptual model in the Robinson et al. (2010)
framework involves developing an understanding of the problem situation
that the simulations aim to address. This stage in the development often
highlights gaps in what is currently known about the underlying system, and
as such can provide a way to focus the research questions the model aims to
address.

Having outlined the problem situation, the next stage of Robinson’s frame-
work for developing a conceptual model is to determine the modelling ob-
jectives. This stage sets out what one aims to achieve by creating and exper-
imenting with the simulation model. This then sets out a reference point
around which design choices in the model can be made (Robinson et al.,
2010). In a research context this is where the specific research questions the
model aims to address are given.

After the modelling objectives have been determined one can outline the
modelling outputs and inputs. The modelling outputs are used to assess
whether the modelling objectives have been achieved, which in this case is
whether the model research questions have been answered (Robinson et al.,
2010). In other words, this section describes what outputs produced by the
model will be used to answer the research questions.

Determining the model inputs requires describing the experimental factors
that are to be altered or tuned in order to achieve the model objectives. Broadly
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speaking, these are variables and parameters in the model that are to be
tweaked in order to alter the simulation output (Robinson et al., 2010). An-
other important input to consider is data from the real world system that will
be used to inform how well the model fits the underlying reality it aims to
represent. Whilst this input data falls outside of Robinson’s definition of an
input, as it is not a variable factor in the model, data is a major source of in-
formation the model draws upon to investigate the model research questions
(Casini and Manzo, 2016; Thiele, Kurth and Grimm, 2014; Fagiolo, Moneta
and Windrum, 2007).

In the fifth stage of the framework one then focuses on determining the
model content. This requires two main steps: determining the model scope;
and determining the level of detail. The process of determining the model
scope involves setting out what parts of the system of interest are to be rep-
resented in the model, and which are omitted. The process of determining
the level of detail then sets out how detailed the representation of in-scope
components will be (Robinson et al., 2010).

Whenever a real-world system is represented in a model, parts of reality are
often simplified in order to prevent creating an intractable model (Fagiolo,
Moneta and Windrum, 2007). Similarly, assumptions are made to cover gaps
in understanding of the real world system. In the final section of the concep-
tual model design, these assumptions and simplifications are outlined expli-
citly so that their credibility can be assessed (Robinson et al., 2010).

Designing the Computational Model

Once a complete conceptual model has been developed it is translated into a
computational model that describes how the conceptual model will be rep-
resented quantitatively. Within the design of the computational model, im-
portant features of the model highlighted by the conceptual model need to
be represented in a manner that is amenable to being programmed on a com-
puter, whilst still remaining true to any assumptions and theories that are
being represented in the model (Salgado and Gilbert, 2013; Gilbert, 2008).

It is at this point that the modeller decides how to represent the agents’ char-
acteristics, their interactions and the environment of the model in a concrete
mathematical and logical description (Salgado and Gilbert, 2013; Epstein and
Axtell, 1996). For example, agents in the model are assigned state variables
to represent their key characteristics, and agent decisions are represented as
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equations that describe the way an agent calculates how it will behave and
interact with other agents and its environment.

Defining the components of the computational model can also highlight gaps
in the design of the conceptual model such as assumptions that have been
made but not stated and model content that was not previously considered
in scope (Robinson et al., 2010; Epstein, 2008). As a result there is often much
iteration between the designing of the two models within this stage of devel-
opment for the ABM.

As was the case for the development of the conceptual mode, there are frame-
works for the design of the computational component of an Agent-based
Model, the most notable being the Overview, Design concepts and Details
(ODD) protocol (Grimm et al., 2006). The ODD protocol aims to provide a
consistent structure for reporting the design of ABMs such that models can
be more easily critiqued and recreated by a reader. When describing the com-
putational model of my ABM in section 6.4.2, I will use the ODD protocol and
so here I will briefly introduce the sections to provide some context for that
description. Full details of the protocol can be found in Grimm et al. (2006)
and Grimm et al. (2020).

The ODD protocol covers seven elements under the three main sections. The
overview section of the protocol aims to give a summary of the overall pur-
pose and structure of the model and consists of three subsections: purpose;
state variables and scales; and process overview and scheduling. The pur-
pose subsection describes the overall aims and objectives of the model such
as why an ABM is necessary for the project and what precisely the model
is going to be used for (Grimm et al., 2006). This is important as it high-
lights why certain aspects of reality are included and others are not. The
state variables and scales subsection then gives a description of the entities
that are represented in the model. In particular, what are the agents included
in the model and how are their characteristics represented by variables in the
model. Similarly, how are entities such as the environment and any social
networks described in the model. Finally, the process overview and schedul-
ing subsection aims to give a general conceptual description of the the main
processes that are included in the model, as well as their effects. The order of
processes is also explained as well as how time is represented in the model.
This is important as the order of processes within the model can impact on
the model dynamics (Grimm et al., 2006).
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The design concepts section of the ODD stands alone as its own element and
describes the key model features within the design. (Grimm et al., 2006) out-
lines a checklist of features around which the model design can be described,
in order to provide a consistent framework to describe the model features.
The checklist includes the following items: emergence, adaptation, fitness,
prediction, sensing, interaction, stochasticity, collectives, and observation;
though not all these items need be described if they are not represented in
the model.

The details section of the ODD protocol gives a more thorough technical
description of the model. This section is broken down into three subsec-
tions: initialisation; input; and sub-models. The initialisation subsection in
the ODD explains how the initial conditions of the model are set prior to
each simulation. The input subsection deals with environmental conditions
and dynamics that are imposed on the model, rather than being derived in-
ternally within the model as result of agent behaviours and interactions. The
Submodels subsection then describes in more detail the processes outlined in
the process overview and scheduling section. In particular, the logical rules
and mathematical equations of the model are described and explained so
that the underlying structure of the model can be analysed and underlying
assumptions implied by the model structure can be identified. The descrip-
tion of the model rules should be complete enough that it is possible to be
reproduced.

Choosing the Modelling Software

Between Stages 1 and 2 of the model building process the modeller must
decide which software will be used to program the model (Salgado and Gil-
bert, 2013). Bespoke software can be created in an object-oriented language
such as Java or C++, however, doing so adds a large amount of work to the
modelling process. Instead of building software from scratch, one can in-
stead make use of existing packages and libraries that have been designed
for Agent-based Modelling (Gilbert, 2008).

Within the existing Agent-based Modelling software options, a popular choice
with Agent-based Modellers is the NetLogo software program (Wilenski,
1999). NetLogo is a free to use open source program that was designed based
on the simple programming language Logo. As such it has a simple syntax
that makes it intuitive to use and easy to learn (Thiele, Kurth and Grimm,
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2014). It also has a built in integrated development environment for pro-
gramming and simulating Agent-based Models and a graphical user inter-
face (GUI) for visualising the outcomes. Additionally, it has a large user base
that can be used for support and troubleshooting.

NetLogo includes three built in standard agent types: turtles, patches and
links. In general, turtles are used to represent the agents in the model, patches
are used to describe the model’s physical environment and links are used to
describe the topology of interactions between Agents. Alongside these stand-
ard agents, NetLogo also includes pre-defined commands that can be used to
design their behaviour rules. These building blocks, along with the software
features listed above mean that building Agent-based Models in NetLogo
is more straightforward than is the case for other software options such as
Repast (Gilbert, 2008).

As a result of this, the models presented in this chapter and in Chapter 7 were
both programmed in NetLogo (ver 6.20). Further details on the NetLogo pro-
gramming environemnt can be found in its documentation (Wilenski, 2021).

Stage 2: Modelling, Verification and Experimentation

Once the computational model has been described, the model can be form-
alised into computer code, programmed and verified (Salgado and Gilbert,
2013). It’s important to note at this point that whilst this is listed as a different
stage, there is again considerable overlap between this stage and the design
of the computational model, as the capabilities and limitations of the model-
ling software might need to be considered in the design of the mathematical
relationships in the model.

Verification of the model’s code is then necessary to ensure that the model
design has been properly implemented, such that there are no coding errors
and the mechanisms inscribed are working in line with their design (Sal-
gado and Gilbert, 2013). Failure to properly verify the model may lead to
erroneous conclusions about the system being drawn as the model may be
failing to properly represent the conceptual model on which it was built.

The process of verifying an agent-based model can be complicated, as the
exact state of a model at any one time point is usually not predictable, making
it difficult to form an expected state against which the model results can be
compared. However, some formal methods for verification do exist (Kefalas
et al., 2003; Niazi, Hussain and Kolberg, 2009; Ammar and Abdallah, 2011)
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and tests can still be designed and run within the model code to ensure as
much as possible that the code is doing what was intended.

Alongside tests, experimentation can also form a vital part of the verifica-
tion process. Running a broad range of parameter inputs aimed to produce
extreme circumstances that might be likely to throw up errors during the
model’s execution can sometimes highlight hard to spot errors and weak-
nesses in the code. Exploring the parameter space is also useful to examine
whether the model is able to generate the macroscopic patterns of interest in
the model (Salgado and Gilbert, 2013). When a model can generate a pattern
of interest, it is said to have reached ‘generative sufficiency’ (León-Medina,
2017). If the model is unable to generate the phenomenon of interest then the
current specification is either not an adequate representation of the underly-
ing system, or the hypothesised mechanisms are not a candidate explanation
for the phenomena (Epstein and Axtell, 1996).

Stage 3: Calibration and Validation

The final stage of analysing an ABM is to calibrate and validate the computa-
tional model using data. There are two ways which we can view the process
of calibration. The first is that by calibrating the model we are tuning the
model parameters to find the values that make the model more closely match
patterns that are observed in the real world system. The second way to view
the process of calibration is that we are using data from the real world system
to perform Bayesian inference in order to generate posterior distributions for
the models’ input parameters (Kennedy and O’Hagan, 2001). In other words,
given some data from the real world system, the calibration allows us to de-
scribe the probability that each input parameter takes a given value in its
input range.

Calibration can be done using both qualitative and quantitative data (Auchin-
closs and Garcia, 2015). Calibrating to qualitative data usually involves as-
sessing the accuracy of a model based on its ability to reproduce a set of
‘stylised facts’ that are chosen to represent phenomena that are present in
the real world (Gilbert, 2008). These stylised facts are derived from literat-
ure on the social theory that is relevant to the model’s content. For example,
in Epstein’s model of civil violence, the model was considered a promising
fit to the real world based on its ability to reproduce ‘noteworthy phenom-
ena’ (Epstein, 2002). In particular, deceptive behaviours of agents emerged
within the model, in which agents hide rebellious sentiments when police
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agents are nearby, but then engage in rebellious activity once the police move
away. Similarly, the completeness of Epstein’s Artificial Anasazi model has
sometimes been questioned due to its inability to reproduce the large scale
population drop that occurred in the real world history (Epstein, 2012).

Quantitative calibration involves assessing how closely data derived from
the simulation matches equivalent data from the real system (Auchincloss
and Garcia, 2015; Thiele, Kurth and Grimm, 2014). For example, the distri-
bution of a characteristic such as BMI within the simulated population could
be compared with the distribution of BMI in observed data. This matching
involves two main steps. Firstly, a set of targets from the real world data
need to be chosen that will be used as comparators for the simulation out-
put. Secondly, a method for calculating the distance between this target and
the simulated data is decided in order to give a metric on which ’closeness’
can be measured (Salecker et al., 2019).

Once parameters that provide a good fit to available data have been identi-
fied through calibration, the model then may go on to be externally validated
(Casini and Manzo, 2016; Fagiolo, Moneta and Windrum, 2007). This process
involves comparing the output of the calibrated ABM to additional data that
was not used in the model building or calibration process. For example, the
model design may be validated by examining the validity of the social the-
ory that under-pins it, as well as by scrutinising how faithfully this theory
has been reproduced (Auchincloss and Garcia, 2015). Additionally, the com-
putational model could be validated by comparing the output of the calib-
rated model to additional quantitative data - if the calibrated model matches
closely to new data, this provides more evidence of the model’s usefulness
and veracity.

6.4 A Simple ABM of Obesity Stigma

Having outlined the process for developing an Agent-based Model in the
previous section, for the remainder of this chapter I will present a simple,
initial ABM that aims to explore how stigma of obesity might generate asso-
ciations between body weight and both depression and socioeconomic posi-
tion. The structure of this section will roughly follow the stages of develop-
ment outlined in the previous section.

Firstly, I will outline the conceptual model that I developed, which is de-
scribed using the framework for conceptual modeling outlined in Chapter
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4 of Robinson et al. (2010). The description of the conceptual model is then
followed by the description of the computational model, which is outlined
using the Objective, Design concepts and Details (ODD) protocol in (Grimm
et al., 2006), which aims to provide a consistent structure for reporting the
design of ABMs such that models can be more easily critiqued and recreated
by a reader.

After the design of the model has been outlined, the model experimentation
and calibration procedures are described, followed by the results. The im-
plications of the model results are then discussed in terms their ability to
shed light on the underlying system.

6.4.1 The Conceptual Model

This section describes the development of a conceptual model of the role
of stigma in generating comorbidities in obesity and depression, as well as
socioeconomic inequality in obesity. As mentioned in section 6.3 the descrip-
tion follows the framework for developing a conceptual model outlined in
Chapter 4 of Robinson et al. (2010) and so is split into the following sections:
understanding the problem; determining the model objectives; identifying
the model outputs; identifying the model inputs; determining the model con-
tent (scope and level of detail) and identification of any assumptions and
simplifications.

6.4.1.1 Understanding the Problem

Since this simulation model is being conducted in a research context, this
problem situation can be broadly placed within the aim of improving the un-
derstanding of the current research on what impact stigma has in the obesity-
depression-SEP system. To that end, in this section, I will briefly outline the
relevant literature on which the simulation model aims to build.

The Stigma of Obesity

Stigmatising attitudes and behaviours towards people with obesity are wide-
spread, and pervade all manner of situations. Reviews of research into the
prevalence and consequences of stigma have shown that people with obesity
can expect negative treatment in personal relationships (Chen and Brown,
2005), employment settings (Fikkan and Rothblum, 2012; Godfree, 2020),
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education settings (Puhl and King, 2013) as well as negative portrayal in the
media (Ata and Thompson, 2010).

In healthcare settings, people with obesity suffer from provider-based stigma
from medical professionals who describe individuals with obesity as lazy,
lacking will power and non-compliant with lifestyle changes (Puhl and King,
2013; Fruh et al., 2016). In schools, young people with obesity are subjected to
provider based stigma from teachers who consider them less able in a variety
of skills (Puhl and King, 2013) and in employment settings, having obesity
has been associated with denial of promotions and mistreatment from co-
workers (Fikkan and Rothblum, 2012; Godfree, 2020). In terms of public
stigma, in a systematic review conducted by Sikorski et al. (2011), it was
found that, in the only sample analysing public stigma prevalence, around
a quarter of individuals expressed definite stigmatising attitudes, and only
a fifth of individuals expressed no stigmatising attitudes. In the studies that
examined attitudes towards different causes of obesity, participants in mul-
tiple studies were more supportive of explanations based on individual beha-
viour such as overeating and sedentary activity than was the case for envir-
onmental or social causes, and one study in particular found that will power
was considered a cause over and above the food environment (Taylor, Funk
and Craighill, 2006).

Portrayals of individuals with obesity in media could also be seen to reflect
levels of public stigma. In a systematic review of weight bias within media
consumed by children, adolescents and adults, Ata and Thompson (2010)
found that people with obesity were presented unfavourably in a variety of
media including books, film, television and news. In books, films and tele-
vision, characters with obesity were more likely to be associated with negat-
ive behaviours and characteristics and receive more negative treatment from
others. In news media, the issue of obesity was often framed in a light that
emphasised the personal responsibility that people had for their condition.

Consequences of Obesity Stigma

From the above it is clear that having obesity increases one’s chances of be-
ing subject to stigma. However, at this point, it is not clear what the pre-
cise effects of being in this stigmatised group are, and how stigma effects
might lead onto differential health outcomes between stigmatised and un-
stigmatised groups. In this section, I will discuss the potential consequences
of stigma, focusing specifically on the consequences of obesity stigma.
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Impacts on Depression

The reviews presented in Chapter 2 showed that one of the best supported
mechanisms linking obesity to the onset of depression was that of weight
based stigma and body-image dissatisfaction. All six of the included concep-
tual reviews presented evidence that weight-based stigma may be a mechan-
ism by which obesity confers greater risk for depression, and all but two of
the non-conceptual reviews also discussed stigma as a likely mediator in the
obesity-depression relationship.

More recent studies have also found evidence to support the notion that a
consequence of weight based stigma is an increased likelihood of develop-
ing depression. In a study of 300 female undergraduate students, Stevens et
al. (2017) found that weight stigma mediated the relationship between both
childhood and current BMI and depressive symptoms, as well as the relation-
ship between BMI and body image satisfaction. Further, in three nationally
representative samples Robinson, Sutin and Daly (2017) found that Class II
obesity (BMI between 35 and 39.9) and Class III obesity (BMI of 40 or more)
were consistently associated with depression prospectively, and that this as-
sociation was mediated by perceived weight-discrimination.

Worryingly, the association between obesity stigma and depression may not
be combatable using individual attempts to cope or resist. In a study of
German adults with obesity, perceived weight discrimination was still as-
sociated with increased depression in those who attempted to cope with us-
ing problem-solving strategies, and the association was exacerbated in those
who resorted to avoidant strategies such as self-blame, denial and venting
(Spahlholz et al., 2016).

Impacts on Obesity

The onset of depression is not the only adverse health outcome that being ex-
posed to stigma might lead to; evidence also suggests that the experience of
being stigmatised can lead to subsequent weight gain. Sutin and Terracciano
(2013) showed prospectively that individuals who are stigmatized are more
likely to become obese and stay obese than those who were not stigmatised.
This effect was found uniquely for weight based discrimination, such that
other forms of discrimination did not experience greater weight gain. Tom-
iyama (2014) and Brewis (2014) both presented models that point to stigma
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as a cause and perpetuator of obesity. Brewis (2014) suggested that stigma
contributed to weight gain via 4 main mechanisms:

1. Direct effects on diet, exercise and help-seeking behaviour;

2. Indirect effects via psychosocial stress;

3. Indirect effects from changes to social relationships; and

4. Indirect structural effects of discrimination such as layering of stigma.

Tomiyama (2014) made the cyclic nature of the relationship more explicit in
their Cyclic Obesity Weight-Based Stigma (COBWEBS) model. In this model,
greater body weight lead to greater levels of experienced stigma, which was
presented as a chronic stressor to those who were stigmatised. The stress
of stigma was then proposed to link stigma to increased body weight via
effects on eating behaviour, physiological changes and emotional responses
to shame.

Other Potential Impacts

Outside of health consequences, there is also evidence of socioeconomic con-
sequences for those who are subjected to obesity related stigma. Studies of
youth populations have found that those who are subjected to weight based
stigma form weaker social ties, experience greater social isolation and can
even suffer a damage to their academic achievement (Puhl and King, 2013).
In adults, the experiences of weight-based discrimination in employment
settings may lead to missed promotions and mistreatment from co-workers
(Godfree, 2020). These consequences may then lead onto lower levels of in-
come and achievement for people with obesity.

In two meta-analyses looking at prospective associations between body weight
and socioeconomic position, consistent evidence was found for an effect of
body weight on future income and education level, such that higher BMI
was associated with lower future income and education level (Kim, Roesler
and von dem Knesebeck, 2017; Kim and Von Dem Knesebeck, 2018). This
effect was most pronounced in women and the authors suggested that the
overall negative associations they found could be down to the consequences
of stigma for higher weight individuals. Given the above, it is possible that
obesity stigma might play a generative role in the formation of the inverse
relationship found between obesity and socioeconomic position in high in-
come countries such as the U.K (Cohen et al., 2013).
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Sex Differences in the Effect of stigma

There is also evidence of sex differences in the associations between obesity
and both SEP and depression. In terms of the relationship between obesity
and depression, my review in Chapter 2 found that, in general, obesity is
more strongly associated with depression in females than in males. Evid-
ence from cross-sectional data was consistently supportive of an increased
risk for developing comorbid obesity and depression in females compared
to males, however, longitudinal data was less supportive. That being said,
some longitudinal studies did find age sex interactions, and no studies found
an increased risk for males over females.

Similarly, studies of the relationship between obesity and socioeconomic po-
sition have also found more consistent inverse associations in women than
in men despite inverse associations affecting both sexes (Sobal and Stunkard,
1989; McLaren, 2007; Newton, Braithwaite and Akinyemiju, 2017).

One possible explanation posited for the differing strengths of these relation-
ships between men and women is the differing extent to which men and
women are subject to obesity stigma. Whilst both sexes are vulnerable to
the effects of obesity stigma, there is extensive evidence that women face
a greater burden of obesity stigma than men (Fikkan and Rothblum, 2012).
Within this, women face higher rates of obesity stigma than men in general
and women with obesity suffer more severe penalties than men with obesity
in employment settings, education settings, romantic relationships (Fikkan
and Rothblum, 2012).

It has been suggested that the different experiences of obesity in men and
women may be driven by differing perceptions of the ideal body size in the
two sexes. The prevailing image of the ‘ideal’ female body is one of thinness
(MacNeill and Best, 2015; Cohn and Adler, 1992), whereas in males there is
a belief that larger, more physically powerful body sizes are more desirable
(Cohn and Adler, 1992). As a result, men with obese bodies are less deviant
from the ideal body than females with obesity, perhaps resulting in increased
vulnerability to stigmatisation for women.

Summary

The research on the association between obesity and depression presented
in Chapter 2, in addition to that presented above, suggests that stigma may
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be a potential mechanism through which obesity is related to both depres-
sion and socioeconomic position. However, to date there are few studies
that have explored quantitatively how stigma might generate these relation-
ships. Instead, the majority of the research looking into obesity stigma has fo-
cused on finding associations between obesity stigma and various outcomes
in isolated populations, with these associations being used to make causal
hypotheses about the underlying relationships. Whilst studies of association
might provide some insight into causal mechanisms, the causal relationships
are included in these studies more as untestable assumptions, or causal con-
clusions are usually given as tentative explanations of the data rather than
being explicitly modelled and tested.

The hypotheses suggested by this literature are displayed diagrammatically
in Figure 6.1. Ovals represent key concepts highlighted in the literature and
the arrows between them are interpreted broadly as ‘has an effect on’. For
example, one’s sex has an effect on one’s ideal body size which in turn effects
the amount of obesity stigma one is subjected to. Within the diagram, dashed
arrows represent hypothesised relationships, and solid lines represent rela-
tionships with more concrete evidence supporting them.

From the above, it is clear that there is a need to find a way to more ex-
plicitly test and examine the causal implications of obesity stigma outlined
in this section. Namely, are they sufficient for generating the relationships
between obesity and both depression and socioeconomic position seen in the
wider population. Exploring this general question forms the foundation on
which the development of the ABM presented in this chapter. The remaining
sections of this conceptual model will reduce this broad question down into
a more specific formulation that can be investigated using an agent-based
model, before section 6.4.2 then outlines the computational model itself.

6.4.1.2 Determining the Modelling Objectives

Overall, this simulation model will address some of the gaps in knowledge
highlighted in the previous section. Namely, it will explore whether obesity
stigma is capable of generating the relationships between BMI and both de-
pression and socioeconomic position. On top of this it will also seek to ex-
plore whether deviation from a socially imposed ideal body size is respons-
ible for driving stigma of obesity and its consequences. These modelling
objectives can be summarised by saying that we are interested in answering
the following research questions:
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FIGURE 6.1: Diagrammatic representation of hypothesised re-
lationships from the literature. Dashed arrows represent hypo-
thesised relationships, and solid lines represent relationships

with more concrete evidence supporting them.

The Model Research Questions

1. Is workplace obesity stigma in the form of exclusion from opportunities
to progress capable of generating the macroscopic relationship between BMI
and socioeconomic position that is observed in the real world?

2. Similarly, is obesity stigma capable of generating the association between
BMI and depression observed in the population?

3. To what extent are different body size ideals responsible for the sex differ-
ences in the relationships between BMI and both socioeconomic position and
depression.

6.4.1.3 Determining the Model Inputs

As described in section 6.3, the main modelling inputs include two things:
the model parameters to be varied across the simulations, and the real world
data used to compare the model outputs to the real world system.

In terms of model parameters, in order to investigate the first of our research
questions the model will need to include parameters that define the scale of
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the obesity penalty to future improvement to socioeconomic position, so that
the model is able to investigate how the generated relationship between BMI
and SEP differs under different sizes of obesity penalty.

Secondly, in order to examine the second research question, the model will
need to include parameters that describe the impact of being stigmatised on
future BMI and levels of depression. Lastly, it will also need to include para-
meters of the ideal body size for each sex as well as what is considered de-
viant from such an ideal body. These parameters will allow the model to
explore the impact of differing ideal body sizes between the sexes on the
model’s outputs.

Data used in the model is combined from a mixture of sources, including the
Whitehall II data set, the Health Survey for England and the ONS Effects of
Taxes and Benefits Survey. The detail of how these data sources were used in
the model will be described in more detail in sections 6.4.2 and 6.4.3.

6.4.1.4 Determining the Modelling Outputs

In order to investigate the model research questions, the model will need to
produce three main types of output. Firstly, the model will need to gener-
ate outputs that determine whether the model has satisfied the condition of
generative sufficiency. In particular, is the model able to reproduce dynam-
ics that are realistic enough for us to trust it as a representation of the real
world system. Since we are interested in the relationships between BMI and
both depression and SEP the model will need to produce population sum-
maries of these characteristics so that they can be compared with equivalent
summaries in the real world system. In particular, the model will need to
produce time series of the average BMI, level of depression and SEP.

Secondly, the model will need to produce output for investigating substant-
ively the research questions. In order to investigate the first research question
the model will need to produce a measure of association between BMI and
the levels of SEP in the population. This implies that it will also need to
generate both a distribution of BMI and a distribution of SEP so that the re-
lationships between these two characteristics can be investigated. Similarly,
to investigate the relationship between BMI and depression, the model will
need to generate a distribution of depression so that the relationship between
BMI and depression can be analysed. Lastly, so that the sex differences in the
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third research question can be considered, the model will also need to gener-
ate these distributions separately for each sex, so that intersex comparisons
can be made.

The last type of output that is important to the answering of the research
questions is the posterior distributions of the input parameters associated
with the experimental factors listed above. This output is more closely asso-
ciated with the model calibration than the model itself, and so more detail
on the generation of these posteriors will be given in section 6.4.3. How-
ever, at this point it’s important to state that these posteriors give estimates
of credible ranges within which the input parameters sit, and as such give
us important information about which values of the experimental factors are
most likely to produce output that closely matches reality.

6.4.1.5 Determining the Model Content

Within the relationships between obesity, depression and socioeconomic po-
sition there is almost endless detail that could be included within a model.
As a result, in this section I will not systematically go through every aspect of
the system and justify its inclusion or exclusion. Instead, here I will outline
the key features of the model, and the level of detail that they are described
in, guided by an overall aim to select components and a level of detail that
is able to answer the model research questions whilst keeping the model as
simple as possible.

Representing Stigma in the Model

One of the most important features of the model that needs to be designed
within the model is the representation of stigma. Stigma is a complex and
multi-faceted phenomenon, and as a result, much work had been conducted
that attempts to create a firm definition of it. Most of the early credit for
conceptualising stigma is attributed to Goffman, who described stigma as
a process that evolves via social interaction when those considered normal
and abnormal meet, in which the abnormal is one in possession of a “deeply
discrediting attribute” and is considered “less than human” (Goffman, 1963).
The one who is in possession of the discredited attribute, as a result, is denied
the same basic privileges, dignity and respect that ‘normals’ are afforded,
which has various consequences for that individual including psychological
struggles, difficulty with social integration and more.
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A plethora of work on stigma followed the work of Goffman, and it was dur-
ing this period of growth in stigma research that the criticism of the vague
and varying definitions used for stigma was raised. To address this criti-
cism, Link and Phelan (2001) attempted to conceptualise stigma from a soci-
ological perspective. They noted that the precise definition used in practice
will likely differ due to the wide ranging contexts that stigma arises in, that
span many disciplines of research. Despite this, they argued that when re-
searching stigma one should be clear about what aspects of stigma one is
researching, and described an overarching definition of stigma based on the
co-occurrence of interrelated components they deemed relevant. In partic-
ular, they described stigma as the “co-occurrence of labelling, stereotyping,
separation, status loss and discrimination all in a context in which power can
be exercised”.

Having a clear and well-defined definition of stigma is especially important
when attempting to define it within a quantitative simulations model. A
vague stigma concept cannot be translated into model code, as the process of
coding will automatically restrict and refine the definition of stigma in ways
that may not match up with the modeller’s original concept. Hence, here I
will outline which aspects of obesity stigma this model will aim to represent
in order to make the translation into model code as seamless as possible.

1. Obesity Stigma in the Workplace:

Since research question 1 is focused on the effect of obesity stigma on so-
cioeconomic opportunities, the model will need to represent clearly what
these socioeconomic opportunities are, as well as what kind of stigma im-
pact we are interested in. People with obesity have been suggested to receive
stigma in both employment and education settings (Fikkan and Rothblum,
2012), however, since my research has focused on adult populations, this
model will be limited to investigating employment situations. On the whole,
adults will have completed the majority of their formal education and so
stigma in these settings is less likely to be as impactful as stigma in employ-
ment settings for these populations. Additionally, some of the data that will
be used to calibrate the model comes from the Whitehall II study (see Chapter
3), which is a population of working age individuals, who at the time of re-
cruitment were all working for the civil service. This again makes it more
likely that the SEP related stigma impacts will more impactful for this popu-
lation in workplace settings than in education.
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Within employment settings, evidence suggests that individuals with obesity
suffer stigma within multiple situations. For example, in hiring situations
they are less likely to be considered a suitable candidate for a job, and once
in a job they are often rated more negatively in performance evaluations,
disciplined more harshly and less likely to be recommended for supervisory
responsibilities (Fikkan and Rothblum, 2012; Godfree, 2020). All of the above
may contribute overall to the reduced likelihood of being hired and reduced
wages that people with obesity receive (Fikkan and Rothblum, 2012).

The majority of literature investigating obesity stigma in the workplace has
focused on recruitment practices, with less research done on other areas such
as training and day to day treatment (Godfree, 2020). From this, there is
more data available that supports the idea that differential treatment in hiring
practices for people with and without obesity may generate socioeconomic
inequality between these groups of people. As a result, this model will focus
on obesity stigma in hiring situations. Specifically, the model will be inter-
ested in hiring situations where individuals are applying for a promotion,
such that they will implicitly take on more responsibility for increased remu-
neration. The model is not examining job changes where individuals move
‘horizontally’ to a different job with the same pay.

Once again, the representation of the promotion application process will be
kept as simple as possible to avoid creating an overly complicated model.
The main key components that will need to be considered is the scale of the
‘penalty’ to one’s likelihood of being promoted for being obese and a rep-
resentation of one’s likelihood of being promoted in general. No distinction
is made between applying for promotions within one’s current organisation
and promotions sought in an external organisation. In this way, the process
of being promoted is boiled down to a single interaction between an applic-
ant and a hirer. Starting from this base, additional components may be added
if this basic level of detail does not achieve ‘generative sufficiency’.

Obesity Stigma in Social Situations:

In order to investigate the effects of obesity stigma on depression and BMI it
will also be important to represent more common forms of everyday stigma
that might contribute to the consequences of obesity stigma outlined in sec-
tion 6.4.1.1.
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The literature outlined in Section 6.4.1.1 suggested that people with obesity
were subject to stigma from a number of sources in multiple settings includ-
ing personal relationships, workplaces, healthcare settings and the media.
Representing all of these contexts individually in a sufficient level of detail
to give them credibility is likely to create an intractable model, and so as a
result a more general representation of this stigma will be necessary in the
model.

One way of doing this is to look at common features of situations in which
individuals with obesity perceive they have been stigmatised. One study of
the phenomenology of weight stigma found that, despite stigmatising ex-
periences occurring in a variety of settings, and coming from a variety of
sources, the vast majority of stigmatising experiences involved the recipient
being given a stigmatising ‘message’ via verbal comments, body language,
written communication or a mixture of modalities (Vartanian, Pinkus and
Smyth, 2014). Hence, in order to keep this model simple I will include a
representation of the delivery of this ‘message’ from one person to another.

Previous Agent-based Models looking at the relationship between obesity
and depression have focused on rejection and social exclusion as the mod-
ality of stigma (Mooney and El-Sayed, 2016). This model will differ in this
respect as social exclusion will not be represented in the model. Instead the
focus is on the delivery of stigmatising ‘messages’ from one individual to
another.

Since the focus of this study is around the generation of macroscopic patterns
of BMI and depression in the population, the hypothesised casual mechan-
isms presented in the models of Brewis (2014) and Tomiyama (2014) will not
be explicitly represented, as this would add further complexity to the model
without necessarily adding to the answering of our specific research ques-
tions. Instead, being stigmatised in the model will have a direct impact upon
the individuals’ BMIs and levels of depression.

Effect of Ideal Body Size:

The representation of the ideal body size is also an important feature of the
model. The construction of an societal ‘idealised’ body is a complicated social
process and so again will need to be simplified for use in this model, since
these processes are not central to the answering my research questions. In
light of this, the ideal body in this model will be represented exogenously,



246
Chapter 6. An Initial Agent-Based Model of Stigma in the

Obesity-Depression-SEP System

with the mechanisms by which this ideal was created being considered out
of scope.

Representing Body Size, Depression and SES

Up until now in this conceptual model description, the concepts of body size,
depression and SES have been discussed generally, however, in order to de-
scribe these characteristics in the computational model, precise descriptions
of how body size, depression and SES are to be represented are necessary.
Given these are key characteristics for individuals in the model, data on these
characteristics need to be available throughout the simulation’s time-horizon
in order to aid the model’s calibration. As such, the representations were
chosen for the model such that they provided a description of these concepts
that was consistent with available data.

In the case of body size, an individual’s body size is represented using BMI.
As such, in this model an individual with a higher BMI is considered to have
a larger body size. Depression is represented in the model by the extent of
depressive symptoms. As such, higher depression for an individual in the
model indicates that they are suffering a higher severity of depressive symp-
toms. Hence, diagnosis of depression, or depression caseness in the model
are not represented explictly in the model.

Lastly, socioeconomic position is represented in the model by individual’s
income. Since the model is focused on stigma in employment settings (spe-
cifically, the process of applying for a promotion) the representation of SEP
needs to be appropriate to this context. For example, occupational status
could be used to represent an individual’s level of seniority in the model, or
an individual’s level of income could be used to represent the remuneration
one receives from wages. Of these representations, income was chosen to
represent SEP in the model due to the greater availability of data on income
that could be used to calibrate the model.

Non-stigma Effects

Stigma is unlikely to be the only contributor to individuals’ weight gain and
depression characteristics. However, including a wide range of additional
behaviours and mechanisms into the model in great detail will again risk the
model becoming intractable, particularly given that both obesity and depres-
sion have complex aetiologies (Vandenbroeck, Goossens and Clemens, 2007;
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Goldberg, 2006; Bargiotas, 2017). In light of this, non-stigma based mechan-
isms will not be explictly represented in the model. Instead, random vari-
ation will be included into the model which aims to recreate the additional
variability in characteristics lost during the exclusion of these mechanisms.

6.4.1.6 Assumptions and Simplifications:

In determining the model scope and detail, a number of assumptions and
simplifications have been made. Below are the model assumptions and sim-
plifications, presented with justification (where possible) from relevant liter-
ature.

Model Assumptions:

General Assumptions

1. Individuals can accurately assess the BMI of others so that they are able
to see how deviant others are from the ideal body size. This may not be the
case in reality, as studies have found that people are often unable to recognise
their own obesity (Truesdale and Stevens, 2009). However, this study was fo-
cused on the assessment of one’s own body weight, which may be subject to
different biases than the assessment of another’s body weight. In addition,
the study was conducted in a small unrepresentative sample and so its con-
clusions may not be suitable for extrapolation to wider populations. Hence,
in the absence of additional evidence assuming individuals can accurately
assess others BMI seems a reasonable assumption to make.

2. An idealised body is able to be captured by a single, ideal value for one’s
body mass index. Whilst individuals may not have an ideal BMI in mind
when they are thinking about their ideal body, their visual descriptions will
have physical characteristics that would allow the rough calculation of an
associated BMI. Hence it stands to reason that the body ideals in the model
will have an associated value of BMI which one can consider, in some sense,
ideal.

Assumptions for Hiring Situations ‘Submodel’

1. As stated previously, the hiring mechanism aims to be as simple as pos-
sible, excluding detail that is not relevant to the model research questions.
Within this simple representation it is assumed that individuals are qualified
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to do the job they are applying for so that differential likelihood of being
hired can only occur due to obesity stigma.

2. It is also assumed that, unlike stigma received in social situations, work-
place stigma does not have an impact on individuals’ BMIs or levels of de-
pression. Whilst this may not be strictly the case, the study of the phenomen-
ology of weight stigma conducted by Vartanian, Pinkus and Smyth (2014)
suggested that stigma in employment situations made up only a small pro-
portion of stigmatising experiences. As a result, it seems reasonable to as-
sume that the effect of these experienced is small in scale when compared
to that of social situations, and as a result is worth omitting for the sake of
model parsimony.

3. Since the model is not representing individuals’ occupations in a detailed
way it is implicitly assumed that people with obesity are stigmatised the
same amount irrespective of where they are in the workplace i.e. the stigma
one receives is independent of the job being applied for. This may not be the
case as one study has suggested that workplace stigma is more present as
individuals attempt to move into jobs of higher prestige and compensation
(Fikkan and Rothblum, 2012). However, since the evidence on these potential
differences in limited, this is a reasonable assumption to make at this time.

Assumptions for Social Stigma ‘submodel’

1. Since only a general stigmatising interaction is being considered in the
model, we are assuming that the effect of social stigma is the same inde-
pendent of the type of social connection. This means that being stigmatised
by a stranger has the same impact as being stigmatised by a close family
member or friend. Whilst in reality, this may not be the case, there is little
evidence available to support what differential effects would exist and as a
result, multiple assumptions would need to be made in order to represent
such situations in the model, leading to a more complicated model overall.
As a result, making this assumption seems reasonable.

2. Whilst current literature suggests that body size ideals differ between the
sexes, there is less clear cut evidence on whether there is a reduced tolerance
for deviations from the ideal body size. As a result, in this initial model, I
will assume that the differential levels of stigma received between men and
women are due only to differences in the ideal body size; the tolerance for
deviations from this ideal body size is the same for both sexes.
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Model Simplifications

1. All individuals subscribe to the same exogenously defined ideal body size;
individuals are not heterogeneous in their belief about what constitutes an
ideal body. Whilst there is likely some variation in ideal body sizes, this sim-
plification is made to reduce complexity in the model so that every individual
has an ideal body size that is externally defined and represents the idealised
body of the agents’ culture. The reasonableness of this simplification is hard
to examine, as there are multiple theories as to how body size ideals develop
(Heinberg, 2001). However, this assumption is in line with one of the dom-
inant theoretical frameworks through which the formation of body image is
examined: the sociocultural perspective (Tiggemann, 2012). This perspective
sees culturally held ideals of body image as central to individuals’ forma-
tion of their own ideas of what an idealised body is. As a result assuming
that all individuals in the model will subscribe to the imposed ideal BMI is
analogous to the ideas put forward by the theory.

2. Body size ideals are static in the model. Whilst there has likely been some
variation in the sociocultural ideal body size over the last few decades, over-
all ideals have been largely static. Thinness ideals and their effects on wo-
mens’ bodies in particular have been investigated since the 1970s showing
the pervasiveness of these ideals in society. Hence making the simplifica-
tion of considering these ideals as static is a reasonable starting point in the
model.

3. Successful promotions increase an individual’s income by a fixed percent-
age. In reality, the size of a pay rise from a new job will depend on many
factors, however, since these factors are not being investigated in the model,
using a fixed percentage is a reasonable simplification of the amount indi-
viduals might receive from a pay rise. This fixed percentage could be inter-
preted as the average pay rise that a worker receives in a promotion.

6.4.1.7 Summary

In the preceding sections I have outlined the design of a conceptual model
that will form the basis of an Agent-based simulation model. Figure 6.2
provides a diagrammatic representation of the conceptual model, which has
expanded upon the representation of the literature provided by Figure 6.1.
Once again, ovals represent key concepts included in the model, and arrows
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FIGURE 6.2: Schematic of the conceptual model for the Agent-
based simulation

represent direct effects that will be included between these concepts. Over-
all, this model has been designed to remain as simple as possible whilst in-
cluding key relationships that are important to the analysis of our research
questions. In the next section, this conceptual model will be developed into
a computational model.

6.4.2 Detailed Model Design

In this section I will outline the detailed design of the computational model.
As mentioned earlier the description of the computation model will follow
the structure of the sections outlined in the ODD protocol (Grimm et al.,
2006). Since the ODD protocol aims to describe an ABM in its entirety, there
may be some overlap between the sections here and those in the conceptual
model description. To avoid repetition, when this is the case I will simply
refer back to the relevant section of the conceptual model description, rather
than restating the same information.

6.4.2.1 Purpose

The purpose of this model has been outlined in detail in the conceptual mod-
elling section, so here I will briefly summarise what the purpose of the model
is. Broadly, the model aims to explore the role of stigma in generating the re-
lationship between BMI and depression, as well as whether stigma is capable
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of generating observed patterns of BMI with respect to socioeconomic posi-
tion.

6.4.2.2 State Variables and Scales

Agents

There is one main type of agent in this model, ‘people’, whose characteristics
are described in this section.

‘People’ Variables

People in the model possess the following characteristics: BMI, depression
level, biological sex, body-deviance, stigmatised?, stigmatising?, stigma-count;
income and time-since-promoted. Table 6.1 contains the descriptions of these
variables and what they represent. In this version of the model, state vari-
ables were chosen in order to represent the key features of the conceptual
model using as simple a representation as possible.

These characteristics can be split into three main groups which when taken
together describe an agent’s state at a given point in the simulation. The first
group includes the agent’s sex, BMI, depression and income and describes
the agent’s main attributes of interest as well as their demographic informa-
tion. In line with the representation in the conceptual model, an individual’s
depression level represents the extent of depressive symptoms they are ex-
periencing. Since the model will eventually be calibrated to GHQ data (see
section 6.4.3.3) an individual’s level of depression can in essence be thought
of the level of depressive symptoms that the individual would report via a
GHQ-30 questionnaire. Similarly, in line with the representation of income in
the conceptual model, an agent’s income here describes their current weekly
wage income.

The second grouping then describes the agent’s involvement with obesity
stigma within the current time point including their vulnerability to stigma,
their stigma behaviours and how much stigma they have received. The final
group then keeps track of information relevant to the agent’s ability to get
promoted, which in this model is just a count of the number of time-steps
since the agent was last promoted.

Age and ethnicity characteristics were not added to the model as they were
not central to the answering of the model’s research questions. Representing
age in particular would also have added in additional complexity in how
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Variable Description

Core Variables
Sex The agent’s biological sex
BMI The agent’s body mass index

Depression Agents’s depressed affect, this is meas-
ured as a continuous variable between 0
and 1, with 1 representing maximum de-
pressed affect, and 0 representing min-
imum depressed affect.

Income The agent’s weekly wage income
Stigma Variables

body-deviance The difference between the agent’s BMI
and the ideal BMI for their sex

stigmatised? (Yes/no) A boolean variable that indicates
whether an agent has been stigmatised
or not in the current time-point

stigmatising? (Yes/no) a boolean variable that indicates
whether an agent is stigmatising or not

stigma-count An integer that describes the number of
times that an agent has been stigmatised
in the current time-point

Promotion related variables
time-since-promoted An integer representing the number of

time-steps since the agent was last pro-
moted

TABLE 6.1: Variables representing the characteristics of agents
in the model
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to represent the ageing process in the model, as well as whether births and
deaths should be represented. Including such a process would come at a
cost of adding multiple extra parameters into the model, without helping
the model better fulfil its purpose. Similarly, as the model is not intended to
explore ethnic differences in the effects of obesity stigma, ethnicity was also
not included.

Environmental/Global Conditions

Variable Description

Ideal body size Variables:
male-ideal-bmi The BMI associated with the ‘ideal’ male

body size
female-ideal-bmi The BMI associated with the ‘ideal’ fe-

male body size
body-tolerance Threshold of deviance from ideal BMI

before an individual is stigmatised for
their weight

Stigma effect Variables:
stigma-to-depression Effect of being stigmatised on an indi-

vidual’s depression
stigma-to-obesity Effect of being stigmatised on an indi-

vidual’s BMI
meeting-benefit Effect of having a meeting without

stigma on an individual’s depression
Employment Conditions:

promotion-prob probability of achieving a promotion
when applying

obesity-promotion-penalty obesity promotion penalty scale con-
stant

TABLE 6.2: Variables representing the input parameters to be
calibrated in the model

Table 6.2 lists the global variables in the model. These are the input variables
that represent the experimental factors outlined in the conceptual model and
as such will be calibrated based on data from the real-world system. Again
these fit into three groups. The first group of variables describes the ideal
body size within the artificial society, along with what is considered deviant
from that body size. The second describes the effects individuals receive
when they interact with other agents in the model, and the third describes
inputs related to individuals’ ability to achieve a promotion.
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The Social Network

The people in the model were embedded in a social network in which each
agent has at least two social ties with other agents in the model. This social
network is static and does not update. Since there is not enough available
evidence to say whether different types of relationship are more or less im-
portant in terms of their effects on stigma, links represent a ‘general’ social
tie which could be anything from a close family member to a stranger.

The social network is described using a set of links between the agents. Links
have one main feature: a ‘meeting’ variable which describes whether the two
people joined by the link are currently meeting up or not.

6.4.2.3 Process Overview and Scheduling

In this model, each time step in the model represents one month in real time.
In each time step, each agent first updates their body-deviance to incorporate
changes to their BMI that occurred in the previous time step. Once this has
been updated, the rest of the model is run using three sub-models, which are
described in more detail within the ‘sub-models’ section below.

The first of these sub-models evaluates the stigma effects for the model. Within
this sub-model each individual decides which of their social connections they
will be meeting in the current time point. Individuals meet with two other
individuals in the model in a given time-point.

Once the meetings for the current time-step have been allocated, the stigmat-
ise procedure is run to see what the outcome of those meeting is with respect
to whether individuals are stigmatised or not. Each time an individual is stig-
matised by another person they are meeting they receive a small increase to
their BMI and depression level. However, when a person receives no stigma
in a given time-point, they experience a small decrease in their depression
level. All the effects of stigma are considered for every person in the model
prior to the incorporation of beneficial meetings’ effects.

The second sub-model then simulates which people in the model are pro-
moted in the current time-step. The final sub-model then incorporates ran-
dom variation into people’s BMI and depression level to include effects that
are not related to stigma.
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6.4.2.4 Design Concepts

The following items from Grimm’s checklist apply to this model:

Emergence: Emergence refers to the system level phenomena that emerge
from individual traits, rather than being imposed. In this model the popula-
tion levels of obesity and depression emerge from the effects of interactions
between the agents in the model. Similarly, the prevalence of comorbidities
in obesity and depression also emerge from these interactions.

Sensing: Sensing refers to which internal and environmental state variables
are individuals assumed to ‘sense’ or ‘know’ so that they can use them within
their decision making. Within the model people are assumed to know the
values of all global variables so that they may use them to update internal
characteristics and evaluate others’ BMIs. Individuals are also assumed to
know all of their internal state variables so that they can apply the effects
of interactions with other agents to update their internal state. For example,
people in the model are assumed to know their own sex, as well as the ideal
body sizes associated with their sex so that they can evaluate how ‘far’ they
are from the ideal body size associated with their sex. People can also sense
the body-deviance of other people that they meet in order to decide whether
they stigmatise them or not.

Individuals also know the value of a promotion and how long ago they were
last promoted so that they can apply for a promotion and incorporate any
successful promotions into their income.

Interaction: This item explains what kinds of interactions are assumed in the
model. The main type of interaction that is explicitly modelled here is social
interaction between people. Interactions between people and an implicit ‘job
market’ are also made when individuals apply for promotions. When this
implicit interaction results in a successful promotion, people are unable to
interact with the job market for the next six months.

Stochasticity: This part of the design checklist describes the reasons for any
stochasticity included in the model. Stochasticity is present in the model
from two main sources. The first source of stochasticity is in the initial condi-
tion for each individual’s time-since-promoted, which is given by an integer
drawn uniformly from the range zero to five. This means each individual
has been promoted sometime in the last 6 months and was done so that indi-
viduals in the model would not all be applying for promotions concurrently
in the early stages of the simulation. The second source of stochasticity is
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the random variation incorporated in each time point into peoples’ BMI and
depression characteristics. This is included to ensure that individuals’ char-
acteristics can vary in the model without input from stigma.

Observation: The observation item explains how data are collected from the
simulation in order to analyse it. In this model the output of the simula-
tions were extracted into the R software package using the NLRX package.
Summary statistics of the population level BMI, depression and income were
extracted and analysed. Full details of this process can be found in the model
calibration section.

6.4.2.5 Initialisation

The model is initialised with a total of 1000 agents. People’s initial BMI, de-
pression levels and sex were sampled jointly using a random sample taken
from wave 1 of the Whitehall II data set. Initial incomes were then sampled
from the 1987 effects of taxes and benefits survey. Since the effects of taxes
and benefits survey had no data on respondents sex, BMI or depression these
sampled incomes were assigned to agents independently of these other char-
acteristics. The sample was generated in R prior to simulation in Netlogo and
so the same sample was used in each separate simulation.

Agents were assumed to neither be stigmatising, nor stigmatised initially, so
that these characteristics could be determined by the model’s procedures. As
mentioned above people were also assigned a random time-since-promoted

between zero and five to represent having received a promotion some time
in the last 6 months. When simulation experiments use the same random
seed these sampled characteristics will remain the same, however, for exper-
iments with a varying random seed, these characteristics will vary across the
simulations.

6.4.2.6 Input

Since the environment was only minimally represented in this model, there
were very few external conditions and dynamics imposed on the model out-
side of the model’s global variables. Within the model, the population size
was set to 1000 for each simulation, and the values of global variables were
sampled using a latin hypercube sample (McKay, Beckman and Conover,
1979) as described in more detail in section 6.4.3. There were no other inputs
into the model.
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6.4.2.7 Submodels

As was mentioned in the process overview and scheduling within each time-
step the model runs through four main sections. In the first section all the
people in the model compare their BMI with the ideal BMI associated with
their sex in order to calculate their new value of body-deviance.

If we denote by yi,t the body-deviance of person i at time step t, xi,t the BMI
of person i at time t and k the ideal BMI associated with the biological sex of
person i, then yi,t is calculated using the following equation:

yi,t = max{0, xi,t−1 − k}.

In this way, body-deviance gives an indication of how much bigger than
the ideal body size the agent is. Note that the BMI value is taken from the
previous time-point rather than the current time point. This is because this
value of BMI has incorporated all of the previous time-step’s stigma effects,
but no effects from the current time-point.

The Social Stigma Submodel:

Once individuals have updated their body-deviance the first of the three
main sub-models is run: the social stigma submodel. This sub-model con-
sists of three processes, the first of which decides which agents are to meet
in a given time-point. Within this procedure each agent chooses two of their
neighbours to meet up with in each time-point. To do this, people randomly
select two of the links that they have with other people in the model and
set the meeting variable of those links to ‘TRUE’ signifying that a meeting
will take place. In this way, people meet up with at least two other people
in each time-step, as people can both select others to meet and be selected
themselves.

The second procedure then describes which agents are stigmatised within the
model. Within this procedure people ’meet up’ with the other people they are
connected to by the ‘meeting’ links defined in the meet-up procedure. Within
meetings, there is a possibility of stigmatising comments being made.

Suppose that person i in time step t has body-deviance xi,t, and that the
body-tolerance in the society is given by k. If we denote by pi,t the prob-
ability that person i is stigmatised in a single meeting during time-step t,
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then pi,t is given by the following equation:

pi,t =

max{ xi,t
25 , 1}, if xi,t ≥ k

0, otherwise.
(6.1)

The above formulation means that people are only a possible victim of stig-
matising comments in these interactions if their BMI deviates from the ‘ideal’
BMI of their sex by more than the value of the global variable body-tolerance.
Once a person’s body-deviance reaches the body-tolerance threshold the
probability they will be stigmatised jumps up to k/25. This probability of
being stigmatised then increases linearly with body-deviance, and hence to
a maximum of 1 when a person has a BMI that is 25 units above the sum of
the ideal BMI associated with their sex and the societal body tolerance.

Each time a person is stigmatised they receive a small increase to their level
of depression equal to the stigma-to-depression global variable and small
increase to their BMI equal to the stigma-to-obesity global variable.

The third process then applies the benefit of positive social interaction to
those individuals who have not been stigmatised in the current time-point. If
a person is not stigmatised they receive a small decrease to their depression
given by the value of meeting-to-depression. This represents the assump-
tion that social contact is in general beneficial to individuals’ mental health,
unless that contact is poor quality as in the context of stigma.

The Promotion Submodel:

Following the social-stigma submodel is the promotion submodel. This sub-
model consists of one main procedure in which people apply for a promotion
if they have not been promoted within the last 6 time-steps. Once individu-
als are eligible to apply for a promotion, they apply in each time-step until
they are successful. Once a person is successfully promoted, their income is
multiplied by the value of the global variable promotion-value.

The probability that an individual gets promoted is influenced by three main
factors. First, it depends on the value of the promotion-prob global variable,
which one can think of as the unbiased chance of the individual getting pro-
moted if their weight status was ignored. Second, it depends on the scale
of bias against people with obesity in hiring situations, defined by the global
variable obesity-promotion-penalty. Third the individual’s body-deviance
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value impacts their probability of promotion such that the individuals with
a higher body-deviance have a reduced chance of promotion that is propor-
tional to the size of theobesity-promotion-penalty.

Denote qi,t be the probability that person i with a time-since-promoted value
of n and body-deviance xi,t is successfully promoted in time-step t. Let π

denote the value of the global variable promotion-prob and let α denote
the value of obesity-promotion-penalty. If k again denotes the value of
body-tolerance then qi,t is given by

qi,t =

π(1− rα), if n ≥ 6

0, otherwise,
(6.2)

where
r = max{0, xi,t − k}. (6.3)

As an example, suppose that π = 0.2, α = 0.05 and k = 5 and that person i
has a body-deviance in time point t of xi,t = 10. Then person i would receive
a 50% drop in their probability of getting promoted such that their promotion
probability qi,t = 0.1 rather than 0.2. A case when this might arise would be
for an individual with BMI 40 when the ideal BMI of their sex was equal to
25.

The Update Submodel:

The final submodel doesn’t represent anything substantive from the under-
lying system, but instead is simply used to update peoples’ characteristics in
the model ready for the next time-step. Two main processes are executed, the
first of which updates individuals’ BMI and the second updates their depres-
sion level.

Individuals’ new values of BMI are given by the sum of three components:
their previous BMI, the impacts of stigma they received in the current time
point and random variation. Denote by zi,t the BMI of person i at time t who
was stigmatised ni,t times and suppose that the effect of a single stigmatising
encounter on an individual’s BMI is denoted by β. Then zi,t is given by

zi,t = zi,t−1 + si,t + εz, (6.4)
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where εz is drawn from a N(0, 0.1) random variable, and

si,t = ni,tβ. (6.5)

The above setup implies that the effects of stigma combine additively within
a single time-point such that individuals who receive more stigma receive
more deleterious effects.

Depression is updated analogously to BMI, and is the sum of a persons pre-
vious depression level, the effects of any stigma received, and random vari-
ation. The equations used to update depression are hence identical to those
listed above for the update to BMI, so I wont repeat them here. However, the
parameters for the εz term are different. This time random variation is drawn
from a N(0, 0.05) distribution. This is due to the scale of the depression level
being much smaller than the the scale for BMI and so to avoid random noise
overly influencing the dynamics a smaller value was chosen so that the ran-
dom variates were smaller in magnitude.

6.4.3 Calibrating the Model

Once the detailed design of the model had been implemented in NetLogo,
the process of calibrating the model to observed data could begin. The model
analysis and calibration was conducted using the NLRX package in R (Sa-
lecker et al., 2019), which allows Netlogo models to run via a java virtual
machine from within R.

6.4.3.1 Model Parameters to Calibrate

As was highlighted in the previous section, all of the global variables in-
cluded in Table 6.2 were calibrated to data. Table 6.3 displays the prior
ranges for each of these parameters, where a range of [x,y] indicates that
the parameter can take any value from the Real numbers between x and y
inclusive. Within these ranges a uniform prior distribution was used. The
range for female-ideal-bmi was chosen to cover a lower range than for
male-ideal-bmi to reflect the fact that female ideal bodies have almost in-
variably been depicted as thin, whereas in some settings it has been desir-
able for men to have a larger BMI (Fikkan and Rothblum, 2012). The upper
limit of 0.05 for the stigma effect variables was chosen based on initial ex-
perimentation of the model which suggested that unrealistic dynamics arose
when these parameters were set at higher values.
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Variable Parameter range

Ideal body size Variables:
male-ideal-bmi [20,30]

female-ideal-bmi [15,25]
body-tolerance [0,10]

Stigma effect Variables:
stigma-to-depression [0, 0.05]

stigma-to-obesity [0, 0.05]
meeting-benefit [0, 0.05]

Employment Conditions:
promotion-prob [0, 0.5]
promotion-value [1,1.25]

obesity-promotion-penalty [0, 1]

TABLE 6.3: Model parameters to be calibrated with prior ranges

6.4.3.2 Calibration Targets

The model was calibrated using mean BMI, mean GHQ-based depression,
and mean income. For each simulation the mean BMI, mean GHQ-based de-
pression score and mean income were collected at every twelfth time-point,
representing 12 month intervals. The target values for these statistics were
then derived as follows. Mean income between 1987 and 2009 was derived
from estimates of gross income from the ONS Effects of Taxes and Benefits
Survey. The data were available every year in the simulation’s time horizon
giving a total of 23 values of mean income.

Mean BMI was calibrated to mean BMI values from the Health Survey for
England between 1992 and 2009, and mean depression was calibrated to the
mean GHQ-based depression score from waves 1, 2, 3, 5, 6, 7, 8 and 9 from
the Whitehall II data set. The GHQ-based depression score used was the
same as that derived in 3.3, however, in order to match it to the depression
variable used in the model, the targets were rescaled in order to put the score
in the range [0,1]. Specifically, each target was divided by a scale factor of 15
since this is the maximum score possible on the measure. This gave a total of
18 BMI targets and eight depression targets. Whilst data from a single wave
of the Whitehall II data set were collected across multiple years, each waves’
data were assigned to a single year for the purpose of making the calibration
procedure simpler. Table 6.4 shows how the years, model time-steps and
waves of the Whitehall II data were matched up in the model calibration.
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Year Time-step Whitehall Wave

1987 0 1
1990 36 2
1993 72 3
1998 132 5
2001 168 6
2003 192 7
2006 228 8
2008 252 9
2013 312 11

TABLE 6.4: Years and Model time-steps that align with White-
hall II data waves

6.4.3.3 Calibrating the Model Parameters

To calibrate the model parameters using the target data, a Latin hypercube
sample (LHS) with 80000 combinations of the input parameters was first gen-
erated. Latin hypercube samples aim to generate a sample of the entire para-
meter space in an efficient way, i.e without requiring very large numbers of
samples (as would be needed in a full factorial design).

The LHS is generated as follows (from McKay, Beckman and Conover (1979)).
Suppose we want a sample of size N from X = (X1, ..., Xk). Then the para-
meter range for each of the Xi, i = 1, . . . , k is split into N strata with marginal
probability 1/N and one sample is drawn from each of the strata. Hence
we have a sample Xi,j, j = 1, . . . , N which describes the sampled compon-
ents for Xi. These components are then matched randomly with components
from the other input variables Xj, j 6= i to form N complete samples from X.
In this model we have N = 80, 000 and k = 9.

The model was then run for each of these 80000 parameter specifications and
the results collected into the R software for analysis. Approximate posterior
distributions were calculated using rejection sampling methods provided by
the ‘abc’ package in R (Csilléry, François and Blum, 2012).

The rejection method works by accepting or rejecting a simulation input
based on how far its associated model output is from a selection of target
summary statistics. Summary statistics are calculated based on both the
model output and the real world data. The difference between the observed
summary statistics and the simulated summary statistics is then calculated in
some metric (in this model the euclidean distance was used), and simulations
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are accepted or rejected based on the size of this distance. In some settings
this distance is set specifically, however, in the ‘abc’ package, a tolerance that
describes the proportion of points that are to be accepted is defined instead.
In my analysis, I used a tolerance proportion of 0.005 so that the best fitting
0.5% of points were used to estimate the posterior distributions. This is equi-
valent to using the best fitting 400 samples from the 80,000 simulations. The
posterior distributions were then estimated from the univariate densities of
the input parameters associated with the accepted simulations.

Alongside the rejection sampling, simulations were also compared to the tar-
gets manually, by examining whether the simulation output was within a
specified distance of the targets. Specifically, simulations were considered a
‘close’ fit to the data if:

• the mean simulated BMI was within 1 BMI point of the observed BMI
at all calibrated time-points;

• the simulated mean depression score was within 0.1 of the observed
depression score at all calibrated time-points, and

• the simulated mean income was within £100 of the observed mean
gross income at all calibrated time-points.

6.4.3.4 Sensitivity Analysis

Alongside the model calibration, a global sensitivity analysis was conduc-
ted to examine which model parameters were most influential on the model
output. The relationship between each of the inputs and the following out-
puts were examined: The mean and standard deviation of the mean BMI,
GHQ and income across the simulation. The strength of these relationships
was assessed using partial correlation coefficients which estimate the linear
relationship between each input parameter and the model output, whilst dis-
counting the effect of the other inputs (Marino et al., 2008).

The partial correlation coefficient ranges from -1 to 1 and is interpreted sim-
ilarly to a correlation coefficient, with the additional note that confounding
introduced from correlation between the model inputs has been controlled
for. As such positive values of the partial correlation coefficient indicate that
an input parameter has a positive linear relationship with an output, whereas
a negative value indicates that there is a negative linear relationship. In the
context of these simulations, a positive value of the partial correlation coef-
ficient hence means that, in general, simulations with a higher value of that
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input parameter produced simulations with a higher value of the output,
with larger coefficients indicating a more consistent linear association.

6.5 Model Results

6.5.1 Sensitivity Analysis

The sensitivity analysis showed that the separate model outputs were not af-
fected by every model input parameter. For example, the average mean BMI
in the model, and variability of the mean BMI was not affected by the values
of the employment related variables, nor the variables describing the impact
on depression from stigma and meetings where no stigma occurred. Simil-
arly, the depression output was not affected by the employment conditions
input parameters, and the income output was not affected by the depression
effects parameters.

As a whole, this gives confidence that the conceptual model outlined in sec-
tion 6.4.1 has been accurately reproduced in the detailed description of the
model. Effects (and omitted effects) proposed in the conceptual model match
up consistently with the effects highlighted in Figure 6.3. Specifically, the
summary diagram of the model displayed in 6.2 suggested that income would
not have a causal influence on BMI and depression in the model, which these
sensitivity results are consistent with. Additionally, within the conceptual
model income is not influenced by individuals’ levels of depression and all
three characteristics are influenced by social stigma and body size ideals.

In terms of the impacts on the model outputs, the partial correlation coef-
ficients suggest that the average BMI within the simulations, and the vari-
ation of mean BMI in the simulations are more sensitive to changes in the
effect of stigma on body weight than they are to changes in the ideal body
size variables. The average depression and variation in average depression
in the simulations is then most sensitive to changes in the strength of non-
stigmatising meetings on depression, followed by changes to the ideal body
size variables. The strength of stigma effects has the least impact on depres-
sion output within the variables that have influence. For income outputs, the
model is highly sensitive to changes in the value and probability of promo-
tion in the model, with changes to stigma effects and ideal body size variables
having only a minimal impact on the income output.
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FIGURE 6.3: Partial Correlation Coefficients for effect of model inputs on model targets
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6.5.2 Rejection Sampling

FIGURE 6.4: Posterior distributions of parameters in the model
based on rejection sampling

Figure 6.4 shows the estimated posterior distributions from the rejection sampling
procedure. The posterior densities are estimated by plotting how frequently
each value of that input parameter features in the set of simulations that were
kept after the rejection procedure had finished. In this way, areas of higher
density indicate that these parameter values more frequently resulted in the
model producing output that was close to the model targets.

Within these posteriors, male-ideal-bmi and obesity-promotion-penalty

had only small differences from the prior distributions, such that slightly
more models fit with higher values of these variables than was the case for
lower values in the parameter range. However, in male-ideal-bmi this pat-
tern of deviation form the prior was particularly minute.

All the other posterior distributions showed clearer patterns. The posterior
for promotion-value suggest that models more frequently fit the targets when
promotions that individuals achieve in the model are of low value. The ma-
jority of the distributions mass falls between 1.025 and 1.15. The promotion-prob
posterior has a slight trend towards lower values in the parameter range sug-
gesting the model might also fit better when there is a low chance of being
promoted, before obesity penalties are considered. This is in line with the
results from the sensitivity analysis that suggested the promotion-value had
more influence on mean income than did the promotion-prob.
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In terms of stigma effects the posteriors suggest that the model more fre-
quently fits closely with the targets when there is a moderate to low preval-
ence of stigma. The posterior for body-tolerance peaks between 7 and 10 al-
though some models still fit at lower values. The posteriors for male-ideal-bmi
and female-ideal-bmi had differing patterns. The peak value of female-ideal-bmi
sits at the lower end of the parameter range, whereas for male-ideal-bmi

there was little to no difference between the prior and posterior. This means
that in the best fitting models women were more frequently vulnerable to
stigma, whereas it made little difference how vulnerable men were. Also of
note is that the posterior distribution for female ideal BMI peaked below 18.5,
meaning that in many of the best fitting models, female ideal BMI was within
the underweight category.

The posteriors for the two main stigma effects give contrasting pictures as to
their optimal size within the model. Namely, the model calibration suggests
that the impact of obesity stigma on depression is small (and close to zero),
whilst the the impact of obesity stigma on BMI is larger. The peak of the pos-
terior distribution for stigma-to-depresion is between 0 and 0.005, with the
bulk of the density’s mass being below 0.01. The posterior distribution for
the effect of stigma on BMI, however, peaks around 0.045 with nearly all of
the distribution’s mass falling above 0.02. Taken together with the above im-
plications for stigma prevalence, this means that the model more frequently
fits better when there is a low, sometimes moderate, prevalence of stigma
that only impacts substantively on future body weight, and has a minimal
impact on depression.

Finally, outside of stigma based effects, the posterior for meeting-to-depression
suggested that in the best fitting models, non-stigmatising interactions have
a substantial benefit on an individual’s level of depression. The posterior
peaks for higher values in the parameter range, above 0.3, with values in the
lower end of the parameter range being less probable.

6.5.3 Close Fitting Models

Figures 6.5, 6.6 and 6.7 compare the output of the close fitting simulations
with the target BMI, GHQ and income data respectively. The blue region
depicts the area of tolerance within which simulations were accepted. 74
simulations out of 80,000 met the criteria to be considered a close fit, and even
these simulations did not have dynamics that matched well to the target data
qualitatively.
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FIGURE 6.5: Trajectories of Mean BMI for ‘close’ fitting simu-
lations (solid lines) compared to the observed data (dashed red
line). The blue ribbon represents the region within which sim-

ulations are considered a close fit.

Both the mean BMI and the mean income in the simulations increased at an
increasing rate over the duration of the simulation, however, neither target
changed in this manner. Observed mean BMI increased at a decreasing rate
over the time-horizon and between some time points dropped. This drop in
mean BMI in particular was not seen in any of the simulations, suggesting
the model is incapable of recreating potentially important features that can
occur in the real system.

The mean BMI dynamics seen in the model are likely a result of individuals
becoming increasingly vulnerable to stigma as their BMI increases from pre-
vious stigmatising encounters. As individuals in the model are stigmatised,
their BMIs, and hence body-deviances increase. This increases the probab-
ility that they will be stigmatised again in the remainder of the simulation,
thus exposing them to further increases in BMI. The model appears to have
insufficient detail in non-stigma based mechanisms to prevent this positive
feedback loop from dominating the overall trajectories.

Observed mean income also increased at an approximately constant rate, al-
though there were some fluctuations around this roughly linear increase. The
deviations from the target data also appear less severe than those found in the
BMI trajectories. However, the trajectory of the target data still suggests that
there may be mechanisms missing from the model’s generating process. Spe-
cifically, mechanisms that influence income in such a way as to slow down
the growth of mean income are potentially missing from the model.
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FIGURE 6.6: Trajectories of Mean depression score for ‘close’
fitting simulations (solid lines) compared to the observed data
(dashed red line). The blue ribbon represents the region within

which simulations are considered a close fit.

Depression dynamics within the close models appeared to have a particu-
larly poor fit to the data. After a sharp deviation from the model initial con-
ditions, all of the close fitting models feature a steady increase in mean GHQ
levels for the remainder of the simulation; a feature that is not seen in the
target data. Figure 6.6 shows that this overall behaviour is common to all the
simulations that fit closely to the GHQ target, suggesting that it is something
in the description of the model’s mechanisms that is causing this qualitative
behaviour.

The initial deviations in mean GHQ are likely caused by individuals who are
initially vulnerable to stigma experiencing very different outcomes to those
who are not vulnerable to stigma. Those who are not vulnerable but have
a higher initial depression score will experience the benefit of meeting with
other people in the model and hence will receive consistent drops to their
depression level at early time-points in the model. Conversely, those vulner-
able to stigma at the beginning of the simulation will receive a mixture of
increases and decreases to their stigma. These effects combine to create early
initial variation.

Once individuals who are not vulnerable to stigma have reached a level of
zero depression in the model, the mean GHQ then increases due to the in-
creasing effect of stigma on depression in the model. Individuals who are
vulnerable to stigma will continue to be stigmatised, thus increasing their
level of depression, and since mean BMI increases in the model over time
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FIGURE 6.7: Trajectories of Mean income for ‘close’ fitting sim-
ulations (solid lines) compared to the observed data (dashed
red line). The blue ribbon represents the region within which

simulations are considered a close fit.

more people will be vulnerable to stigma and hence will experience increases
to their depression from their social interactions. This again suggests that the
model is perhaps too restrictive and is not adequately representing the data
generating procedure of the real system as it suggests that a dichotomy is be-
ing created in the model, in which individuals who are not subject to obesity
stigma have little to no depression, whereas individuals who are subject to
stigma have higher levels of depression. In essence, the absence of detailed
non-stigma based mechanisms for depression has resulted in an overestima-
tion of the importance of obesity stigma in causing depression in the popu-
lation.

6.6 Discussion

In this chapter I have designed and analysed a simple Agent-based Model of
obesity stigma and its effects on individuals’ body weights, depression and
socioeconomic position. Despite initial rejection sampling based calibrations
finding some clear peaks in the posterior distributions of parameters, further
investigation of the model output suggests that it is not possible to yet make
substantive conclusions about what the model says about its associated re-
search questions.

In particular, investigations of ‘close’ fitting simulations showed that the
model dynamics for BMI, depression and income differed qualitatively from
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the target data, suggesting that the model has not achieved generative suf-
ficiency. This lack of generative sufficiency means that the model can’t be
considered a sufficiently accurate representation of the real-world system,
and as such making any conclusions about what its output can tell about
the real-world system would be inappropriate (León-Medina, 2017; Epstein,
1999).

Despite not yet being able to answer the model research questions, the lack
of generative sufficiency has important implications for Agent-based Mod-
elling within the context of obesity. Firstly, it shows how considerations of
generative sufficiency can be highly influenced by the choice of calibration
target and features that the model aims to reproduce. For example, A pre-
vious Agent-based Model of obesity used similarly simple update rules for
BMI, in which BMI was calculated as a sum of previous obesity, a small con-
stant and random variation (Mooney and El-Sayed, 2016). However, rather
than calibrating to individual BMI and depression trends the authors cal-
ibrated to the percentage of obese individuals who were depressed in two
different U.S. states and found that the model was sufficient to produce the
observations found in the real data (Mooney and El-Sayed, 2016). The au-
thors concluded that stigma was sufficient to generate the observed patterns
in the data (Mooney and El-Sayed, 2016).

Since the structure of our BMI update rule was somewhat similar to that
presented in Mooney and El-Sayed (2016) it is possible that using different
calibration targets in my analysis may have provided a model that appeared
to meet generative sufficiency. Similarly, the analysis in Mooney and El-
Sayed (2016) may have demonstrated worse generative sufficiency had the
model been intending to explain a wider range of phenomena than a simple
prevalence. Calibrations to BMI targets specifically may have highlighted
unrealistic patterns of obesity in the model dynamics, casting doubt on the
generative sufficiency.

The above comparison also highlights the increased challenge that is faced
when attempting to validate more complex Agent-based Models. In compar-
ison to the model developed by (Mooney and El-Sayed, 2016), my model is
attempting to explain a larger number of phenomena. In addition to explain-
ing the relationship between obesity and depression, we have included po-
tential effects of stigma on future obesity, as well as effects of obesity stigma
on income. This additional complexity hence requires additional calibration
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targets to be met before we can be satisfied generative sufficiency has been
met (Epstein, 1999).

Considering all the above, the model will need to be improved upon, as in
its current state it cannot be seen as a candidate model that explains the real
world system. In the current specification of the model, in order to keep
the model as simple as possible, only stigma based mechanisms were rep-
resented in detail, effects of non-stigma based mechanisms were covered by
random variation. Since this representation of the real-world mechanisms
has not been able to produce realistic dynamics, additional detail will need
to be added to this portion of the model.

Hence, in the next chapter, I will present an improved version of the model
that adds additional detail to the non-stigma based mechanisms in an at-
tempt to create a model that can more credibly investigate its associated re-
search questions.
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Chapter 7

A Revised Agent-Based Model of
Stigma in the
Obesity-Depression-SEP system

7.1 Introduction

In Chapter 6, I presented an initial Agent-based Model that aimed to explore
the role of obesity stigma in the obesity-depression-SEP system. This initial
model was shown to be unable to replicate important qualitative features
of target data generated in the real world system, and as a result was not
considered suitable for drawing conclusions on my research questions.

In particular, the model was not able to produce trajectories for mean BMI
and mean income that were able to drop or level off from one time-point to
the next. Instead, mean BMI and mean income increased at an increasing
rate over the course of the simulations. Additionally, the ‘close’ simulations
all contained mean depression trajectories that, after initial sharp deviations,
increased gradually throughout the rest of the simulation. This behaviour
was contrary to that of the depression targets within which mean depression
slightly decreased over the model time-horizon.

To address the limitations of that model, in this chapter I will present an
updated version of the Agent-based Model, that aims to better represent the
underlying system by describing a more complex range of features that are
potentially important for the system’s dynamics.

The revised model will be presented in four main sections. In the first sec-
tion (7.2) I present an updated version of the conceptual model. Since large
amounts of the conceptual model have remained unchanged, this section will
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only outline changes and additions to the conceptual model to avoid repeat-
ing large amounts of material.

The second section (7.3) will then give the full detailed design of the Agent-
based model which, as in Chapter 6, is described using the ODD protocol
outlined in Grimm et al. (2006). The results of this model are then outlined
and discussed in sections 7.5 and 7.6 respectively.

7.2 Updating the Conceptual Model

The vast majority of the conceptual model outlined in Chapter 6 has re-
mained unchanged for this iteration of the model. Namely, the understand-
ing of the problem, the modelling objectives, the modelling outputs and the
majority of the model detail is identical to that described previously. How-
ever, changes have been made to the non-stigma based effects in the model,
with additional detail being added to these parts of the model. As a result,
in this section I will describe the additional detail added to the non-stigma
based mechanisms in the model, along with the additional model inputs and
assumptions that these mechanisms will require.

7.2.1 Additional Model Detail

7.2.1.1 The Effect of Lifestyle on BMI

In the previous iteration of the model, changes to individuals’ BMIs came
as a result of two things: stigma and random variation. The random vari-
ation in the model aimed to provide a simple representation of non-stigma
based effects on BMI and could result in both increases and decreases to an
agent’s BMI. However, this random variation was mean-centred at zero, and
so on average would not generate changes to the population BMI. As a result,
the mean BMI in the population was more heavily driven by the amount of
stigma in the model, which was only able to result in increases to BMI, thus
creating a too narrow range of BMI dynamics in the model.

To generate a population level BMI that can both increase and decrease it will
therefore be necessary to include additional mechanisms that allow agents to
actively resist weight gain and lose weight. For example, individuals may
resist weight gain by attempting to change their diet and levels of physical
activity.
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Weight change is a complex process that involves the combination of a wide
range of factors (Vandenbroeck, Goossens and Clemens, 2007). It would not
be possible to represent all these factors that might influence weight change
in the model and so a simple representation of non-stigma based effects is
required; one which is capable of generating more complex behaviour than
simple random variation.

To do this, a simple representation of how obesogenic the individuals’ life-
styles are will be included in the model. Amongst the many factors that have
been implicated in the development of excess weight, individual lifestyle be-
haviours such as how much physical activity people do, and how many cal-
ories people consume have been shown to play a central role. In general, if an
individual is able to maintain a lifestyle in which they live in a calorie deficit,
they will lose weight, and conversely, if an individual has a lifestyle in which
they consume more calories than they expend, they will gain weight. Again
for the sake of parsimony, a detailed representation of energy consumption
and expenditure in an individuals lifestyle will not be included in the model.
Instead individuals’ lifestyles will be described in a way that summarises the
impact of said lifestyle on their future weight.

7.2.1.2 The Effect of Inflation and Retirement on Income

In order to better align the model output with the dynamics of the mean
income target, additional mechanisms that influence individuals’ incomes
in the model will be needed. The mean income generated in the previous
model in Chapter 6 increased at an increasing rate throughout the simulation,
whereas target data suggests that the mean income increases at a variable rate
that more closely approximates a linear increase. Furthermore, the target
mean income dropped towards the end of the simulation period, and this
drop was not observed in any of the simulated mean incomes.

As with the BMI dynamics this suggests that additional mechanisms need
to be included in the model so that it can be considered an adequate rep-
resentation of the underlying system. The first of these mechanisms to be
included is a retirement mechanism. As indicated in Table 7.5 wages are
highest in the 40 to 49 age group in men and in the 30 to 39 age group in wo-
men. One potential contributor to this drop is retirement. Individuals with
higher wages are more likely to have saved up sufficient resources to retire
at a younger age than those in lower paid work. As a result, individuals with
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higher wages may drop out of the workforce younger, meaning that the aver-
age wage found in the data of older age groups is more heavily influenced by
workers with lower paid jobs in that age group. Individuals in their 40s are
perhaps unlikely to retire even if they have high wages, as the cost of doing
so would likely be very high. Hence, in this age group high earners will still
be fully represented and have more influence on the mean income.

The second additional dynamic that needs to be considered is that of infla-
tion. In the previous model, the only way for individuals to increase their
income was through a promotion, however, wages may also increase via
inflation. Failing to account for inflation might therefore overestimate the
impact of a promotion on individual income which could in turn bias the es-
timated inequality observed between people with obesity and those without.
In order to keep the representation of inflation in the model as simple as pos-
sible, the wage inflation rate will be set exogenously, with the mechanisms
that influence inflation such as price rises being considered out of scope.

7.2.1.3 Non Stigma-based Depression Risk and Recovery

As with BMI, in the previous model, the depression dynamics were heavily
driven by the effects of stigma. Whilst meetings without stigma were able
to compensate somewhat for the effects of stigma the simulated mean GHQ
was still qualitatively different to the target data. This was likely because in
each of the simulations, either the effect of stigmatising actions would dom-
inate the trajectory of the mean depression, or the beneficial effect of meetings
would dominate.

Again this suggests that additional detail needs to be added for describing
ways in which individuals are able to develop and recover from depression
in the model. To this end, a general representation of non-stigma based de-
pressive symptom onset and depression recovery will be added to the model.
A general representation of these mechanisms is chosen due to the inherent
complexity of these processes. As with the other mechanisms in the model,
including large amounts of detail on how individuals develop and recover
from depression would detract from the ability of the model to give clear an-
swers to its research questions. Hence a simplified, general representation of
these processes is more suitable.

With the inclusion of a mechanism through which individuals can recover
from depression, the beneficial effect of social interaction without stigmat-
isation is now moved out of scope. I have done this for two reasons. Firstly,
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this effect is encompassed in the new depression recovery mechanism, in
that one can see the benefit of positive social contact as one of the hidden
contributory mechanisms behind the general depression recovery mechan-
ism. Secondly, understanding the effect of positive social contact on the rela-
tionship between obesity and depression is not central to the model research
questions and so including it in this version now adds unnecessary detail to
the model.

7.2.2 Additional Model Inputs

The addition of the above mechanisms requires the inclusion of additional
input parameters in the model that can be varied across simulations. Without
these, assessing the relative importance of stigma in comparison to these new
mechanisms would not be possible. However, whilst the following inputs
are important to the model, they are perhaps only of secondary importance
in comparison to the inputs surrounding the stigma mechanisms outlined in
Chapter 6, since those inputs are the ones that are most central to the model
research questions.

In order to examine the relative impacts of lifestyle and stigma on BMI, two
main factors will need to be parametrised within the model: the effect of life-
style on BMI when individuals are actively attempting to lose weight and the
impact of lifestyle when not doing so. Similarly, in order to understand the
scale of stigma’s impact on depression versus other causes, parameters de-
scribing the effect of non-stigma related causes on depression and the rate at
which individuals can recover from depressive symptoms will need to be in-
cluded. Lastly, in order to understand fully the relationship between income
and BMI in the model, and to what extent stigma influences this relationship,
parameters that describe the effect of income on one’s likelihood to retire and
the effect of retirement on income will also need to be included in the model.

I have also made changes to the data inputs of the model. Specifically, data
used in this iteration of the model was taken exclusively from the Whitehall
II dataset, the New Earnings Survey and the Annual Survey of Household
Earnings. This was done to align the data generating mechanisms of the
model more closely to the data generating mechanisms of the target data
used to compare the model with the real world.

In the previous iteration of the model, real world data were taken from a
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mixture of sources, some of which took a repeated cross-section of the popu-
lation (Effects of Taxes and Benefits Survey and Health Survey for England)
and others that examined a cohort (Whitehall II). Specifically, mean BMI tar-
gets for the model were derived from the Health Survey for England and
mean income targets were derived from the Effects of Taxes and Benefits
Survey. Since these datasets examine repeated cross-sections, the popula-
tion on which data are collected will change over time. For example, the
population examined by the Effects of Taxes and Benefits Survey will change
as young adults enter the workforce whilst others retire and eventually pass
away. However, the model population more closely represented a cohort:
since births and deaths were not included in the model, the population of
agents more closely represented a single closed group of individuals moving
forward in time.

The result of this was that the data generating mechanisms for BMI and in-
come in the target data differed from those in the model. Since the cross-
sectional data at each year should capture a representative sample of indi-
viduals from across the entire spectrum of work, increases within the income
targets over time will not be primarily due to promotions, but instead will be
a result of other factors such as workforce wide labour changes and inflation.
However, in the model, mean income increases as a result of people receiving
promotions as they progress through their careers, and additionally from the
impact of inflation. Additionally, as the cohort of agents progress forward
in the simulation, they will achieve a greater number of promotions and so
do not provide a representation of the entire working population, since less
qualified younger workers are no longer included in the model at later time-
points.

Hence, upon noticing these discrepancies, the input data sources were changed
such that both the data targets and model were aligned with the mechanisms
present in a closed cohort. Specifically, all the data targets were estimated us-
ing a sample of the Whitehall II population. Depression and BMI targets were
derived directly from observations in this Whitehall II sample. Income was
derived by combining employment data in the Whitehall sample with wage
income data from the New Earnings Survey and Annual Survey of House-
hold Earnings, alongside pension income data from the Effects of Taxes and
Benefits Survey. More detail can be found on this in section 7.4.2.
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7.2.3 Additional Model Assumptions

As with the inputs, the inclusion of additional mechanisms in the model
means that additional assumptions and simplifications are also made in or-
der to keep the representations of these mechanisms as simple as possible.

7.2.3.1 Assumptions and Simplifications for the Effect of Lifestyle on BMI

Within the representation of weight loss in the model, it will be assumed
that all individuals are equally able to engage in a lifestyle that promotes
weight loss. In other words, the ability of an agent to either begin or con-
tinue a lifestyle that promotes weight loss is not influenced by the success
of previous attempts, the individual’s BMI, or any of their other character-
istics. Whilst this may seem like a strict simplification to make, adding in
more detail to describe the potential predictors of successful weight control
would add complexity to the model that is not directly relevant to the model
research questions.

In addition to the above simplification, the decision to engage in weight loss
will be assumed to depend only on whether an individual is above the ideal
body size associated with their sex or not. As with the ability to engage
in weight loss, it will not depend on the outcome of previous weight loss
attempts. This assumption implies that individuals only seek to lose weight
in an attempt to fit their body in line with the ideal body size in society.

7.2.3.2 Assumptions and Simplifications for the Inflation and Retirement
Mechanisms

The representation of inflation in the model is simplified so that the rate of
inflation is fixed for the entire duration of the model simulation. For the rep-
resentation of retirement, it is assumed that the decision to retire depends
only on one’s age and current income. Since characteristics like health and
private wealth are not explicitly modelled here, they are implictly assumed
to have no impact on the individual’s decision to retire. Once an individual
retires, it is also assumed that they receive a retirement income that is a fixed
proportion of their final income. This proportion will be the same for all in-
dividuals regardless of their age and final income. Whilst not all workers
receive a retirement income based on their final salary, the cohort on which
this model is based comprises of UK civil servants. The UK Civil Service
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provides a pension to its workers based on the salary they earn whilst work-
ing. Hence, whilst the model representation suggested is somewhat crude,
it still provides a reasonable representation of the real-world cohort’s retire-
ment incomes.

7.2.3.3 Assumptions and Simplifications for Depression Risk and recov-
ery

In order to keep the representation of depression risk and recovery as simple
as possible, each individual’s non-stigma based depression risk and recov-
ery chance will be assumed to be the same. People’s characteristics such as
their sex, BMI and income and current level of depression will not influence
their risk of developing additional depressive symptoms, nor their chances
of improving their current state.

7.2.4 Summary

In this section I have presented an update to the conceptual model which has
largely aimed to include additional detail to the non-stigma based dynamics
that are to be represented in the model. A schematic of this new conceptual
model can be seen in Figure 7.1. As with the schematic presented in the pre-
vious chapter, ovals represent key micro-level components that are included
in the model, and arrows between these ovals are loosely interpreted as ‘has
an effect on’. For example, within the model, an individual’s sex has an ef-
fect on their ideal body size, which in turn has an effect on how much social
stigma they receive.

As with the previous schematic the aim was to keep the model as simple as
possible, however, it is clear to see that despite this there is still complexity
within the model structure, such as feedback between obesity, social stigma
and lifestyle. This level of complexity is there despite many potential re-
lationships being omitted, such as direct relationships between depression
and income, and between depression and lifestyle to name just a few. In the
following section I describe an updated computational model based upon
this schematic.
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7.3 Updating the Computational Model

Having outlined the additional features that are to be implemented in this
version of the model, here I will outline the final model description, again
using the ODD protocol as a guide. Since the purpose of the model is un-
changed, this section has been omitted.

7.3.1 State Variables and Scales

As with the previous model, the only entities included in the model are
people and links describing the potential meetings between agents in the
model. In order to accommodate the new mechanisms that I have added
to the model, additional global and person level variables were added to the
model. The full list of variables used in the model are shown in Tables 7.1, 7.2
and 7.3. New variables that were added into the model are shown in italics.

7.3.1.1 People Variables

The main change to the people variables is the addition of a new group of
‘health risk’ variables: weight-risk-stigma, weight-risk-lifestyle and
depression-risk-stigma. The weight-risk-stigma and weight-risk-lifestyle

variables together represent the influence that stigma and lifestyle have re-
spectively on the person’s BMI, and the depression-risk-stigma similarly
describes the increased risk of developing a new depressive symptom in the
current time-point due to stigma. The only other change is the inclusion of
the retired? variable to the employment related variables group, that keeps
track of whether the person has dropped out of the workforce or not.

7.3.1.2 Global Variables

Similarly to the changes in people variables, the main changes to the global
variables surround the inclusion of ‘health risk’ variables and employment
related variables. In terms of health risk variables, parameters describing
both weight-risk and depression-risk have been included, that represent the
general non-stigma based mechanisms highlighted in the conceptual model.

Additionally, three parameters have been added to the model in the ‘em-
ployment conditions’ group. The first two of these (pension-weight and
retirement-threshold) influence the conditions under which agents in the
model retire, and what size pension they receive when they do retire. The
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Variable Description

Core Variables
Sex The agent’s biological sex
Age The Agent’s age
BMI Individual’s body mass index

Depression Individual’s depressed affect, this is
measured as an integer between 0 and
15 with 0 representing no depressive
symptoms and 15 representing multiple
severe symptoms

Income The agent’s yearly income

Health Risk Variables
weight-risk-stigma The additional BMI an agent will gain in

a given time-point as a result of being
stigmatised

weight-risk-lifestyle The change in BMI that an agent will
have in a given time-point from non-
stigma based factors

Depression-risk-stigma The risk developing developing addi-
tional depressive symptoms due to the
effects of stigma in a given time point

Stigma Variables
body-deviance The difference between the individual’s

BMI and the ideal BMI for their sex
stigmatised? A boolean variable that indicates

whether an agent has been stigmatised
or not in the current time-point

stigmatising? a boolean variable that indicates
whether an agent is stigmatising or not

stigma-count An integer that describes the number of
times that an individual has been stig-
matised in the current time-point

Employment related variables
time-since-promoted The number of time-steps since the per-

son was last promoted
retired? Whether the agent is retired or not

TABLE 7.1: Variables agents in the model are endowed with

third variable promotion-wait was added to the model in order to relax the
constraint that individuals wait six months after a successful promotion be-
fore applying for a another. Initial experimentation with the updated model
suggested using a six month wait-time was too restrictive. Specifically, the
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model struggled to fit all the calibration targets simultaneously and so this
constraint was relaxed to give the model more flexibility to meet the targets.

The body-tolerance-work variable was added for similar reasons. Initial ex-
perimentation suggested that different values of the stigma parameters were
required to produce simulations that fit the income targets well than those
that were required to fit the BMI targets well. Hence, this variable was ad-
ded to allow the model to implement different stigma conditions in social
and employment settings, to see whether this would allow the targets to be
fit simultaneously, thus aiding model fit.

Outside of the additional model input parameters to be calibrated, two infla-
tion parameters were also added to set the rate of inflation for both employ-
ment and pension incomes in the model.

Variable Description

Ideal body size Variables:
male-ideal-bmi The BMI associated with the ‘ideal’ male

body size
female-ideal-bmi The BMI associated with the ‘ideal’ fe-

male body size
body-tolerance Threshold of deviance from ideal BMI

before an individual is stigmatised for
their weight in social situations

body-tolerance-work Threshold of deviance from ideal BMI
before an individual is stigmatised for
their weight in employment situations

Weight risk variables
Obesogenic-environment Parameter used to describe influence of

the obesogenic environment on changes
to an individual’s BMI when not enga-
ging in weight control

Weight-control-impact The effect of weight control on indi-
vidual BMI each time point when an
agent is engaging in active weight con-
trol

Diet-success-prob Gives the probability of an agents’
weight-control attempt being main-
tained to the next time-point
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Depression risk variables
depression-risk-base Gives the probability that an individual

develops a new depressive symptom in
the current time-step

depression-decay-prob Gives the probability that a depressive
symptom is relieved in a give time-step

Stigma effect Variables:
stigma-to-depression Effect of being stigmatised on an indi-

vidual’s risk of developing additional
depressive symptoms

stigma-to-obesity Effect of being stigmatised on an indi-
vidual’s BMI in a given time-point

Economic Conditions:
promotion-prob probability of achieving a promotion

when applying
promotion-value scale-factor that income increases by

when individuals are successfully pro-
moted

obesity-promotion-penalty obesity promotion penalty scale con-
stant

pension-weight The proportion of an agent’s final wage
income that they receive when retiring

retirement-threshold Factor which scales the extent to which
an agent with above average income is
likely to retire

promotion-wait The length of time and agent must wait
after being successfully promoted before
they can apply for a new promotion

TABLE 7.2: Global variables in the models that serve as model
inputs to be calibrated
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Variable Description

Inflation parameters:
wage-inflation The rate of monthly inflation of wages in

model
pension-inflation The rate of monthly inflation of pension

income in the model

TABLE 7.3: Global variables in the models that serve as model
constants and are set prior to the simulation

7.3.2 Process Overview and Scheduling

As with the previous model, each time step represents one month in real
time. Before individuals update their body deviance, global variables de-
scribing the correlation between BMI and income, and BMI and depression
are updated. These calculations are included so that the model outputs can
be more easily collected for analysis after the simulations have finished run-
ning.

Once these global variables have been updated, the rest of the model is ef-
fectively run using four main submodels. The outline of these submodels are
given here though the full details are presented in the ‘submodels’ section.
The first submodel decides the stigma effects, the second decides the impacts
of promotions and retirements, the third decides effects of weight-control at-
tempts, and the final section combines the effects of these three sections into
the agents characteristics for the next time point.

At the beginning of the ‘stigma-effects’ section the people in the model up-
date their body-deviance to examine how far they are above the ideal BMI
for their sex. Meetings are then allocated to decide which pairs of agents
will be meeting up in the current time-step. As with the previous model, the
stigmatise procedure is then run to see whether agents who are meeting up
with others in the simulation engage in stigmatising behaviours during the
meetings. The agents then update their values of weight-risk-stigma and
depression-risk-stigma, based on the outcomes of these meetings.

In the second submodel, three procedures are run. The first queries agents
who are eligible to potentially retire to see whether they will retire in the
current time-step. Once any retirements have been allocated, those who are
still employed apply for a promotion. This is followed by the application of
income inflation.
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In the ‘weight control’ submodel, agents who are not currently controlling
their weight are queried to see whether they will begin a weight control at-
tempt. After any new weight-control attempts have been started, those who
are currently controlling their weight, including those who have just started
a weight control attempt are queried to see whether their diet will end in the
current time point.

In the final ‘effects update’ submodel, the effects of the previous submodels
are combined to update the agent’s BMI and depression characteristics.

7.3.3 Design Concepts

The design concepts for this iteration of the model are predominantly the
same as those outlined in Chapter 6. For example, their were no changes to
the emergence, sensing, interactions and observation design concepts. However,
some small changes have been made which are outlined below.

Stochasticity: In this version of the model, stochasticity from random vari-
ation incorporated into the agents depression characteristics has been re-
moved from the model. In the previous model this random variation was
used to represent non-stigma based effects on depression, which has now
been represented more explictly. Therefore the random variation has been
replaced by the non-stigma based depression mechanisms described in the
updated conceptual model. Random variation incorporated into individu-
als’ BMIs has remained, and additionally, random variation is also incorpor-
ated into individuals weight-risk-lifestyle to represent small fluctuations
around individuals’ habits.

Fitness: Whilst fitness is still not explicitly represented in the model, in this
model body-deviance can perhaps be seen to represent an implicit fitness,
since individuals use this value to decide whether they engage in weight
control or not. When body deviance is greater than zero, agents are inclined
to try and reduce their BMI by engaging in weight-control so long as they
haven’t recently finished a diet. In this way, body-deviance can perhaps be
seen to represent a measure of ‘unfitness’ that individuals are trying to min-
imise in the model.
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7.3.4 Initialisation

As with the previous model, each simulation was populated with 1000 agents,
whose characteristics were generated from a mixture of observed and simu-
lated data. Agents’ age, sex, BMI and depression score, are sampled directly
from a subsample of the Whitehall II dataset. In order for the input data to
closely represent a closed cohort, individuals in the Whitehall II data set were
only included in the subsample if they participated in every wave of data col-
lection. This was done so that the data targets associated with the observed
cohort were not influenced by effect of drop-out, as this was not represented
in the model. The final subset of individuals contained 4655 of the original
participants.

Peoples’ initial incomes were sampled from an exponential distribution with
a mean parameter derived from the mean income of full-time workers from
the 1987 New Earnings Survey, split by age and sex. This survey provides
individuals’ income from wages and so as such has not been adjusted for
inflation. For example, an agent with male sex aged 44 had an income given
by a random draw from an exponential distribution with rate parameter λ =

1/256.5, such that the mean is 256.5. The rate parameters for the exponential
distributions by age and sex are given in Table 7.4.

Sex Age Mean income, (1/λ) Rate parameter, λ

Males (30-39) 241.9 1/241.9
(40-49) 256.5 1/256.5
(50-59) 233.9 1/233.9

Female (30-39) 167.0 1/167.0
(40-49) 156.9 1/156.9
(50-59) 152.5 1/152.5

TABLE 7.4: Initial mean incomes and rate parameters for in-
come sample distribution

The exponential distribution was chosen since its qualitative properties match
more closely to features of real-world income distributions than do others
such as the Normal distribution. For example, its values are always non-
negative and higher incomes are increasingly less likely to be sampled cor-
responding to the fact that the large numbers of people in the working pop-
ulations have incomes below the mean, and that very high incomes are rare.
This can be seen more clearly in Figure 7.2, which plots the incomes of par-
ticipants from the ONS Effects of Taxes and Benefits Survey in 1987 against
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an exponential distribution fit to the same data. One thing to note is that this
choice was based on data from the whole population, rather than an analysis
of each age-sex group separately. Such data was not available and so I have
implicitly assumed that a similar pattern of incomes exists with each age-sex
group as is observed in the population as a whole.

FIGURE 7.2: Histogram of income in 1987 compared with ex-
ponential distribution (red curve)

7.3.5 Inputs

7.3.5.1 Inflation

The two inflation parameters wage-inflation and pension-inflation were
derived from estimates of the average increase in wages and pensions re-
spectively between 1987 and 2013. The wage-inflation was calculated us-
ing data from the 1987 New Earnings Survey and the 2013 Annual Survey
of Hours and Earnings (ASHE). Due to identifiability of the subjects in the
dataset, I was unable to obtain the raw data for use, however, summaries of
the mean income for full-time employees in different age groups by sex have
been made available. These are displayed below in Table 7.5. Wages for full-
time employees were used for the sake of consistency, as data for part-time
employees from the New Earnings Survey was not available.

The value of the wage-inflation parameter was calculated by using the av-
erage rise in mean wages across age and sex groups. Specifically, within
each age-sex group the mean wage in 2013 was divided by the mean wage
in 1987 to find the scale factor by which wages had increased over the time
period. These scale factors were then averaged to get an average increase
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Age-group
30-39 40-49 50-59 60+

1993
Males 241.9 256.5 233.9 200.3
Females 167 156.9 152.5 143.5

2013
Males 678.9 772.6 755.3 659.8
Females 587.1 576.8 551.6 496.0

TABLE 7.5: Average weekly wage for full-time UK employees
by age-group and sex

in wages. This average increase was then taken to the power of 1/312 (26
years of twelve months) to find the average monthly inflation over the 20
year period. This resulted in a wage inflation each month of 0.39% which
equates to a wage inflation of 4.7% per year.

To make this concrete, suppose xs,g,t denotes the average weekly wage in
people of sex s : s ∈ {male, f emale}, in age group g : g ∈ {30 − 39, 40 −
49, 50− 59, 60+} in year t : t ∈ {1987, 2013}. Then the scale factor of wage
increase in sex s and group g is given by

rs,g =
xs,g,2013

xs,g,1987
,

and monthly wage inflation γw (averaged over the eight age-sex groups) is
given by

γw =

(
∑s,g rs,g

8

)1/312

,

where the power 1/312 is due to there being 312 months over the 26 year
time-period.

Pension inflation was derived similarly, but rises were based on the increases
in average weekly pension received. Data on the mean value of a weekly
pension was derived from the Effects of Taxes and Benefits Survey taken
in 1987 and 2013. From the survey, two variables were used to assess the
mean value of a pension: the weekly value of state pensions received and
the weekly value of occupational pensions received. From these, the increase
in the mean pension received was used to derive the pension inflation. As
with wage inflation, the mean value for a pension in 2013 was divided by
the value of a pension in 1993 to get a total pension inflation for the 20 year



7.3. Updating the Computational Model 291

period. This value was then taken to the power of (1/312) to get the monthly
value for pension-inflation. This led to a monthly pension inflation in the
model of 0.48% which equates to 6.0% per year.

Again, to make this concrete, suppose that µj,t represents the total value of
the pensions participant j from the Effects of Taxes and Benefits Survey re-
ceived across both types of pension in year t : t ∈ {1987, 2013}, excluding
participants who received no pension from the sample. Then the mean value
for a pension in year t, µt, excluding those who did not receive a pension, is
given by

µt =
∑j µj,t

nt
,

where nt is the number of people who received a pension in the data set
during year t. The monthly pension inflation rate γp is then given by

γp =

(
µ2013

µ1987

)1/312

.

Once again the power 1/312 is used to calculate the monthly inflation over
the 26 year period.

7.3.6 Submodels

As with the previous chapter, in this section, I will describe in more detail the
processes included within the submodels introduced in the process overview
and scheduling section.

The first step that the model performs in each time step is to update the
model’s global variables. This is done for two main purposes. Firstly, some
of the procedures described below rely on up-to-date global information in
order for them to be implemented accurately and secondly, for the purpose
of gathering summary information about the behaviour of the model. For ex-
ample, at this point the mean BMI of agents is calculated so that comparisons
can be made with target data.

Once the global variables have been updated each person in the model up-
dates their body deviance using the method described in Chapter 6, after
which, the model is run in four main submodels.
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7.3.6.1 The Social Stigma Submodel

The stigma sub-model is mostly unchanged from that which was outlined
in Chapter 6. However, the three procedures outlined previously have been
modified slightly to account for the new representations of the model’s mech-
anisms.

As in Chapter 6, in the first part of the social stigma submodel, people choose
two of their neighbours at random to meet up with during the current time
point. This is performed identically to the previous iteration of the model and
so I will not repeat the description here. Similarly, once all the meetings in the
model have been decided, each agent decides whether they will stigmatise
the other agents they are meeting with. This is again performed identically
to the procedure described in Chapter 6 whereby an agent is stigmatised by
someone they meet with probability pi,t from equation 6.1.

Finally, once all the decisions on whether to stigmatise or not have been
taken, each person counts the number of times they have been stigmatised
and uses this to incorporate the effects of stigma into their state. If person i is
stigmatised k times during time-point t, then their values of weight-risk-stigma
and depression-risk-stigma, denoted xi,t and yi,t respectively are given by
the following equations

xi,t = kx (7.1)

yi,t = ky, (7.2)

where x and y represent the values of the global variables stigma-to-obesity
and stigma-to-depression respectively. This means that individuals who
are stigmatised more in the model receive more deleterious effects than those
who are only stigmatised a few times in a given time-point.

7.3.6.2 Employment Submodel

Once the social stigma submodel has been run, the next submodel examines
the employment mechanisms in the model. Within the employment sub-
model, there are three main procedures: ‘apply-retirements’, ‘apply-promotions’
and ‘apply-inflation’.
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‘apply-retirements’

In the first procedure agents who are potentially eligible for retirement have
the chance to retire in the given time-point. Agents become eligible for retire-
ment at age 55, and all agents retire with certainty when they reach the age
of 65 in the simulation. Between the ages of 55 and 65, agents are more likely
to retire the higher their income is.

Specifically, when deciding whether to retire early or not, people compare
their income with an estimate of the mean income of the working population,
and are more likely to retire the further above this estimate their income is.
The value of this estimate m is based on the initial income of the cohort,
combined with inflation, so that the effect of retirements in the model does
not unduly influence the estimate of the mean income in workers.

Suppose the initial income of the cohort in the model is given by µ0. Denote
also by β the value of wage-inflation in the model. Then at time step t the
estimated mean wage is given by

m = βtµ0. (7.3)

Then if τ denotes the value of the global variable retirement-threshold, at
time-step t an individual with income zi,t retires with probability pret,t given
by

pret,t =


0, if zi,t ≤ m
zi,t−m

τm , if m < zi,t < m(τ + 1)

1, if zi,t ≥ m(τ + 1)

. (7.4)

From the above, agents become more likely to retire early the further above
m their income is. For example, if an agent has an income that is twice the
estimated mean wage, the probability of retiring in that time-point will be
1/τ. In general, for an employed agent whose income is n-times the mean
wage, the probability of retiring will be (n− 1)/τ.

When an agent retires, their income is multiplied by the value of pension-value.
In this way, all people in the model receive a pension that is proportional to
their final salary. Once an agent has retired they are no longer able to apply
for promotions, and their income can only increase via pension inflation.
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‘apply-promotions’

The second main procedure of the employment submodel is the ‘apply-promotions’
procedure. This procedure is unchanged in its structure from the previous
model and so its full description can be found in Chapter 6. However, in this
iteration of the model only people who are not yet retired can apply for a pro-
motion. Furthermore, since the wait time between promotions is now given
by the value of the global variable promotion-wait, equations 6.2 become

qi,t =

π(1− rα), if n ≥ w

0, otherwise,
(7.5)

where w is the value of promotion-wait and all other definitions are the same
as in section 6.4.2.7.

In summary, agents who have not been promoted in the last w months and
are not yet retired apply for a promotion. The application is successful with a
given probability qi,t that is determined by the global variables promotion-prob
and obesity-promotion-penalty. If a promotion is successful the agent’s in-
come is multiplied by the value of promotion-value.

‘apply-inflation’

Once promotions and retirements have been applied in the model, the final
procedure in the employment submodel applies the effect of inflation to the
agent’s incomes. Specifically, individuals who are employed have their in-
come multiplied by the value of wage-inflation, and individuals who are
retired have their incomes multiplied by the value of pension-inflation.

7.3.6.3 Weight Control Submodel

The weight control submodel examines the effect of any weight control at-
tempts that the people in the model are partaking in and comprises of two
main procedures: ‘check-diet-status’ and ‘apply-new-diets’.

‘check-diet-status’

This procedure checks whether agents who are actively engaging in weight
control in the model successfully maintain their diet in the current time-
point. If currently on a diet, an agent successfully maintains their diet with
probability set by diet-success-prob. This setup means that the length of an
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agent’s diet is distributed as a geometric random variable, and the probabil-
ity that an individual’s diet lasts k time-steps is given by pk−1(1− p) where
p is given by the value of diet-success-prob. The mean length of a diet is
then given by 1/p.

If an agent successfully maintains their diet in the current time-point, their
weight-risk-lifestyle variable is set to the value of weight-control-impact.
If the diet is unsuccessful, then a new value for the agent’s weight-risk-lifestyle
is set as the maximum of either zero or a number drawn from a Normal
distribution with mean given by the value of obesogenic-environment and
standard deviation given by the value of obesogenic-environment /2.

These values were chosen to reflect the assumption that the kind of lifestyle
an individual will revert to after a weight control attempt will be influenced
by the extent of the obesogenic environment, such that a more obesogenic en-
vironment will result in more obesogenic lifestyles on average, outside of act-
ive weight control. However, the fact that the standard deviation also scales
with the size of the obesogenic-environment variable means that there will
be more variation in the the lifestyles people have when the environment is
more obesogenic. This was included so that in all scenarios it was possible
for individuals to have a lifestyle that had little to no impact on their weight.
The values of weight-risk-lifestyle were bounded below at zero so that
individuals could not systematically lose weight outside of engaging in act-
ive weight control.

This can be summarised mathematically in the following. Supposing that
person i is engaging in active weight control at the beginning of time-point t,
and denote their weight control status at the end of time point t by di,t where
di,t = 1 if they are dieting, and di,t = 0 if they are not. Then

P(di,t = 1) = p, (7.6)

P(di,t = 0) = 1− p. (7.7)

Then, if ri,t denotes weight-risk-lifestyle of person i at time t, we have

ri,t =

ω, if di,t = 1

max{0, ε} if di,t = 0
(7.8)

where ε is drawn from an N(v, v/2) distribution, ω is the value of the global
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variable weight-control-impact, and v is the value of the
obesogenic-environment global variable.

‘attempt-new-diet’

After the agents currently engaging in weight control have checked whether
they can successfully maintain their diet, some agents who are not currently
on a diet can attempt a new diet. All agents who have not finished a previ-
ous diet attempt in the last 6 time-steps and have a body-deviance greater
than zero attempt a new diet. Agents who attempt a new diet have their
weight-risk-lifestyle set to the value of weight-control-impact. Agents
who do not attempt a new diet have a random perturbation added to their
weight-risk-lifestyle drawn from a N(0, 0.01) distribution, which repres-
ents small fluctuations in individuals’ lifestyles.

7.3.6.4 Effects Update Submodel

In the final submodel, the effects of the stigma submodel and the weight con-
trol submodel are incorporated into the agents’ BMI and depression levels.
This is done by two main procedures: update-weight and update-mood.

‘update-weight’

In the update weight procedure, each agent’s new BMI is calculated as the
sum of four components: the agent’s previous BMI, the agent’s
weight-risk-stigma value, the agent’s weight-risk-lifestyle value and
small random perturbation drawn from a N(0, 0.1) distribution. Once the
BMI has been updated, the weight-risk-stigma values are set back to zero
before the beginning of the next time-point.

‘update-mood’

In the update-mood procedure, individuals first have a chance of developing
an additional depressive symptom, in which the agent’s depression score in-
creases by 1. The probability with which agents develop an additional symp-
tom is given by the sum of two components: the agent’s value of
depression-risk-stigma and the value of the global variable depression-risk-base.
Once any increase in an agent’s depressive symptoms have been applied the
agent also has a chance for a depressive symptom to resolve, resulting in their
depression score decreasing by 1. The probability with which an agent’s de-
pression score decreases by 1 is given by the value of depression-decay-prob.
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Again this can be expressed mathematically in the following. Denote by gi,t

the number of depressive symptoms person i has at the end of time point t,
and denote by λ and γ the values of the global variables depression-risk-base
and depression-decay-prob respectively. Then,

gi,t = gi,t−1 + u− t, (7.9)

where

u =

1, with probability λ,

0, with probability (1− λ),
(7.10)

and

t =

1, with probability γ,

0, with probability (1− γ),
(7.11)

Finally, after the impacts on BMI and depression have been incorporated into
the agents’ characteristics, the effects of ageing were applied. Within this,
each agent’s age was increased by (1/12) to account for the fact they had
aged by 1 month during the time-step.

7.4 Re-calibrating the Model

7.4.1 Model Parameters to Calibrate

All of the global variables listed in Table 7.2 were calibrated to data. In gen-
eral, prior parameter ranges were chosen to be as uninformed as possible by
any prior information and so a uniform prior distribution was assumed for
all parameters. The prior ranges for the parameters are given in Table 7.6.
The parameter range for the stigma effect variables stigma-to-obesity and
stigma-to-depression have been expanded from the ranges used for in the
previous model from Chapter 6. This is so that there was no a priori assump-
tion made about the relative impact of lifestyle versus stigma on BMI and
depression.
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Variable Parameter range

Ideal body size Variables:
male-ideal-bmi [20,30]

female-ideal-bmi [15,25]
body-tolerance [0,10]

body-tolerance-work [0,10]

Weight risk variables:
obesogenic-environment [0,1]

weight-control-impact [-2,0]
diet-success-prob [0,1]

Depression risk variables:
depression-risk-base [0,1]

depression-decay-prob [0,1]

Stigma effect Variables:
stigma-to-depression [0, 1]

stigma-to obesity [0, 1]

Economic Conditions:
promotion-prob [0,0.9]
promotion-value [1,1.1]

obesity-promotion-penalty [0,1]
pension-weight [0.1,0.9]

income-retirement-threshold [1,150]
promotion-wait [6,36]

TABLE 7.6: Model parameters to be calibrated with prior ranges

7.4.2 Revised Model Targets

As was mentioned previously, the data targets used to calibrate the model
were modified so that they more closely matched the model output which
was based on a closed cohort of agents. As before, the model was calibrated
using the mean BMI, depression score, and income of the population. Table
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7.7 lists the targets used in full, along with their corresponding year and time-
step from the model. Overall, there were 24 targets: 6 BMI means, 9 GHQ
means and 8 income means.

Year Time-step BMI mean Depression mean Income mean

1987 0 24.31 1.09 -
1990 36 - 1.23 -
1993 72 25.05 0.98 333.35
1995 96 - - 320.51
1998 132 25.99 0.97 339.12
2001 168 - 0.88 356.39
2003 194 26.57 0.90 355.55
2006 218 - 0.77 360.74
2008 242 26.66 0.73 358.27
2013 312 26.62 0.76 386.41

TABLE 7.7: Data targets used for the model calibration

Mean BMI was calculated using the same subsample of the Whitehall II data-
set used to populate the agents’ initial characteristics. In the Whitehall II
data, BMI was available in waves 1, 3, 5, 7, 9 and 11, corresponding to the
years 1987, 1993, 1998, 2003, 2008 and 2013. Mean depression was calculated
using the GHQ-based depression score presented in Chapter 3. This score
was available at waves 1, 2, 3, 5, 6, 7, 8, 9 and 11 corresponding to the years
1987, 1990, 1993, 1998, 2001, 2003, 2006, 2008.

The new income targets were calculated in each year as a weighted aver-
age of the estimated average salary of those still working in the Whitehall II
cohort, and the estimated average retirement income of those who were re-
tired. Suppose that pemp,t denotes the proportion of the Whitehall II sample
who are working at time point t and that pret,t denotes the proportion who
are retired in time-point t. Then the mean income for the sample at time t, Īt

is given by:

Īt = pemp,t × Īemp,t + pret,t × Īret,t, (7.12)

where Īemp,t and Īret,t represent the average working income and average re-
tirement income at time t respectively. In order to calculate Īemp,t and Īret,t,
the Whitehall sample was separated out in each wave into those who had re-
tired and those who hadn’t. The subsample of those who hadn’t retired were
then split into categories by age and sex and the mean income of this group
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Īemp,t was calculated by multiplying the average wage within each age-sex
group in the observed data by the proportion of the working Whitehall II
sample in this age-sex group. The mean wage in years 1993 and 1995 was
taken from summaries for full time workers in the New Earnings Survey,
and mean wages in 1998, 2001, 2003, 2006, 2008 and 2013 were taken from
the summaries of the Annual Survey of Household Earnings. The products
of these mean wages and proportions were then summed to get Īemp,t.

To make this more explicit, if we denote again by xs,g,t the average weekly
wage in people of sex s : s ∈ {male, f emale}, in age group g : g ∈ {30−
39, 40− 49, 50− 59, 60+} in year t : t ∈ {1993, 2013}, and denote by nemp,s,g,t

the number of people in group g of sex s who are still employed in the White-
hall II sample at time t, then

Īemp,t =

(
∑
s,g

xs,g,t × nemp,s,g,t

)/
∑
s,g

nemp,s,g,t (7.13)

Īret,t was calculated using data from the Effects of Taxes and Benefits sur-
vey. Specifically, a variable representing total pension benefits was derived
by summing together the values of state pension earnings and occupational
pension earnings. Īret,t was then calculated as the mean of this total pension
benefits variable, where the mean was taken over individuals in the survey
who received some form of pension benefits. In other words, those who did
not receive a pension were not included in the average. Table 7.8 gives a
summary of newly derived income targets by year, along with the mean em-
ployment and mean retirement incomes used to construct them.

Year N (working) N (retired) Īemp,t Īret,t Īt

1993 4282 373 351.87 120.73 333.35
1995 3627 1028 373.30 134.27 320.51
1998 3072 1583 432.49 157.92 339.12
2001 2737 1918 475.71 186.10 356.39
2003 2357 2298 506.85 200.37 355.55
2006 1738 2917 566.41 238.20 360.74
2008 1397 3258 588.96 259.35 358.26
2013 758 3897 624.79 340.04 386.41

TABLE 7.8: Table giving revised targets for each year of the
Whitehall II data collection. Note: values may differ slightly due to

rounding
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7.4.3 The Calibration Procedure

The same procedure used to calibrate the model presented in Chapter 6 was
re-used for the calibration of this model i.e. the model was calibrated using
both rejection sampling, and a direct assessment of ‘closeness’ to the targets.
In this model a larger number of samples was used in order to explore the
parameter space in more depth. As such, 200,000 samples were generated
from the latin hypercube design.

As in Chapter 6, the tolerance proportion was set at 0.005 such that the pos-
terior distributions for the input parameters were based on the closest 0.5%
of simulation runs to the targets. This meant that the posteriors are based on
the ‘best’ 1000 simulations.

Manual comparison with the targets was performed similarly to in Chapter
6. However, due to the change in the model targets, the ranges within which
models were considered a ‘close’ fit were amended. Namely, simulations
were considered a close fit if to the targets if:

• the mean simulated BMI was within 1 BMI point of the observed BMI
at all calibrated time-points;

• the simulated mean depression score was within 0.5 of the observed
mean GHQ-based depression score at all calibrated time-points, and

• the simulated mean income was within £25 of the estimated mean in-
come Īt at all calibrated time-points.

7.4.3.1 Sensitivity Analysis

As with the previous model, partial correlation coefficients were used to con-
duct a global sensitivity analysis. The partial correlation coefficients were cal-
culated based on the mean and standard deviation of the mean BMI, GHQ
and income produced by the model.

7.5 Model Results

7.5.1 Sensitivity Analysis
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FIGURE 7.3: Partial Correlation coefficients for input parameters with model output
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Figure 7.3 displays the partial correlation coefficients that summarise the
relationship between the model input parameters and the simulation out-
puts. Within this, the results suggest that mean BMI and the variation in
mean BMI within the simulations is most sensitive to changes in the im-
pact of obesity stigma on future body weight. Weight control attempts and
non-stigma based lifestyle risks are then the next most influential, followed
by variables that describe how vulnerable to stigma individuals are in the
model.

Depression is the only output for which there is a different pattern of influ-
ence on its mean value than is the case for its variation. Specifically, the prob-
ability of having a successful weight control attempt is the most influential
input for variation in mean depression, whereas the depression-risk-base

and depression-decay-prob were the most influential for the average of
mean GHQ. This suggests that these depression risk variables, and the model
mechanisms that use them are not a large source of stochasticity in the model.

Income output is then most sensitive to changes in the pension-weight,
promotion-value and diet-success-prob variables. This sensitivity to the
diet-success-prob suggests that all three model outputs are sensitive to this
input, but in opposing directions. A higher value of diet-success-prob is
associated with a higher mean income in the model, but a lower value of
mean BMI and mean GHQ.

7.5.2 Generative Sufficiency

Figures 7.4, 7.5 and 7.6 display the trajectories for BMI, GHQ and income in
simulations that ran close to the separate model targets, but were not ne-
cessarily close to all targets simultaneously. For example the simulations
displayed in Figure 7.4 were close to the BMI targets, but might not have
produced output that was close to the GHQ and income targets.

Overall, these plots suggest that there have been some improvements to the
generative sufficiency of the model. In the case of BMI, trajectories are able
to fluctuate both up and down over time, whereas in the previous model
in chapter 6, mean BMI consistently increased throughout all simulations.
Similarly, the mean GHQ trajectories produced by this model much more
closely match the qualitative behaviour of the target data than was the case
for the previous model. Both the early initial rise in mean GHQ and the
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subsequent decay over the remainder of the simulation are captured by the
model dynamics.

The plot of income trajectories displayed in Figure 7.4 shows that the model
is able to much more closely match to the income targets than was the case
in the previous model. Early initial rises in mean income between the ini-
tial conditions and the first model target can be replicated, as well as a di-
minished increase in the middle stages of the simulation time horizon. The
model is also able to replicate the up-tick in the target mean income seen at
the end of the time-horizon.

However, there are still some concerns about the generative sufficiency raised
by these plots. In the mean BMI trajectories, but also somewhat in the GHQ
trajectories, extreme initial changes can be seen before a period of more steady
change emerges for the remainder of the simulation. Within the close BMI
runs, this is typically present in the form of steep initial rises followed by
a drop or levelling out of mean BMI which then slowly begins to increase
again later on in the simulation. For GHQ there is similarly a sharp increase
in initial mean depression score, although it is usually less pronounced and
does not last as long as is the case for BMI.

FIGURE 7.4: Demonstration of generative sufficiency for BMI
trajectories
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FIGURE 7.5: Demonstration of Generative sufficiency for GHQ
trajectories

FIGURE 7.6: Demonstration of Generative sufficiency for In-
come trajectories

7.5.3 Rejection Sampling

7.5.3.1 Trends in the Posteriors

Figures 7.7 to 7.10 display the posterior distributions of the input paramet-
ers derived from rejection sampling. Examining first the posteriors based
on calibration to all the targets similarly in Figure 7.7, three main patterns
surrounding the model parameters emerge.

The first of these patterns is that the closest fit models are in general associ-
ated with scenarios where there is a lower chance of being stigmatised, and
only small effects from being stigmatised when it does occur. The low chance
of being stigmatised is evident from the skew in the posterior distribution of
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body-tolerance towards higher values of the parameter range. This means
that models more often fit better when people in the model are allowed to be
further from the ideal BMI before they are vulnerable to being stigmatised,
hence reducing the amount of stigma present in the model. The posterior
distributions for stigma-to-obesity and stigma-to-depression then sug-
gest that the effects of stigma are low when it does occur. The peaks of these
distributions both fall at the bottom end of their parameter ranges indicating
the model is more likely to fit well to the target data if the effects if stigma in
the model are small.

The second main pattern that can be seen from Figure 7.7 is that the pos-
teriors suggest the model fits best to the targets in scenarios that minimise
weight gain and where weight loss is effective. The effect of lifestyle on BMI
is primarily set in the model by the variable obesogenic-environment and
so as the posterior for this parameter peaks in the lower part of the para-
meter space, this suggests that the model fits better when individuals do
not have strongly weight-gain-promoting lifestyles. Similarly, the posteriors
for diet-success-prob and weight-control-impact suggest that the model
fits best when weight control attempts have a greater impact and are highly
likely to succeed. In combination, these parameter settings will combine to
create scenarios in which there are not high levels of obesity, which would
further reduce the amount of stigma present in the model.

The third pattern in the model posteriors is that models with parameter
settings that have a high likelihood of individuals recovering from depres-
sion, and a low likelihood of individuals developing depression more fre-
quently fit closely to the targets. This can be seen from the fact that the
depression-decay-prob posterior peaks at higher values of the parameter
space, whereas, both depression-risk-base and stigma-to-depression have
peaks at the lower end of their parameter ranges.

It also appears that the model targets have not been able to give information
on all of the parameters in the model. For example, body-tolerance-work,
female-ideal-bmi,male-ideal-bmi, income-retirement-threshold,
promotion-prob and obesity-promotion-penalty all have posterior distri-
butions that are only marginally different to their priors.

On the surface, this would suggest that these parameters are not influen-
tial for how well the model fits to the targets, however, when looking at
the calibrations based on a single group of targets, a more nuanced pic-
ture emerges. In the calibration based on the BMI targets, the posteriors for
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both male-ideal-bmi and female-ideal-bmi have a negative skew, such that
higher values in the parameter range more frequently fit the target data well
than do lower values. Both distributions have peaks at the upper end of the
parameter range: between 23 and 25 for females and between 27.5 and 30 in
males. This again supports the idea that the model more frequently produces
output that fits the targets well when there is a lower prevalence of obesity
stigma.

Similarly, in the calibration based on income, there is a skew towards higher
values of both male-ideal-bmi and promotion-prob, with lower values in
the parameter ranges being less likely to fit well. There is also a skew to-
wards lower values of income-retirement-threshold in the income based
posteriors, suggesting that the model more frequently fits better when there
is lower levels of pressure on the wealthy members of the cohort to retire
early. The other three parameters, however, still only show small changes
from their prior distributions when calibrated to each group of targets separ-
ately, perhaps suggesting that they have minimal impact on the outcome of
the simulations, at least in comparison to the other inputs.
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FIGURE 7.7: Prior and posterior distributions generated via calibration to all model targets
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FIGURE 7.8: Prior and posterior distributions generated via calibration to BMI targets
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FIGURE 7.9: Prior and posterior distributions generated via calibration to GHQ targets
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FIGURE 7.10: Prior and posterior distributions generated via calibration to income targets



312
Chapter 7. A Revised Agent-Based Model of Stigma in the

Obesity-Depression-SEP system

Discrepancies between the Posteriors based on Different Targets

Across the posteriors generated by calibrations to the different model tar-
gets two significant discrepancies can be seen. The first is the discrepancy
between the posteriors generated based on the income targets and those gen-
erated using the GHQ and BMI targets, particularly surrounding the vari-
ables that influence non-stigma related weight change: diet-success-prob,
weight-control-impact and obesogenic-environment. Overall, the posteri-
ors based on income targets suggest that scenarios in which there is ineffect-
ive weight loss and a potentially moderate effect of the obesogenic environ-
ment fit best to the data, whereas the model is more likely to fit the BMI and
GHQ targets better when weight loss is effective, and lifestyles are not very
obesogenic on average.

High obesity scenarios perhaps fit better to the income targets due to the
impact these scenarios have on promotions in the model. Within the model,
there are two ways in which downward pressure on incomes can be applied:
through retirements and through restriction of promotions. Retirements can
create downward pressure on income by making wealthy individuals more
likely to retire early, although this pressure only applies to at most half of
the cohort who are still working. Restriction of promotions, however, affects
the entire portion of the cohort who are working and so is perhaps a more
effective means of limiting incomes in the model than are retirements.

The impact of promotions can be limited in two main ways. The first is
the direct effect of the employment condition variables promotion-value,

promotion-prob and promotion-wait. However, the posteriors for these vari-
ables suggest that the model fits best in scenarios with easy-to-obtain fre-
quent high value promotions. This is likely due to the rapid rise in mean
income between the initial conditions and the first income target not being
fully explained by the effect of inflation in the model. The second way that
the model can restrict promotions is to make the penalty for having high
body weight in the model severe in such a way as to make large numbers of
the model cohort unlikely to be promoted. It is this that likely explains why
the posteriors based on the income calibration suggest the model fits better
in scenarios that promote weight gain and hinder weight loss. In this scen-
ario peoples’ BMI values are likely to rise over the course of the simulation,
making them more likely to be subject to obesity stigma in the workplace.
This has the impact of making promotions harder and harder to obtain as the
model progresses, allowing the early rises in mean income to be curtailed
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later on in the simulation.

The second discrepancy is between the posteriors of the promotion variables
based on calibration to all targets and those based on calibration to just in-
come. Specifically, in the calibration based on all targets, the posteriors for
promotion-value and promotion-wait are skewed to the left and right re-
spectively, such that the best fitting models more frequently occur in scen-
arios where promotions are of low value and there is a long wait between
them. However, in the income based calibration, these posteriors are skewed
in the opposite directions, such that the best fitting models to the income tar-
gets more frequently occur in scenarios where promotions are of high value
and there is only a short wait between them. There is little to no change in
between the priors and posteriors for these variables in the GHQ and BMI
based calibration.

This discrepancy is likely a result of the procedure through which the rejec-
tion algorithm decides which models have output that is closest to the target
data. Comparing the posteriors based on all targets in Figure 7.7 to the pos-
teriors based on a single group of targets in Figures 7.8, 7.8, 7.9 and 7.10, the
posteriors based on all targets most closely resemble the posteriors based on
the GHQ targets, and are less similar to those based on the BMI and income
targets. This suggests that poor fit to the GHQ targets has a greater impact
on the model fit assessment than do BMI or income.

This can be seen clearly in Figures 7.11, 7.12, 7.13, which display the model
trajectories for the 1000 simulations deemed closest to the targets overall ac-
cording to the rejection sampling. Besides some deviations at the beginning
of the model, these model runs track closely to the GHQ targets for the dur-
ation of the simulation. However, in the case of BMI and income, the model
runs exhibit signs of poor fit, particularly at later years in the simulation.
Mean BMI is able to diverge to impossible values and mean income diverges
substantially from the targets in many of the ‘best’ fitting simulations. Across
the included simulations the variability in BMI is so severe that it makes the
trajectories of the model and the targets appear linear, as the scale of vari-
ability is substantially greater than the changes seen within each simulation
and within the BMI targets. As a result, the posteriors based on all targets do
not fully reflect the parameter sets that fit best to the BMI and income targets,
hence allowing the aforementioned discrepancies to occur.

The fact that poor fitting models with respect to mean BMI and income can be
included in the ‘best’ fitting models overall suggests that differences in these
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outputs are not having a substantial effect on the distance score used to de-
cide which models fit best to the target data. As mentioned in section 6.4.3.3,
the distance between the model output and model targets is calculated using
the Euclidean distance. Within this procedure, both the model output and
the data targets are standardised using the median absolute deviation of the
output across the simulations (Bonabeau, 2002). For example, the mean BMI
in 1993 is divided by the median of all simulated mean BMIs at time 1993.
This process aims to put all the model targets and output in a standardised
metric to avoid one type of target biasing the overall fit. However, since BMI
and income can diverge during the simulation to a much greater extent than
can GHQ, this may have had the effect of reducing their impact on the overall
model fit assessment.

In light of the above, caution must be taken when examining the posteri-
ors based on all targets, though the overall patterns analysed previously still
hold when examining the posteriors based on each target group separately.
In the case of the discrepancy between the income based posteriors and over-
all posteriors analysed here, it suggests that the income based posteriors
likely paint the more trustworthy picture of the model behaviour, and that
the model will fit better in general when there is high value promotions with
short wait times overall.

As well as casting doubt over the model posteriors based on all targets, the
severe deviations found in the BMI trajectories highlight scenarios in the
model that are unable to fit to the real world. Scenarios in which there is large
amounts of weight gain in the model occur when the impact of obesity stigma
is high, individuals have highly obesogenic lifestyles, and weight control at-
tempts have little impact and are unlikely to succeed. Additionally, scenarios
in which there is extreme weight loss in the model occur when the impact of
stigma is low, individuals have lifestyles that do not promote weight gain,
weight loss is highlight impactful, and is very likely to succeed.

Within the model, there are no exogeneous limits placed on what values of
BMI an individual can attain, since it was hoped that the mechanisms de-
scribed would generate reasonable values without the need for such limits.
However, without these limits, models with parameter specifications that fit
within the above two scenarios are able to produce runaway BMI traject-
ories leading to features such as negative BMI values (which is physically
impossible) and BMI values that are far higher than a human could possibly
attain. For example, for a person 1.8m in height to have a BMI of 500 they
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would need to weigh 1620Kg. As a result, if the scenarios that generate these
trajectories exist in the real world system, this would imply that the model’s
mechanisms need modifying so that impossible trajectories are not produced.

FIGURE 7.11: Mean BMI trajectories for 1000 ‘best’ model runs
(black) compared to the target mean BMI (red)

FIGURE 7.12: Mean GHQ trajectories for 1000 ‘best’ model runs
(black) compared to the target mean GHQ (red)
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FIGURE 7.13: Mean income trajectories for 1000 ‘best’ model
runs (black) compared to the target mean income (red)

7.5.4 Close Fitting Models

The effect of the discrepancies highlighted in the previous subsection can be
seen clearly in the analysis of close simulations. Of the 200,000 parameter
combinations analysed, there were no parameter settings that produced sim-
ulations capable of matching ‘closely’ to all three targets simultaneously.

This is likely because of the tension created by trying to fit to the income
targets and the BMI and GHQ targets simultaneously. Since the model fits
these targets best on different sections of the parameter space, finding para-
meter sets that fit all three targets simultaneously is likely to be difficult. In
particular, the discrepancy between the model posteriors for weight-change-
related input parameters highlighted in the previous section suggested that
the model fit to the income targets in scenarios that were directly in contrast
to those that fit best to the BMI and GHQ targets.

Attempting to widen the tolerance around which runs were considered a
close fit still resulted in very few model ‘close’ model runs being found. Spe-
cifically, changing the closeness thresholds to include simulations that were:
within 1.5 BMI points of each BMI target; within 0.5 of each GHQ target and
within £100 of each income target still resulted in only one simulation being
considered a close simulation to all three targets. In addition, expanding the
tolerance in this way meant that more simulations with undesirable qualit-
ative patterns began to be included in the simulations that were close to a
single group of targets, suggesting that meeting all three targets comes at the
cost of good fit to the each target individually.
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7.6 Discussion

In this chapter I have presented a revised agent based model that aimed to
explore how obesity stigma might be a generative mechanism of the relation-
ship between obesity and both depression and socioeconomic position.

In comparison to the model presented in Chapter 6, the model displayed an
improved level of generative sufficiency in some aspects. In particular, it
was capable of separately producing mean BMI, depression, and income tra-
jectories that more closely matched the qualitative features of the trajectories
seen in the observed target data produced by the real-world system (see Fig-
ures 7.4, 7.5 and 7.6). This provides further evidence that the representation
of non-stigma-based mechanisms was previously too simple.

Despite the improved generative sufficiency in the revised ABM, issues and
questions remain over its accuracy that prevent me from investigating the
substantive research questions in detail. Firstly, of the 200,000 parameter
combinations simulated, no parameter sets produced mean levels of body
weight, depression, or income in the population that simultaneously matched
closely to those found in the real world.

This absence of close fitting model runs was likely caused by tensions within
the model mechanisms creating a situation in which different targets required
contrasting parameter specifications for the simulation to match them closely.
Specifically, it was likely a result of the tension between the fit to the income
targets on one hand, and the BMI and GHQ targets on the other. This ten-
sion arises from the fact that the model fits the BMI and GHQ targets best
when there is high impact of weight-control and a high chance of success-
fully maintaining a weight control, whereas the income targets are matched
to best in the opposite scenarios. Naturally these two scenarios can’t both
exist simultaneously and so some compromise between the scenarios must
be made in order to try and fit all the model targets. However, this may
have the effect of reducing the overall credibility of the model, as any such
compromise will reduce how well the model fits to each target, meaning the
model perhaps does not fit the data well overall. At the very least, this ten-
sion has likely contributed to the fact that no parameter sets were considered
a close fit to the targets, as finding parameters which satisfy this compromise
without also providing poor fit themselves is difficult.



318
Chapter 7. A Revised Agent-Based Model of Stigma in the

Obesity-Depression-SEP system

Additionally, even within the model dynamics that matched to the indi-
vidual targets, there were still some qualitative features that cast doubts over
the accuracy of the described mechanisms. For example, in the BMI and
GHQ trajectories there are sharp deviations away from the model’s initial
conditions, followed by a period of more consistent behaviour. This suggests
that at first the models mechanisms are having a strong effect on the popu-
lation, before some sort of new balance is achieved, from which only smaller
changes can occur.

For example, for sharp initial increases in the model outputs’ mean depres-
sion are likely the result of agents who are vulnerable to stigma, but were
not previously scoring high on the depressions scale rapidly increasing there
level of depression as a result of stigma. Similarly, when the impact of stigma
on depression is low, the sharp initial drop may be caused by people who cur-
rently score highly on the depression scale becoming less depressed through
the depression recovery mechanism. Similarly, in the BMI trajectories, there
was frequently a sharp initial rise in mean BMI, followed by a period of more
steady increases. This is likely due to agents who do not have a BMI that is
greater than the socially held ideal BMI increasing their BMIs as a result of
the obesogenic environment until they reach a point at which they are above
the ideal BMI and begin deciding to try and control their weight. This would
suggest that there is not sufficient detail in the weight control mechanisms in
the model to accurately represent the real world.

Overall, the limitations of the model highlighted by the model analysis sug-
gest that the model still has a questionable level of generative sufficiency,
and as such cannot reliably be used to answer its intended research questions
(León-Medina, 2017; Epstein, 1999). Despite this, there are still some useful
insights that can be extracted from the process of designing and developing
the model. In exploring the potential uses for building a quantitative model,
Epstein (2008) highlights 16 reasons other than prediction why one might
build a model:

1. To explain

2. To guide data collection

3. To illuminate core dynamics

4. To suggest dynamical analogies

5. To discover new questions
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6. To promote a scientific habit of mind

7. To bound outcomes to plausible ranges

8. To illuminate core uncertainties

9. To offer crisis options in near-real time

10. To demonstrate trade-offs or suggest efficiencies

11. To challenge the robustness of prevailing theory through perturbations

12. To expose prevailing wisdom as incompatible with available data

13. To train practitioners

14. To discipline the policy dialogue

15. To educate the general public

16. To reveal the apparently simple (complex) to be complex (simple).

Originally, this model was built with the first aim in mind: to explain the
relationships between obesity and both depression and socioeconomic posi-
tion. Whilst we have not been able to explore this in depth due to the lack of
generative sufficiency achieved, this lack of generative sufficiency does itself
tell us something about the underlying system. Namely, that the mechanisms
described in the model are not sufficient to generate the realistic trajectories
of Body weight, depression and income, and hence aren’t able to explain the
relationships between these concepts (Epstein, 1999).

At first glance, this lack of generative sufficiency would seem to conflict
with previous literature that suggested obesity stigma was a mechanism that
might relate obesity to both depression and socio-economic position. Studies
presented in both Chapter 2 and 6 suggested that depression was a likely con-
sequence of obesity stigma (Puhl, Moss-Racusin and Schwartz, 2007; Faith,
Matz and Jorge, 2002; Markowitz, Friedman and Arent, 2008). In particu-
lar, Faith, Matz and Jorge (2002) presented evidence suggesting that obesity
stigma might lead to depression via an effect on body image. Similarly,
stigma has been shown to impact multiple socio-economically important factors
such as eduction (Puhl and King, 2013) and employment (Fikkan and Rothblum,
2012). As the models constructed based upon this literature in the past two
chapters have not generated realistic data patterns, this could be interpreted
as evidence that obesity stigma does not explain the relationships between
obesity and both depression and socioeconomic position.
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However, given the weight of evidence suggesting obesity stigma is related
to psychological outcomes including depression (Puhl and King, 2013; Papado-
poulos and Brennan, 2015; Pearl and Puhl, 2018) what is more likely is that
key parts of the mechanisms’ descriptions are missing and that more detail
would be required to reproduce the patterns of BMI, dperession and income
seen in the real world data. Despite the current knowledge surrounding
obesity stigma, the model was built using multiple assumptions and simpli-
fications to deal with uncertainties from the literature, and the flexibility of
Agent-based modelling provided many different ways of addressing these
assumptions (Bonabeau, 2002). As such, the lack of generative sufficiency
may in fact be reflective of the way gaps in the literature have been repres-
ented, and the specific modelling choices made, rather than a reflection of
stigma’s true impact on the obesity-depression-SEP system.

Further to the above, the model building process has also fulfilled three other
main uses from the list in Epstein (2008). Specifically, the model can be used
to guide data collection, discover new questions and illuminate core uncer-
tainties.

Of these, perhaps the main additional insights that have been gained from
the model development process is the discovery of new questions highlighted
by the need to make assumptions whilst building the conceptual model. One
group of questions that have been highlighted surrounds the phenomeno-
logy of weight stigma, for which there exist only a handful of studies (Vartanian,
Pinkus and Smyth, 2014; Vartanian, Pinkus and Smyth, 2018). Whilst these
studies have provided some useful insight into how stigma is actually exper-
ienced within peoples’ lives, there still remains unanswered questions that
would aid our understanding of the consequences of obesity stigma. For
example, despite stigma being commonly perpetrated in multiple different
relationships, as of yet it is unclear whether the type of relationship the re-
cipient of stigma has with their stigmatiser influences the effects they are
likely to receive (Vartanian, Pinkus and Smyth, 2014; Vartanian, Pinkus and
Smyth, 2018).

Likewise it isn’t currently clear whether receiving stigma in different contexts
results in only context specific consequences, or whether there are general-
ised impacts to being stigmatised regardless of the context. Within the literat-
ure there is consistent evidence that obesity stigma in social situations can af-
fect body weight, weight related behaviours and mental health (Puhl, Moss-
Racusin and Schwartz, 2007; Puhl and Brownell, 2003; Vartanian, Pinkus and
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Smyth, 2018) and obesity stigma socioeconomic contexts has been shown to
impact on socioeconomic outcomes (Godfree, 2020; Fikkan and Rothblum,
2012). As such, in this model we assumed that the impacts of stigma were
context specific, such that stigma in social situations only impacted depres-
sion and BMI, and stigma in hiring situations only impacted income. How-
ever, it is possible that stigma in social situations has socioeconomic con-
sequences for the stigmatised individual and similarly, stigma in socioeco-
nomic contexts may impact individuals mental health. Hence, future re-
search could seek to examine this in more detail to create a more thorough
description of the consequences of obesity stigma.

A second group of new questions that has been highlighted surrounds the
formation of body image ideals and how these body image ideals influence,
and are perhaps influenced by obesity stigma. Within the model, it was as-
sumed that deviations from the ideal body size were equally likely to be stig-
matised in males and females. This was assumed due to a lack of evidence
available on whether different sexes experience different levels of tolerance
for deviations from socially held images of ideal bodies. Whilst there is some
evidence that women experience greater levels of obesity stigma than men
(Sattler et al., 2018; Fikkan and Rothblum, 2012), men are still vulnerable to
obesity stigma (Himmelstein, Puhl and Quinn, 2018) and the precise reasons
for any differences in stigma are not fully explained.

In this model differences in stigma experiences between males and females
were controlled entirely by the ideal body size associated with each sex. This
was due to evidence of difference between the idealised bodies in men and
women (Cohn and Adler, 1992; MacNeill and Best, 2015; Stanford and Mc-
cabe, 2002). However, given the evidence on the large amount of scrutiny
females receive about their bodies (MacNeill and Best, 2015; Fikkan and
Rothblum, 2012), it is possible that women are more likely to be stigmat-
ised for deviations from this idealised body than are men. As such, further
research on whether such differences exist, and how these impact experi-
ences of obesity stigma would therefore improve the understanding of the
underlying system, allowing more credible models to be made using fewer
assumptions.

Alongside the question of differing levels of body tolerance between males
and females, the development of the model has also highlighted the potential
for examining the theory on how idealised body images develop both within
society, and within individuals. In this model, the description of ideal body
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sizes was based on the sociocultural theory of body size ideals (Tiggemann,
2012). However, other theoretical perspectives exist (Frederick and Reyn-
olds, 2022; Krayer, Ingledew and Iphofen, 2007; Grogan, 2006), and given
modelling can be used to ‘challenge the robustness of prevailing theory’ fu-
ture simulation models could attempt to examine and test these theories. In-
sights gained from the testing of these model theories might then improve
understanding of the relationship between body image ideals and stigma.

In terms of providing guidance on data collection, the building of the model
has highlighted the need to collect rich, detailed data on obesity stigma and
its consequences in order to properly investigate its effects. Agent based
models in particular can have potentially large data requirements due to the
number of parameters that can be included in the model (Bonabeau, 2002;
Casini and Manzo, 2016; Hazelbag et al., 2020). The models presented in
these chapters are no different: multiple features were included in the model
including stigma, promotions, retirements, depression development, obesity
development and weight control. Parametrising these features, and then cal-
ibrating these parameters required a combination of multiple data sources as
well as assumptions to fill in gaps in the available data.

In light of this, richer data from the obesity-depression-socioeconomic posi-
tion system would allow a more comprehensive investigation of this relation-
ship to take place. For example, in the model, due to a lack of available data
it was assumed that individuals waited six months between diet attempts.
Similarly, in order to calibrate the model, multiple data sources had to be
combined in order to generate targets against which the model could be com-
pared and income targets were generated using summary statistics of mean
wages rather than being based on individual incomes. Data for the other tar-
gets were also drawn from an unrepresentative sample of the UK population
meaning any model conclusions would have perhaps not been generalisable.

Resolving these data scarcities would put the model development on firmer
ground. Basing parameters on data rather than assumptions gives the model
additional credibility and reduces the need to verify the impact of model
assumptions on the model results (Casini and Manzo, 2016; Fagiolo, Moneta
and Windrum, 2007; Hazelbag et al., 2020). Similarly, being able to derive
calibration targets from a rich dataset of representative individuals rather
than piecing them together from multiple sources provides flexibility in the
kinds of model targets that can be calibrated to (Liu et al., 2017b), and one
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can also have greater confidence that the data generating mechanisms in the
model match those that generated the targets (Moss, 2008).

7.7 Conclusions

In the last two chapters I have presented the iterative development of an
Agent-based Model that aimed to explore the role of stigma in generating
the relationship between BMI and both depression and socioeconomic pos-
ition. Despite combining data from both literature and real world data into
the development and analysis of the model, the final model was unable to
answer its intended research questions due to concerns about how well the
model was representing the underlying real world system.

Despite this, the modelling process has still provided useful insights that can
be used to aid future research. Practically speaking, it has highlighted one
of the key challenges of applying Agent-based Modelling in research, spe-
cifically, the challenge of dealing with the inherent flexibility that the method
provides. The flexibility of Agent-based Modelling is often cited as an ad-
vantage of the method, as one can use it to investigate a wide variety of phe-
nomena (Bonabeau, 2002). However, with that flexibility comes the challenge
of finding adequate data and evidence to inform the model description (Cas-
ini and Manzo, 2016; Moss, 2008; Liu et al., 2017b). Such data is not always
available, and assumptions and simplifications become necessary to fill the
gaps.

Making such assumptions and simplifications makes the already difficult
task of satisfying generative sufficiency even more so. Myriad different choices
could be made in the face of such uncertainty, each of which will have differ-
ent implications for the dynamics of the model. As such, finding a model spe-
cification that fits the real world data in the face of such uncertainties presents
a significant challenge to investigators using Agent-based Modelling in their
research (Casini and Manzo, 2016; Fagiolo, Moneta and Windrum, 2007).
This is perhaps particularly so in a model such as the one presented here that
aims to look at multiple outcomes, as each output adds more complexity into
the challenge of attaining generative sufficiency.

With this in mind, the model building process also highlighted some par-
ticular areas of research that could be examined to reduce the need to rely
on assumptions and simplifications such as increased research on the phe-
nomonology of obesity stigma, the formation and maintenance of socially
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held body-size ideals and habits around frequency of dieting. Conducting
such research would allow future Agent-based Models of obesity stigma to
begin on a stronger platform, with less uncertainty surrounding how to ap-
propriately describe the mechanisms present in the underlying system.
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Chapter 8

Discussion

In this thesis, I have aimed to quantitatively explore the relationship between
obesity and both depression and socioeconomic position, focusing on invest-
igating mechanisms that had been hypothesised as important but had not yet
been explored in detail. My review of the literature in Chapter 2 highlighted
a range of mechanisms that might be important in the relationship between
obesity and depression, including obesity stigma, poor physical function,
diet and physical activity. It was also noted that despite these hypotheses
there was very little causal evidence supporting the existence of these mech-
anisms; most of the studies presented relied on cross-sectional data and those
that did examine longitudinal data stopped short of examining any causal
implications.

As a result of this, in the remainder of the thesis, I have built upon this lit-
erature by exploring the effects of these mechanisms and how they might be
related to socioeconomic position using two different modelling techniques:
Structural Equation Modelling and Agent-based Modelling. The specific de-
tails of these models and their results have already been discussed in the pre-
vious chapters, hence, here the discussion will take a different focus. Firstly,
I will breifly summarise what these studies showed and what they add to
the literature more broadly. The remainder of this chapter I will then discuss
what causal information these studies can tell us about the mechanisms in
the obesity-depression-socioeconomic position system, and how additional
modelling work using these methods could supplement what I have pro-
duced in this thesis.

In Chapters 3, 4 and 5 I analysed a Structural Equation Model that explored
whether the relationship between obesity and depression was mediated by
physical function, diet and physical activity. Additionally I explored whether
socio-economic position influenced the obesity-depression relationship via
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effects on these mechanisms. Overall, the study found little evidence to sup-
port the existence of a relationship between obesity and depression, either
directly or through the hypothesised mechanisms.

This study has contributed to the literature surrounding the obesity-depression
relationship in three main ways. Firstly, the findings have contributed to the
literature by expanding on knowledge of what mechanisms might obesity
and depression. Specifically, the findings suggest that should obesity be
related to depression via diet, physical activity and physical function, that
these mechanisms may operate through different parts of these constructs
than those that I have examined in this study. For example, in the case
of diet, evidence presented by Markowitz, Friedman and Arent (2008) and
Preiss, Brennan and Clarke (2013) in Chapter 2 suggested eating behaviours
such as repeated dieting and binge eating may be important in the relation-
ship between obesity and depression. Taken together with the lack of as-
sociation found in my study, this may imply that any diet mediated rela-
tionship between obesity and depression operates via these constructs rather
than consumption itself. Alternatively, the relationships may follow a differ-
ent structure to the linear patterns I have examined. These implications are
discussed in more detail in section 8.2.

Secondly, it has expanded on the evidence analysed in Chapter 2 by using
longitudinal data to analyse mechanisms that had previously been invest-
igated in primarily cross-sectional studies. Studies presented in Hoare et
al. (2014), Preiss, Brennan and Clarke (2013) and Markowitz, Friedman and
Arent (2008) all provided evidence that poor diet and eating behaviours were
associated with depression, but the evidence was not sufficient to conclude
on the direction of association. Similarly Markowitz, Friedman and Arent
(2008) provided evidence that physical function issues in the obese might
lead to depression, however, this assertion was not based on longitudinal
data. Where longitudinal evidence was presented, as in the case of physical
function, it was often limited in scope such that only one part of a mechanism
had been investigated (Hoare et al., 2014). As a result, this thesis has begun
to fill the gap in longitudinal evidence so that a better evidence base will be
available for making conclusions on the direction of association within the
relationship between obesity and depression.

Thirdly, this study has also expanded on the literature presented in Chapter
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2 by examining mechanisms in their entirety, rather than relying on an amal-
gamation of different studies to hypothesise existence of a mechanism. Au-
thors of the reviews presented in Chapter 2 often hypothesised the existence
of mechanisms between obesity depression by amalgamating results from
studies investigating separate parts of a mechanism. For example, Markow-
itz, Friedman and Arent (2008) based their assertions that physical function
might relate obesity to depression using separate observations about the rela-
tionship between physical function and both obesity and depression. Simil-
arly, longitudinal data presented by Hoare et al. (2014) to suggest that phys-
ical activity was associated with reduced risk of future depression did not
also include an examination of how obesity or body weight affect physical
activity. As a result, this thesis has expanded on the current literature by
developing the evidence base in which mechanisms have been explored in
full.

In Chapters 6 and 7, I then presented the iterative development of an Agent-
based Model that explored the role of obesity stigma in generating observed
relationships between BMI and both depression and income.

This model has contributed to the literature in two main ways. Similarly
to the SEM study, this study has built on previous literature by investigat-
ing previously hypothesised mechanisms relating obesity, depression and
socioeconomic position that as of yet had not been investigated in detail.
Much of the evidence surrounding the impact of obesity stigma reviewed
in Chapter 2 and Chapter 6 was based on examinations of individual obesity
stigma effects (Markowitz, Friedman and Arent, 2008; Puhl and King, 2013);
few studies to date have attempted to empirically examine multiple potential
outcomes of obesity stigma simultaneously. Instead separate studies have
been drawn together to conceptualise models of obesity stigma that as of yet
have not been fully empirically tested (Brewis, 2014; Tomiyama, 2014). Over-
all, the development of my Agent-based Model has highlighted the chal-
lenges associated with empirically testing these proposed models, such as
creating a reliable model in spite of literature gaps and finding adequate data
for empirical calibration and validation.

The development of my Agent-based Model has also contributed to the ex-
panding use of Agent-based simulation within obesity research. Previous
Agent-based models within obesity research have mostly focused on ana-
lysis of food and activity environments, social network influences of obesity
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and physiology (Morshed et al., 2019). Those that have explored the relation-
ship between obesity and depression have focused singly on depression out-
comes, without examining potential feedback loops to obesity, or additional
effects on socioeconomic position (Mooney and El-Sayed, 2016). Hence, to
my knowldege the models presented in my thesis are the first models to ex-
amine the potential for feedback effects to exist between BMI and obesity
stigma as well as impacts on depression and socio-economic position.

Having described the general contributions of this thesis to the literature, the
remainder of this chapter will focus on discussion what information my SEM
and ABM studies can give about causality in relationships between obesity
depression and socioeconomic position.

8.1 Causality in SEM and ABM

Developing causal evidence is often seen as the principal aim in science (León-
Medina, 2017). However, despite the interest in developing causal explana-
tion, there are differing accounts as to what constitutes a causal explanation,
and the notion of causality is sometimes criticised for being vague and un-
specific (Cartwright, 2004). Causal relationships can be conceived of in two
different ways which are important for how Structural Equation Models and
Agent-based Models approach causality.

The first way that causality can be conceived is through ‘dependence’ ac-
counts of causality (Hall, 2004). The intuition behind this account of causal-
ity is that a cause is such that a difference in the cause results in a difference
in the effect (Casini and Manzo, 2016; Hall, 2004). This account often aligns
closely with the counterfactual framework of causality, and experiments that
attempt to manipulate a suspected cause to observe whether this is associ-
ated with a different outcome (Morgan and Winship, 2014). In the counter-
factual framework of causality, “an event A may be considered a cause of
event Y if, contrary to fact, had A not occurred then Y would not have oc-
curred” (Arnold et al., 2019). As such, within this account of causality, a
caused outcome can often be seen as ‘depending’ on the occurrence of the
causing event.

Another example of the dependence account of causality in research is the
view of causation as robust dependence (Goldthorpe, 2001). Within this, it is
recognised that whilst association is not sufficient to imply there is a causal
effect, the presence of a causal effect will itself result in an association. As
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such, one argues that X is a genuine cause of Y if the association is robust such
that the introduction of other variables into the analysis does not eliminate
the association between X and Y (Goldthorpe, 2001).

The second way in which causality can be conceived is through ‘produc-
tion’ accounts (Hall, 2004). The intuition behind this account of causality is
that a cause generates its effects (Casini and Manzo, 2016). Counterfactual
dependence may still apply in this account of causality, however, it is not
necessary for an outcome to be dependent on the event that caused it. For
example, Paul and Hall (2013) present a hypothetical situation in which two
children, Suzy and Billy, both throw rocks at a bottle and have perfectly ac-
curate throws. Suzy’s rock hits first as she throws her rocks faster, breaking
the bottle, and so ‘produces’ the caused effect. However, had she not thrown,
Billy’s throw would still have broken the bottle and so the bottle being broken
does not depend on the cause that ‘produced’ it.

Another example that highlights the distinction between production and de-
pendence accounts of causality is in considering rainy weather as a cause of
forest fire (Hall, 2004). Clearly, under the production account, we would say
that rain is not a cause of forest fires as it does not help produce a fire, how-
ever, under dependence accounts we might argue that they do, due to the
fact that forest fires robustly depend on rainfall.

Causality is often examined by searching for mechanistic explanations of ob-
served phenomena (Hedström and Ylikoski, 2010). Up until now, in this
thesis the concept of a mechanism has been talked about loosely, however, in
order to aid the causal interpretation and discussion of my models’ results, it
is necessary to more precisely define what is meant by a mechanism within
the context of my research methods. In light of this, before discussing the
causal implications of the studies presented in this thesis, first I will briefly
outline how Structural Equation Models and Agent-based Models represent
and examine mechanisms and causality.

Similarly to causality, there are multiple approaches to describing what con-
stitutes a mechanism. Two approaches that will be of particular use to this
discussion are the ‘horizontal’ and ‘vertical’ views of mechanisms (Casini
and Manzo, 2016). In the horizontal view, mechanisms are interpreted as
sequences of variables that have robust relationships between them (Casini
and Manzo, 2016; Woodward, 2002). This view of mechanisms often coin-
cides with the dependence account of causality in that, the presence of ro-
bust relationships between variables such that differences in one variable
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leads to differences in another gives supporting evidence for the presence
of a causal mechanism (Woodward, 2002; Morgan and Winship, 2014; Casini
and Manzo, 2016). Returning to the forest fire example from earlier, differ-
ences in rainfall could be viewed as a horizontal causal mechanism of forest
fires in that the amount of rainfall a forest receives will be robustly related to
the occurrence of forest fires (Hall, 2004).

In the vertical view of mechanisms, a mechanism is envisaged as a com-
plex system that consists of entities and interactions that over time combine
to generate some behaviour of the system (Glennan, 2002). This view of
mechanisms coincides clearly with the production account of causality such
that when a certain collection of entities and interactions that represents a
mechanism generates a behaviour in the system, this mechanism can be con-
sidered a cause of the system behaviour (Casini and Manzo, 2016; Hedström
and Ylikoski, 2010). Again within the forest fires example, a vertical view of
the causal mechanisms may look at human behaviours (such as having camp
fires and barbecues), and their interaction with periods of dry weather and
characteristics of the forest ecosystem as describing a causal mechanism of
forest fires (Hall, 2004).

Each of these accounts of causal mechanisms have importance in this thesis.
Structural Equation Modelling studies generally examine mechanisms in the
horizontal view and within a dependence account of causality (Goldthorpe,
2001; Casini and Manzo, 2016). For example, in line with the intuition of the
dependence account of causality, the SEM presented in Chapter 5 examines
whether inter-individual differences in one construct cause inter-individual
differences in another construct.

When specifying a Structural Equation Model, the structural portion of the
model encodes a combination of strong and weak causal assumptions (Bollen
and Pearl, 2013). Strong causal assumptions are represented by the omission
of a path in the model, implying that there is no effect of one construct on the
other. Weak assumptions are then represented by the included paths in the
model, which imply that there is some effect of one construct on another. If
the specified model fits well to the data, this gives credibility to the causal as-
sumptions used to construct it (Bollen and Pearl, 2013), however, if the model
fits poorly, this suggests that there are weaknesses in the causal assumptions
encoded in the model.

The counterfactual framework for causality also features heavily within the
causal analysis of Structural Equation Models. Many Structural Equation
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Models, including the Cross-Lagged Panel Model presented in Chapter 5,
can be represented using a Directed Acyclic Graph (DAG) (Arnold et al.,
2019; Tu, 2012). A DAG is a graphical causal model containing nodes and
edges in which nodes represent variables and edges represent direct causal
relationships between them (Shrier and Platt, 2008). These edges are uni-
directional, and no path exists in the graph from a node back to itself.

DAGs can be used to estimate counterfactual quantities from observed data
by highlighting which variables are sufficient to remove biases in causal ef-
fects due to confounding (Arnold et al., 2019). Assuming that all common
causes Z of a factor X and an outcome Y are represented in a DAG, then
counterfactual quantities can be estimated directly by regressing Y on both
X and Z, since Z are sufficient for removing bias from confounding (Arnold
et al., 2019). A representation of this using a linear regression is displayed in
Equation 8.1 below:

Y = β0 + βXX + βZZ + ε. (8.1)

In this regression model, the beta co-efficient for X, βX is an estimate of the
total causal effect of X on Y such that, for individuals with the same values
of Z a unit difference in X is expected to cause a difference in Y of size βX, on
average (Arnold et al., 2019).

Agent-based models then examine mechanisms in the vertical view, in line
with a production account of causality (Casini and Manzo, 2016). When
macro-level patterns of interest are ‘produced’ by the behaviours and inter-
actions of micro-level entities in the model, this is taken as evidence that
the micro-specification is a candidate cause of the macro-level phenomena
(Epstein, 1999). Dependence type causal relations may also feature in an
Agent-based Model within the micro-level specification, however these are
not usually of primary interest in the model (Casini and Manzo, 2016).

Analysis of counterfactuals can also be conducted within an agent based
model. Specifically, the modeller can alter features of the model such as para-
meter input values or agent interactions between simulation runs to examine
how the model output differs under these alternative scenarios. Provided
the initial population remains unchanged in each simulation, this provides
the exchangeable units required for a counterfactual analysis (Arnold et al.,
2019).

Within the production account of causality, Casini and Manzo (2016) outlines
the conditions under which Agent-based Models can give causally relevant
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information. Primarily, this is based on three main conditions. Firstly, the
micro-specification must be built on solid theory. In other words, the con-
ceptualisation of the agents in the model, their behaviours and interactions
should be backed up by evidence, rather than simply being based on the
modeller’s intuition alone. Secondly, the macro-patterns produced by the
model should be compared systematically with quantitative data from the
real-world system and thirdly, empirical information should be used to cal-
ibrate the model’s low level specification. For example, characteristics of the
agents should, where possible, be derived from empirical data rather than
sampled at random from an assumed distribution.

Given the flexibility of Agent-based Models, fully satisfying these conditions
is a challenge as finding available data for the many model designs that
Agent-based Models are capable of investigating is likely not possible (Cas-
ini and Manzo, 2016). This limits our ability to always fully calibrate every
aspect of a model. However, theoretical explorations of the model dynam-
ics can still somewhat make up for this inability to base every aspect of the
model on empirical evidence (Casini and Manzo, 2016). For example, sens-
itivity analysis can estimate how changes to the parameter space influence
the output of the model (Thiele, Kurth and Grimm, 2014), and dispersion
analysis can investigate how much stochasticity in the model influences the
output when the same parameters sets are run multiple times (Manzo, 2013).
The above can be used to assess the robustness of the model output and hence
the causal information it can provide.

Having outlined the way in which Structural Equation Models and Agent-
based Models approach causal mechanisms, we can now examine what causal
information can be extracted from the studies presented in this thesis.

8.2 Causal Implications of my SEM Study

The hypotheses outlined at the beginning of Chapter 5, represented diagram-
matically in Figure 5.1, can be translated into a collection of equivalent causal
assumptions which are articulated below. Note that in each of the assump-
tions listed below differences are between individuals, rather than within in-
dividuals, in line with the description of the Cross-Lagged Panel Modelling
method from Chapter 5. As such, when we state that differences in one con-
struct are a cause of differences in another, we are in fact stating that differ-
ences between individuals’ levels on the causing construct lead to differences
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between individuals on the caused construct (Selig and Little, 2012).

Another way of interpreting these assumptions is to say that if there were
no differences between individuals on the causing construct, then (assum-
ing all other causes have been accounted for), there would be no differences
between individuals on the caused construct (Pearl, 2001). This interpreta-
tion more clearly lines the assumptions up with the counterfactual descrip-
tions of causality.

1. Weak Assumptions:

• Differing obesity is a cause of differing future depression, physical
function, calories consumed and physical activity performed.

• Differing depression is a cause of differing future obesity, calories
consumed and activity performed.

• Differing physical function is a cause of differing future depression

• Differing calories consumed is a cause of differing future depres-
sion and obesity

• Differing physical activity is a cause of differing future depression
and obesity

• Differing socioeconomic position is a cause of differing obesity,
depression, physical function, physical activity and calories con-
sumed

• Differing levels of each construct is a cause of differing future levels
of the same construct

2. Strong Assumptions:

• Differing depression does not cause differing physical function

• Differing physical function does not cause differing future obesity

3. Other assumptions: (see Bollen and Pearl (2013))

• All causal effects are linear

• Effects are exclusive. This means that when holding a ‘causing’
variable constant, changes in other variables do not impact the
value of the ‘caused’ variable (unless it is itself another cause of
that variable)
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• All effects are homogeneous i.e all individuals in the population
are subject to the same causal effect

In addition to the above assumptions, these causal effects were not assumed
to be constant over time. Within the model this assumption was implemen-
ted by allowing the parameters that described relationships between con-
structs across different time points to take different values during the model
estimation. In other words, the path coefficients for arrows in Figure 5.1 were
not constrained to be equal over time during the model estimation. For ex-
ample, the effect of BMI at time 1 on depression at time 2 was not constrained
a priori to be equal to the effect of BMI at time 2 on depression at time 3.

Overall the above assumptions mean that for each individual, having a dif-
ferent value to others on the causing construct leads to them having a dif-
ferent value to others on the caused construct (all else being equal), and that
the impact of this difference is the same for all individuals in the population
(due to the assumption that the causal effects are homogeneous) (Arnold et
al., 2019; Morgan and Winship, 2014; Bollen and Pearl, 2013). This expected
effect of one construct on another is analogous to the counterfactual causal
effects introduced in Equation 8.1.

These assumptions are subtly different to a description of causal effects based
on intra-individual differences, which state that a change within an indi-
vidual on a construct leads to a change within the same individual on an-
other. Other SEM methods, such as Random-Intercept Cross-Lagged Panel
Models are able to incorporate this kind of causal assumption into the model,
however, the standard Cross-Lagged Panel Model is not (Mulder and Hama-
ker, 2021).

Each of the model specifications that I analysed in Chapter 5 showed good
fit to the data overall, giving credibility to the causal assumptions used in the
models’ formulations. However, the size of effects in the models suggested
there was little evidence to support any of the hypotheses the model rep-
resented. This was evidenced by the presence of very few ‘important’ paths
being highlighted between different constructs in the model, and those that
were highlighted rarely had a consistent effect over time. As a result, the
good model fit may simply be due to the inclusion of the weak assumption
that causal effects can be different over time. Strengthening this assumption
to demand that the effects be the same over time may result in a poor model
fit, which would then be more consistent with the results implied by the path
coefficients.
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The inconsistency in the path coefficients over time in the models is perhaps
evidence that the hypothesised mechanisms are not causal mechanisms that
relate obesity and depression, at least in the population I have examined.
In this SEM we are searching for evidence using the dependence account
of causality, which requires the identifying of robust relationships between
variables (Woodward, 2002; Morgan and Winship, 2014). The relationships
found in this study were not robust over time and as such are perhaps too
spurious to be considered evidence of a causal mechanism.

This does however, present the opportunity for some causal assumptions to
be strengthened in future examinations of the relationship between obesity
and depression, in that a priori one could now remove these paths from the
structural model to make the stronger assumption that differences in the in-
cluded constructs do not cause differences in the other constructs.

Additionally, we may wish to challenge the additional causal assumptions
implied by the model structure. In particular, we may wish to challenge
the assumptions of linearity and homogeneity. With regards to linearity, if
any true causal effect was severely non-linear, a linear representation may be
unable to properly detect such an association. For example, supposing that
there is a value of BMI, τ, below which inter-individual differences in obesity
do not cause inter-individual differences in depression, but that having a BMI
above τ does cause a difference in depression of size β. Then, depending on
the size of β and the position of τ on the underlying BMI distribution, as-
suming a linear causal effect might have the impact of underestimating the
effect β, since its effect will be averaged out over the whole BMI range which
includes sections where there is no causal effect. In light of this, future stud-
ies may wish to examine the possibility for the hypothesised mechanisms to
contain non-linear effects.

The second additional causal assumption that could be challenged is that of
homogeneity of causal effects. In my Structural Equation Model, the causal
effects are assumed to be homogeneous across the units of the study. In my
review of the literature in Chapter 2, it was suggested that there may be signi-
ficant heterogeneity within the relationship between obesity and depression.
In particular, 12 reviews found evidence of heterogeneity in either methodo-
logy or effects (Atlantis and Baker, 2008; de Wit et al., 2010; Faith et al., 2011;
Jung et al., 2017; Korczak et al., 2013; Luppino et al., 2010; Mannan et al.,
2016b; Mannan et al., 2016a; Mühlig et al., 2016; Pereira-Miranda et al., 2017;
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Quek et al., 2017; Rooke and Thorsteinsson, 2008). This heterogeneity is po-
tentially influenced by heterogeneity within the obese population (Green et
al., 2015), differences between those with depression (Fried and Nesse, 2015),
and by the large number of potential mechanisms and risk factors that relate
the two conditions.

I attempted to account for this by running the model in multiple groups
that separated out participants by sex and ethnicity. Despite this, additional
heterogeneity may exist within the included participants that results in het-
erogeneous causal effects being present within the population. If in some
groups there are no causal effects, whilst in others there is a causal effect,
this could have the impact of attenuating the average causal effect estimated
in the groups combined. For example, it is possible that subgroups in the
population of individuals with obesity may have different exposures to the
mechanisms that might lead to depression (Green et al., 2015).

My review of the literature, however, did not find strong evidence for group-
ings beyond those I have studied that could be responsible for such hetero-
geneity of effects. Similarly, conducting a clustering analysis such as that con-
ducted by (Green et al., 2015) to search for additional subgroups was beyond
the scope of this thesis. As a result, studies examining in detail under what
conditions, and in which people obesity and depression are related would
help to improve our understanding of the relationship between the two con-
ditions and provide firmer ground upon which causal mechanisms could be
investigated.

The lack of support for a causal mechanism provided by my SEM study may
also suggest that any mediating effect of diet, physical activity and phys-
ical function between obesity and depression comes via different compon-
ents of these constructs than I have investigated in this thesis. For example,
in the case of diet, disordered eating and repeated dieting were both hypo-
thesised to be potential mechanisms that might relate obesity and depression
(Markowitz, Friedman and Arent, 2008; Preiss, Brennan and Clarke, 2013).
As such, future SEM studies could examine to what extent obesity and de-
pression are robustly related to disordered eating over time, and as such gain
evidence as to whether obesity is a cause of disordered eating which in turn
causes depression or vice versa (or both).

Similarly, of physical acitivity presented in 2 were often conducted in treat-
ment seeking populations, or have often focused on aspects of physical activ-
ity such as sports club participation (Hoare et al., 2014). Once again, this
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may suggest that any relationship between obesity and depression via phys-
ical activity may operate through the social aspects of exercise, rather than
simply being a function of how much activity individuals partake in.

However, in order to address such questions, additional data on these con-
cepts, collected regularly on a consistent cohort of individuals is needed.
Within this thesis, concepts such as disordered eating and repeated dieting
were not examined due to lack of data availability and so filling this data gap
is a pre-requisite to exploring this potential causal mechanism using SEM.

8.3 Causal Implications of my ABM Study

As with the Structural Equation Modelling study, within the design and ana-
lysis of the Agent-based Models presented in Chapters 6 and 7, multiple
causal assumptions were encoded. Overall, since this modelling method sub-
scribes to a production account of causality, the causal assumptions of the
model are expressed in terms of how features and outputs of the model are
generated by entities and interactions (Casini and Manzo, 2016; Hall, 2004).

By calibrating to the mean BMI, GHQ-based depression and income, the
models have effectively examined whether the described mechanisms in-
cluded in the models are a cause of average levels of obesity, depression
and income in the population. Examining whether the model could generate
realistic patterns of these variables was a necessary prerequisite to exploring
the generated relationships between them (Epstein, 1999). The relationship
between two variables will be contingent on the patterns of the individual
variables themselves generated by the model. Hence, if these generated pat-
terns are unrealistic this will in turn cast doubt on the relationship between
the variables that has been produced by the model.

Within the description of the model, two broad categories of mechanisms
were described. The first category described obesity stigma and its various
impacts, and the second category described ways in which non-stigma dy-
namics contribute to the outcomes. In describing how these mechanisms
might be causes of population level characteristics, a number of causal claims
were made. The first, and perhaps most important, is that vulnerability to
obesity is entirely caused by deviations from a socially defined ideal body
size. The omission of other factors implicitly states that they have no causal
effect. Similarly, it was also claimed that the sole cause of engaging in weight
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control behaviour is deviation from the ideal body size, and that the obe-
sogenicity of the environment is the sole cause of how weight promoting
individuals lifestyles are.

In addition to the above assumptions about causal pathways, we have also
made claims about the homogeneity of causal effects in the population. In
general, effects within the model were homogeneous across individuals un-
less specifically stated otherwise. For example, it was claimed that the impact
of obesity stigma was homogeneous across the population, such that two in-
dividuals who receive the same amount of obesity stigma would suffer the
same impact.

Having outlined the causal claims and assumptions that were embedded into
the model design, we can now discuss what the model can tell us about
these causal claims. In both of the models presented, there were signific-
ant doubts over their generative sufficiency, suggesting that the mechanisms
as described in the models are not candidate causes of macroscopic patterns
of BMI, depression and income in the real world. The model presented in
Chapter 6, in which only obesity stigma was represented in explicit detail
struggled to generate realistic macroscopic patterns in any simulation, sug-
gesting that on its own, obesity stigma is not a cause of these macroscopic
patterns. Including additional non-stigma based causes into the model im-
proved the generative sufficiency, such that the model was now able to gener-
ate more realistic macroscopic patterns for each target separately. However,
the model still struggled to generate all three macroscopic patterns simultan-
eously, and there were also qualitative features in the individual trajectories
that cast doubt on the accuracy of the model as a representation of the real
world system.

Taken literally, this could suggest that the model specification describes a
candidate causal explanation for some of the targets, but not all. For ex-
ample, the specification may accurately capture the causal process through
which obesity and depression patterns are generated, but not the pattern of
income, or vice versa. However, what is more likely, is that the model has
highlighted the need for a more nuanced representation of all the causal pro-
cesses included in the model.

As mentioned above, in describing the model we made a collection of strong
causal claims. The inability for the model to generate multiple macroscopic
patterns in the same simulation may indicate that these causal claims are too
strong, and need to be weakened or adapted in order to be able to explain
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more system features simultaneously. For example, the model supposed that
the extent of obesity stigma individuals are subjected to, and hence the effects
they receive from it, are caused solely by how much the individual differs
from the ideal body size. This ideal body size was also static throughout
the simulation. Hence, the model results potentially imply that, if stigma
is a contributory cause of macroscopic patterns of obesity, depression and
income in the real world, that the extent of stigma received and the effects it
causes depends on more than just deviation from an ideal body size; other
factors also impact upon this.

Further to this point, Additional causal effects may also need to be included
in the model. Authors researching obesity stigma have examined links between
individuals perceptions of obesity stigma (Lewis et al., 2011; Jackson and
Steptoe, 2017) as well as the different methods individuals use to cope with
stigma when it is experienced (Spahlholz et al., 2016; Puhl and Brownell,
2003). Overall, individuals may perceive and cope with stigma in a variety
of ways, which may have implications for the impact stigma has on their
mental health (Puhl and Brownell, 2003). Different coping strategies may
have different implications for whether individuals internalise stigma or not,
which has been shown to be particularly harmful to mental health (Pearl and
Puhl, 2016). Whilst examining these factors was beyond the current scope of
my model, examination of these effects in future models may add important
nuance to the causal descriptions, allowing the models to more adequately
reproduce observed data.

Within my Agent-based Modelling study, I tried to satisfy the conditions un-
der which an ABM can produce reliable causal information as much as pos-
sible (Casini and Manzo, 2016). Firstly, the model structure was designed
with reference to the underlying literature on obesity stigma, its effects and
how body image ideals may influence the likelihood of receiving stigma.
Secondly, the macroscopic BMI, depression and income patterns generated
in the model were compared systematically with targets based on data from
the real-world system. Thirdly, where possible, the microlevel specification
of the model was calibrated to real world data. For example, the rate of in-
flation was derived from data on the average weekly wage and pensions
received in the population, and agents initial values for BMI, depression, in-
come, age and sex were all derived from data.

Additionally, the model output was explored via sensitivity analysis, and
the models’ output trajectories and posterior distributions were scrutinised
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thoroughly in order to understand what features of the model description
were responsible for its behaviour. For example, in the simulations displayed
in Figure 7.4, the model internals were examined to see if the initial steep rises
in mean BMI could be explained.

The above process gives credibility to the model’s ability to provide causal
information (Casini and Manzo, 2016). Specifically, it gives confidence to
the conclusions one can draw about the causal claims that are made by the
model’s design. As such we can be confident that the causal claims encoded
in the model currently are insufficient to explain population trends in aver-
age obesity, depression and income.

8.4 Combining Research from ABMs and SEM to

Investigate Causality

Whilst both Structural Equation Models and Agent-based Modelling can shed
light on causal relationships between obesity, depression and socioeconomic
position, each has its limitation on what causal information it can provide.
Within the dependence account of causality used in Structural Equation Mod-
elling, claims can be made about to what extent differences in a cause lead to
differences in an effect (Woodward, 2002; Goldthorpe, 2001). However, some
critics of this account of causality argue that this does not give an explicit ac-
count of how these differences are generated (Hedström and Ylikoski, 2010).
Whilst mediation studies can perhaps add additional detail to the collection
of variables that describes the causal mechanism, the question of how one
variable causes differences in the next variable in the chain still holds.

Similarly, whilst Agent-based Models more explicitly represent how a phe-
nomena is caused by low level entities and interactions, it is often more diffi-
cult to fully calibrate and validate the model using empirical evidence (Cas-
ini and Manzo, 2016; Fagiolo, Moneta and Windrum, 2007). The flexibility
of the method allows complex models to be created, which can result in as-
sumptions and relationships being included in the model for which data is
not necessarily available. Such challenges can undermine the ability of an
Agent-based Model to provide causal evidence (Casini and Manzo, 2016).

It has been argued that Agent-based modelling and data-driven methods
such as SEM can be used conjointly to improve the quality of causal evid-
ence available (Casini and Manzo, 2016). For example, claims implied by
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Agent-based modelling studies could be examined by data driven studies,
and conversely, Agent-based Models could be used to examine in more detail
how causal relationships highlighted in Structural Equation Models might be
generated.

In this thesis, separate mechanisms have been investigated using separate
modelling techniques and as such further research may benefit from examin-
ing how the alternative modelling technique could improve our understand-
ing of the hypothesised causal mechanisms examined in this thesis. In partic-
ular, the mechanisms examined in my Structural Equation Modelling study
could be examined within an ABM such that intra-individual differences
rather than just inter-individual differences could be examined. In the case
of physical function, one would be able to explore whether increases in an in-
dividual’s level obesity leads to increases in their depression via a change to
their physical function, and in turn whether such intra-individual differences
are able to generate population level associations between the diseases.

ABM studies such as those proposed above could also be supported by ad-
ditional SEM work that is capable of examining intra-individual differences
such as Random-Intercept Cross-lagged Panel Modelling (Mulder and Ha-
maker, 2021). The result of this is that we would able to say more than just
statements about whether differences in obesity lead to differences in de-
pression in the population. We would also be able to explain more about the
process within individuals that leads to this difference.

As has been noted before, the flexibility of Agent-based Modelling allows one
to incorporate heterogeneity and non-linearity into the model in a way that
is more straightforward than is the case in SEM (Bonabeau, 2002; Gilbert,
2008). Hence, supplementing my SEM work with Agent-based Modelling
would also present the opportunity relax the causal assumptions of linearity
and homogeneity that are imposed within the SEM model.

Similarly, Structural Equation Modelling or a similar data driven method that
relies on a dependence account of causality could supplement the analysis of
obesity stigma I conducted in Chapters 6 and 7. First and foremost, ana-
logously to the study presented in chapter 5, SEM models could be used to
investigate whether differences in obesity are a cause of differing levels of re-
ceived obesity stigma, and whether this in turn is a cause of differing levels of
depression. Some studies have attempted to do this in the case of internalised
obesity stigma (Decker, Thurston and Kamody, 2018; Spahlholz et al., 2016),
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however these studies are frequently limited to analyses of cross-sectional
data, restricting the causal interpretation of results.

Second, individual causal pathways included in the conceptual model could
be examined in order to improve the evidence base informing these path-
ways. For example, Structural Equation Modelling could be used to examine
the components of body image that are causally relevant for obesity stigma.
Within this, SEM could be used to address some of the gaps in the literature
highlighted in Chapters 6 and 7. For example, one could investigate to what
extent differing deviations from an ideal body size in males and females has
on the amount of stigma individuals receive, and whether this impacts on
individuals’ mental health.

Additionally, SEM studies could be used to examine whether stigma effects
depend on the stigma context or not. Stigma is a complex phenomenon
with multiple variants and contexts within which it can operate (Pescosolido
and Martin, 2015; Vartanian, Pinkus and Smyth, 2014; Puhl and King, 2013).
However, as was mentioned in Chapter 7, the current literature did not provide
conclusive evidence of general stigma effects. Instead, research has largely
explored context specific effects (Puhl and King, 2013; Godfree, 2020; Puhl,
Moss-Racusin and Schwartz, 2007; Fikkan and Rothblum, 2012). As a result
structural equation modelling could be used to explore whether differences
in obesity stigma lead to differences in mental health outcomes in contexts
such as the workplace and education.

Overall, Agent-based Models and Structural Equation models provide dif-
ferent but complementary causal evidence (Casini and Manzo, 2016; Bollen
and Pearl, 2013). Therefore, despite the lack of support for causal relation-
ships found in my own studies both of these methods still have the potential
to improve understanding on the mechanisms that relate obesity and depres-
sion.

8.5 Concluding Remarks

This thesis has built upon existing knowledge of the relationship between
obesity and depression by examining causal evidence for proposed mechan-
isms that might relate the two conditions. Specifically, I have examined the
role of physical function, physical activity, diet and social stigma as mech-
anisms that relate obesity with depression. Additionally, we have examined
how socioeconomic status interacts with these proposed mechanisms.



8.5. Concluding Remarks 343

Overall, the models presented have not provided evidence that can support
the existence of these causal mechanisms, nor have they presented evidence
of interactions with socioeconomic position. However, in the case of stigma,
the model used did not reach a stage where it was sufficiently reliable to
conclusively rule out stigma as a generative cause of relationships within
the obesity-depression-socioeconomic system. As a result, this mechanism
still has the potential to be of importance in the relationship between obesity
and both depression and socioeconomic position. Furthermore, many addi-
tional proposed mechanisms between obesity and depression remained un-
explored. Given the lack of evidence found in my studies, additional research
exploring such mechanisms will likely be important in explaining the associ-
ation between obesity and depression.
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Appendix A

Example code from SEM Models

Below is an example of the model code used for the SEM Model presented
in Chapter 5. For the sake of brevity, not all the separate models have been
included, as much of the code remains the same across each model.

A.1 The Strong Invariant Model

TITLE: Strong model for gender-sex multigroup analysis

DATA: FILE = "Wh_Model_final_measures_no_diet_lat.dat";

VARIABLE:

NAMES = ID stdygrp tage_c statusx vdepres xhlthyr grlump educ xbmi xghq24 xghq25

xghq29 xghq30 vtpfsc vtbpsc vtrlppsc xfamprb2 tbmi tghq24 tghq25 tghq29 tghq30

ttpfsc ttbpsc ttrlppsc tcalssc tcarbssc tfatsc ttmetsc tfamprb5 tfamprb6 mbmi

mghq24 mghq25 mghq29 mghq30 mtpfsc mtbpsc mtrlppsc mcalssc mcarbssc mfatsc

mtmetsc mfamprb5 mfamprb6 jbmi jghq24 jghq25 jghq29 jghq30 jtpfsc jtbpsc

jtrlppsc jcalssc jcarbssc jfatsc jtmetsc jfamprb5 jfamprb6;

USEVARIABLES = ID stdygrp tage_c statusx vdepres xhlthyr grlump educ xbmi

xghq24 xghq25 xghq29 xghq30 vtpfsc vtbpsc vtrlppsc xfamprb2

tbmi tghq24 tghq25 tghq29 tghq30 ttpfsc ttbpsc ttrlppsc

tcalssc ttmetsc tfamprb5 tfamprb6

mbmi mghq24 mghq25 mghq29 mghq30 mtpfsc mtbpsc mtrlppsc mcalssc

mtmetsc mfamprb5 mfamprb6 jbmi jghq24 jghq25 jghq29 jghq30 jtpfsc jtbpsc

jtrlppsc jcalssc jtmetsc jfamprb5 jfamprb6;

IDVARIABLE = ID;

GROUPING IS stdygrp (1 = non-white-female

2 = non-white-male

3 = white-female
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4 = white-male);

AUXILIARY = statusx vdepres xhlthyr grlump educ xbmi

xghq24 xghq25 xghq29 xghq30 vtpfsc vtbpsc vtrlppsc xfamprb2;

MISSING=.;

ANALYSIS:

ESTIMATOR = MLR; !Use Robust Maximum likelihood estimation

MODEL:

!------ Depression construct

Dep1 BY tghq24* tghq25 tghq29 tghq30 (L1-L4);

Dep2 BY mghq24* mghq25 mghq29 mghq30 (L1-L4);

Dep3 BY jghq24* jghq25 jghq29 jghq30 (L1-L4);

!Set scale using fixed factor method, free at t2 and t3

Dep1@1 Dep2* Dep3*;

!Fix factor means to zero, free at t2 and t3

[Dep1@0 Dep2* Dep3*];

!------ Physical Function

pf1 BY ttpfsc* ttrlppsc ttbpsc (L5-L7);

pf2 BY mtpfsc* mtrlppsc mtbpsc (L5-L7);

pf3 BY jtpfsc* jtrlppsc jtbpsc (L5-L7);

!Set scale using fixed factor method, free at t2 and t3

PF1@1 PF2* PF3*;

!Fix factor means to zero, free at t2 and t3

[PF1@0 PF2* PF3*];

!Socioeconomic Position

SEP1 BY tfamprb5* (L8)

tfamprb6 (L8);

SEP2 BY mfamprb5* (L8)

mfamprb6 (L8);

SEP3 BY jfamprb5* (L8)

jfamprb6 (L8);

!Set scale using fixed factor method, free at t2 and t3

SEP1@1 SEP2* SEP3*;
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!Fix factor means to zero, free at t2 and t3

[SEP1@0 SEP2* SEP3*];

!------- covariance between observed and latent vars

Dep1 WITH DEP2 DEP3 PF1 PF2 PF3 SEP1 SEP2 SEP3 (C1-C8)

tage_c (C9)

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc (C10-C18);

Dep2 WITH DEP3 PF1 PF2 PF3 SEP1 SEP2 SEP3 (C19-C25)

tage_c (C26)

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc (C27-C35);

DEP3 WITH PF1 PF2 PF3 SEP1 SEP2 SEP3 (C36-C41)

tage_c (C42)

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc (C43-C51);

PF1 WITH PF2 PF3 SEP1 SEP2 SEP3 (C52-C56)

tage_c (C57)

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc (C58-C66);

PF2 WITH PF3 SEP1 SEP2 SEP3 (C67-C70)

tage_c (C71)

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc (C72-C80);

PF3 WITH SEP1 SEP2 SEP3 (C81-C83)

tage_c (C84)

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc (C85-C93);

SEP1 WITH SEP2 SEP3 (C94-C95)

tage_c (C96)

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc (C97-C105);

SEP2 WITH SEP3 (C106)

tage_c (C107)

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc (C108-C116);

SEP3 WITH tage_c (C117)
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tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc (C118-C126);

!BMI

tbmi WITH tage_c (C127)

mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc (C128-C135);

mbmi WITH tage_c (C136)

jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc (C137-C143);

jbmi WITH tage_c (C144)

tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc (C145-C150);

!Activity vars

ttmetsc WITH tage_c tcalssc mcalssc jcalssc mtmetsc jtmetsc (C151-C156);

mtmetsc WITH tage_c tcalssc mcalssc jcalssc jtmetsc (C157-C161);

jtmetsc WITH tage_c tcalssc mcalssc jcalssc (C162-C165);

!Diet variables

tcalssc WITH tage_c mcalssc jcalssc (C166-C168);

mcalssc WITH tage_c jcalssc (C169-C170);

jcalssc WITH tage_c (C171);

!------ Correlated Residuals --------!

!Depression vars

tghq24 WITH mghq24 jghq24;

mghq24 WITH jghq24;

tghq25 WITH mghq25 jghq25;

mghq25 WITH jghq25;

tghq29 WITH mghq29 jghq29;

mghq29 WITH jghq29;

tghq30 WITH mghq30 jghq30;

mghq30 WITH jghq30;

!PF vars

ttpfsc WITH mtpfsc jtpfsc;
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mtpfsc WITH jtpfsc;

ttrlppsc WITH mtrlppsc jtrlppsc;

mtrlppsc WITH jtrlppsc;

ttbpsc WITH mtbpsc jtbpsc;

mtbpsc WITH jtbpsc;

!SEP vars

tfamprb5 WITH mfamprb5 jfamprb5;

mfamprb5 WITH jfamprb5;

tfamprb6 WITH mfamprb6 jfamprb6;

mfamprb6 WITH jfamprb6;

!Item intercepts

[tghq24 tghq25 tghq29 tghq30] (I1-I4);

[ttpfsc ttrlppsc ttbpsc] (I5-I7);

[tfamprb5 tfamprb6] (I8-I9);

[mghq24 mghq25 mghq29 mghq30] (I1-I4);

[mtpfsc mtrlppsc mtbpsc] (I5-I7);

[mfamprb5 mfamprb6] (I8-I9);

[jghq24 jghq25 jghq29 jghq30] (I1-I4);

[jtpfsc jtrlppsc jtbpsc] (I5-I7);

[jfamprb5 jfamprb6] (I8-I9);

!Manifest variances

tbmi mbmi jbmi (V10-V12);

ttmetsc mtmetsc jtmetsc (V13-V15);

tcalssc mcalssc jcalssc (V16-V18);

tage_c (V19);

!Factor means

[tbmi mbmi jbmi];

[ttmetsc mtmetsc jtmetsc];

[tcalssc mcalssc jcalssc];
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MODEL non-white-female:

!------ Depression construct

Dep1 BY tghq24* tghq25 tghq29 tghq30 (L1-L4);

Dep2 BY mghq24* mghq25 mghq29 mghq30 (L1-L4);

Dep3 BY jghq24* jghq25 jghq29 jghq30 (L1-L4);

!Set scale using fixed factor method, free at all time points

Dep1@1 Dep2* Dep3*;

!Factor means freed

[Dep1@0 Dep2* Dep3*];

!------ Physical Function

pf1 BY ttpfsc* ttrlppsc ttbpsc (L5-L7);

pf2 BY mtpfsc* mtrlppsc mtbpsc (L5-L7);

pf3 BY jtpfsc* jtrlppsc jtbpsc (L5-L7);

!Set scale using fixed factor method, free at all time points

PF1@1 PF2* PF3*;

!Factor means freed

[PF1@0 PF2* PF3*];

!Socioeconomic Position

SEP1 BY tfamprb5* (L8)

tfamprb6 (L8);

SEP2 BY mfamprb5* (L8)

mfamprb6 (L8);

SEP3 BY jfamprb5* (L8)

jfamprb6 (L8);

!Set scale using fixed factor method, free at all time points

SEP1@1 SEP2* SEP3*;

!Factor means freed

[SEP1@0 SEP2* SEP3*];

!------- covariance between observed and latent vars

Dep1 WITH DEP2 DEP3 PF1 PF2 PF3 SEP1 SEP2 SEP3 (C1-C8)

tage_c (C9)

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc (C10-C18);
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Dep2 WITH DEP3 PF1 PF2 PF3 SEP1 SEP2 SEP3 (C19-C25)

tage_c (C26)

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc (C27-C35);

DEP3 WITH PF1 PF2 PF3 SEP1 SEP2 SEP3 (C36-C41)

tage_c (C42)

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc (C43-C51);

PF1 WITH PF2 PF3 SEP1 SEP2 SEP3 (C52-C56)

tage_c (C57)

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc (C58-C66);

PF2 WITH PF3 SEP1 SEP2 SEP3 (C67-C70)

tage_c (C71)

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc (C72-C80);

PF3 WITH SEP1 SEP2 SEP3 (C81-C83)

tage_c (C84)

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc (C85-C93);

SEP1 WITH SEP2 SEP3 (C94-C95)

tage_c (C96)

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc (C97-C105);

SEP2 WITH SEP3 (C106)

tage_c (C107)

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc (C108-C116);

SEP3 WITH tage_c (C117)

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc (C118-C126);

!BMI

tbmi WITH tage_c (C127)

mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc (C128-C135);

mbmi WITH tage_c (C136)

jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc (C137-C143);

jbmi WITH tage_c (C144)

tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc (C145-C150);
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!Activity vars

ttmetsc WITH tage_c tcalssc mcalssc jcalssc mtmetsc jtmetsc (C151-C156);

mtmetsc WITH tage_c tcalssc mcalssc jcalssc jtmetsc (C157-C161);

jtmetsc WITH tage_c tcalssc mcalssc jcalssc (C162-C165);

!Diet variables

tcalssc WITH tage_c mcalssc jcalssc (C166-C168);

mcalssc WITH tage_c jcalssc (C169-C170);

jcalssc WITH tage_c (C171);

!------ Correlated Residuals --------!

!Depression vars

tghq24 WITH mghq24 jghq24;

mghq24 WITH jghq24;

tghq25 WITH mghq25 jghq25;

mghq25 WITH jghq25;

tghq29 WITH mghq29 jghq29;

mghq29 WITH jghq29;

tghq30 WITH mghq30 jghq30;

mghq30 WITH jghq30;

!PF vars

ttpfsc WITH mtpfsc jtpfsc;

mtpfsc WITH jtpfsc;

ttrlppsc WITH mtrlppsc jtrlppsc;

mtrlppsc WITH jtrlppsc;

ttbpsc WITH mtbpsc jtbpsc;

mtbpsc WITH jtbpsc;

!SEP vars
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tfamprb5 WITH mfamprb5 jfamprb5;

mfamprb5 WITH jfamprb5;

tfamprb6 WITH mfamprb6 jfamprb6;

mfamprb6 WITH jfamprb6;

!Item intercepts

[tghq24 tghq25 tghq29 tghq30] (I1-I4);

[ttpfsc ttrlppsc ttbpsc] (I5-I7);

[tfamprb5 tfamprb6] (I8-I9);

[mghq24 mghq25 mghq29 mghq30] (I1-I4);

[mtpfsc mtrlppsc mtbpsc] (I5-I7);

[mfamprb5 mfamprb6] (I8-I9);

[jghq24 jghq25 jghq29 jghq30] (I1-I4);

[jtpfsc jtrlppsc jtbpsc] (I5-I7);

[jfamprb5 jfamprb6] (I8-I9);

!Manifest variances

tbmi mbmi jbmi (V10-V12);

ttmetsc mtmetsc jtmetsc (V13-V15);

tcalssc mcalssc jcalssc (V16-V18);

tage_c (V19);

!Factor means

[tbmi mbmi jbmi];

[ttmetsc mtmetsc jtmetsc];

[tcalssc mcalssc jcalssc];

MODEL non-white-male:

!------ Depression construct

Dep1 BY tghq24* tghq25 tghq29 tghq30 (L1-L4);

Dep2 BY mghq24* mghq25 mghq29 mghq30 (L1-L4);

Dep3 BY jghq24* jghq25 jghq29 jghq30 (L1-L4);

!Set scale using fixed factor method, free at all time points

Dep1* Dep2* Dep3*;

!Factor means freed
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[Dep1* Dep2* Dep3*];

!------ Physical Function

pf1 BY ttpfsc* ttrlppsc ttbpsc (L5-L7);

pf2 BY mtpfsc* mtrlppsc mtbpsc (L5-L7);

pf3 BY jtpfsc* jtrlppsc jtbpsc (L5-L7);

PF1* PF2* PF3*; !Set scale using fixed factor method, free at t2 and t3

!Factor means freed

[PF1* PF2* PF3*];

!Socioeconomic Position

SEP1 BY tfamprb5* (L8)

tfamprb6 (L8);

SEP2 BY mfamprb5* (L8)

mfamprb6 (L8);

SEP3 BY jfamprb5* (L8)

jfamprb6 (L8);

!Set scale using fixed factor method, free at all time points

SEP1* SEP2* SEP3*;

!Factor means freed

[SEP1* SEP2* SEP3*];

!------- covariance between observed and latent vars

Dep1 WITH DEP2 DEP3 PF1 PF2 PF3 SEP1 SEP2 SEP3

tage_c

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

Dep2 WITH DEP3 PF1 PF2 PF3 SEP1 SEP2 SEP3

tage_c

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

DEP3 WITH PF1 PF2 PF3 SEP1 SEP2 SEP3

tage_c

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

PF1 WITH PF2 PF3 SEP1 SEP2 SEP3
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tage_c

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

PF2 WITH PF3 SEP1 SEP2 SEP3

tage_c

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

PF3 WITH SEP1 SEP2 SEP3

tage_c

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc ;

SEP1 WITH SEP2 SEP3

tage_c

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

SEP2 WITH SEP3

tage_c

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

SEP3 WITH tage_c

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

!BMI

tbmi WITH tage_c

mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

mbmi WITH tage_c

jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

jbmi WITH tage_c

tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

!Activity vars

ttmetsc WITH tage_c tcalssc mcalssc jcalssc mtmetsc jtmetsc;

mtmetsc WITH tage_c tcalssc mcalssc jcalssc jtmetsc;

jtmetsc WITH tage_c tcalssc mcalssc jcalssc;

!Diet variables

tcalssc WITH tage_c mcalssc jcalssc;

mcalssc WITH tage_c jcalssc;
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jcalssc WITH tage_c ;

!------ Correlated Residuals --------!

!Depression vars

tghq24 WITH mghq24 jghq24;

mghq24 WITH jghq24;

tghq25 WITH mghq25 jghq25;

mghq25 WITH jghq25;

tghq29 WITH mghq29 jghq29;

mghq29 WITH jghq29;

tghq30 WITH mghq30 jghq30;

mghq30 WITH jghq30;

!PF vars

ttpfsc WITH mtpfsc jtpfsc;

mtpfsc WITH jtpfsc;

ttrlppsc WITH mtrlppsc jtrlppsc;

mtrlppsc WITH jtrlppsc;

ttbpsc WITH mtbpsc jtbpsc;

mtbpsc WITH jtbpsc;

!SEP vars

tfamprb5 WITH mfamprb5 jfamprb5;

mfamprb5 WITH jfamprb5;

tfamprb6 WITH mfamprb6 jfamprb6;

mfamprb6 WITH jfamprb6;

!Item intercepts

[tghq24 tghq25 tghq29 tghq30] (I1-I4);

[ttpfsc ttrlppsc ttbpsc] (I5-I7);

[tfamprb5 tfamprb6] (I8-I9);
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[mghq24 mghq25 mghq29 mghq30] (I1-I4);

[mtpfsc mtrlppsc mtbpsc] (I5-I7);

[mfamprb5 mfamprb6] (I8-I9);

[jghq24 jghq25 jghq29 jghq30] (I1-I4);

[jtpfsc jtrlppsc jtbpsc] (I5-I7);

[jfamprb5 jfamprb6] (I8-I9);

!Manifest variances

tbmi mbmi jbmi;

ttmetsc mtmetsc jtmetsc;

tcalssc mcalssc jcalssc;

tage_c ;

!Manifest means

[tbmi mbmi jbmi];

[ttmetsc mtmetsc jtmetsc];

[tcalssc mcalssc jcalssc];

MODEL white-female:

!------ Depression construct

Dep1 BY tghq24* tghq25 tghq29 tghq30 (L1-L4);

Dep2 BY mghq24* mghq25 mghq29 mghq30 (L1-L4);

Dep3 BY jghq24* jghq25 jghq29 jghq30 (L1-L4);

!Set scale using fixed factor method, free at all time points

Dep1* Dep2* Dep3*;

!Factor means freed

[Dep1* Dep2* Dep3*];

!------ Physical Function

pf1 BY ttpfsc* ttrlppsc ttbpsc (L5-L7);

pf2 BY mtpfsc* mtrlppsc mtbpsc (L5-L7);

pf3 BY jtpfsc* jtrlppsc jtbpsc (L5-L7);

!Set scale using fixed factor method, free at all time points

PF1* PF2* PF3*;

!Factor means freed



394 Appendix A. Example code from SEM Models

[PF1* PF2* PF3*];

!Socioeconomic Position

SEP1 BY tfamprb5* (L8)

tfamprb6 (L8);

SEP2 BY mfamprb5* (L8)

mfamprb6 (L8);

SEP3 BY jfamprb5* (L8)

jfamprb6 (L8);

!Set scale using fixed factor method, free at all time points

SEP1* SEP2* SEP3*;

!Factor means freed

[SEP1* SEP2* SEP3*];

!------- covariance between observed and latent vars

Dep1 WITH DEP2 DEP3 PF1 PF2 PF3 SEP1 SEP2 SEP3

tage_c

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

Dep2 WITH DEP3 PF1 PF2 PF3 SEP1 SEP2 SEP3

tage_c

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

DEP3 WITH PF1 PF2 PF3 SEP1 SEP2 SEP3

tage_c

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

PF1 WITH PF2 PF3 SEP1 SEP2 SEP3

tage_c

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

PF2 WITH PF3 SEP1 SEP2 SEP3

tage_c

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

PF3 WITH SEP1 SEP2 SEP3

tage_c
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tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc ;

SEP1 WITH SEP2 SEP3

tage_c

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

SEP2 WITH SEP3

tage_c

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

SEP3 WITH tage_c

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

!BMI

tbmi WITH tage_c

mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

mbmi WITH tage_c

jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

jbmi WITH tage_c

tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

!Activity vars

ttmetsc WITH tage_c tcalssc mcalssc jcalssc mtmetsc jtmetsc;

mtmetsc WITH tage_c tcalssc mcalssc jcalssc jtmetsc;

jtmetsc WITH tage_c tcalssc mcalssc jcalssc;

!Diet variables

tcalssc WITH tage_c mcalssc jcalssc;

mcalssc WITH tage_c jcalssc;

jcalssc WITH tage_c ;

!------ Correlated Residuals --------!

!Depression vars

tghq24 WITH mghq24 jghq24;

mghq24 WITH jghq24;
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tghq25 WITH mghq25 jghq25;

mghq25 WITH jghq25;

tghq29 WITH mghq29 jghq29;

mghq29 WITH jghq29;

tghq30 WITH mghq30 jghq30;

mghq30 WITH jghq30;

!PF vars

ttpfsc WITH mtpfsc jtpfsc;

mtpfsc WITH jtpfsc;

ttrlppsc WITH mtrlppsc jtrlppsc;

mtrlppsc WITH jtrlppsc;

ttbpsc WITH mtbpsc jtbpsc;

mtbpsc WITH jtbpsc;

!SEP vars

tfamprb5 WITH mfamprb5 jfamprb5;

mfamprb5 WITH jfamprb5;

tfamprb6 WITH mfamprb6 jfamprb6;

mfamprb6 WITH jfamprb6;

!Item intercepts

[tghq24 tghq25 tghq29 tghq30] (I1-I4);

[ttpfsc ttrlppsc ttbpsc] (I5-I7);

[tfamprb5 tfamprb6] (I8-I9);

[mghq24 mghq25 mghq29 mghq30] (I1-I4);

[mtpfsc mtrlppsc mtbpsc] (I5-I7);

[mfamprb5 mfamprb6] (I8-I9);

[jghq24 jghq25 jghq29 jghq30] (I1-I4);

[jtpfsc jtrlppsc jtbpsc] (I5-I7);

[jfamprb5 jfamprb6] (I8-I9);
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!Manifest variances

tbmi mbmi jbmi;

ttmetsc mtmetsc jtmetsc;

tcalssc mcalssc jcalssc;

tage_c ;

!Manifest means

[tbmi mbmi jbmi];

[ttmetsc mtmetsc jtmetsc];

[tcalssc mcalssc jcalssc];

MODEL white-male:

!------ Depression construct

Dep1 BY tghq24* tghq25 tghq29 tghq30 (L1-L4);

Dep2 BY mghq24* mghq25 mghq29 mghq30 (L1-L4);

Dep3 BY jghq24* jghq25 jghq29 jghq30 (L1-L4);

!Set scale using fixed factor method, free at all time points

Dep1* Dep2* Dep3*;

!Factor means free

[Dep1* Dep2* Dep3*];

!------ Physical Function

pf1 BY ttpfsc* ttrlppsc ttbpsc (L5-L7);

pf2 BY mtpfsc* mtrlppsc mtbpsc (L5-L7);

pf3 BY jtpfsc* jtrlppsc jtbpsc (L5-L7);

!Set scale using fixed factor method, free at all time points

PF1* PF2* PF3*;

!Free factor means

[PF1* PF2* PF3*];

!Socioeconomic Position

SEP1 BY tfamprb5* (L8)

tfamprb6 (L8);

SEP2 BY mfamprb5* (L8)

mfamprb6 (L8);

SEP3 BY jfamprb5* (L8)
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jfamprb6 (L8);

!Set scale using fixed factor method, free at all time points

SEP1* SEP2* SEP3*;

!Free factor means

[SEP1* SEP2* SEP3*];

!------- covariance between observed and latent vars

Dep1 WITH DEP2 DEP3 PF1 PF2 PF3 SEP1 SEP2 SEP3

tage_c

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

Dep2 WITH DEP3 PF1 PF2 PF3 SEP1 SEP2 SEP3

tage_c

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

DEP3 WITH PF1 PF2 PF3 SEP1 SEP2 SEP3

tage_c

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

PF1 WITH PF2 PF3 SEP1 SEP2 SEP3

tage_c

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

PF2 WITH PF3 SEP1 SEP2 SEP3

tage_c

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

PF3 WITH SEP1 SEP2 SEP3

tage_c

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc ;

SEP1 WITH SEP2 SEP3

tage_c

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

SEP2 WITH SEP3

tage_c
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tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

SEP3 WITH tage_c

tbmi mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

!BMI

tbmi WITH tage_c

mbmi jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

mbmi WITH tage_c

jbmi tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

jbmi WITH tage_c

tcalssc mcalssc jcalssc ttmetsc mtmetsc jtmetsc;

!Activity vars

ttmetsc WITH tage_c tcalssc mcalssc jcalssc mtmetsc jtmetsc;

mtmetsc WITH tage_c tcalssc mcalssc jcalssc jtmetsc;

jtmetsc WITH tage_c tcalssc mcalssc jcalssc;

!Diet variables

tcalssc WITH tage_c mcalssc jcalssc;

mcalssc WITH tage_c jcalssc;

jcalssc WITH tage_c ;

!------ Correlated Residuals --------!

!Depression vars

tghq24 WITH mghq24 jghq24;

mghq24 WITH jghq24;

tghq25 WITH mghq25 jghq25;

mghq25 WITH jghq25;

tghq29 WITH mghq29 jghq29;

mghq29 WITH jghq29;

tghq30 WITH mghq30 jghq30;
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mghq30 WITH jghq30;

!PF vars

ttpfsc WITH mtpfsc jtpfsc;

mtpfsc WITH jtpfsc;

ttrlppsc WITH mtrlppsc jtrlppsc;

mtrlppsc WITH jtrlppsc;

ttbpsc WITH mtbpsc jtbpsc;

mtbpsc WITH jtbpsc;

!SEP vars

tfamprb5 WITH mfamprb5 jfamprb5;

mfamprb5 WITH jfamprb5;

tfamprb6 WITH mfamprb6 jfamprb6;

mfamprb6 WITH jfamprb6;

!Item intercepts

[tghq24 tghq25 tghq29 tghq30] (I1-I4);

[ttpfsc ttrlppsc ttbpsc] (I5-I7);

[tfamprb5 tfamprb6] (I8-I9);

[mghq24 mghq25 mghq29 mghq30] (I1-I4);

[mtpfsc mtrlppsc mtbpsc] (I5-I7);

[mfamprb5 mfamprb6] (I8-I9);

[jghq24 jghq25 jghq29 jghq30] (I1-I4);

[jtpfsc jtrlppsc jtbpsc] (I5-I7);

[jfamprb5 jfamprb6] (I8-I9);

!Manifest variances

tbmi mbmi jbmi;

ttmetsc mtmetsc jtmetsc;

tcalssc mcalssc jcalssc;

tage_c ;
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!Manifest means

[tbmi mbmi jbmi];

[ttmetsc mtmetsc jtmetsc];

[tcalssc mcalssc jcalssc];

OUTPUT:

MOD STAND;

A.2 Code for Model 3 - Full Mediation with AR2

Paths

TITLE: Full mediation structural model with AR2 paths

DATA: FILE = "Wh_Model_final_measures_no_diet_lat.dat";

VARIABLE:

NAMES = ID stdygrp tage_c statusx vdepres xhlthyr grlump educ xbmi xghq24 xghq25

xghq29 xghq30 vtpfsc vtbpsc vtrlppsc xfamprb2 tbmi tghq24 tghq25 tghq29 tghq30

ttpfsc ttbpsc ttrlppsc tcalssc tcarbssc tfatsc ttmetsc tfamprb5 tfamprb6 mbmi

mghq24 mghq25 mghq29 mghq30 mtpfsc mtbpsc mtrlppsc mcalssc mcarbssc mfatsc

mtmetsc mfamprb5 mfamprb6 jbmi jghq24 jghq25 jghq29 jghq30 jtpfsc jtbpsc

jtrlppsc jcalssc jcarbssc jfatsc jtmetsc jfamprb5 jfamprb6;

USEVARIABLES = ID stdygrp tage_c statusx vdepres xhlthyr grlump educ xbmi

xghq24 xghq25 xghq29 xghq30 vtpfsc vtbpsc vtrlppsc xfamprb2

tbmi tghq24 tghq25 tghq29 tghq30 ttpfsc ttbpsc ttrlppsc

tcalssc ttmetsc tfamprb5 tfamprb6

mbmi mghq24 mghq25 mghq29 mghq30 mtpfsc mtbpsc mtrlppsc mcalssc

mtmetsc mfamprb5 mfamprb6 jbmi jghq24 jghq25 jghq29 jghq30 jtpfsc jtbpsc

jtrlppsc jcalssc jtmetsc jfamprb5 jfamprb6;

IDVARIABLE = ID;

GROUPING IS stdygrp (1 = non-white-female

2 = non-white-male

3 = white-female

4 = white-male);

AUXILIARY = statusx vdepres xhlthyr grlump educ xbmi
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xghq24 xghq25 xghq29 xghq30 vtpfsc vtbpsc vtrlppsc xfamprb2;

MISSING=.;

ANALYSIS:

ESTIMATOR = MLR; !Use Robust Maximum likelihood estimation

MODEL:

!------ Depression construct

Dep1 BY tghq24* tghq25 tghq29 tghq30 (L1-L4);

Dep2 BY mghq24* mghq25 mghq29 mghq30 (L1-L4);

Dep3 BY jghq24* jghq25 jghq29 jghq30 (L1-L4);

!Set scale using fixed factor method, free at t2 and t3

Dep1@1 Dep2* Dep3*;

!Fix factor means to zero, free at t2 and t3

[Dep1@0 Dep2* Dep3*];

!------ Physical Function

pf1 BY ttpfsc* ttrlppsc ttbpsc (L5-L7);

pf2 BY mtpfsc* mtrlppsc mtbpsc (L5-L7);

pf3 BY jtpfsc* jtrlppsc jtbpsc (L5-L7);

!Set scale using fixed factor method, free at t2 and t3

PF1@1 PF2* PF3*;

!Fix factor means to zero, free at t2 and t3

[PF1@0 PF2* PF3*];

!Socioeconomic Position

SEP1 BY tfamprb5* (L8)

tfamprb6 (L8);

SEP2 BY mfamprb5* (L8)

mfamprb6 (L8);

SEP3 BY jfamprb5* (L8)

jfamprb6 (L8);

!Set scale using fixed factor method, free at t2 and t3

SEP1@1 SEP2* SEP3*;

!Fix factor means to zero, free at t2 and t3

[SEP1@0 SEP2* SEP3*];
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!------- Structural Associations ---------!

!--- Time 3 regressed on time 2

Dep3 ON DEP2 PF2 mtmetsc mcalssc mbmi SEP2 tage_c;

PF3 ON PF2 mbmi SEP2 tage_c;

jtmetsc ON DEP2 mtmetsc mbmi SEP2 tage_c;

jcalssc ON DEP2 mcalssc mbmi SEP2 tage_c;

jbmi ON DEP2 mtmetsc mcalssc mbmi SEP2 tage_c;

SEP3 ON SEP2 tage_c;

!--- Time 2 regressed on time 1

Dep2 ON DEP1 PF1 ttmetsc tcalssc tbmi SEP1 tage_c;

PF2 ON PF1 tbmi SEP1 tage_c;

mtmetsc ON DEP1 ttmetsc tbmi SEP1 tage_c;

mcalssc ON DEP1 tcalssc tbmi SEP1 tage_c;

mbmi ON DEP1 ttmetsc tcalssc tbmi SEP1 tage_c;

SEP2 ON SEP1 tage_c;

!--- Time 3 on time 1 (AR2 paths)

Dep3 ON Dep1;

Pf3 on PF1;

jtmetsc on ttmetsc;

jcalssc on tcalssc;

jbmi on tbmi;

SEP3 on SEP1;

!--- Correlations within time points

!--- Time 2

Dep2 WITH mbmi Pf2 mtmetsc mcalssc SEP2;

mbmi WITH Pf2 mtmetsc mcalssc SEP2;

Pf2 WITH mtmetsc mcalssc Sep2;

mtmetsc WITH mcalssc Sep2;

mcalssc WITH Sep2;

!--- Time3

Dep3 WITH jbmi Pf3 jtmetsc jcalssc SEP3;

jbmi WITH Pf3 jtmetsc jcalssc SEP3;

Pf3 WITH jtmetsc jcalssc Sep3;

jtmetsc WITH jcalssc Sep3;
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jcalssc WITH Sep3;

!------ Correlated Residuals --------!

!Depression vars

tghq24 WITH mghq24 jghq24;

mghq24 WITH jghq24;

tghq25 WITH mghq25 jghq25;

mghq25 WITH jghq25;

tghq29 WITH mghq29 jghq29;

mghq29 WITH jghq29;

tghq30 WITH mghq30 jghq30;

mghq30 WITH jghq30;

!PF vars

ttpfsc WITH mtpfsc jtpfsc;

mtpfsc WITH jtpfsc;

ttrlppsc WITH mtrlppsc jtrlppsc;

mtrlppsc WITH jtrlppsc;

ttbpsc WITH mtbpsc jtbpsc;

mtbpsc WITH jtbpsc;

!SEP vars

tfamprb5 WITH mfamprb5 jfamprb5;

mfamprb5 WITH jfamprb5;

tfamprb6 WITH mfamprb6 jfamprb6;

mfamprb6 WITH jfamprb6;

!Item intercepts

[tghq24 tghq25 tghq29 tghq30] (I1-I4);

[ttpfsc ttrlppsc ttbpsc] (I5-I7);

[tfamprb5 tfamprb6] (I8-I9);
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[mghq24 mghq25 mghq29 mghq30] (I1-I4);

[mtpfsc mtrlppsc mtbpsc] (I5-I7);

[mfamprb5 mfamprb6] (I8-I9);

[jghq24 jghq25 jghq29 jghq30] (I1-I4);

[jtpfsc jtrlppsc jtbpsc] (I5-I7);

[jfamprb5 jfamprb6] (I8-I9);

!Manifest variances

tbmi mbmi jbmi (V10-V12);

ttmetsc mtmetsc jtmetsc (V13-V15);

tcalssc mcalssc jcalssc (V16-V18);

tage_c (V19);

!Factor means

[tbmi mbmi jbmi];

[ttmetsc mtmetsc jtmetsc];

[tcalssc mcalssc jcalssc];

MODEL non-white-female:

!------ Depression construct

Dep1 BY tghq24* tghq25 tghq29 tghq30 (L1-L4);

Dep2 BY mghq24* mghq25 mghq29 mghq30 (L1-L4);

Dep3 BY jghq24* jghq25 jghq29 jghq30 (L1-L4);

!Set scale using fixed factor method, free at t2 and t3

Dep1@1 Dep2* Dep3*;

!Fix factor means to zero, free at t2 and t3

[Dep1@0 Dep2* Dep3*];

!------ Physical Function

pf1 BY ttpfsc* ttrlppsc ttbpsc (L5-L7);

pf2 BY mtpfsc* mtrlppsc mtbpsc (L5-L7);

pf3 BY jtpfsc* jtrlppsc jtbpsc (L5-L7);

!Set scale using fixed factor method, free at t2 and t3

PF1@1 PF2* PF3*;

!Fix factor means to zero, free at t2 and t3
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[PF1@0 PF2* PF3*];

!Socioeconomic Position

SEP1 BY tfamprb5* (L8)

tfamprb6 (L8);

SEP2 BY mfamprb5* (L8)

mfamprb6 (L8);

SEP3 BY jfamprb5* (L8)

jfamprb6 (L8);

!Set scale using fixed factor method, free at t2 and t3

SEP1@1 SEP2* SEP3*;

!Fix factor means to zero, free at t2 and t3

[SEP1@0 SEP2* SEP3*];

!------- Structural Associations ---------!

!--- Time 3 regressed on time 2

Dep3 ON DEP2 PF2 mtmetsc mcalssc mbmi SEP2 tage_c;

PF3 ON PF2 mbmi SEP2 tage_c;

jtmetsc ON DEP2 mtmetsc mbmi SEP2 tage_c;

jcalssc ON DEP2 mcalssc mbmi SEP2 tage_c;

jbmi ON DEP2 mtmetsc mcalssc mbmi SEP2 tage_c;

SEP3 ON SEP2 tage_c;

!--- Time 2 regressed on time 1

Dep2 ON DEP1 PF1 ttmetsc tcalssc tbmi SEP1 tage_c;

PF2 ON PF1 tbmi SEP1 tage_c;

mtmetsc ON DEP1 ttmetsc tbmi SEP1 tage_c;

mcalssc ON DEP1 tcalssc tbmi SEP1 tage_c;

mbmi ON DEP1 ttmetsc tcalssc tbmi SEP1 tage_c;

SEP2 ON SEP1 tage_c;

!--- Time 3 on time 1 (AR2 paths)

Dep3 ON Dep1;

Pf3 on PF1;

jtmetsc on ttmetsc;

jcalssc on tcalssc;

jbmi on tbmi;

SEP3 on SEP1;
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!--- Correlations within time points

!--- Time 2

Dep2 WITH mbmi Pf2 mtmetsc mcalssc SEP2;

mbmi WITH Pf2 mtmetsc mcalssc SEP2;

Pf2 WITH mtmetsc mcalssc Sep2;

mtmetsc WITH mcalssc Sep2;

mcalssc WITH Sep2;

!--- Time3

Dep3 WITH jbmi Pf3 jtmetsc jcalssc SEP3;

jbmi WITH Pf3 jtmetsc jcalssc SEP3;

Pf3 WITH jtmetsc jcalssc Sep3;

jtmetsc WITH jcalssc Sep3;

jcalssc WITH Sep3;

!------ Correlated Residuals --------!

!Depression vars

tghq24 WITH mghq24 jghq24;

mghq24 WITH jghq24;

tghq25 WITH mghq25 jghq25;

mghq25 WITH jghq25;

tghq29 WITH mghq29 jghq29;

mghq29 WITH jghq29;

tghq30 WITH mghq30 jghq30;

mghq30 WITH jghq30;

!PF vars

ttpfsc WITH mtpfsc jtpfsc;

mtpfsc WITH jtpfsc;

ttrlppsc WITH mtrlppsc jtrlppsc;

mtrlppsc WITH jtrlppsc;
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ttbpsc WITH mtbpsc jtbpsc;

mtbpsc WITH jtbpsc;

!SEP vars

tfamprb5 WITH mfamprb5 jfamprb5;

mfamprb5 WITH jfamprb5;

tfamprb6 WITH mfamprb6 jfamprb6;

mfamprb6 WITH jfamprb6;

!Item intercepts

[tghq24 tghq25 tghq29 tghq30] (I1-I4);

[ttpfsc ttrlppsc ttbpsc] (I5-I7);

[tfamprb5 tfamprb6] (I8-I9);

[mghq24 mghq25 mghq29 mghq30] (I1-I4);

[mtpfsc mtrlppsc mtbpsc] (I5-I7);

[mfamprb5 mfamprb6] (I8-I9);

[jghq24 jghq25 jghq29 jghq30] (I1-I4);

[jtpfsc jtrlppsc jtbpsc] (I5-I7);

[jfamprb5 jfamprb6] (I8-I9);

!Manifest variances

tbmi mbmi jbmi (V10-V12);

ttmetsc mtmetsc jtmetsc (V13-V15);

tcalssc mcalssc jcalssc (V16-V18);

tage_c (V19);

!Factor means

[tbmi mbmi jbmi];

[ttmetsc mtmetsc jtmetsc];

[tcalssc mcalssc jcalssc];

MODEL non-white-male:

!------ Depression construct

Dep1 BY tghq24* tghq25 tghq29 tghq30 (L1-L4);
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Dep2 BY mghq24* mghq25 mghq29 mghq30 (L1-L4);

Dep3 BY jghq24* jghq25 jghq29 jghq30 (L1-L4);

!Set scale using fixed factor method, free at all time points

Dep1* Dep2* Dep3*;

!Factor means freed

[Dep1* Dep2* Dep3*];

!------ Physical Function

pf1 BY ttpfsc* ttrlppsc ttbpsc (L5-L7);

pf2 BY mtpfsc* mtrlppsc mtbpsc (L5-L7);

pf3 BY jtpfsc* jtrlppsc jtbpsc (L5-L7);

!Set scale using fixed factor method, free at all time points

PF1* PF2* PF3*;

!Factor means freed

[PF1* PF2* PF3*];

!Socioeconomic Position

SEP1 BY tfamprb5* (L8)

tfamprb6 (L8);

SEP2 BY mfamprb5* (L8)

mfamprb6 (L8);

SEP3 BY jfamprb5* (L8)

jfamprb6 (L8);

!Set scale using fixed factor method, free at all time points

SEP1* SEP2* SEP3*;

!Factor means freed

[SEP1* SEP2* SEP3*];

!------- Structural Associations ---------!

!--- Time 3 regressed on time 2

Dep3 ON DEP2 PF2 mtmetsc mcalssc mbmi SEP2 tage_c;

PF3 ON PF2 mbmi SEP2 tage_c;

jtmetsc ON DEP2 mtmetsc mbmi SEP2 tage_c;

jcalssc ON DEP2 mcalssc mbmi SEP2 tage_c;

jbmi ON DEP2 mtmetsc mcalssc mbmi SEP2 tage_c;

SEP3 ON SEP2 tage_c;
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!--- Time 2 regressed on time 1

Dep2 ON DEP1 PF1 ttmetsc tcalssc tbmi SEP1 tage_c;

PF2 ON PF1 tbmi SEP1 tage_c;

mtmetsc ON DEP1 ttmetsc tbmi SEP1 tage_c;

mcalssc ON DEP1 tcalssc tbmi SEP1 tage_c;

mbmi ON DEP1 ttmetsc tcalssc tbmi SEP1 tage_c;

SEP2 ON SEP1 tage_c;

!--- Time 3 on time 1 (AR2 paths)

Dep3 ON Dep1;

Pf3 on PF1;

jtmetsc on ttmetsc;

jcalssc on tcalssc;

jbmi on tbmi;

SEP3 on SEP1;

!--- Correlations within time points

!--- Time 2

Dep2 WITH mbmi Pf2 mtmetsc mcalssc SEP2;

mbmi WITH Pf2 mtmetsc mcalssc SEP2;

Pf2 WITH mtmetsc mcalssc Sep2;

mtmetsc WITH mcalssc Sep2;

mcalssc WITH Sep2;

!--- Time3

Dep3 WITH jbmi Pf3 jtmetsc jcalssc SEP3;

jbmi WITH Pf3 jtmetsc jcalssc SEP3;

Pf3 WITH jtmetsc jcalssc Sep3;

jtmetsc WITH jcalssc Sep3;

jcalssc WITH Sep3;

!------ Correlated Residuals --------!

!Depression vars

tghq24 WITH mghq24 jghq24;

mghq24 WITH jghq24;

tghq25 WITH mghq25 jghq25;
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mghq25 WITH jghq25;

tghq29 WITH mghq29 jghq29;

mghq29 WITH jghq29;

tghq30 WITH mghq30 jghq30;

mghq30 WITH jghq30;

!PF vars

ttpfsc WITH mtpfsc jtpfsc;

mtpfsc WITH jtpfsc;

ttrlppsc WITH mtrlppsc jtrlppsc;

mtrlppsc WITH jtrlppsc;

ttbpsc WITH mtbpsc jtbpsc;

mtbpsc WITH jtbpsc;

!SEP vars

tfamprb5 WITH mfamprb5 jfamprb5;

mfamprb5 WITH jfamprb5;

tfamprb6 WITH mfamprb6 jfamprb6;

mfamprb6 WITH jfamprb6;

!Item intercepts

[tghq24 tghq25 tghq29 tghq30] (I1-I4);

[ttpfsc ttrlppsc ttbpsc] (I5-I7);

[tfamprb5 tfamprb6] (I8-I9);

[mghq24 mghq25 mghq29 mghq30] (I1-I4);

[mtpfsc mtrlppsc mtbpsc] (I5-I7);

[mfamprb5 mfamprb6] (I8-I9);

[jghq24 jghq25 jghq29 jghq30] (I1-I4);

[jtpfsc jtrlppsc jtbpsc] (I5-I7);

[jfamprb5 jfamprb6] (I8-I9);
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!Manifest variances

tbmi mbmi jbmi;

ttmetsc mtmetsc jtmetsc;

tcalssc mcalssc jcalssc;

tage_c ;

!Manifest means

[tbmi mbmi jbmi];

[ttmetsc mtmetsc jtmetsc];

[tcalssc mcalssc jcalssc];

MODEL white-female:

!------ Depression construct

Dep1 BY tghq24* tghq25 tghq29 tghq30 (L1-L4);

Dep2 BY mghq24* mghq25 mghq29 mghq30 (L1-L4);

Dep3 BY jghq24* jghq25 jghq29 jghq30 (L1-L4);

!Set scale using fixed factor method, free at all time points

Dep1* Dep2* Dep3*;

!Factor means freed

[Dep1* Dep2* Dep3*];

!------ Physical Function

pf1 BY ttpfsc* ttrlppsc ttbpsc (L5-L7);

pf2 BY mtpfsc* mtrlppsc mtbpsc (L5-L7);

pf3 BY jtpfsc* jtrlppsc jtbpsc (L5-L7);

!Set scale using fixed factor method, free at all time points

PF1* PF2* PF3*;

!Factor means freed

[PF1* PF2* PF3*];

!Socioeconomic Position

SEP1 BY tfamprb5* (L8)

tfamprb6 (L8);

SEP2 BY mfamprb5* (L8)

mfamprb6 (L8);

SEP3 BY jfamprb5* (L8)

jfamprb6 (L8);
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!Set scale using fixed factor method, free at all time points

SEP1* SEP2* SEP3*;

!Factor means freed

[SEP1* SEP2* SEP3*];

!------- Structural Associations ---------!

!--- Time 3 regressed on time 2

Dep3 ON DEP2 PF2 mtmetsc mcalssc mbmi SEP2 tage_c;

PF3 ON PF2 mbmi SEP2 tage_c;

jtmetsc ON DEP2 mtmetsc mbmi SEP2 tage_c;

jcalssc ON DEP2 mcalssc mbmi SEP2 tage_c;

jbmi ON DEP2 mtmetsc mcalssc mbmi SEP2 tage_c;

SEP3 ON SEP2 tage_c;

!--- Time 2 regressed on time 1

Dep2 ON DEP1 PF1 ttmetsc tcalssc tbmi SEP1 tage_c;

PF2 ON PF1 tbmi SEP1 tage_c;

mtmetsc ON DEP1 ttmetsc tbmi SEP1 tage_c;

mcalssc ON DEP1 tcalssc tbmi SEP1 tage_c;

mbmi ON DEP1 ttmetsc tcalssc tbmi SEP1 tage_c;

SEP2 ON SEP1 tage_c;

!--- Time 3 on time 1 (AR2 paths)

Dep3 ON Dep1;

Pf3 on PF1;

jtmetsc on ttmetsc;

jcalssc on tcalssc;

jbmi on tbmi;

SEP3 on SEP1;

!--- Correlations within time points

!--- Time 2

Dep2 WITH mbmi Pf2 mtmetsc mcalssc SEP2;

mbmi WITH Pf2 mtmetsc mcalssc SEP2;

Pf2 WITH mtmetsc mcalssc Sep2;

mtmetsc WITH mcalssc Sep2;

mcalssc WITH Sep2;



414 Appendix A. Example code from SEM Models

!--- Time3

Dep3 WITH jbmi Pf3 jtmetsc jcalssc SEP3;

jbmi WITH Pf3 jtmetsc jcalssc SEP3;

Pf3 WITH jtmetsc jcalssc Sep3;

jtmetsc WITH jcalssc Sep3;

jcalssc WITH Sep3;

!------ Correlated Residuals --------!

!Depression vars

tghq24 WITH mghq24 jghq24;

mghq24 WITH jghq24;

tghq25 WITH mghq25 jghq25;

mghq25 WITH jghq25;

tghq29 WITH mghq29 jghq29;

mghq29 WITH jghq29;

tghq30 WITH mghq30 jghq30;

mghq30 WITH jghq30;

!PF vars

ttpfsc WITH mtpfsc jtpfsc;

mtpfsc WITH jtpfsc;

ttrlppsc WITH mtrlppsc jtrlppsc;

mtrlppsc WITH jtrlppsc;

ttbpsc WITH mtbpsc jtbpsc;

mtbpsc WITH jtbpsc;

!SEP vars

tfamprb5 WITH mfamprb5 jfamprb5;

mfamprb5 WITH jfamprb5;

tfamprb6 WITH mfamprb6 jfamprb6;
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mfamprb6 WITH jfamprb6;

!Item intercepts

[tghq24 tghq25 tghq29 tghq30] (I1-I4);

[ttpfsc ttrlppsc ttbpsc] (I5-I7);

[tfamprb5 tfamprb6] (I8-I9);

[mghq24 mghq25 mghq29 mghq30] (I1-I4);

[mtpfsc mtrlppsc mtbpsc] (I5-I7);

[mfamprb5 mfamprb6] (I8-I9);

[jghq24 jghq25 jghq29 jghq30] (I1-I4);

[jtpfsc jtrlppsc jtbpsc] (I5-I7);

[jfamprb5 jfamprb6] (I8-I9);

!Manifest variances

tbmi mbmi jbmi;

ttmetsc mtmetsc jtmetsc;

tcalssc mcalssc jcalssc;

tage_c ;

!Manifest means

[tbmi mbmi jbmi];

[ttmetsc mtmetsc jtmetsc];

[tcalssc mcalssc jcalssc];

MODEL white-male:

!------ Depression construct

Dep1 BY tghq24* tghq25 tghq29 tghq30 (L1-L4);

Dep2 BY mghq24* mghq25 mghq29 mghq30 (L1-L4);

Dep3 BY jghq24* jghq25 jghq29 jghq30 (L1-L4);

!Set scale using fixed factor method, free at all time points

Dep1* Dep2* Dep3*;

!Factor means freed

[Dep1* Dep2* Dep3*];

!------ Physical Function
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pf1 BY ttpfsc* ttrlppsc ttbpsc (L5-L7);

pf2 BY mtpfsc* mtrlppsc mtbpsc (L5-L7);

pf3 BY jtpfsc* jtrlppsc jtbpsc (L5-L7);

!Set scale using fixed factor method, free at all time points

PF1* PF2* PF3*;

!Factor means freed

[PF1* PF2* PF3*];

!Socioeconomic Position

SEP1 BY tfamprb5* (L8)

tfamprb6 (L8);

SEP2 BY mfamprb5* (L8)

mfamprb6 (L8);

SEP3 BY jfamprb5* (L8)

jfamprb6 (L8);

!Set scale using fixed factor method, free at all time points

SEP1* SEP2* SEP3*;

!Factor means freed

[SEP1* SEP2* SEP3*];

!------- Structural Associations ---------!

!--- Time 3 regressed on time 2

Dep3 ON DEP2 PF2 mtmetsc mcalssc mbmi SEP2 tage_c;

PF3 ON PF2 mbmi SEP2 tage_c;

jtmetsc ON DEP2 mtmetsc mbmi SEP2 tage_c;

jcalssc ON DEP2 mcalssc mbmi SEP2 tage_c;

jbmi ON DEP2 mtmetsc mcalssc mbmi SEP2 tage_c;

SEP3 ON SEP2 tage_c;

!--- Time 2 regressed on time 1

Dep2 ON DEP1 PF1 ttmetsc tcalssc tbmi SEP1 tage_c;

PF2 ON PF1 tbmi SEP1 tage_c;

mtmetsc ON DEP1 ttmetsc tbmi SEP1 tage_c;

mcalssc ON DEP1 tcalssc tbmi SEP1 tage_c;

mbmi ON DEP1 ttmetsc tcalssc tbmi SEP1 tage_c;

SEP2 ON SEP1 tage_c;

!--- Time 3 on time 1 (AR2 paths)
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Dep3 ON Dep1;

Pf3 on PF1;

jtmetsc on ttmetsc;

jcalssc on tcalssc;

jbmi on tbmi;

SEP3 on SEP1;

!--- Correlations within time points

!--- Time 2

Dep2 WITH mbmi Pf2 mtmetsc mcalssc SEP2;

mbmi WITH Pf2 mtmetsc mcalssc SEP2;

Pf2 WITH mtmetsc mcalssc Sep2;

mtmetsc WITH mcalssc Sep2;

mcalssc WITH Sep2;

!--- Time3

Dep3 WITH jbmi Pf3 jtmetsc jcalssc SEP3;

jbmi WITH Pf3 jtmetsc jcalssc SEP3;

Pf3 WITH jtmetsc jcalssc Sep3;

jtmetsc WITH jcalssc Sep3;

jcalssc WITH Sep3;

!------ Correlated Residuals --------!

!Depression vars

tghq24 WITH mghq24 jghq24;

mghq24 WITH jghq24;

tghq25 WITH mghq25 jghq25;

mghq25 WITH jghq25;

tghq29 WITH mghq29 jghq29;

mghq29 WITH jghq29;

tghq30 WITH mghq30 jghq30;

mghq30 WITH jghq30;
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!PF vars

ttpfsc WITH mtpfsc jtpfsc;

mtpfsc WITH jtpfsc;

ttrlppsc WITH mtrlppsc jtrlppsc;

mtrlppsc WITH jtrlppsc;

ttbpsc WITH mtbpsc jtbpsc;

mtbpsc WITH jtbpsc;

!SEP vars

tfamprb5 WITH mfamprb5 jfamprb5;

mfamprb5 WITH jfamprb5;

tfamprb6 WITH mfamprb6 jfamprb6;

mfamprb6 WITH jfamprb6;

!Item intercepts

[tghq24 tghq25 tghq29 tghq30] (I1-I4);

[ttpfsc ttrlppsc ttbpsc] (I5-I7);

[tfamprb5 tfamprb6] (I8-I9);

[mghq24 mghq25 mghq29 mghq30] (I1-I4);

[mtpfsc mtrlppsc mtbpsc] (I5-I7);

[mfamprb5 mfamprb6] (I8-I9);

[jghq24 jghq25 jghq29 jghq30] (I1-I4);

[jtpfsc jtrlppsc jtbpsc] (I5-I7);

[jfamprb5 jfamprb6] (I8-I9);

!Manifest variances

tbmi mbmi jbmi;

ttmetsc mtmetsc jtmetsc;

tcalssc mcalssc jcalssc;

tage_c ;

!Manifest means
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[tbmi mbmi jbmi];

[ttmetsc mtmetsc jtmetsc];

[tcalssc mcalssc jcalssc];

OUTPUT:

MOD STAND TECH4;
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Appendix B

Model code for Netlogo
Simulations

B.1 Model code for Chapter 6

B.1.1 Model Setup

to setup

clear-all

read-turtles-from-csv

make-network

reset-ticks

end

read-turtles-from-csv

to read-turtles-from-csv

file-close-all ; close all open files

if not file-exists? "ABM Initial Characteristics.csv" [

user-message "No file 'ABM Initial Characteristics.csv' 

exists! Check for file in directory."

stop

]

file-open "ABM Initial Characteristics_v3.csv" ; open the

file with the turtle data

; We'll read all the data in a single loop

while [ not file-at-end? ] [
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; here the CSV extension grabs a single line and puts the

read data in a list

let data csv:from-row file-read-line

; now we can use that list to create a turtle with the saved

properties

create-people 1 [

set sex item 0 data

set bmi item 1 data

set depression item 2 data / 15

set income item 3 data

set time-since-promoted random 6 ; promotion occurred

sometime in last 6 months.

set stigmatised? FALSE

set stigmatising? FALSE

set stigma-count 0

set weight-gain-susceptibility 0 ; everyones weight gain

susceptibility is between 0 and 0.1

;above line currently means that everyone ends up obese

eventually

set depression-susceptibility 0 ; normally distruted with

mean 0 s.d 0.01

set size bmi / 25 ; make agent size proportional to bmi

set xcor random-xcor;

set ycor random-ycor;

]

]

file-close ; make sure to close the file

end

make-network

to make-network ; Generates a network in which everyone has

as least 2 link neighbours

ask people [

let current-links turtle-set [other-end] of my-links

;prevents people from creating 2 links between same agents
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create-links-with n-of 2 other people with [not member? self

current-links] ;ask to make link with agents they don't

currently have a link with

]

ask links[ set meeting? FALSE ]

end

B.1.2 Model ‘go’ procedure

to go

update-body-deviance

reset-meetings

meet-up

stigmatise

check-meetings

apply-promotion

update-weight

update-mood

tick

end

B.1.3 Submodels

update-body-deviance

to update-body-deviance

ask people with [sex = "2: female"]

[ set body-deviance max (list 0 (bmi - female-ideal-bmi)) ]

ask people with [sex = "1: male"]

[ set body-deviance max (list 0 (bmi - male-ideal-bmi)) ]

end

reset-meetings

to reset-meetings

ask people [ask my-links [set meeting? FALSE] ;reset meeting

links from previous time point

set stigma-count 0] ;reset amount of stigma received for

last time-point

end
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B.1.3.1 Stigma submodel

meet-up

;describes part of network that is interacting socially in

each time step

to meet-up

ask people [

ask n-of 2 my-links [set meeting? TRUE] ;choose 2 links to

be meetings in that time point

]

end

Stigmatise

to stigmatise

ask people

[ let meetings my-links with [meeting?] ;set stigma targets as

individuals at other end of meeting links

let targets turtle-set [other-end] of meetings

;show targets ;for debugging

let victims targets with [body-deviance - body-tolerance > 0]

set stigmatising? TRUE

ask victims

[ if body-deviance / 25 >= random-float 1 ; probability of

stigma increases linearly up to max at 25 over ideal-bmi

[set stigmatised? TRUE

set stigma-count stigma-count + 1

set depression depression + stigma-to-depression ;slight

increase in depression with each stigmatising encounter

set bmi bmi + stigma-to-obesity] ;slight increase in bmi in each

stigmatising encounter.

]

]

end

check-meetings

to check-meetings

ask people with [stigma-count = 0]
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[ set depression depression -

meeting-to-depression];individuals benefit from

non-stigmatising interactions

end

B.1.3.2 Promotion submodel

to apply-promotion

ask people [

ifelse time-since-promoted <= 6

[

set time-since-promoted time-since-promoted + 1

]

[

let promotion-penalty max (list 0 (body-deviance -

body-tolerance))

ifelse random-float 1 < promotion-prob * (1 -

promotion-penalty * obesity-promotion-penalty)

[

set income income * promotion-value

set time-since-promoted 0

]

[

set time-since-promoted time-since-promoted + 1

]

]

]

end

B.1.3.3 Update submodel

update-weight

to update-weight

ask people

[set bmi bmi + ( random-normal 0 0.1 ) ;makes sure that bmi

changes

set size bmi / 25

]

end
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update-mood

to update-mood

ask people

[set depression depression + random-normal 0 0.05

set depression min (list depression 1) ; makes sure that

depression can't increase above 1

set depression max (list depression 0) ; makes sure depression

can't go below 0

]

end

B.2 Model code for Chapter 7

B.2.1 Model Setup

to setup

clear-all

set wage-inflation 1.003859

set pension-inflation 1.004889

read-turtles-from-csv

set mean-income-init mean [income] of people

make-network

reset-ticks

end

Note: The read-turtles-from-csv and make-network procedures are un-
changed from the model from chapter 6, although the csv file used for the
initial conditions was updated to include the extra characteristics.

B.2.2 Model ‘go’ procedure

to go

update-globals

update-body-deviance

reset-meetings

meet-up

stigmatise

receive-stigma

apply-retirements
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apply-promotion

apply-inflation

attempt-new-diet

check-diet-status

update-weight

update-mood

update-age

tick

end

B.2.3 Submodels

update-globals

to update-globals

set mean-wage mean-income-init * (wage-inflation ^ ticks)

;with [retired? = FALSE]

if ticks mod 12 = 0 [

; global means

set bmi-mean mean [bmi] of people

set income-mean mean [income] of people

set depression-mean mean [depression] of people

; Global correlations

ask people [

set bmi-diff (bmi - bmi-mean)

set income-diff (income - income-mean)

set depression-diff (depression - depression-mean)

]

let bmi-diff-sqr-sum sum [(bmi-diff) ^ 2] of people

let inc-diff-sqr-sum sum [income-diff ^ 2] of people

let dep-diff-sqr-sum sum [depression-diff ^ 2] of people

ifelse (bmi-diff-sqr-sum > 0) and (inc-diff-sqr-sum > 0)

[set bmi-inc-cor (sum [bmi-diff * income-diff] of people) /

((( bmi-diff-sqr-sum ) * (inc-diff-sqr-sum)) ^ (1 / 2))]

[set bmi-inc-cor 0]

ifelse (bmi-diff-sqr-sum > 0) and (dep-diff-sqr-sum > 0)

[set bmi-dep-cor (sum [bmi-diff * depression-diff] of

people) / ((( bmi-diff-sqr-sum ) * (dep-diff-sqr-sum)) ^

(1 / 2))]
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[set bmi-dep-cor 0]

;;;;;;;;;;;; Relationships by sex ;;;;;;;;;;;

;;;;;; males ;;;;;;;

;means

let males people with [sex = "1: male"]

set bmi-mean-m mean [bmi] of males ;people with [sex = "1:

male"]

set income-mean-m mean [income] of males ; people with [sex

= "1: male"]

set depression-mean-m mean [depression] of males ; people

with [sex = "1: male"]

;correlations

ask males [

set bmi-diff (bmi - bmi-mean-m)

set income-diff (income - income-mean-m)

set depression-diff (depression - depression-mean-m)

]

let bmi-diff-sqr-sum-m sum [(bmi-diff) ^ 2] of males

let inc-diff-sqr-sum-m sum [income-diff ^ 2] of males

let dep-diff-sqr-sum-m sum [depression-diff ^ 2] of males

ifelse (bmi-diff-sqr-sum-m > 0) and (inc-diff-sqr-sum-m > 0)

[set bmi-inc-cor-m (sum [bmi-diff * income-diff] of males) /

((( bmi-diff-sqr-sum-m ) * (inc-diff-sqr-sum-m)) ^ (1 /

2))]

[set bmi-inc-cor-m 0]

ifelse (bmi-diff-sqr-sum-m > 0) and (dep-diff-sqr-sum-m > 0)

[set bmi-dep-cor-m (sum [bmi-diff * depression-diff] of

males) / ((( bmi-diff-sqr-sum-m ) * (dep-diff-sqr-sum-m))

^ (1 / 2))]

[set bmi-dep-cor-m 0]

;;;;;;;; females ;;;;;;;

;means

let females people with [sex = "2: female"]

set bmi-mean-f mean [bmi] of females ;people with [sex = "1:

male"]
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set income-mean-f mean [income] of females ; people with

[sex = "1: male"]

set depression-mean-f mean [depression] of females ; people

with [sex = "1: male"]

;correlations

ask females [

set bmi-diff (bmi - bmi-mean-f)

set income-diff (income - income-mean-f)

set depression-diff (depression - depression-mean-f)

]

let bmi-diff-sqr-sum-f sum [(bmi-diff) ^ 2] of females

let inc-diff-sqr-sum-f sum [income-diff ^ 2] of females

let dep-diff-sqr-sum-f sum [depression-diff ^ 2] of females

ifelse (bmi-diff-sqr-sum-f > 0) and (inc-diff-sqr-sum-f > 0)

[set bmi-inc-cor-f (sum [bmi-diff * income-diff] of males) /

((( bmi-diff-sqr-sum-f ) * (inc-diff-sqr-sum-f)) ^ (1 /

2))]

[set bmi-inc-cor-f 0]

ifelse (bmi-diff-sqr-sum-f > 0) and (dep-diff-sqr-sum-f > 0)

[set bmi-dep-cor-f (sum [bmi-diff * depression-diff] of

females) / ((( bmi-diff-sqr-sum-f ) *

(dep-diff-sqr-sum-f)) ^ (1 / 2))]

[set bmi-dep-cor-f 0]

]

end

update-body-deviance

to update-body-deviance ;Only stigmatises those who are

above the ideal bmi

ask people with [sex = "2: female"]

[ set body-deviance max (list 0 (bmi - female-ideal-bmi)) ]

ask people with [sex = "1: male"]

[ set body-deviance max (list 0 (bmi - male-ideal-bmi)) ]

end
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B.2.3.1 Social stigma Submodel

reset-meetings

to reset-meetings

ask people [ask my-links [set meeting? FALSE]] ;reset

meeting links from previous time point

end

meet-up

to meet-up

ask people [

ask n-of 2 my-links[ set meeting? TRUE] ;choose 2 links to

be meetings in that time point

]

end

stigmatise

to stigmatise

ask people

[ let meetings my-links with [meeting?] ;set stigma targets

as individuals at other end of meeting links

let targets turtle-set [other-end] of meetings

;show targets ;for debugging

let victims targets with [body-deviance - body-tolerance >

0] ; might be no victims so need to guard against this

ask victims

[ ifelse body-deviance / 25 >= random-float 1 ; probability

of stigma increases linearly up to max at 25 over

ideal-bmi

[set stigmatised? TRUE ;status here is only to check

consistency of the method

set stigma-count stigma-count + 1]

[set stigmatised? FALSE]

]

ifelse any? victims with [stigmatised?]

[set stigmatising? TRUE]

[set stigmatising? FALSE]

]

end
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receive-stigma

to receive-stigma

;set stigma-total sum [stigma-count] of people

ask people with [stigma-count > 0]

[ set depression-risk-stigma stigma-to-depression *

stigma-count ;increased risk of depressive symptoms from

stigma

set weight-risk-stigma stigma-to-obesity *

stigma-count;increased risk of bmi increase from being

stigmatised.

set stigma-count 0 ;reset stigma count for the next

time-point

]

end

B.2.3.2 The employment submodel

apply-retirements

to apply-retirements

ask people with [age > 55 and retired? = FALSE]

[ ;set retired? TRUE

;set income income * pension-weight

ifelse age > 65

[

set retired? TRUE

set income income * pension-weight

]

[

let retirement-prob (income - mean-wage) /

(income-retirement-threshold * mean-wage)

if retirement-prob > random-float 1 [

set retired? TRUE

set income income * pension-weight]

]

]

end
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apply-promotion

to apply-promotion

ask people with [retired? = FALSE] [

ifelse time-since-promoted <= promotion-wait

[

set time-since-promoted time-since-promoted + 1

]

[

let body-excess max (list 0 (body-deviance -

body-tolerance-work))

ifelse random-float 1 < promotion-prob * (max (list 0 (1 -

body-excess * obesity-promotion-penalty)))

[

set income income * promotion-value

set time-since-promoted 0

]

[

set time-since-promoted time-since-promoted + 1

]

]

]

end

apply-inflation

to apply-inflation

ask people with [retired? = TRUE]

[

set income income * pension-inflation

]

ask people with [retired? = FALSE]

[

set income income * wage-inflation

]

end
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