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Abstract

Secondary organic aerosol (SOA), formed from the atmospheric oxidation of volat-

ile organic compounds has known adverse effects on air quality and human health.

However, the contributions of biogenic SOA to organic aerosol in urban areas,

with high levels of anthropogenic pollutants, is poorly understood. In this study,

biogenic SOA markers are identified and quantified using liquid chromatography

coupled to mass spectrometry. Time resolved samples were collected across several

Asian mega cities and represent good case studies for anthropogenic-biogenic

interactions to be investigated. Difficulties surrounding accurate quantification of

these markers is addressed, and new methods proposed to start to overcome these

challenges. Significant concentrations of biogenic organosulfates and nitrooxy-

organosulfates were identified across the megacities of Beijing, Guangzhou and

Delhi. Local isoprene emissions and high levels of anthropogenic pollutants, in

particular NOx and particulate SO4
2– , led to significant formation of isoprene

organosulfates and nitrooxy-organosulfates under both high- and low-NO oxida-

tion conditions, with significant heterogeneous transformations of isoprene-derived

oxidation products to particulate species. Local isoprene emissions were found to

be highly influenced by local temperatures, with higher temperatures promoting

higher concentrations, an important observation for a warming climate. Monoter-

pene derived organosulfates and nitrooxy-organosulfaes were observed to have

strong diurnal variations using high time resolution filter sampling, but were

observed in much lower concentrations than those formed from isoprene. Due

to a significant lack of authentic standards, accurate quantification of markers

is a challenge. A new method for the prediction of ionisation efficiencies was

developed, and for the first time applied to biogenic SOA markers. This prediction

allowed for the differences in ionisation efficiencies to be considered, leading to

more reliable quantification. This method was then applied to the quantification

of biogenic organic acids across Beijing, Delhi and Guangzhou and are some of

the first observations of their kind for these species.
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1.1 Motivation

Aerosols are solid or liquid particles suspended in the air. They are directly emitted

to the atmosphere(primary), or formed in the atmosphere through chemical

pathways via the oxidation of gases from both biogenic and anthropogenic sources

(secondary).[1] Once aerosols are emitted or formed in the atmosphere, their

chemical composition and size can change, through atmospheric processes such

as oxidation, evaporation and gas to particle phase partitioning. Aerosol can be

removed from the atmosphere via deposition onto a surface (dry deposition) or

through precipitation (wet deposition). The source of aerosol forming species

can be both natural and anthropogenic in nature, with recent research showing

that biogenic aerosol formation can be significantly enhanced by anthropogenic

activities. [1, 2]

High aerosol concentrations play an important role in the Earths climate[3–

5], while having detrimental effects on the environment, air quality and human

health[6]. Aerosol can affect the climate through both direct and indirect effects on

radiative forcing, including the absorption and scattering of radiation and changing

cloud properties.[7] The global effect of aerosol on radiative forcing is uncertain,

but evidence suggests high concentrations of aerosol equate overall to a cooling

effect on the atmosphere, due to increased cloud albedo and coverage.[7] Aerosol

can also have a detrimental effect on both anthropogenic and natural environments.

Recent studies have shown the effect of aerosol on cultural heritage sites within

urban areas, through the degradation of materials and accumulation of pollutants

on surfaces.[8–10] High aerosol concentrations can change lake acidity, in turn

affecting water quality for human consumption [11, 12], effect plant growth and

crop yields due to changing rainfall patterns,[13] and change animal behaviour[14].

Air pollution is considered by the World Health Organisation (WHO) as the

greatest environmental threat to human health, with 9 out of 10 people breathing

polluted air every day in 2019 and accounting for ca. 11.6 % of global premature

deaths.[15] Respiratory illness, cardiovascular disease and cancer are the key causes
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of premature mortality linked to poor air pollution.[6, 16–19] It is estimated that

4.2 million premature deaths occur a year globally and disproportionately affects

low- and middle-income countries, who account for 92 % of the world’s pollution

related deaths.[20, 21] Aerosol or fine particulate matter for regulatory purposes

is divided into three sub categories, based on it’s aerodynamic diameter PM10

(<10 µm), PM2.5 (<2.5 µm) and PM1 (<1 µm). PM2.5 and PM1 are able to get

deep into the lungs, transporting carcinogenic species. Ultrafine species (PM<1)

can enter cells and the blood stream effecting cognitive abilities and implicated in

Alzheimer’s disease.[22–25] Due to these health implications, policy mainly focuses

on PM2.5. All PM is damaging to health, but not all particles and constituents

are equally toxic, with different sources presenting different toxicities based on

their composition. [26]

Figure 1.1: Particle size distributions and general sources. Taken from https:
//www.dwd.de/EN/research/observing_atmosphere/composition_atmosph
ere/aerosol/cont_nav/particle_size_distribution_node.html%7D

Secondary organic aerosol (SOA), formed from the oxidation of volatile organic

compounds (VOCs), are a key class of aerosol. Owing to the wide range of

VOCs and their respective reactivities, SOA represents an extremely complex

mix of multi-functional compounds. As such, SOA formation and its respective

composition in the real atmosphere remains uncertain due to the analytical

challenges presented by the complexity of the system. Biogenic VOC (BVOC)

3
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emissions outweigh those of anthropogenic emissions around 8:1 [27], and represent

a complex mix of reactive gases, with differing volatilities and functionalities. The

emission and composition of BVOCs in a given environment, is dependent on the

number of plants, species and geographical location. Climate change is expected

to have a large effect on BVOC composition and emission rates, due to more

extreme weather events and increased temperature, changes in plant species and

land cover, which in turn could increase biogenic SOA (BSOA) concentrations.

As such BSOA composition is highly variable based on the emissions of BVOCs

in a given environment, but BSOA formation has also been shown to be greatly

influenced by anthropogenic pollutants such as sulfate, and NOx, with urban

BSOA composition greatly differing from cleaner environments. Due to increasing

urbanisation, more and more people are living in urban areas, with high levels

of air pollution, especially in developing countries.[28–32] While BSOA has been

extensively studied in aerosol chamber studies, fewer studies have investigated

BSOA formation in the real atmosphere, especially in highly polluted urban areas.

Previous studies investigating BSOA in the real atmosphere have focused on

isoprene SOA (iSOA) formation in the south east United States (SEUS), where

high isoprene emissions lead to high iSOA concentrations[33–38] or monoterpene

SOA in clean boreal forested areas across the northern hemisphere[39–41]. As

such, we have a limited understanding of the concentrations and composition of

BSOA across different environments especially highly polluted cities in developing

countries. With limited studies having investigated the toxicity of BSOA, the

effect of BSOA on human health is highly uncertain. [42–44]

1.2 Tropospheric Aerosol – composition and

sources

Different sources dominate the different PM size ranges, with larger PM10 particles

having a higher contribution of primary species, such as sea salt, sand and mineral

4



dusts as shown in 1.1.[45] Smaller size ranges are dominated by secondary organic

and inorganic species, with organics generally being the dominant class worldwide,

as shown in Figure 1.2.[29, 46]

Figure 1.2: PM2.5 composition across selected sites across the world, taken from
Jimenez et al., 2009. [47]

Organic compounds contribute a significant fraction (20-90 %) towards the

total mass of tropospheric PM2.5, with approximately 300 Tg / yr of OA emitted

to or formed in the atmosphere.[46, 48, 49] There are many sources of organic

compounds found in PM2.5, including primary emissions (e.g. primary OA,

engine exhaust and biomass burning) or formed in the atmosphere through gas-

particle partitioning processes to form SOA, which often accounts for a large,

sometimes dominant fraction of organic mass found in tropospheric PM2.5.[29]

The composition of SOA is highly complex and variable, in part this is due to the

number of VOC precursors which is estimated to be on the order of 1000’s, with

the oxidation of each VOC producing its own unique SOA markers, which can
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then undergo further transformations.[50]

SOA can be formed from the oxidation of both anthropogenic and biogenic

VOCs, although many VOCs have mixed sources. Anthropogenic SOA (ASOA) is

formed from the oxidation of VOCs emitted from industrial combustion sources,

vehicle emissions, solvent and paint usage and include long chain aliphatics, poly

aromatic hydrocarbons (PAHs) and other aromatic compounds. Biomass and

domestic fuel burning can lead to the formation of phenolic compounds, furans

as well as compounds more commonly referred to as BSOA. C5 – C15 terpenoid

compounds alongside a range of other BVOCs from a wide range of vegetation

can lead to the formation of BSOA (discussed in more detail in later chapters).

Global SOA production estimates have been made by two different approaches:

bottom up and top down. A bottom up estimation uses known or modelled VOC

precursor fluxes combined with SOA yields from oxidation chamber experiments

in global models giving a global SOA production. Top down estimation constrains

to the eventual fate of known precursor emissions to estimate SOA production.[1]

The two approaches give very different results. Bottom up approaches estimating

global SOA production range from 12 to 480 Tg yr-1[49, 51–55], while top down

estimates give an uncertain range of 50-1820 Tg yr-1(Goldstein and Galbally,

2007)[50, 56, 57]. Using bottom up approaches, global production of BSOA is

estimated at 14.9 - 55 Tg yr-1, compared to 1.6-24.6 Tg yr-1 for anthropogenic

SOA.[51] Figure 1.3 gives an estimated breakdown of the sources of aerosol to

the atmosphere, and the estimated losses and processes, and highlights the large

contribution from BSOA.

1.3 Emission of Biogenic Volatile Organic

Compounds

Globally, total BVOC emissions are estimated to be 1000 Tg yr-1[27], roughly

8 times higher than those from anthropogenic sources(127 Tg yr-1)[58].However
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Figure 1.3: Global flux estimates of VOC and OA, taken from Hallquist et al.,
2009. [1]

due to the distribution of anthropogenic sources, anthropogenic VOC’s generally

dominate in urban environments. BVOCs cover a diverse range of compounds over

a broad range of reactivities and functionalities. Terpenoids are the most abundant

BVOC class, estimated to consist mainly of isoprene (C5H8, 50 %), monoterpenes

(C10H16, 15%) such as limonene and α/β-pinene as well as sesquiterpenes (C15H24

3%) such as β-caryophyllene. Isoprene is the dominant BVOC in terms of emissions

to the atmosphere, with estimated global emissions of 412-601 Tg yr-1, compared

to monoterpene emissions of 33-480 Tg yr-1.[27]

As shown in figure 1.4, BVOC emissions are highest around the equator, due

to large fluxes from rainforests, however moderate emissions are observed across

boreal forests during the norther hemisphere summer.

Around 1700 BVOCs have been identified from more than 90 plant families.

BVOCs are released by almost any kind of vegetation and are involved in a wide

range of ecological functions such as defence, pollinator attraction, communication

and environmental stress adaptation.[59] BVOC emissions depend strongly on the
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species of plant, which different species evolving different chemical solutions for

the same challenges.[60] Terpenes such as α-pinene and limonene are the largest

and most diverse group of BVOCs[61] which are used to attract organisms such

as pollinators[62–64], repel potential herbivores[65, 66] and protect themselves

against pathogens[67]. While Green leaf volatiles (GLVs) which are C6 aldehydes,

alcohols and their esters are released by nearly all plants upon damage[68, 69],

or when infested[70, 71]. GLVs have been shown to be important communicators

between plants, either activating nearby plant defences to stresses or prime for

faster response.[72, 73] Studies have shown that isoprene is released as a response

to high temperatures[74], with high isoprene emissions measured during heat

waves.[75] The release of isoprene is hypothesised to be linked to a enhanced

tolerance of photosynthetic processes to high temperatures.[76]

Higher global temperatures and increased intensity and frequency of heatwaves

are expected due to climate change which could increase localised isoprene emis-

sions in the future.[77] While environmental changes will change the geographical

distribution of isoprene emissions, but is not expected to change the overall total

flux.[78, 79] Over the 21st century it has been modelled that global isoprene

emissions are likely to remain stable or decrease, with the main driver being

anthropogenic land use changes.[78]

Due to the expansion of agriculture and pastures in response to rapidly growing

populations and higher consumption rates, humans have now converted around a

third of the global land surface from natural vegetation in just six decades (1960 -

2019).[80] Crops typically have low isoprene emission rates, compared to natural

landscapes, which will in turn lead to lower global isoprene emissions.[81] However

global efforts for afforestation both regenerating forests lost to agriculture but

also the greening of cities may increase BVOC emissions in some areas.[82] Global

demand for specific crops such as oil palm may also have an effect on isoprene

emissions, owing to the extremely high isoprene emissions, which exceed those of

natural forests cut down for it’s production.[83]
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Figure 1.4: January and July 2000 global emissions of isoprene, α-pinene and
β-caryophyllene simulated with MEGAN 2.1, taken from Guenther et al., 2012.

1.4 Secondary Organic Aerosol

Gas-phase VOCs can undergo oxidation to form species with lower volatilities,

some of which are sufficiently low to partition into the aerosol phase, through

either new particle formation (NPF) or condensation onto pre-existing aerosol.

[1] A species ability to partition into the aerosol phase, forming SOA, can be

described by gas-particle transition theory introduced by Pankow., 1994 and

Odum., 1996. The partitioning is based on the absorptive partitioning coefficient,

Kp or its inverse, the saturation vapour concentration C∗
i (equation 1.1).[84–87]

Cp
i

Cg
i

= Kp,iCOA = COA

C∗
i

(1.1)

Where Cg
i is the mass concentration of species i per unit volume of air (µg m−3)

in the gas phase, Cp
i is the mass concentration per unit volume of air in the aerosol
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phase (µg m−3), and COA is the mass concentration per unit volume of air of the

total absorbing organic particle mass (µg m−3). The lower the C∗
i of a species, the

lower the volatility, which increases the extent to which it will partition. C∗
i tends

to decrease with increasing oxidation, with species with the same carbon number

having lower C∗
i values with increasing numbers of oxygenated functional groups

( -OH, -OOH, C(O)OH).[86] Understanding the volatilities of all SOA species is

not practical, due to the number of species. As such, volatility measurements of

select functionalities have been made, and the volatility basis set (VBS) approach

developed.[85] The VBS is based on grouping compounds with fixed C∗
i values,

each separated by one order of magnitude of log(C∗
i ). These range from VOCs,

which exist almost entirely in the gas phase, having not undergone oxidation,

through to extremely low volatility organic compounds (ELVOC), which exist

almost entirely in the particulate phase.[85, 88–90]Gas-particle transitions usually

occurs for species condensing onto the surface of pre-existing aerosols, leading

to aerosol growth, although NPF can also occur. NPF has been observed across

several environments, including urban and clean sites.[91, 92] NPF occurs in two

stages, the first step involves the formation of a critical nucleus during the gas-

particle transitioning of species with sufficiently low volatility, followed by growth

by condensation. Sulfuric acid is considered to be the most prevalent nucleating

species because of its low vapour pressure, while highly oxidised molecules (HOMs)

which form from extensive auto-oxidation of VOCs have also been observed to

undergo NPF. [93–95]

1.5 Tropospheric VOC oxidants

VOCs undergo oxidation in the atmosphere, with oxidation initiated via hydroxyl

radicals (OH), ozone (O3) and nitrate radicals (NO3).[96, 97] The concentrations

of the oxidants vary by time of day, season and location. For example, OH

and O3 are elevated during the day, while NO3 generally becomes increasingly

important at night. These oxidants alongside NOX (NO + NO2) are regulated by
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the HOX catalytic radical propagation cycle as shown in Figure 1.5.[98] Through

this cycle, tropospheric NO2 and O3 is created through the reactions of peroxy

(RO2) and hydroperoxy (HO2) radicals with NO. O3 and NO2 are important

secondary pollutants as a result of this HOX cycle, which have detrimental affects

on human health. This cycle is key to photochemical smog formation, through

the formation of PM from the oxidation of VOCs and NO2 and O3 as secondary

pollutants from this process.

OH is the most important tropospheric oxidant, and is formed through the pho-

tolysis of O3 in the presence of water vapour. O3 photolysis occurs at wavelengths

< 340 nm, resulting in the formation of a excited oxygen atom O(1D) (1.2) and

is rapidly stabilised by N2 or O2 (M) to O(3P) (1.3), with a relatively minor

fraction of O(1D) reacting with water vapour to produce two molar equivalents of

OH radicals (1.4). OH radicals can then react with a range of VOCs to produce

RO2 radicals, which can then react with NO to form alkyl nitrates which will be

discussed in more detail later. RO2 radicals can also form HO2 radicals through

reaction with NO, in turn producing secondary NO2 forming O3 as shown in

Figure 1.5. OH radicals can then be regenerated or recycled through HO2 further

reacting with NO, again in turn forming NO2 and subsequently O3. This recycled

OH radical is then able to restart the radical propagation cycle. OH concentrations

vary across locations, with the highest concentrations around the equator due

to higher UV intensity. Urban areas report high OH concentrations due to high

VOC concentrations and NO leading to rapid recycling of OH radicals as well

as the photolysis of nitrous acid (HONO).[99, 100] OH can also be formed from

the ozonolysis and photolysis of O3 and carbonyls, and the photolysis of HONO

(Figure 1.7), which are key night-time sources of radicals (OH, HO2, RO2). OH

radicals can also result from the reaction of nitrate radicals with unsaturated

VOCs, through the subsequent reaction of RO2 radicals with NO.[101] Due to the

recycling of OH radicals through the interactions of RO2 and HO2 with NO, an

anthropogenic pollutant, the oxidation of biogenic VOCs by OH radicals is an

example of a biogenic-anthropogenic interaction.
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O3 + (λ < 340 nm) hv −−→ O2 + O(1D) (1.2)

O(1D) + M −−→ O(3P) + M (1.3)

O(1D) + H2O −−→ 2 •OH (1.4)

Nitrate radicals (NO3) are generated throughout the day via the reaction of NO2

and O3 (1.5). The oxidation of VOC’s via NO3 becomes increasingly important at

night due to day-time photolysis of NO3 back to NOx, giving a daytime lifetime

of ∼ 5s (1.6, 1.7).[96, 102] NO3 and NO2 react further to establish a chemical

equilibrium through the formation of N2O5, which can then decompose back to

NO3 and NO2, or is readily taken up into aqueous inorganic aerosol or water

droplets. Once in the aqueous phase, it can be hydrolysed to form nitric acid,

affecting the pH of aerosol species. The reaction of NO3 with NO (1.8) to form

NO2 is a large loss of NO3, especially in urban environments. However, high

levels of NO titration by O3 can lead to nitrate radical oxidation becoming

more competitive during the afternoon.[103] It should be noted that due to the

anthropogenic sources of NO2 and O3 in urban areas, reactions of BVOCs and

NO3 represent another key anthropogenic-biogenic interaction.

NO2 + O3 −−→ •NO3 + O2 (1.5)

•NO3 + (λ < 590 nm) hv −−→ NO2 + O(3P) (1.6)

•NO3 + (λ < 720 nm) hv −−→ NO + O2) (1.7)

•NO3 + NO −−→ 2 NO2) (1.8)

•NO3 + NO2 −−→ N2O5) (1.9)

Tropospheric ozone is formed through the photolysis of NO2 (1.10), followed by

the reaction of O(3P) with molecular oxygen in the presence of air (M) (1.11). In

polluted environments, titration of NO can occur, especially during the afternoon

during peak ozone, along with peak photolysis of NO2 (1.12).
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NO2 + (λ < 440 nm) hv −−→ NO + O(3P) (1.10)

O(3P) + O2 + M −−→ O3 + M (1.11)

NO + O3 −−→ NO2 + O2 (1.12)

Figure 1.5: HOX cycle taken from Lu et al.,2012. Primary radical production is
shown via the blue arrows, while radical chain reactions are shown via the red
arrows.

1.6 SOA Formation Pathways

SOA is formed from the oxidation of VOCs (section 1.5), and subsequent parti-

tioning to the aerosol phase (section 1.4). Reactions of VOCs with OH and O3

are dominant during the day, whereas at night and under some highly polluted

conditions, into the afternoon and early evening, NO3 oxidation can become more

important (section 1.5).[104] VOC reactivity towards these oxidants can vary

massively, based on the functionality and structure of the VOC.[96] Terpenes
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which contain carbon-carbon double bonds, are reactive towards OH, NO3 and

O3, with OH radical degradation of VOCs the most important loss route due to

the fast relative rates of reaction.[105] Other atmospheric species can influence

these formation pathways, for example the availability of NO can change the fate

of secondary intermediates.

Figure 1.6: Simplified VOC degradation mechanism, taken from Kroll and Seinfeld.,
2008.

The oxidation of VOCs such as terpenes, via OH radicals undergo an initial

oxidation of the VOC producing an alkyl radical (figure 1.6), through the prefer-

ential addition to a C=C double bond, which is quickly stabilised via reaction

with molecular oxygen to form a RO2 radical . RO2 radicals can then undergo

several different reaction routes, based on the environment it is in. RO2 radicals

can react with HO2 radicals under low NO conditions to form hydroperoxides or
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undergo self reactions with other RO2 radicals to form alcohols or carbonyls.NOx

plays a key role in SOA formation. RO2 radicals can react with NO2 under high

NOx conditions to form peroxynitrate species, or with NO to form a alkoxy radical

or organic nitrate. Alkoxy radicals can then undergo further oxidation reactions

or chain terminating reactions before partitioning to form SOA.[1, 86]

NO3 radical oxidation of VOCs occurs in a similar way to that of OH radicals

(Figure 1.6), although the nitrate group has been shown to have a key affect on

reaction kinetics of the RO2 and RO radicals. NO3 radicals undergo a preferential

addition to C=C double bond, with the structure of the VOC determining the

position of attach. Under subsequent reaction with O2, nitrooxy peroxy radicals are

formed. At night, these nitrooxy peroxy radicals are likely to undergo isomerisation

or further reactions with RO2, HO2, NO3 or OH radicals. These species can then

undergo partitioning to form SOA.[106–109]

The ozonolyis of C=C double bond containing species proceeds via a different

route, through the formation of stabilised criegee intermediates, as shown in

Figure 1.7. The C=C double bond is cleaved through the reaction with ozone, to

form a carbonyl and excited criegee intermediate, via the formation of a primary

ozonide. This species can be both in the syn and anti- conformers, with syn being

the most stable.[110] This excited criegee intermediate can then decompose via the

hydroperoxide channel or be stabilised to form a stabilised criegee intermediate

(SCI), which can then go on to react with water or other species. The extent

of SOA formation from alkene ozonolysis is dependant on the alkenes initial

structure, with ozonolysis of exo cyclic alkenes forming smaller species, which are

more volatile, compared to endo alkenes which form either the same or increased

carbon numbered species, leading to more SOA formation.The OH/O3 pathways

are in competition, with the oxidation route highly dependent on VOC structure

and functionality.[1, 86]

More recently it was discovered that some larger VOCs such as monoterpenes,

are able to rapidly generate low-volatility species [111], through a process known

as auto-oxidation [112, 113]. These low-volatility species that are formed are
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Figure 1.7: Simplified ozonolysis schematic of an alkene, taken from Kroll and
Seinfeld., 2008.

known as highly oxidised molecules (HOMs) and have sufficiently low-volatility

for NPF. HOM formation has been observed via photo-oxidation and ozonolysis

of monoterpenes. Auto-oxidation has been suggested to proceed via H-shift

isomerization in the oxygenated RO2 species formed from the breakdown of the

primary ozonide to form a HO2 species (Figure 1.8). Subsequent loss of OH and

addition of O2 produces a more oxidised RO2 species, which can then undergo

further oxidation steps or terminating via the loss of an OH radical.[112–114]

Recently, auto-oxidation reactions of α-pinene have been shown to increase with

increasing NOx, due to higher O3 and OH concentrations, and only under extremely

high NO concentrations do estimates show suppression of auto-oxidation.[115]

Figure 1.8: Auto-oxidation of the O3 initiated degradation of α-pinene, taken
from Iyer et al., 2021.[113]

1.6.1 Isopene Derived SOA

Due to the large global emissions of isoprene, even small SOA formation yields can

lead to significant concentrations.[116] Early isoprene studies suggested that iso-
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prene was not a significant producer of SOA, due to the formation of highly volatile

first generation products, with experiments showing limited aerosol growth.[117]

It was over a decade before until SOA from isoprene (iSOA) was observed over

the Amazon.[118] It is now widely accepted that isoprene is a significant source

of OA, through the formation of a variety of multifunctional gas-phase first and

second generation products, before uptake into the aerosol phase on the surface

of pre-existing aerosol species.[1, 106, 119] OH radical oxidation of isoprene is

the predominant oxidation reaction in the atmosphere, followed by O2 addition,

to form a RO2 radical. Due to the conjugated nature of isoprene, a range of

initial RO2 species can be formed, with their subsequent degradation chemistry

dependent on structure.[106] The fate of these RO2 species can then proceed via a

“lower” NOx route (Figure 1.9) or ”higher” NOx route (Figure 1.10), with unique

chemical markers identified to investigate each route.[120]

Figure 1.9: Low NO Isoprene OH degredation pathway, taken from Surratt et al.,
2010.
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Isoprene oxidation can proceed under low or high NO concentration formation

pathways, depending on local atmospheric conditions. While no exact definition

of low and high NO concentrations are given, higher-NO concentrations will

suppress low-NO products and promote the formation of high-NO species.[121]

Typical low-NO locations include remote sites such as boreal forests or rainforests,

far from anthropogenic sources of NO and SO2.[37, 122–124] Typical high-NO

locations include urban areas[33, 36, 125, 126], but also locations downwind of

NO sources[124]. Low-NO conditions have also been observed in urban areas due

to ozone titration during the afternoon.[103]

Under the low NO route, the reaction pathway mainly proceeds via HO2 +

RO2 producing hydroxy-hydroperoxides (ISOPOOH), while the RO2 + RO2 route

can lead to the formation of RO, alcohols or peroxides but are suggested to be

minor due to high HO2 concentrations and faster rates of reaction between HO2

+ RO2.[102, 106]

ISOPOOH can be oxidised again by OH to form an epoxydiol (IEPOX).[121]

IEPOX has been established to undergo reactive uptake into the aerosol phase

through the acid-catalysed ring opening of the epoxide, followed by the subsequent

addition of a range of nucleophiles to produce different products.[127–130] Reaction

with H2O forms C5-alkene triols and 2-methyl tetrol (2-MT), and reaction with

inorganic sulfate forms a hydroxy sulfate ester (2-methyl tetrol organosulfate,

2-MT-OS). Dimer formation has also been identified, with carbocation reactions

with 2-methyl tetrols and hydroxy sulfate esters, with higher order oligomers

formed from additional IEPOX monomers.[127]

Under “higher” NOx conditions, RO2 + NO is in competition with RO2 +HO2,

with products including mainly methyl vinyl ketone (MVK) and methacrolein

(MACR), but also hydroxynitrates.[106, 119, 120] MVK and MACR have branch-

ing ratios of between 30-45 % and 20-30 %.[106] Second generation products

from the OH oxidation of MACR in the presence of NO include alkoxy radicals,

which are thought to be a minor route to SOA formation due to their volatile

fragmentation products.[131] The dominant MACR degradation is thought to
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proceed through further OH oxidation, followed by reaction with NO2 to form

methacryloylperoxynitrate (MPAN) under high NO2/NO ratios.[127, 132] MPAN

is further oxidised by OH to form hydroxymethylmethyl-α-lactone (HMML) or

methacylic acid epoxide (MAE).[127, 130] Due to the epoxide functionality of

MAE, the reactive uptake mechanism is the same as that for IEPOX, via acid

catalysied uptake followed by reaction with nucleophiles such as water to form

2-methyl glyceric acid (2-MG), inorganic sulfate to form 2-methyl glyceric acid

organosulfate (2-MG-OS) or nitrate radicals to form organic nitrates. HMML does

not require acid activation of the epoxide ring, and undergoes nucleophilic ring

opening reactions. Although HMML has been suggested to form in lower yields

than MAE[130], significant HMML concentrations have been observed compared

to MAE.[133]

Figure 1.10: High NO Isoprene OH degredation pathway, taken from Lin et al.,
2013.

Organosulfates (OS) are a key class of iSOA and the sulfated versions of 2-MT

and 2-MG (2-MT-OS and 2-MG-OS) are some of the most commonly identified

SOA tracers in ambient samples and are key contributors to OA mass.[34, 35,

134, 135] It is generally excepted that the heterogenous reaction of epoxides is the

dominant pathway for OS formation related to MT [127] and MG [130], however

reaction of alkenes with sulfate radicals in aqueous solutions have recently been

proposed for isoprene OS (OSi) formation.[136] However, 2-MG-OS/2-MT-OS are
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not the only OSi markers identified in isoprene oxidation. Surratt et al., 2008

conducted extensive chamber experiments to characterise products from isoprene

oxidation, with 16 organosulfates identified. The formation pathways of these

“other” OSi species are less well understood, with studies suggesting that several

of these other OSi species can form from further heterogenous oxidation or ageing

of 2-MT-OS/2-MG-OS.[137] These markers will be discussed in later chapters.

Since IEPOX is such a dominant route of SOA formation from isoprene, recent

studies have started to look at the effect of organic coatings and aerosol viscosity

changes on the multiphase processes of IEPOX. The majority of chamber studies

studying IEPOX uptake use “pure” inorganic seed aerosol, while in the real

atmosphere, pre-existing sulfate particles are likely to contain organic compounds,

which could inhibit further uptake of IEPOX.[138] These organic compounds can

undergo phase separation, forming a layer around an inorganic core, known as

core-shell morphology as shown in figure 1.11.[139–142] This separated shell can

then reduce the reactive uptake of species into the aqueous inorganic core, with

some studies highlighting a potential self-limiting effect during the reactive uptake

process.[138, 143–145] Aerosol viscosity can also play a role in reactive uptake, with

increased viscosity from multi-phase or particle phase reactions further reducing

multi-phase reactions.[146, 147] A recent modelling study estimated that organic

coatings could reduce IEPOX-derived SOA by up to 33% during the Southern

Oxidant and Aerosol Study (SOAS) in 2013 around Atlanta, US.[148] This limiting

effect is likely to also be taking place in urban areas, with high concentrations of

OA and potential evidence of this will be discussed in later chapters.

In addition to OSi species, isoprene related nitrooxy OSs have also been

identified (NOSi) in chamber studies of isoprene photo-oxidation in the presence of

NOx or nitrate radical chemistry.[134, 135, 149] During the day, ISOPOO can react

with NO to form isoprene hydroxy nitrates (IHN), with further reactions leading

to multi-functional isoprene nitrate species.[106] Due to low OH concentrations at

night, at locations with sufficient NOx concentration, NO3 chemistry becomes an

important loss route of isoprene.[150] Although NO3 radicals are formed throughout
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Figure 1.11: Schematic highlighting the effect of core-shell morphology on IEPOX
uptake, taken from Zhang et al., 2019.

the day, rapid photolysis and reaction with NO limit’s concentrations, although

recent studies have suggested daytime nitrate radical isoprene degradation is

more prominent than thought, with low NO concentrations observed in highly

polluted urban areas due to ozone titration.[103, 104] While the rate of isoprene

emissions at night is far lower than during the day, isoprene can build up during the

late afternoon outside of peak OH concentrations, with anthropogenic sources of

isoprene also a key nocturnal source in urban areas.[151] The main first-generation

products formed from NO3 oxidation are C5 nitrooxy hydroperoxide (INP), C5

carbonyl nitrate (ICN) and C5 hydroxy nitrate (IHN) as shown in figure 1.12.[109,

152] These first-generation nitrates can then undergo further oxidation via OH or

NO3 radicals. Schwantes et al.,2015 suggests that INP reacts with OH to form

(C5) nitrooxy hydroxyepoxide (INHE), which can then undergo reactive uptake to

acidified aerosol, similar to IEPOX. Several NOSi markers have been identified

in chamber studies, including mono-, di- and tri- nitrated species and have been

identified and quantified in several ambient studies.[125, 126] These species and

their potential formation mechanisms will be further discussed in more detail in

chapter 2.
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Figure 1.12: Diagram of the Main Products Formed from NO3 Oxidation of
Isoprene, taken from Schwantes et al., 2015.

1.7 Effect of Anthropogenic Emissions on

biogenic SOA formation

Anthropogenic pollutants have been shown to impact the formation of BSOA form-

ation through anthropogenic-biogenic interactions.[38, 153, 154] Anthropogenic

species tend to have an enhancement effect on BSOA formation.Therefore, while

BVOCs dominate over anthropogenic VOCs and are hard to control, the reduction

of anthropogenic pollutants could in turn help reduce BSOA concentrations.[155]
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1.7.1 Sulfate concentrations and aerosol acidity

As discussed in section 1.6, the isoprene epoxide OS formation pathway is widely

regarded as the dominant pathway in OS formation in the presence of sulfate

particles. Eddingass et al., 2010 proposed two possible acid catalysed ring opening

mechanisms of epoxides, both mechanisms proceed via protonation of the oxygen

on the epoxide ring.[156] The A1 mechanism proceeds via the formation of a

carbocation through the breaking of one of the C-O bonds, while the A2 mechanism

(Figure 1.13) undergoes a nucleophilic addition to the epoxide ring. However the

A-2 mechanism has been shown to be more kinetically favourable than the A-1

mechanism.[156] Other formation mechanisms have been investigated (Figure 1.13),

including sulfate esterification (b), nucleophilic substitution (c), radical reactions

(d) and heterogeneous reactions with SO2 (e). The formation of NOS species and

the effect of aerosol acidity and sulfate concentrations is less well understood.

Nucleophillic substitutions of hydroxyl groups by sulfate anions have however

been shown to be unlikely. Recent studies have shown the strong correlation

between NOS species and sulfate concentrations, with proposed NOSi formation

mechanisms proceeding via the formation of hydroxy nitrate epoxides, which then

undergo acid catalysed reactive uptake like IEPOX.[104, 152]

Aerosol acidity is mainly derived from H2SO4 and HNO3 formed from the

oxidation of SO2 and NOx. SO2 is a common air pollutant, released through

coal combustion and manufacturing, and while North America and Europe by

moving away from coal combustion have reduced SO2/SO4
2– concentrations[157],

developing countries still experience high concentrations. The pH of aerosol has

been measured at multiple locations[158, 159], with the SEUS experiencing much

more acidic aerosol than China.[160] A multitude of studies have shown enhanced

SOA yields from isoprene, monoterpenes and sesquiterpenes, with higher acidity

levels. Low NOx formation of OSi was shown to increase from 1.3 % to 28.6 % yield

moving from neutral seed to acidic.[127] While strong correlations between aerosol

acidity and SOA yield in chamber experiments are observed, weaker correlations in
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Figure 1.13: Potential formation mechanisms of organosulfates, taken from Brügge-
mann et al., 2020.

ambient studies have been observed, with stronger correlations towards inorganic

sulfate concentrations. This is likely due to sulfate aerosol providing a large surface

area, due to its ability to undergo NPF, and SO4
2– acting as a nucelophile in OS

formation.[33, 34] Increased sulfate concentrations could also affect OS formation

through a process known as “salting in”. Salting in refers to the increased solubility

of polar compounds in an aqueous solution with higher salt concentrations (in

this case sulfate) i.e. increased ionic strength.[2]

1.7.2 NOx

NOx can influence the formation of iSOA through altering the fate of the RO2

radical, with RO2 + NO reactions leading to organic nitrates and alkoxy radicals.

As discussed, isoprene SOA has distinct “lower” and “higher” NOx formation

pathways, with chamber studies generally showing the “lower” NOx pathway

produces higher SOA yields than the “higher” NOx route. This is due to the

decomposition of the RO radical produced, forming more volatile species during

the “higher” NOx route, leading to less gas-particle partitioning.[120] However,
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these are primarily based on lower NO concentrations, rather than NO2. Recent

studies have shown that under high NOx conditions with higher [NO2]/NO ratios,

NO2 + RO2 can yield substantial SOA yield, through the formation of MPAN. [2,

127, 132]

NOx levels also have an effect on the formation of SOA from monoterpenes, and

like isoprene, higher yields have been observed under “lower” NOx concentrations.

This decrease in SOA with increasing NOx has been attributed to the suppression

of NPF, limiting the further uptake of semi-volatile species.[161] New particle

formation of monoterpene derived species has been found to be suppressed under

higher NOx conditions, due to the suppression of low-volatility products such as

hydroperoxides.[161, 162] This then has a knock on effect, due to limiting the

amount of particle surface for further condensation.[163] In contrast to isoprene

and monoterpenes, SOA yields from β-caryophyllene photo-oxidation have been

shown to be larger under higher NOx conditions than low, although there are

limited studies.[164, 165] This was proposed to be due to the formation of less

volatile multifunctional species, but further work is required to fully understand

the enhancement.

1.8 BSOA characterisation and quantification

Due to the complex nature of aerosol formation, and the chemically diverse

functionality of the compounds, there is no one instrument capable of investigating

the molecular composition of individual markers in real time.[1] As such, different

techniques and instruments are used collaboratively to investigate aerosol formation

and concentrations in the ambient atmosphere.

Mass spectrometry (MS) is the dominant technique for aerosol characterisa-

tion and mass spectrometers broadly fall into two categories; online and offline.

Online mass spectrometers such as aerosol mass spectrometry (AMS), are able

to elucidate aerosol concentrations based on broad definitions such as sulfate,

nitrate, ammonium, chloride and total OA, at high time resolutions.[47, 166]
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Recently postive matrix factorisation (PMF) has been used to provide further

information from the OA constituents, splitting the OA into factors based on their

time series and labelled according to their O:C ratio.[47] AMS has been utilised

in a multitude of environments to improve our understanding of aerosol forma-

tion[167, 168], ageing [169, 170] and concentrations[46, 171]. While AMS provides

high resolution aerosol composition, the molecular composition on an individual

compound basis is not achievable with AMS. Offline techniques are able to fill this

gap, at the expense of time resolution.[1] For offline techniques, aerosol samples

are collected, generally on pre-conditioned filter paper using high volume samplers

(Figure 1.14). Chemical Ionization Mass Spectrometry with a Filter Inlet for

Gases and AEROsols (FIGAERO-HRToF-CIMS) allows for both gas and particle

phase chemical constituents to be measured at the same time. Collected particles

are thermally desorbed to form a thermogram, where individual compound signals

appear at distinct temperatures, allowing the analysis of volatile and semi-volatile

species.[172] Aerosol is more commonly analysed using electrospray ionisation high

resolution mass spectrometry which is usually linked to high performance liquid

chromatography (ESI-HPLC-UHRMS). HPLC-UHRMS has been used extensively

for aerosol chemical composition and allows for the structure of individual species

and their isomers to be identified.[134, 149, 173]

ESI is the most common ionisation techniques for aerosol samples using offline

MS analysis.[1, 48] One of the main advantages to ESI is the lack of fragmentation

of analytes, making molecular identification easier. While ESI can be used in

both the positive and negative modes, negative mode is more commonly used

due to the functionality of common aerosol markers. To overcome the low time

resolution of offline filter samples, some studies have started to use extractive

electrospray ionisation (EESI) which allows online analysis of particle without

significant fragmentation.[174]

It was the recent advances in MS technology, such as the development of the

Orbitrap mass analyser, due to the compact size and the relative reductions in

prices that has fueled an increase in UHRMS studies of aerosol markers. Owing to
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Figure 1.14: Filter sample collected in Delhi.

the high mass resolutions of several 100s of thousands, prior chromotographic sep-

aration is not necessary for detailed compositional information to be obtained.[175,

176] Due to this, a large number of studies use direct injection UHRMS to in-

vestigate the broad molecular characteristics of aerosol samples collected in both

rural and urban areas. These studies give general overviews of aerosol metrics

such as average H:C and O:C, average number of carbons, oxidation state (OSs)

and double bond equivalent (DBE). These studies can give an insight into general

sources of aerosol through the production of Van Krevelen diagrams (Figure 1.15),

which plot H/C and O/C ratios for each molecular formula in a sample. As well

as Kendrick mass defect plots (Figure 1.16), which plot the Kendrick mass defect

against the nominal Kendrick mass and can highlight changes in aerosol sources.
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[177–182]

Figure 1.15: van Krevelen plots for molecular formulas assigned to FT- ICR mass
spectra peaks in aerosol WSOC samples from a) New York and b) Virginia. Blue
diamonds represent compounds con- taining only C, H, and O, yellow squares
represent S-containing compounds, and red triangles are N-containing compounds.
Black ovals represent traditional potential source molecular classes. Taken from
Wozniak et al., 2008. [183]

These studies however are limited by the lack of quantification and isomer

identification, and one of the major challenges going forward for SOA studies is

the accurate quantification of individual markers in the ambient atmosphere.[48]

HPLC allows the separation of individual markers for structural elucidation

or identification. As such, HPLC-UHRMS has been used extensively for the

quantification of individual BSOA markers in ambient samples [41, 126, 184, 185],
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Figure 1.16: Kendrick mass defect plot of CHOS-containing formulae from samples
collected in central Amazonia. Periods with low and very high incidents of fires
are marked as blue and red markers respectively. Taken from Kourtchev et al.,
2016.[180]

but does provide some analytical challenges.[48, 186]

Aerosol samples have been shown to contain thousands for individual mark-

ers[179], and as such separation of all these species at once is not possible due

to the broad range of polarities. LC can be split into reverse phase (non-polar

stationary phase) and normal phase (polar stationary phase) separations, with

reverse phase the dominant technique for BSOA studies utilising C18 columns.

More recently however, studies focusing solely on small, highly polar OSi species

have started to use normal phase in particular hydrophobic interaction liquid
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chromatography (HILIC) columns for separation.[35, 137, 187] C18 columns allow

for a wider range of polarities to be investigated, at the cost of better separation.

However, higher mass resolution from HRMS allows for this to be overcome.

There are several challenges associated with the quantification of molecular

level markers in ambient samples.[48, 186] Firstly, matrix effects (ME’s) are a

common analytical chemistry challenge when using MS, where the sample being

analysed perturbs the signal of the markers within the sample being identified,

this can either be an enhancement or suppression of signal intensity. There are

several reasons for matrix effects, all of which are likely to occur in the analysis

of aerosol samples. Target markers may react with other species within the

matrix, either increasing or decreasing concentrations, co-elution of markers may

change ionisation efficiencies due to changes in the droplet properties, competition

between compounds for the limited number of charged sites on the surface of the

electrospray droplet and/or the matrix can alter adduct formation.[188] It was

only recently that ambient studies have started to account for and investigate the

ME’s associated with ambient aerosol samples, and how the ME’s affect quantified

BSOA concentrations.[125, 184, 189] Owing to the limited number of studies, a

consensus cannot yet be drawn. However studies suggest significant matrix effects

for early eluting species when using reverse phase C18 chromatography for OSi

quantification, with smaller ME for later eluting species. No study has looked at

the ME associated with HILIC separation of the same compounds.

Secondly, accurate quantification relies on use of authentic standards which for

aerosol markers are not widely available. Without authentic standards, many stud-

ies employ the use of proxy standards such as camphorsulfonic acid (C10H16O4S)

for organosulfates and cis-pinonic acid (C10H16O3) for terpenoic acids, which are

species with a similar structure and functionality to the marker being quantified.

However, this assumes that the proxy standard has the same or similar ionisation

efficiency as the marker of interest. Recently, studies have started to synthesise

aerosol markers, and compared them to the proxy standards which are in wide

use. For example, Kenseth et al., 2020 synthesised a series of α-pinene-derived
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carboxylic acid and dimer species, and compared their ionisation efficiencies to

cis-pinonic acid. They found that the ionisation efficiencies of the synthesised

species were 19-36 times higher than cis-pinonic acid, meaning a potential er-

ror of 3600 %.[190] OS and NOS standards for isoprene[191], monoterpenes[185,

192–194] and sesquiterpenes[195] have also been synthesised. For the synthesised

organosulfates, a smaller range of ionisation efficiencies were established, with a

factor of 6.4 between the least ionising and most ionising, with camphorsulfonic

acid being established as the most accurate proxy standard.[192] However, unless

these authentic standards are made more widely available, through the sharing

of standards, or produced commercially, the synthesis of standards is limited to

larger labs who can cover the associated costs. An emerging area of analytical

chemistry, which would heavily benefit aerosol science is the quantification of

markers without authentic standards using modelled ionisation efficiencies to

correct the quantification of a marker using a non-authentic standard.[196–198]

1.9 Thesis Outline

The overall aim of this thesis is to investigate BSOA formation and concentrations

in mega-cities using HPLC-UHRMS. This study involves the use of offline filters

collected in Beijing, Delhi and Guangzhou as well as the development of more

accurate quantification techniques for BSOA. A brief summary of each chapter is

given below.

Chapter 2

This chapter utilises offline filter samples collected in summertime Beijing, China

alongside a suite of complementary measurements. Isoprene organosulfate and

nitrooxy organosulfate markers were quantified, alongside the investigation of

matrix effects on quantification. Strong biogenic-anthropogenic interactions were

identified through the uptake of epoxide intermediates to the gas phase via

inorganic sulfate, and nitrate radical oxidation.

Chapter 3 This chapter focuses on offline filter samples collected at one of
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the highest time-resolutions to date, with on average 8 filters collected per day,

in winter and summer-time campaigns in Guangzhou, China. This allowed

diurnal information on the formation of isoprene and monoterpene SOA markers

using offline high resolution mass spectrometry for the first time. Guangzhou

represents an interesting case study for biogenic-anthropogenic interactions, due

to its subtropical climate, while situated in one of the most populous regions of

the Earth.

Chapter 4 This chapter utilises offline filter samples collected in pre- and post-

monsoon campaigns in Delhi, India and represents the first investigation of BSOA

using HPLC-UHRMS in India. Organosulfates and nitrooxy-organosulfates from

isoprene, monoterpenes and sesquiterpenes were quantified using a mixture of

authentic and proxy standards. Delhi is an interesting case study for BSOA

formation due to being one of the most polluted cities in the world, leading to

unusual chemsitry and sources of VOCs.

Chapter 5 This chapter outlines a new quantification technique for biogenic

organic acid SOA markers. The method combines relative ionisation efficiency

measurements and machine learning for the prediction of ionisation efficiency

factors for markers without authentic standards. This is to overcome the large

identified differences in ionisation efficiencies between different SOA compounds

and the significant lack of readily available authentic standards for quantification.

Chapter 6 This chapter utilises the predicted relative ionisation efficiency factors

from Chapter 5 and applies them to the quantification of biogenic organic acids

using samples from Beijing, Delhi and Guangzhou. This study represents one of

the largest ambient studies of BSOA in terms of number of samples. Biogenic

organic acid SOA markers from α-pinene, limonene and β-caryophyllene were

identified in ambient samples from a library of markers generated from chamber

studies. Concentrations, time series and diurnal variations were investigated

for the first time for some markers. Overall marker formation pathways were

investigated, in terms of temperature and ozone concentrations.

Chapter 7
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A summary of the work presented across chapters 2-6, and a discussion of future

work.
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Chapter 2

Isoprene secondary organic

aerosol in Beijing: Formation of

Organosulfates and Nitrooxy

organosulfate
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This work was originally published in Atmospheric Chemistry and Physics[125]

and Environmental Science and Technology[104]. My role included the extraction

and analysis of the filter samples using UHPLC/ESI-HR-MS. UHPLC/ESI-HR-MS

data was collected by myself and collated with measurements made by collaborators.

All subsequent analysis and write up was undertaken by myself.

2.1 Introduction

Rapidly developing countries such as China often experience very poor air quality.

Beijing regularly experiences periods of very high particle pollution, with annual

and 24-hourly levels well above World Health Organisation guidelines.[28, 199]

Premature mortality, as a result of respiratory illness, cardiovascular disease and

cancer, has been associated with exposure to poor air quality.[6, 19, 200–204]

Lelieveld et al. (2015) estimated that 1.36 million premature deaths in China

in 2010 were a result of exposure to outdoor air pollution.[16] By far the most

dangerous pollutant to health in China are particles less than 2.5 microns in

diameter (PM2.5), with a recent study suggesting that a 50 % reduction in excess

mortality requires a 62 % reduction in PM2.5 in the Beijing-Tianjin-Hebei (BTH)

region.[205]

Previous measurements using aerosol mass spectrometry (AMS) indicate that

PM1 in Beijing is mainly composed of sulfate, nitrate, ammonium and organics.

[206, 207] Positive Matrix Factorisation of AMS measurements indicate that

oxidised or secondary organic aerosol (SOA) can make up a substantial fraction

of the PM1 mass (> 25 %), even in urban areas, but the sources of this material

are still poorly understood.[208, 209] Hu et al., 2017 estimated that exposure

to SOA was responsible for 0.14 million deaths in China in 2013 based on mass

contribution alone, ranging from < 1 % to 23 % source contributions to PM2.5

depending on location.[205] Zhang et al., 2017 used 14C measurements to determine

that non-fossil emissions are generally a dominant contributor of secondary organic

carbon (SOC) in Beijing, with a larger contribution in summer as a result of
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increased biogenic volatile organic compounds (VOCs) emissions.[210]

Hu et al., 2017 updated the Community Multi-scale Air Quality (CMAQ)

model with updated SOA yields and a more detailed description of SOA formation

from isoprene oxidation.[211] Removing all anthropogenic pollutants from the

model resulted in a huge drop in isoprene SOA (iSOA) concentrations, indicating

that controlling anthropogenic emissions would result in reduction of both an-

thropogenic and biogenic SOA. The predicted SOA was dominated by isoprene in

summer across China and in four cities (Beijing, Guangzhou, Shanghai, Chengdu)

with concentrations up to 30 µg m−3 in Beijing. However, there is currently

very little observational evidence to support such high SOA mass concentrations

from isoprene oxidation in these Chinese cities. The widely used SOA tracer

method [212] has been used extensively to estimate the fraction of iSOA across

China. Ding et al., 2014 studied SOA at 14 Chinese sites and found that iSOA

dominated the apportioned SOA mass (46 ± 14 %), with it contributing between

0.4 – 2.17 µg m−3 and an average of 1.59 µg m−3 in Beijing.[213] However, only

a very limited subset of VOC precursors was included, and this method fails

to account for heterogeneous formation processes. To overcome some of these

limitations, Wang et al., 2017 used tracer-based source apportionment of PM2.5

with positive matrix factorisation in the Pearl River Delta region during summer.

They identified an iSOA factor that contributed up to 4 µg m−3 in Guangzhou,

and up to 11 % of the total SOC.[214]

Observations using AMS indicate that IEPOX-derived SOA can make up

a significant fraction of OA in isoprene-rich environments, such as Borneo (23

%)[215], the Amazon (34 %) [123] and the South East US (33-40 %)[33, 34, 191].

Hu et al., (2015) compared previous AMS studies and found a magnitude lower

average IEPOX-SOA signal in urban studies (fC5H6O = 0.17 %) compared to

those in isoprene-rich regions (fC5H6O = 2.2 %).[216] The average IEPOX-SOA

concentration measured in Nanjing, a polluted city in Eastern China, in August

2013 was 0.33 µg m−3.[217] This represented only 3.8 % of the total OA, indicating

there is limited formation of IEPOX under high-NOx conditions (average NOx =
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21 ppb). He et al., 2018 found higher concentrations of the low-NO iSOA tracers

(average = 121 ng m−3) than the high-NO iSOA tracers (average = 9 ng m−3)

at a regional background site (Wanqingsha) situated within the heavily polluted

Pearl River Delta Region.[218] Only two high-NO iSOA tracers were measured

(2-MG and 2-MG-OS), which could lead to a significant underestimate of the

strength of the high NOx pathway. Wang et al., 2018 measured a range of OSi

species at a regional site 38 km north east of Beijing during May-June 2016. OSi

concentrations ranged from 0.9-20 ng m−3, with a mean OSi concentration of

14.8 ng m−3. In both these studies, the ratio of the average concentration of the

commonly used OS tracers from the low NO versus the high NO pathways was close

to 1.5 (2-MT-OS:2-MG-OS; Beijing = 1.47, Wanqingsha = 1.57) indicating that

even in polluted environments low-NO oxidation chemistry can play a significant

role in iSOA formation.

SOA formed from anthropogenic and other biogenic (monoterpenes and sesquit-

erpenes) sources have also been studied. Thousands of organic species including

hundreds of OS and NOS species have been identified in studies from a range of

precursors using UHPLC/ESI-HR-MS from ambient aerosol samples.[214, 219]

Brüggemann et al., 2019 quantified with authentic standards both monoterpene

OS (OSMT) and sesquiterpene (OSSQT) species in Melpitz, Germany and Wangdu,

China. They found median daytime concentrations for Melpitz and Wangdu for

52 OSMT species of 12.15 ng m−3 and 38.19 ng m−3 respectively. For the 5 OSSQT

species, median concentrations were 0.3 ng m−3 and 3.90 ng m−3 for daytime

concentrations respectively, much lower than the OSi species quantified in this

study. Riva et al., 2016 identified OS species from the photo-oxidation of C10 –

C12 alkanes, which were then characterised in ambient aerosol samples collected

in Lahore, Pakistan and Pasadena, CA, USA. High concentrations of OS species

were identified in Lahore, with the largest observed concentration arising from a

cyclodecane OS species (C10H16O7S) with a concentration of 35.93 ng m−3.

The lack of molecular-level measurements of iSOA in highly polluted urban

areas makes it difficult to determine the role of isoprene in summer haze episodes in
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Beijing. To investigate the formation of iSOA in Beijing, offline PM2.5 filter samples

were collected during summer 2017 as part of the Atmospheric Pollution and

Human Health program (APPH).[220] The filters were extracted and then screened

using a sensitive and selective high throughput method based on UHPLC/ESI-

HR-MS. High-time resolution filter sampling allowed the formation and evolution

of iSOA to be studied, with observed concentrations strongly controlled by levels

of anthropogenic pollutants.

2.2 Experimental

2.2.1 PM2.5 filter sampling and extraction

Aerosol samples were collected between the 18th May and 24th June 2017 at the

Institute of Atmospheric Physics (IAP) in Beijing, China. This sampling was part

of the Sources and Emissions of Air Pollutants in Beijing (AIRPOLL-Beijing)

project, as part of the wider Atmospheric Pollution and Human Health in a

Chinese Megacity (APHH-Beijing) programme.[220] PM2.5 filter samples were

collected using an ECOTECH HiVol 3000 (Ecotech, Australia) high-volume air

sampler with a selective PM2.5 inlet, with a flow rate of 1.33 m3 min-1.Filters were

baked at 500 °C for five hours before use. After collection, samples were wrapped

in foil, and then stored at -20 °C and shipped to York for offline analysis. Samples

were collected at a height of 8 m, on top of a building in the IAP complex. Samples

were collected roughly every 3 hours during the day, approximately between 08:30

and 17:30 and then one sample was collected overnight between 17:30 and 08:30.

Hourly samples were also taken on certain days towards the end of the sampling

period on high pollution days. 24-hour samples were also collected using a Digitel

high volume PM2.5 sampler at the same location.

The extraction of the organic aerosol from the filter samples was based on the

method outlined in Hamilton et al., 2008.[221] Initially, an 8th of the filter was cut

up into roughly 1 cm2 pieces and stored in a vial. 4 ml of LC-MS grade H2O was
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then added to the sample and left for two hours. The samples were then sonicated

for 30 minutes. A small subset (3) of the filter samples were also extracted via

orbital shaker and no appreciable difference was found in the concentrations of

the iSOA tracers compared to sonication. Using a 2 ml syringe, the water extract

is then pushed through a 0.22 µm filter (Millipore) into another sample vial. An

additional 1 mL of water was added to the filter sample, then extracted through

the filter, to give a combined aqueous extract. This extract was then reduced to

dryness using a vacuum solvent evaporator (Biotage, Sweden). The dry sample

was then reconstituted in 1 mL 50:50 MeOH:H2O solution for offline chemical

analysis.

2.2.2 Ultra-high performance liquid chromatography tan-

dem mass spectrometry (UHPLC-MS2)

The water-soluble fraction of the filter samples were analysed using UHPLC-full

scan-ddMS2, using an Ultimate 3000 UHPLC (Thermo Scientific, USA) coupled

to a Q-Exactive Orbitrap MS (Thermo Fisher Scientific, USA) with a heated

electrospray ionisation (HESI). The UHPLC method uses a reverse phase 5 µm,

4.6 x 100mm, Accucore column (Thermo Scientific, UK) held at 40 °C. The mobile

phase consists of LC-MS grade water and 100 % MeOH (Fisher Chemical, USA).

The water was acidified using 0.1 % formic acid to improve peak resolution. The

injection volume was 2 µL. The solvent gradient was held for a minute at 90:10

H2O:MeOH, then changed linearly to 10:90 H2O:MeOH over 9 minutes, then

held for 2 minutes at this gradient before returning to 90:10 H2O:MeOH over 2

minutes and then held at 90:10 for the remaining 2 minutes, with a flow rate of

300 µL min-1. Due to the wide range of compounds studied, poor retention was

observed for some species (RT < 0.8 min). These species closely eluted to the

dead time of the column where inorganic sulfate ions eluted (0.67 min). To check

for ionisation artefacts, an aqueous solution containing 20 ppm ammonium sulfate,

1ppm 2-methytetrol and 1ppm 2-methylglyceric acid was run under the same
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conditions as the filter samples to check for organosulfate formation (2-MT-OS

and 2-MG-OS respectively). No MG-OS formation was observed and <0.5%

conversion was seen for the 2-MT. This therefore rules out adduct formation for

the two most important OSi species, 2-MT-OS and 2-MG-OS, however due to the

lack of authentic standards and the complexity of the samples, adduct formation

throughout the entire chromatogram could still be occurring. At this stage, there

is not enough evidence to say either way if adducts are forming or not. The

mass spectrometer was operated in negative mode using full scan ddMS2. The

scan range was set between 50 - 750 m/z, with a resolution of 70,000. The ESI

voltage was 4 kV, with capillary and auxiliary gas temperatures of 320 °C. The

number of most abundant precursors for MS2 fragmentation per scan was set to

10. The samples were run in batches of 70, in a repeating sequence of 5 samples

followed by one blank, each filter sample was run only once. The calibrations were

run separately after the samples were finished, in the following sequence; (3 X

same concentration) X number of standards in calibration curve from the lowest

concentration to the highest followed by 2 blanks. The quantification method will

be discussed in the results section.

2.2.3 Construction of accurate mass library

A mass spectral library was built using the compound database function in

TraceFinder 4.1 General Quan software (Thermo Fisher Scientific, USA). Each

compound was input into the compound library in the generic form: CcHhOoNnSs

(where c, h, o, n, and s represent the number of carbon, hydrogen, oxygen, nitrogen

and sulfur atoms respectively). From literature, species were identified, searched

for in the ambient samples according to their accurate mass, and then the retention

time (RT) of each isomer was obtained. Using previously observed iSOA products

from literature, extracted ion chromatograms were plotted for each m/z value

from a small subset of ambient samples and the retention time (RT) of observed

species/isomer were obtained. For most of the OSi species in this study the
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separation was not good enough to see individual isomers and only one peak

was observed, which was added to the library. For the NOSi species, individual

isomers could be resolved, and each isomer was added to the library based on

its retention time. The accurate masses, RT and literature references for iSOA

tracers are shown in Table 2.2.

2.2.4 Automated method for SOA tracer analysis

The UHPLC/ESI-HR-MS data for each ambient sample and standard was analysed

using TraceFinderTM. Tracefinder extracted the OSi/NOSi tracer peak areas from

each ambient sample chromatogram using the library based on RT and accurate

mass. The mass tolerance of the method was set to 2 ppm and the retention time

window was set to 30 s, although for species with multiple isomers present, the

integration was checked to make sure the same peaks were not being integrated

twice, and the window changed accordingly. The peak tailing factor was set to 2.0

to reduce the integration of the peak tails. The minimum signal to noise (S/N)

for a positive identification was set to 3.0. Using the output from TraceFinder,

an in-house R code script was developed to combine the identified species and

peak areas with the correct filter sampling date/time midpoint and volume of

air sampled. Calibration curves from the standards were then obtained, and the

intercept and gradient inputted to quantify the iSOA tracer concentrations in the

extract. These quantified values were then converted to the mass on the whole

filter and divided by the volume of air sampled for that filter sampling period and

converted to units of ng m−3. Higher time resolution data were averaged to the

filter sampling times. It should be noted that MS2 was used to check that the

iSOA species fragmented to give typical OS fragment ions.

2.2.5 Hydrophilic Liquid Interaction Chromatography

A subset of filters (n=15) were also analysed at the University of North Carolina

(UNC) using a newly developed HILIC method interfaced to high-resolution
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quadrupole time-of-flight mass spectrometry equipped with ESI (i.e., HILIC/ESI-

HR-QTOFMS) by Will Dixon.[187] Briefly, filters were extracted with 22 mL of

LC/MS-grade methanol by 45 min of sonication; the samples were first extracted

for 23 min, the water bath replaced with cool water, and then extracted again for

22 min. This was done to make sure the water bath contained within the sonicator

did not reach above 30 °C. Extracts were filtered through polypropylene membrane

syringe filters in order to remove insoluble filter fibres and soot particles. The

extracts were dried under a gentle stream of nitrogen gas. Dried methanol extracts

were reconstituted with 150 µL of 95:5 (v/v) LC/MS-grade acetonitrile/Milli-Q

water. Operating details of the HILIC/ESI-HR-QTOFMS used for these samples

is also summarized by Cui et al., 2018.

2.2.6 Gas Chromatography – Mass Spectrometer

Details of the measurement procedure used can be found elsewhere.[222] Briefly,

filter samples were extracted with dichloromethane/methanol (2:1 v/v), filtered

through quartz wool packed in a Pasteur pipette, concentrated using a rotary

evaporator under vacuum, and blown down to dryness with pure nitrogen gas.

The extracts were derivatized and diluted with n-hexane containing the internal

standard prior to GC-MS analysis. Separation was performed on a fused silica

capillary column (DB-5MS: 30 m × 0.25 mm × 0.25 µm).The MS detection was

conducted in electron ionization (EI) mode at 70 eV, scanning from 50 to 650 Da.

Individual compounds were identified by comparison of mass spectra with those of

authentic standards or literature data. 2-methylglyceric acid, C5-alkene triols (the

sum of cis-2-methyl-1,3,4-trihydroxy-1-butene, trans-2-methyl-1,3,4-trihydroxy-1-

butene, and 3-methyl-2,3,4-trihydroxy-1-butene), and 2-methyltetrols (the sum of

2-methylthreitol and 2-methylerythritol) were quantified using the response factor

of meso-erythritol. Field blank filters were treated as the real samples for quality

assurance. Target compounds were not detected in the blanks.
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2.2.7 High-Resolution Aerosol Mass Spectrometry meas-

urements

AMS measurements were undertaken by the University of Manchester. The size-

resolved non-refractory submicron aerosol species at the same site were measured

by an Aerodyne high-resolution time-of-flight aerosol mass spectrometer (HR-ToF-

AMS) at a time resolution of 5 min. The elemental ratios of hydrogen-to-carbon

(H:C) and oxygen-to-carbon (O:C) of OA were determined, and the sources of OA

were analysed with positive matrix factorisation. Six OA factors were identified

in summer including two primary factors; hydrocarbon like OA (HOA), cooking

OA (COA), and three oxidised OA factors with increasing degrees of oxidation,

OOA1 (O:C = 0.53), OOA2 (O:C = 0.74), OOA3 (O:C = 1.18).

2.2.8 Iodide CIMS

A time of flight chemical ionisation mass spectrometer (ToF-CIMS)[223, 224]

using an iodide ionisation system coupled with a filter inlet for gases and aerosols

(FIGAERO) was deployed to make near simultaneous, real-time measurements

of both the gas- and particle-phase chemical composition. The instrument was

originally developed by Lopez-Hilfiker et al., 2014 and is described and charac-

terised in more detail by Bannan et al., 2019.[225, 226] The experimental set up

employed by the University of Manchester ToF-CIMS is described in Zhou et al.,

2019.[227] Only gas phase data is presented herein.

Field calibrations were regularly carried out using known concentration of

formic acid in gas mixtures made in a custom-made gas phase manifold. A range

of other species were calibrated for after the campaign, and relative calibration

factors were derived using the measured formic acid sensitivity during the in-situ

calibrations.[228] Offline calibrations after the field work campaign were per-

formed specific to the isoprene oxidation species observed here. IEPOX (C5H10O3)

synthesized by the University of North Carolina, Department of Environmental

Sciences & Engineering was specifically calibrated for. Known concentrations were
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deposited on the FIGAERO filter in various amounts and thermally desorbed

using a known continuous flow of nitrogen over the filter. For the isoprene nitrate;

C5H9NO4 there was no direct calibration source available and concentrations using

the calibration factor of C5H10O3 are presented here.

2.2.9 Gas-phase measurements

Additional gas-phase measurements were collected at the site from an elevated

inlet at 8 m. Data included Nitrogen oxide, NO, measured by chemiluminescence

with a Thermo Scientific Model 42i NOx analyser and Nitrogen dioxide, NO2,

was measured using a Teledyne Model T500U Cavity Attenuated Phase Shift

(CAPS) spectrometer. The sum of the NOy species was measured using a Thermo

Scientific Model 42C NOx analyser and a heated molybdenum converter at the

sample inlet. The molybdenum converter reduces NOy compounds to NO allowing

measurement by chemiluminescence. Ozone, O3, was measured using a Thermo

Scientific Model 49i UV photometric analyser. All instruments were calibrated

throughout the measurement period, with a ’zero’ or ‘background’ calibration

using a Sofnofil/charcoal trap. Span (high concentration) calibrations were carried

out using gas standards. Both the Thermo Scientific 42i and 42C instrument

calibrations are traceable to the National Physical Laboratories (NPL) NO scale.

The meteorological variables of wind speed, wind direction, relative humidity

(RH), and temperature were measured at 102 m on the IAP 325 m meteorological

tower.

Observations of VOCs were made using a dual-channel GC with flame ionisation

detectors (DC-GC-FID). Air was sampled at 30 L min-1 at a height of 5m, through

a stainless-steel manifold 1/2” internal diameter. 500 mL subsamples were taken,

dried using a glass condensation finger held at -40°C and then pre-concentrated

using a Markes Unity2 pre-concentrator on a multi-bed Ozone Precursor adsorbent

trap (Markes International Ltd). These samples were then transferred to the GC

over for analysis following methods described by Hopkins et al., 2011.[229]
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Further details of the following additional gas phase instrumentation can be

found in Shi et al., 2019. Isoprene was also measured at a height of 102 m using a

Voice200 Selected ion flow tube mass spectrometer (SIFT-MS, Syft Technologies,

Christchurch, New Zealand). OH, HO2 and RO2 concentrations were measured

using Fluorescence Assay by Gas Expansion (FAGE)[230] and NO3 concentrations

were measured using Broadband cavity enhanced absorption spectrometry.[231]

2.3 Results and discussion

The field campaign was conducted at the Institute of Physics, Beijing, situated

between the third and fourth ring roads.[220] The site is typical of central Beijing,

surrounded by residential and commercial properties and is near several busy

roads. It is also close to several green spaces including a tree-lined canal to the

south and the Olympic forest park to the north-east, providing sources for local

isoprene emissions.

2.3.1 Isoprene gas phase concentrations and loss processes

Isoprene was measured hourly using the DC-GC-FID between 18/05—20/06/2017

and the observed concentrations are shown in Figure 2.1, alongside NO, NO2 and

O3. The mean mixing ratio of isoprene was 0.53 ppb, with a maximum of 2.9 ppb

on the 16/06/2017. The ambient temperature ranged from 16 to 38 °C. Day-time

isoprene mixing ratios increased with temperature, with all isoprene mixing ratios

above 1 ppb occurring when the temperature was > 25 °C.

The average diurnal profile of isoprene in Figure 2.2 shows low values overnight

(< 50 ppt), with a rapid increase at 6 am reaching a maximum of around 1 ppb by

the afternoon. The mixing ratio rapidly decreased after 18:00 and returned to very

low values by around 22:00. There was strong a correlation between the isoprene

mixing ratio measured at 8 m by the DC-GC and at 102 m using the SIFT-MS

(R2 = 0.77). The SIFT-MS measurements were therefore used to investigate the

correlation with iSOA tracers when no DC-GC data was available. The slope of
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Figure 2.1: Time series of isoprene, nitric oxide (NO), nitrogen dioxide (NO2),
ozone (O3) and particulate sulfate (SO4). The black lines are at midnight every
72 hours.

the linear fit between the two data sets was 0.67, indicating a loss of around 30%

of the isoprene during transport from the ground to the tower (100m).

Using the average observed diurnal profiles of the main atmospheric oxidants,

OH, O3 and NO3 (shown in Figure 2.3), and isoprene (Figure 2.2), the isoprene

loss rate was calculated (rate of loss = κ ox[Oxidant][Isoprene]) and is shown in

Figure 2.4A. The percentage contribution of each oxidant to the average diurnal

isoprene loss rate is shown in Figure 2.4B.

During the day, OH is responsible for over 90 % of isoprene loss, with NO3
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Figure 2.2: (A) Average diurnal profile of isoprene mixing ratio measured using
DC-GC-FID. (B) Diurnal profile of 2-methyltetrol sulfate (2-MT-OS) in PM2.5
collected on filters hourly over the 11th to 12th June 2017. Black lines indicate
length of filter sampling period.

becoming more important from 18:00 until around 03:00, although the amount of

isoprene available to react rapidly decreased during this time period. OH chemistry

is still an important loss route at night (>30 %) owing to night-time OH sources,

such as the ozonolysis of alkenes.[232] Loss of isoprene via ozonolysis however is a

minor route, contributing <15 %. During the daytime (10:00-15:00), the lifetime

of isoprene was on average around 20 minutes, increasing to a maximum of around

6 hours at 03:00. While the high levels of oxidants lead to a short isoprene lifetime

during the day, the ambient concentrations of isoprene are still maintained at

the ppb level. This indicates that there are significant local emissions of isoprene

impacting the measurement site and therefore a high potential for the formation

of iSOA in this urban environment.

2.3.2 Anthropogenic tracers

A range of gas phase anthropogenic tracers were measured during the campaign

as discussed in Shi et al., 2019. Figure 2.1 shows the time series of NO, NO2, O3

and particulate sulfate during the part of the campaign analysed in this study.

Table 2.1 shows the average, maximum and minimum concentrations for these
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Figure 2.3: Campaign average diurnal profiles of OH measured by FAGE, O3
measured by UV spectroscopy and NO3 measured by BBCEAS.

anthropogenic pollutants. NO mixing ratios ranged from less than 0.1 ppbv to 104

ppbv, and a mean concentration during the filter sampling period of 5.1 ± 11.5

ppbv. The highest concentrations generally occurred in the morning 04:00-07:00

and steadily decreased during the day. On some days, the mixing ratio of NO

was very low in the afternoon, likely as a result of reaction with ozone and other

unknown sinks.[103] The mean mixing ratio of NO2 was 22.3 ± 13.0 ppbv, much

higher than NO, with a range of 3.7 to 95 ppbv. NO2 peaked between 06:00-07:00

and decreased to a minima at 14:00 and then steadily increased until about 20:00.

High afternoon concentrations of O3 (>80 ppb) were observed on most days,

with a maximum observed mixing ratio of 182 ppbv. Night time O3 levels were

much lower due to reduced photochemistry and reaction with NO, although on

some nights O3 levels were maintained above 40 ppbv, as shown in Figure 2.1.
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Figure 2.4: (A) Diurnal loss rate of isoprene calculated using measured average
diurnal profiles of isoprene, OH, NO3 and O3. (B) Average diurnal of the percentage
loss of isoprene from reactions with OH, O3 and NO3 radicals.The IUPAC rate
constants used for the calculations are as follows, NO3: 7x10-13, O3:1.27x1017, OH:
1x1010 cm3 molecule-1 s-1.[102]

Table 2.1: Anthropogenic pollutants measured during the sampling period analysed
in this study.

Pollutant Mean ± SD Max Min
O3 (ppbv) 54.0 ± 37.5 181.8 2.0
NO (ppbv) 5.1 ± 11.3 104.1 0.1
NO2 (ppbv) 22.3 ± 13.0 94.5 3.7
SO4 (µg m−3) 5.5 ± 4.1 21.7 0.7

Particulate sulfate concentrations, measured by AMS are also shown in Figure 2.1.

Sulfate ranged from 0.7 to 21.7 µg m−3, with an average of 5.5 ± 4.1 µg m−3.

The time series shows a number of periods of high sulfate concentrations and

these generally matched periods of increased PM2.5. Figure 2.5 shows the wind

direction dependent concentrations of particulate sulfate for the sampling period

in a pollutionRose plot (R, Openair package). There is a strong source of sulfate

from the south of the sampling site, which is enhanced under the highest wind

speeds. Previous studies have shown a strong source of pollution from the south

west of Beijing, which is where many industrial factories are located.[233]
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Figure 2.5: PollutionRose plot (Openair) of particulate sulfate measured by AMS,
for the sampling period. Highlighting under what wind conditions the highest
concentrations of sulfate occur.

2.3.3 Isoprene SOA in Beijing

Using the high throughput screening method described, the peak areas of 31

potential isoprene-derived OSs and NOSs, were measured in 132 PM2.5 filter

extracts. The full list of iSOA tracers, along with their measured m/z and molecular

formula is shown in Table 2.2, ordered by descending average concentration

(weighted by filter sampling time and reported in ng m−3) during the campaign.

The iSOA tracers identified in this study are correlated towards themselves as

well as common anthropogenic tracers in a correlation plot (R, Openair, CorPlot),

shown in Figure 2.6. The correlation plot highlights the correlations of the iSOA

tracers to each other as well as the moderate to strong correlations towards some
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Table 2.2: Molecular formulas, negative ion masses, retention times (RT), time
weighted means (ng m−3) for the entire sampling period and original reference to
where the tracer was found of each proposed iSOA tracer. BD = Below detection.
The estimated uncertainties calculated as 60 %, accounting for the use of the
matrix correction factors.

Isoprene Tracer [M-H]-1 RT (min) Time
weighted

mean
(ng m−3)

Maximum
(ng m−3)

Minimum
(ng m−3)

Ref.

C2H4O6S 154.9656 0.73 38.4 366.1 BD [134]
C5H10O6S 197.0125 0.79 28.7 336.2 0.25 [173]
C5H10O5S 181.0176 0.93 26.5 448.5 2.91 [234]
C4H8O6S 182.9969 0.73 21.7 229.1 0.50 [235]
C4H8O7S 198.9918 0.73 21.5 180.5 0.32 [173]
C3H6O5S 152.9863 0.73 20.5 327.9 0.98 [134]
C3H6O6S 168.9812 0.73 14.5 137.7 0.25 [134]
C5H8O7S 210.9918 0.73 14.0 136.4 0.27 [134]
C5H11O9NS 260.0082 0.86 12.6 154.1 0.10 [134]
C5H12O7S 215.0231 0.71 11.8 110.9 0.77 [134]
C5H10O7S 213.0075 0.73 10.6 104.7 0.38 [134]
C5H9O10NS 273.9874 0.94 9.17 53.8 BD [149]
C4H8O5S 167.0019 0.73 9.10 114.5 0.68 [173]
C5H8O5S 179.0020 0.85 6.59 144.2 0.43 [235]
C5H10O5S 181.0176 1.24 4.90 36.3 1.21 [235]
C5H10O8S 229.0024 0.75 4.59 40.9 BD [149]
C5H8O9S 242.9816 0.64 1.55 13.9 BD [149]
C5H10O11N2S 304.9783 2.18 1.04 8.62 BD [134]
C10H20O8S 299.0806 1.65 1.01 8.38 BD [235]
C5H10O11N2S 304.9783 1.89 0.83 7.69 BD [134]
C8H14O10S 301.0235 0.73 0.57 4.16 BD [173]
C5H10O11N2S 304.9783 1.56 0.42 2.90 BD [134]
C10H18O7S 281.0701 1.03 0.33 6.76 BD [235]
C5H10O11N2S 304.9783 3.60 0.31 3.32 BD [134]
C5H9O13N3S 349.9783 5.90 0.19 2.04 BD [152]
C10H18O8S 297.0650 0.75 0.14 5.25 BD [235]
C5H11O8NS 244.0133 1.93 0.11 1.46 BD [149]
C5H9O13N3S 349.9783 5.49 0.02 0.17 BD [152]
C5H9O13N3S 349.9783 5.34 0.008 0.10 BD [152]
C5H12O8S 231.0180 0.75 0.005 0.50 BD [235]
C10H20O9S 315.0755 1.46 0.002 0.21 BD [235]

of the anthropogenic pollutants as discussed in further sections.

2.3.4 Quantification of isoprene OS tracers

Initially, two synthesised OSi standards (2-MT-OS and 2-MG-OS)[187, 191]

were used to produce calibration curves. Both standards gave strong linear

calibration curves (R2 = 0.980 and 0.996 respectively) across an appropriate range

of concentrations for the peak areas in the samples. The gradient obtained for

the 2-MT-OS standard was 4 times higher than that of the 2-MG-OS, as shown

in Figure 2.7.
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Figure 2.6: Correlation plot (R, Openair, CorPlot) highlighting the correlations
between known iSOA tracers and anthropogenic pollutants. The number represents
the R correlation between the two species. With redder more elongated circles
highlighting a higher correlation.

To investigate the potential for matrix effects from the large amounts of

inorganic sulfate, nitrate and other particulate components that co-elute due to

the poor retention of OS in reverse phase UHPLC, standard addition calibrations

were used. Five-point standard addition calibrations were run on 6 different filter

extracts, covering both day and night-time, samples, during periods of both high

and low concentrations of iSOA species. This therefore gives a representative

sample of filters for the entire sampling period. 50 µL of filter sample extract

and 50 µL of the calibrant solution were combined, giving a dilution factor of 2.

The five-point calibration range of standard added to each sample was between

0-3 ppm for 2-MGOS and 0-1 ppm for 2-MT-OS. Two examples of the standard

addition calibrations are shown in figure Figure 2.8A (2-MG-OS) and Figure 2.8B

(2-MT-OS), with good linear fits observed (R2 = 0.997 and 0.997 respectively).

A strong matrix effect was observed for the 2-MT-OS, with the concentration
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Figure 2.7: Comparison of 2-MT-OS calibration (R2 =0.9804) (Blue) and 2-
MG-OS calibration (R2 =0.9978) (Red). Highlighting the difference in gradients
between the two species. The error bars highlight the standard error for each
concentration.

measured by standard addition calibration 8.6 to 10 times higher than when

using the external calibration carried out on the same day. In contrast, the

2-MG-OS showed a much lower matrix effect, with the concentrations only 1.1-1.5

times higher when using the standard addition calibration. A further comparison

using camphorsulfonic acid, which has a longer retention time (3.74 min) and

so does not experience high inorganic ion concentrations in the source, showed

no matrix effects when using standard addition. Table 2.3 and Table 2.4 show a

comparison of the concentrations calculated from the standard additions and the

two external calibrations. Table 2.3 shows the concentration of 2-MT-OS in three

53



Figure 2.8: (A) 2-MG-OS standard addition calibration of filter extract 205 in
Table 2.4. The error bars highlight the standard error for each concentration.(B)
2-MT-OS standard addition calibration of filter extract 204 in Table 2.3. The
error bars highlight the standard error for each concentration.

filter sample extracts (144, 204, 208) calculated via standard addition of 2-MT-OS

to the filter sample extract and via external calibrations using both 2-MT-OS

and 2-MG-OS. The ratio of the standard addition to the external calibrations

then gives an estimate of the under or overestimate the external calibrations make

to calculating the concentration of 2-MT-OS in the samples. Both the external

calibrations would lead to an underestimation of concentration of 2-MT-OS in

the filter samples. 2-MG-OS provided a closer quantification of 2-MT-OS in

the samples, with an average factor of 2.3 underestimation, while the 2-MT-OS

external calibration gives a sample concentration a factor of 10 lower than the

standard addition determined concentration.

Table 2.3: 2-MT-OS concentrations (ppm) for three samples (144, 204, 208)
calculated from standard addition, 2-MG-OS and 2-MT-OS external calibrations.

Filter extract concentration (ppm)
Sample 144 204 208 Average

Standard addition 0.078 0.17 0.18 -
External calibration (2-MG-OS) 0.03 0.07 0.07 -
External calibration (2-MT-OS) 0.009 0.06 0.02 -
Ratio of standard addition to 2-MG-OS 2.2 1.5 2.5 2.3
Ratio of standard addition to 2-MT-OS 8.6 6 10 9.2
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Table 2.4: 2-MG-OS concentrations (ppm) for three samples (144, 204, 208)
calculated from standard addition, 2-MG-OS and 2-MT-OS external calibrations.

Filter extract concentration (ppm)
Sample 143 205 209 Average

Standard addition 0.0097 0.38 0.28 -
External calibration (2-MG-OS) 0.0091 0.25 0.19 -
External calibration (2-MT-OS) 0.0023 0.064 0.049 -
Ratio of standard addition to 2-MG-OS 1.1 1.5 1.4 1.3
Ratio of standard addition to 2-MT-OS 4.2 6 5.6 5.3

It is not realistic to carry out standard addition calibrations for all samples

and all SOA tracers. When the 2-MG-OS external calibration was used to

predict the 2-MT-OS concentrations during the standard addition experiments,

the concentrations were within a factor of 1.5-2.5. Therefore, the 2-MG-OS external

calibration was used as a proxy for all isoprene SOA tracers, with scaling factors

applied to account for matrix effects (1.33 for 2-MG-OS, 2.33 for 2-MT-OS, and

an average of 1.83 used for all other OSs). Therefore, we estimate an uncertainty

on our measured concentrations of 60%, this uncertainty was calculated to account

for the difference in the measured correction factors used when correcting for

the matrix effects. The uncertainty was calculated as 2σ of the 6 values used

to calculate the average correction factor of 1.83. The matrix effects identified

in this study are likely due to the extracted samples being a complex mixture

of different compounds, including a high proportion of inorganic ions that are

extracted into water. This is likely to change the surface tension of the droplet

produced in the ionisation source and the ion distribution. Further work is needed

to fully understand the reasons. Without these additional standard addition

calibrations, the iSOA concentrations would have been largely underestimated.

The dinitrate and trinitrate NOS species eluted after the sulfate peak (Rt >1.6

min), suggesting these species are less likely to be influenced by ME’s. In the

absence of authentic standards for these species, camphorsulfonic acid was used as

a proxy for calibration. This work highlights an additional difficulty of calibration

when using ESI-MS to study OSi and NOSi and indicates that future studies

using reversed phase LC (RPLC) should consider the impacts of matrix effects.
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2.3.5 Organosulfates

2.3.5.1 2-methyltetrol OS (2-MT-OS)

2-MT-OS (C5H12SO7) formed from the uptake of IEPOX into the particle phase

is often used as a marker of low-NO isoprene photochemistry.[106] The time series

of 2-MT-OS is shown in Figure 2.9A. The particle concentration ranged from 0.7

ng m−3 to a maximum of 111 ng m−3, with a mean concentration of 11.8 ng m−3.

The mean concentrations of 2-MT-OS and 2-MG-OS are compared to observations

in previous studies in Table 2.5. The mean concentration observed in Beijing

was much lower than those observed in the Amazon[143] and the SE US[34, 35]

but are higher than summer time observations at polluted regional sites in China

[126, 218]. The lower amounts of IEPOX-derived SOA results in an average AMS

fC5H6O in Beijing during the APHH project of only 0.2 %, similar to observations

in other urban studies.[216]

Hourly samples were collected on selected high pollution days and used to

obtain information on the diurnal evolution of the iSOA tracers. The findings on

these days are consistent with the three-hourly data. The particulate 2-MT-OS

measured by UHPLC-MS, on the 11th - 12th June 2017, had a strong diurnal

profile (Figure 2.2), peaking in the late afternoon, between 15:30 and 18:30, with

a minimum over-night. This is consistent with the average diurnal profile of the

gas phase precursors IEPOX+ISOPOOH (C5H12O3) measured using the I–CIMS

(Figure 2.10).

High levels of ozone were observed in the afternoon (up to 180 ppb), leading

to relatively low levels of NO observed for a highly polluted environment, in some

cases below 500 ppt. Thus, although the mixing ratio of NOx was high, on most

afternoons less than 2 % was in the form of NO. High levels of peroxy radicals

were observed, with mean afternoon concentrations of HO2 and RO2 of around 3 x

108 molecule cm-3 and 1.5 x 109 molecule cm-3, respectively. Zero-dimensional box

modelling undertake by Dr Mike Newland, University of York indicates on some

days up to 35 % of the isoprene-derived RO2 radicals can react with HO2 in the
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Table 2.5: Comparison of concentrations of iSOA tracer concentrations and ratios
in previous studies in the Amazon, SE USA and China. *Selected sample not an
average concentration. Beijing (2017) values are taken from this study.

Mean Concentration (ng m−3) Low:High NO CHO:CHOS
2-MT 2-MT-

OS
2-MG 2-MG-

OS
2-MT:2-

MG
2-MT-
OS:2-

MG-OS

2-MT:2-
MT-OS

2-MG:2-
MG-OS

Amazon, Manuas (2016) [187]
137* 390* – – – – 0.35 –

Amazon, T3 (2014) [124]
– 83(wet) – 0.7(wet) – 118(wet) – –

– 399(dry) – 30(dry) – 13(dry) – –

SE US, Centreville (2013) [143]
– 217 – 10.7 – 20.3 – –

SE US, Look Rock (2013) [34]
163.1 169.5 7.5 10 21.7 17.0 0.96 0.75

SE US, Look Rock (2013) [187]
861* 2334* – – – – 0.37 –

SE US, Atlanta (2015) [35]
– 1792 – 53 – 33.8 – –

China Regional, PRD (2008) [218]
91.5 2.2 7.7 1.4 11.9 1.57 41.6 5.51

China Regional, Beijing (2016) [126]
– 5.3 – 3.6 – 1.47 – –

China Rural, NCP (2013) [236]
44 – 19.3 – 2.30 – – –

China Urban, Beijing (2017)
17.3 11.8 7.2 21.5 2.40 0.55 1.47 0.33
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Figure 2.9: Time series of observed concentrations of iSOA tracers in Beijing
during APHH. (A) 2-MT-OS (C5H12O7S) (B) 2-MG-OS (C4H8O7S) (C) C5H10SO6.
The red bars indicate the length of the sampling time.

afternoon.[103] Thus, the diurnal profile seen in Figure 2.2, measured in samples

during the measurement period suggests that IEPOX was formed at this urban

location by the reaction of OH with local isoprene emissions, with a fraction of the

RO2 radicals formed reacting with HO2 rather than NO, and subsequent uptake to

aerosol forming 2-MT-OS. OH + isoprene hydroxynitrate also has a small yield of

IEPOX.[237] The average diurnal profile of isoprene hydroxynitrates (C5H9NO4)

in the gas phase measured using the I–CIMS peaks at around 11:00-12:00 followed

by a reduction during the afternoon into the evening/night (Figure 2.11).

This is likely to be a result of the relatively low levels of NO during the

afternoon, which will reduce isoprene nitrate formation from RO2 + NO reactions,

thus isoprene hydroxynitrates are unlikely to be a significant source of 2-MT-OS
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Figure 2.10: Campaign average diurnal variation with 95% confidence interval of
C5H10O3 measured in the gas phase using I--CIMS.

in Beijing. The 2-MT-OS showed a moderate correlation with particulate sulfate

(R2 =0.44), and a weak anti-correlation with photochemical age, estimated using

the ratio of NOx/NOy (R2 =0.23) as shown in Figure 2.6. All correlations between

species are shown in Figure 2.6. By taking the product of the concentration

of O3, as a proxy of photochemistry, with the amount of particulate sulfate

measured using AMS, [O3][pSO4], a much stronger correlation with 2-MT-OS was

observed (R2 =0.61) as shown in Figure 2.12. This observation highlights the

role of both local photochemistry and particulate sulfate mass in the formation

of 2-MT-OS. The correlation of [O3][pSO4] with 2-MT-OS is likely to be weaker

at longer photochemical ages when the O3 concentration is not directly related

to the photochemical formation of the OS. Again, this highlights the strong

role of local photochemistry in the production of low-NO iSOA (2-MT-OS) in

Beijing. Elevated levels of 2-MT-OS were observed at the start and end of the

measurement period which were influenced by strong south-westerly winds. There

were also elevated isoprene concentrations (up to 2.9 ppb) and high particulate

SO4
2– levels. Therefore, these spikes in 2-MT-OS could be a result of either higher
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Figure 2.11: Campaign average diurnal variation with 95% confidence interval of
C5H9NO4 measured in the gas phase using I--CIMS.

2-MT-OS in regional aerosol transported to the site or a high isoprene emission

source to the south west of the site (i.e. producing IEPOX locally) that then

reacts with increased regional sulfate pollution.The I-CIMS data shows that the

IEPOX/ISOPOOH (Figure 2.10 and Newland et al., 2020) signal increases during

the afternoon as the NO levels drop to below 1 ppb. The low NO levels mean that

up to 30 % of the isoprene peroxy radical from OH oxidation can react with HO2

rather than NO at this site, meaning IEPOX can be formed locally.[103] There is

also likely to be a regional source of IEPOX and 2-MT-OS, suggesting both local

and regional anthropogenic influences.

Analysis of the 2-MT-OS isomer distribution using HILIC/ESI-HR-QTOFMS,

on a subset of 15 samples, indicates that β-IEPOX is the dominant ambient IEPOX

isomer, in line with other recent observations see as shown in Figure 2.13).[187,

238] The MT-OS derived exclusively from δ-IEPOX-OS isomers could not be

observed in any of the samples. The 4 IEPOX-OS isomers in Figure 2.13 showed

similar temporal trends although small changes in the relative proportions were

observed. The sum of peak areas from the 2-MT-OS isomers measured by HILIC
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Figure 2.12: Plot of 2-MT-OS (C5H12O7S, blue) and 2-MG-OS (C4H8O7S, red)
concentrations versus [O3][SO4]. The high time resolution data (O3 and AMS
SO4) has been averaged to the filter sampling time.

and the quantified 2-MT-OS (sum of isomers) measured via UHPLC/ESI-HR-

MS were compared and showed a high degree of correlation (R2 = 0.84), even

though the two methods used different solvents. The agreement indicates that

the UHPLC/ESI-HR-MS method captures the sum of the isomers and there is no

evidence of ion source induced artefacts.

2.3.5.2 2-methyl glyceric acid OS (2-MG-OS)

The most common targeted iSOA tracer for high-NO isoprene chemistry is 2-

methylglyceric acid (2-MG) and its derivatives. As such, this tracer is the

result of a direct biogenic-anthropogenic interaction. Two observed iSOA tracers

related to this chemistry are the OS derivatives of 2-methylglyceric acid (2-MG-

OS) and the unresolved C8 dimers of 2-MG-OS (C8H14SO10) that have been

identified previously in chamber-derived iSOA.[127, 239] 2-MG-OS had an average

concentration during the campaign of 21.5 ng m−3, ranging from 0.3 to 180.5
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Figure 2.13: Extracted ion chromatograms (m/z 215.0) using hydrophobic inter-
action liquid chromatography (HILIC) of 2-methyltetrol OS (2-MT-OS) isomers,
highlighting improved separation of isomers using this technique. Upper: Extract
of filter collected on the 28/05/2017 between 11:33 and 14:23. Lower: 10 ppm
2-MT-OS standard.[187]

ng m−3, with the time series shown in Figure 2.9B. These values are within the

range of 2-MG-OS measured in other urban locations.[35, 191, 240] However,

these concentrations are considerably higher than previously observed at two

Chinese regional background sites.[126, 218] At these locations, the ratio of the

low-NO to high-NO OSi tracer average concentrations was close to 1.5 (2-MT-

OS:2-MG-OS; Beijing = 1.47, Wanqingsha = 1.57). However, in central Beijing,

this ratio was considerably lower (2-MT-OS:2-MG-OS = 0.55), reflecting the

higher proportion of RO2 radicals reacting with NO at this location compared

to the regional measurements. The ratio of 2-MT-OS:2-MG-OS observed in

Beijing is compared to previous studies in Table 2.5 and is considerably lower than

measurements taken in a range of isoprene dominated environments (South East

US, 2-MT-OS:2-MG-OS = 17[34]; Amazon, 2-MT-OS:2-MG-OS = 13-118[124];

Atlanta, 2-MT-OS:2-MG-OS = 33[35]) reflecting the strong impact of urban NO

emission on iSOA formation. Future work should investigate how to use these

ratios to quantify the effect of NO emission on iSOA formation in different regions.
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The mean concentration of the 2-MG-OS dimer (C8H14SO10) was 0.57 ng m−3.

A strong linear relationship was observed between the 2-MG-OS monomer and

dimer concentrations (R2 =0.83) with a dimer:monomer ratio of 0.02. Formation

of oligomers from reactions of 2-MG and HMML has been shown to be reduced in

chamber experiments under humid conditions.[149, 241] The average RH during

the afternoon of the campaign was 40 %, which may account for the relatively

low formation of the dimer OS compared to the monomer as shown in Figure 2.14.

Figure 2.14: Campaign average diurnal of relative humidity (%).

The diurnal profile of the 2-MG-OS as shown in Figure 2.15 was similar to

the 2-MT-OS peaking during the early afternoon samples but with an enhanced

signal at night. There was also a strong correlation between these two species (R2

= 0.92) during the campaign. The 2-MG-OS showed a stronger correlation with

particulate sulfate (R2 =0.52) than 2-MT-OS (R2 =0.44), and there was also a

weak anti-correlation with photochemical age (R2 =0.28). A strong correlation was

also observed for 2-MG-OS with [O3][pSO4] (R2 =0.69), as shown in Figure 2.12,

highlighting that formation is dependent on both photochemistry and sulfate

aerosol availability.
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Figure 2.15: Diurnal profile of 2-methylglyceric acid sulfate (2-MG-OS) in par-
ticulate matter collected on filters hourly over the 11th to 12th June 2017. Black
lines indicate length of sampling.

2.3.5.3 Other isoprene-related OSs

24 additional OSs species, with molecular formulae consistent with iSOA tracers

seen in previous chamber experiments, were also observed in Beijing as shown in

Table 2.2. For C5 compounds, the most abundant species were C5H10SO6 and

C5H10SO5, with mean concentrations of 28.7 ng m−3 and 26.5 ng m−3, respectively.

The identity of the OS at m/z 182 (C5H10SO5) is currently unknown and the

product ion MS provides little additional information other than sulfate-related

fragment ions at m/z 97 and m/z 80. The OS at m/z 198 (C5H10SO6) was

identified as an IEPOX-related OS in chamber experiments by Nestorowicz et

al., 2018, but at relatively low concentrations compared to the 2-MT-OS (1-4 %).

This is very different to the observed ratio is Beijing, where the C5H10SO6 average

concentration was more than double that of 2-MT-OS, as shown in Figure 2.9.

This compound showed a strong correlation with 2-MT-OS (R2 = 0.77) but it

is currently unclear why this compound is the most abundant C5 species. The
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molecular weight of this species is 18 Da (-H2O) lower than 2-MT-OS, which may

indicate it is a dehydration product enhanced under acidic aerosol conditions. In

addition, this species may also be enhanced if it is formed from additional VOC

precursors.

Potential low-NO iSOA tracers, seen in chamber experiments, correlated

strongly with the 2-MT-OS including unresolved isomers of cyclic hemiacetals

[C5H10SO7 (R2 =0.92)], and lactones [C5H8SO7 (R2 =0.83)].[242] These com-

pounds were similar in concentration to the 2-MT-OS, with the lactones at MW

212 having a mean concentration of 14 ng m−3 and the cyclic hemiacetals at

MW 214 a mean of 10.6 ng m−3. These compounds were also observed to be the

dominant type of OSi in Atlanta, Georgia, although they had concentrations a

factor of 15 times lower than the observed 2-MT-OS.[35]

Additional small OS compounds, previously identified during high-NO chamber

experiments, were also observed in Beijing, including in order of decreasing con-

centration, glycolic acid sulfate (C2H4SO6, mean = 38.4 ng m−3), hydroxyacetone

sulfate (C3H6SO5, mean = 20.5 ng m−3) and lactic acid sulfate (C3H6SO6, mean =

14.5 ng m−3).[134, 173] These concentrations are in line with measurements made

in other urban locations.[36, 191, 193] While all three C2 – C3-OS compounds

had strong correlations with the other Osi tracers (R2 = 0.6-0.94), the relative

strength of isoprene versus other VOC precursors, such as aromatics, cannot be

determined. As such, they cannot be definitively assigned as iSOA tracers, and

are therefore included in the potential iSOA portion of Figure 2.16. The sum of

the C2 and C3 Osi had an average concentration of 73 ng m−3, with a range of

2.0-831 ng m−3.

2.3.6 Isoprene nitrooxy organosulfates

Nine NOSi compounds were observed in the Beijing samples and their mean,

median and maximum observed concentrations are shown in Table 2.2. Two

mono-nitrated tracers (C5H11NO9S, MW 261 and C5H9NO10S, MW 275) followed
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Figure 2.16: A) Time series of PM2.5 over the sampling period. B) Time
series of the total known isoprene SOA signal (2-MT-OS, 2-MG-OS, C5H10SO7
(MW 214), C5H8SO7 (MW 212), C5H11NSO9 (MW 261), C5H9NSO10 (MW 275),
C5H10O11N2S (MW 306), C5H9O13N3S (MW 351) and the total signal from the
other iSOA tracers quantified in this study.

similar temporal trends as other OSi, peaking generally during the day, and with

a strong correlation with particulate sulfate as discussed above. Four di-nitrated

isomers (C5H10N2O11S, MW 306) and three tri-nitrated isomers (C5H9N3O13S,

MW 351) were also observed, all showing a strong enhancement during the night.

2.3.6.1 Mono-nitrate NOS

A NOS (C5H11NO9S, MW 261) consistent with 2-methyltetrol nitrooxyorgano-

sulfate, was observed and the time series is shown in Figure 2.17A. This species

had a mean concentration of 12.6 ng m−3, a standard deviation of 19.6 ng m−3,

and a maximum of 154 ng m−3. This mean concentration is similar to that

of 2-methyltetrol-OS (2-MT-OS, MW 216) in PM2.5, observed during the same

period (mean = 11.8 ng m−3, a standard deviation of 26.3 ng m−3). This species

generally peaked in the samples taken during the late afternoon, as shown in the

box whisker plots in Figure 2.18A, although there is not a very strong diurnal

profile. This NOSi species was observed to have a moderate correlation with par-

ticulate sulfate (R2 = 0.61) shown in Figure 2.6. This NOSi species also correlated

moderately to strongly with other OS species formed from isoprene oxidation by
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Figure 2.17: Time series of the measured concentrations of NOS in Beijing aerosol.
The vertical lines are at midnight of each day of sampling. A) C5H11NO9S (MW
261). B) C5H9NO10S (MW 275). C) Sum of C5H10N2O11S species (MW 306). D)
Sum of C5H9N3O13S (MW 351) species. The blue and red bars on each point
show the full filter sampling time. The mid-sample points are connected with a
line to show the temporal trend.

OH, observed in Beijing (2-MT-OS, R2 = 0.51; 2-methylglyceric acid-OS, R2 =

0.58; C5H10O6S, MW 198, R2 = 0.80). Wang et al., 2018 also observed that this

NOS species correlated well with other OSi at Changping, a site 38 km northeast

of Beijing.[126] Figure 2.19 shows a new proposed route of formation, via the

acid-catalysed heterogenous uptake of isoprene nitrooxy hydroxyepoxide (INHE).

The reaction of isoprene with NO3 radicals leads to isoprene nitrooxy peroxy

radicals (INO2). Under the low concentrations of NO observed in this study, INO2

can react with HO2, leading to the formation of isoprene nitrooxy hydroperoxide

(INP), as shown in the central section of Scheme 1. There are six possible INP
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isomers and only the most abundant isomer (δ-[1,4]-INP) observed by Schwantes

et al., 2015 is shown.[109] The reaction of INP with OH radicals, followed by

OH recycling, can lead to INHE (β-[4,1]-INHE and β-[1,2]-INHE) in a similar

way to the formation of IEPOX from the reaction of OH with ISOPOOH.[121]

Schwantes et al.,2015 also showed that INHE could undergo reactive uptake to

highly acidified aerosol, similar to IEPOX.[109]

Figure 2.18: Box and whisker plots of observed NOS concentrations separated
by the time of day the filter was collected. A) C5H11O9NS, B) C5H9O10NS, C)
C5H10O11N2S, D) C5H9O13N3S. The filter mid-points were split into different
times of day, 00:00-07:00, 07:00-11:00, 11:00-13:00 and 13:00 -17:00 based on the
general sampling times of the filters and labeled as night, morning, midday and
afternoon respectively. The thick black line represents the median value, the
upper and lower hinges represent the 75th and 25th percentiles respectively, with
the upper and lower whiskers representing the largest value in the set. Outliers
were removed so the diurnal profiles could be seen more clearly.

INP, the precursor to INHE, only forms from NO3 oxidation of isoprene. In

Schwantes et al., 2015 it was proposed that any INP formed overnight and any

still remaining at sunrise could undergo OH oxidation to form INHE. Ambient

observations indicate that the suppressed NO conditions often experienced in
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Beijing during the afternoon[103] could enhance the production of daytime INHE

in this polluted environment owing to two factors. First, the loss rate of NO3 via

the reaction with NO is reduced due to low afternoon NO concentrations leading

to a longer NO3 daytime lifetime. Second, the INO2 radicals that form from NO3

+ isoprene chemistry will have a longer lifetime under low-NO conditions and thus

a higher fraction will react with HO2 to form INP. INP produced in the daytime

can then readily react with OH to form INHE.

Figure 2.19: Proposed Formation Pathways of Mono-Nitrated OS and Di-Nitrated
OS Species Observed in the Aerosol from the NO3 Initiated Oxidation of Isoprene.
Note that only one of six possible INP isomers is shown, for simplicity, with
δ-[1,4]-INP and β-[1,2]-INHE the dominant isomers observed in Schwantes et
al.,2015.

A second mono-NOSi marker (C5H9NO10S, MW 275) was observed, and the

time series is shown in Figure 2.17B. This species had a mean concentration

during the campaign of 9 ng m−3, a standard deviation of 10.1 ng m−3, and a

maximum of 53.8 ng m−3.This species had no obvious diurnal profile, as shown in

Figure 2.18B. Of all the iSOA tracers observed, this compound correlated most

strongly with the 2-methyltetrol NOS (C5H11NO9S) (R2 = 0.79). Nestorowicz

et al., 2018 identified this species as a highly oxidized NOS tracer formed from
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2-methylthreonic acid in iSOA collected during photo-oxidation experiments in

the presence of NO.[149]

This NOSi species could be produced from two alternative routes. First,

from the oxidation of isoprene nitrooxy aldehyde (a C5 carbonyl nitrate species

(ICN))[109, 243, 244] formed from the reaction of INO2 with NO, NO3, and/or

another RO2 species, or from the reaction of INP with OH (in an alternative

reaction pathway to the formation of INHE). This ICN species can then react with

NO3 or OH, leading to the formation of the observed NOS species via an isoprene

nitrooxy hydroxy-α-lactone (INHL) species, as shown in figure 2.20. This route is

similar to the formation of 2-MG from isoprene + OH derived hydroxymethyl-

methyl-α-lactone (HMML).[133] The second proposed route is the formation

of this species as a result of heterogeneous oxidation of 2-methyltetrol nitrate

(C5H11NO9S). This route has recently been shown to be an important pathway to

form the non-nitrated OS analogues, with 2-MT-OS undergoing salting-out to the

surface of particles making it susceptible to heterogeneous OH oxidation.[149] The

carbonyl species formed may then undergo cyclization to form a NOS hemiacetal

species.

Figure 2.20: Proposed Formation Pathway of the Mono-Nitrated OS C5H9NO10S
species.
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2.3.6.2 Di- and Tri-Nitrated NOS

Four of the NOSi species observed are di-nitrated isomers (C5H10N2O11S, MW

306, with retention times 1.56, 1.86, 2.18, and 3.6 min) and three are tri-nitrated

isomers (C5H9N3O13S, MW 351, with retention times 5.34, 5.49, and 5.90 min).

These structural isomers result from the different INO2 radicals that can form

during isoprene + NO3 oxidation. However, the product-ion mass spectra (MS2)

provided only a few ions related to the loss of sulfate and nitrate and could not

be used to determine the position of the groups.The time series of the sum of the

di- and tri-nitrated NOSi is shown in Figure 2.17C,D, respectively. The sum of

the four di-nitrated NOSi isomers had an average concentration of 2.6 ng m−3, a

standard deviation of 2.6 ng m−3, and a maximum of 23 ng m−3. The tri-nitrated

NOSi species were observed at much lower concentrations, with an average sum

of 0.2 ng m−3, a standard deviation of 0.3 ng m−3, and a maximum of 2.3 ng m−3.

These NOSi exhibited moderate to strong correlations with each other, as shown

in Figure 2.6 (R2 = 0.76–0.99). The di-nitrated NOSi (MW 306) species show a

strong enhancement at night, as shown in Figure 2.18C, with the mean nighttime

concentration (3.43 ng m−3), around 7 times higher than during the afternoon

(0.47 ng m−3). These NOS tracers have all previously been observed in chamber

studies of NO3 oxidation of isoprene.[109, 134, 149, 152] The same di-nitrates

have also been observed during the oxidation of isoprene by OH in the presence

of NO[134], but this is assumed to be a minor NOS formation pathway under

the conditions observed in Beijing owing to their significant enhancement in the

night-time samples. The tri-nitrated NOSi is also elevated at night, as shown in

Figure 2.18D, with very low concentrations observed in the afternoon.

Ng et al., 2008 proposed the formation of di- and tri-nitrated NOSi via the

formation of an isoprene hydroxynitrate (IHN) from INO2 + INO2 self-reactions

after the initial NO3 attack. A second NO3 oxidation step at the other double

bond then leads to the formation of dihydroxy-dinitrates, again via the reaction

with INO2 radicals. A subsequent unknown reaction step with particulate sulfate
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is then postulated to lead to NOS formation. Here an alternative mechanism is

proposed where this species is formed via heterogeneous uptake of a di-nitrated

epoxide, as shown in the lower section of figure 2.19. Similar to the mono-nitrate

formation, the NO3 reaction with isoprene leads to INO2, and the reaction with

HO2 leads to the isoprene nitrooxy hydroperoxide (INP). Subsequent addition of

a second NO3 at the C2 position of the remaining double bond leads to an alkyl

radical on the C3 position. This radical then eliminates OH to form isoprene

di-nitrated epoxide (IDNE), as proposed in Kwan et al., 2012.[244] The resulting

IDNE species can then undergo heterogeneous uptake to acidic aerosols to form

either di-hydroxy-di-nitrates via the reaction with H3O+ or di-nitrooxy hydroxy

OS from the reaction with sulfate.

The isoprene-derived di- and tri-nitrated NOSs exhibited a strong diurnal

profile as shown in Figure 2.18C,D, peaking in the night-time samples, suggesting

their formation is a result of multiple steps of NO3 oxidation. This is in contrast

to the INHE-derived mono-nitrate outlined above that formed as a result of NO3

oxidation followed by OH oxidation. The correlation of the di- and tri-nitrated

NOSi with particle sulfate is much weaker than the mono-nitrated NOS, as shown

in Figure 2.6 (R2 = 0.07–0.45). There is no correlation with the average night-time

NO3 mixing ratio (R2 = 0.10), but there is a weak correlation with the maximum

production rate of NO3 (PNO3, R2 = 0.29) calculated during each filter sampling

period. Production of these NOS species is predicted to be highest just after

sunset (ca. 19:15–19:30), where residual isoprene can react with increased levels

of NO3, resulting from lower levels of photolysis. The production will then reduce

rapidly as the isoprene and NO3 are consumed. The strong enhancement of the

observed di- and tri-nitrated NOSi at night, in comparison to the INHE-related

mono-nitrate, may indicate that their common precursor INP reacts with OH

radicals during the day, and the products that require two NO3 oxidation steps

therefore only form when OH levels drop after sunset. The formation route of the

tri-nitrated species remains uncertain.

The diurnal profile of the di- and tri-nitrated NOSi species both show a sur-
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prisingly rapid drop in the concentration during the daytime. In a previous study

of highly oxidized organic nitrates using CIMS, the optimum model-observation

agreement was achieved using a short atmospheric lifetime of the order of 2-4

h.[245] Therefore, the diurnal profile seen in Beijing is likely the result of a rapid

in-particle loss of di- and tri-nitrated NOS, through processes such as hydrolysis

or oxidation.[246, 247] This may lead to particle-phase inorganic nitrate formation

and act as a minor sink of atmospheric NOx in Beijing. The drop in concentration

of these species during the day may be partly due to the expansion of the boundary

layer in the morning; however, this is not sufficient to explain the trends. On

most days, there was also an appreciable amount of these NOS species in the

morning samples, as shown in Figure 2.18 and Figure 2.17; and on a few days, the

concentration of di-nitrated OS (MW 306) increased in the morning sample. The

average diurnal profile of the observed mixing layer height during the campaign

(Figure 2.21) shows a shallow nocturnal boundary layer with a minimum of around

250 m at midnight, then increasing from around 08:00 to a maximum of around

1000 m at 15:00. A recent study has shown the efficient formation of isoprene

nitrates (IsN) in a polluted residual layer over Sacrameto, California.[248] This

suggests that the relatively high abundance of these species during the early

morning sample may be the result of mixing down of regionally produced NOS

from the nocturnal residual layer during the collapse of the nocturnal boundary

layer.

These observations show that the reaction of isoprene with NO3 leads to the

formation of isoprene-derived nitrates in both the gas and particle phases in Beijing

and that the nitrate radical plays a key role in the formation of IsN both during the

day and at night. The mono-nitrated NOSi identified are predominately formed

in the late afternoon from the reaction with NO3 and then OH radicals, with

their concentration also influenced strongly by particulate sulfate availability. In

contrast, the abundance of the di- and tri-nitrated NOSi species, in summertime,

is driven by both local night-time NO3 chemistry, most likely in the early evening

when the NO3 concentrations are increasing (and OH decreasing) as the sun goes
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Figure 2.21: Boundary layer height (m) diurnal across the Beijing summer cam-
paign.

down and isoprene is still present in reasonable amounts, and the mixing down of

aged aerosol in the morning from more regional sources as the nocturnal boundary

layer collapses. Unfortunately, the long nocturnal filter sampling time (15 h) in

this study does not allow the full dynamics of the night-time formation of NOS to

be observed and increased temporal resolution is needed to determine the relative

role of isoprene, NO3, and sulfate aerosol to and NOS formation in Beijing and

other megacities. The measurements were taken at 8 m and so represent surface

processes close to the emission of both isoprene and NO.
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2.3.7 Contribution of Isoprene SOA in Beijing

In order to estimate the total amount of OSi and NOSi, labelled here as iSOA,

13 species were chosen that could be confidently identified as being predom-

inately from isoprene (2-MT-OS, 2-MG-OS, C5H10SO7, C5H8SO7, C5H11NSO9,

C5H9NSO10, C5H9N2SO11, C5H8N3SO13). Although there were a number of other

compounds with formula similar to iSOA tracers, their trends compared to previ-

ous studies and potential for alternative sources made a confident assignment of

VOC precursor difficult. Therefore, the estimated contribution of iSOA to the

observed total particulate mass determined here should be taken as a lower limit.

Figure 2.16 shows the time series of the iSOA observed in Beijing.The average

concentration was 82.5 ng m−3 during the campaign, ranging from 718 ng m−3 on

the 19/05/2017 (11:38 – 14:30) to 1.9 ng m−3 on the 02/06/2017 (14:36-17:28).

The contribution of iSOA to the OOA (∑[OOA1-3]) factors measured by the AMS

was obtained by assuming all OSi and NOSi species fragment in the ion source to

lose the sulfate and nitrate groups. Across the whole measurement period, the

iSOA tracers represented only a small fraction of the total OOA measured by

AMS (0.62% of OOA). However, towards the end of the measurement period, this

increased up to a maximum of 3 % on the 17/06/2017 (13:32-14:23).

Additional iSOA tracers containing only CHO (Table 2.6), including 2-

methyltetrols, 2-methyglyceric acid and C5-alkene triols, were measured in separate

24-hour filter samples, with the commonly used derivatization GC-MS method.[118,

233] The average ratio of the 2-methyltetrols to its corresponding OS (2-MT:2-MT-

OS) was 1.4, indicating extensive heterogeneous conversion of isoprene oxidation

products within the particles. The observed ratio is slightly larger than those

measured in the SEUS ( 0.37-0.96 as shown in Table 2.5) but much lower than

that measured in the Pearl River Delta region ( 40) where the 2-methyltetrols

dominated. In contrast, the average ratio of the high-NO iSOA tracer, 2-MG

and its corresponding organosulfate (2-MG:2-MG-OS) observed in Beijing was

0.33, indicating more extensive transformation to products from heterogeneous
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reactions. This ratio may also reflect the more volatile nature of 2-MG compared

to 2-MT. Overall, the combined concentrations of these isoprene CHO compounds

were generally low (mean 25 ng m−3, max 69 ng m−3) in comparison to the

heterogeneous iSOA compounds (i.e., OSi and NOSi) targeted in this work.

In addition, the concentrations of these CHO species may be overestimated

based on recent studies demonstrating that thermal decomposition leads to these

products being detected by GC-MS and FIGAERO-CIMS methods[249], and so

the conversion to products from heterogenous reactions (i.e., OSi and NOSi) may

in fact be larger (2MT:2MT-OS = 0.5-0.91 using the overestimates of 160-288 %

observed in Cui et al., 2018).

Table 2.6: Isoprene CHO tracer concentrations measured via GC-MS using 24-
hour samples between 22/05/2017 and 22/06/2017. 2-MTs is equal to the sum of
2-methylthreitol and 2-methylerythritol and the C5-alkene triols is equal to the
sum of cis-2-methyl-1,3,4-trihydroxy-1-butene, 3-methyl-2,3,4-trihydroxy-1-butene
and trans-2-methyl-1,3,4-trihydroxy-1-butene.

Isoprene Tracer Min (ng m−3) Max (ng m−3) Average (ng m−3)
2-MTs 4.55 52.67 17.29
MG 1.38 15.53 7.24
C5-alkene triols 0.23 1.08 0.51

The study presented here shows for the first time that OS and NOS species

derived from isoprene oxidation can make a significant contribution to oxidized

organic aerosol in Beijing in summer. There is significant anthropogenic control,

from both NOx and sulfate aerosols, on the products and concentrations of iSOA

in Beijing. The majority of the OS species showed a strong correlation towards

the product of [O3][pSO4], highlighting the role of both photochemistry and the

availability of particulate sulfate in heterogeneous reactions. When the observed

concentrations of all of the OSi and NOSi species measured in this study (including

the additional 19 compounds not confidently assigned to iSOA) are combined,

they contribute 2.2 % to the total OOA on average, increasing to a maximum

of 10.5 %, indicating the extensive heterogeneous conversion of VOC oxidation

products in Beijing in summer.
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Chapter 3

Importance of Oxidants and

Temperature in the Formation of

Biogenic Organosulfates and

Nitrooxy Organosulfates
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This work was originally published in ACS Earth and Space Chemistry [250].

3.1 Introduction

Organosulfates (OSs) are key contributors of atmospheric secondary organic aerosol

(SOA) and have been detected in ambient aerosols in both clean and polluted sites

around the world.[34, 35, 125, 126, 184, 185, 235, 251–253] OSs have been shown to

make up significant portions of organic aerosol (OA) and PM2.5 (particulate matter

less than 2.5 µm in diameter) mass [186, 254, 255], with isoprene derived OSs

(OSi) accounting for up to 8% of organic matter.[130] Radiocarbon measurements

have shown that OA is dominated by modern carbon even in urban areas [210,

256–258], suggesting that biogenic sources could be playing a key role in OA and

PM2.5 formation. Chamber studies have shown the formation of particle bound

OSs from gas-phase oxidation of biogenic volatile organic compounds (BVOCs)

such as isoprene [134, 135, 239], monoterpenes [134, 259], sesquiterpenes [260]

and green leaf volatiles [261] via OH, NO3, and O3 oxidation pathways in the

presence of sulfate aerosol or SO2. Many of the species identified in these chamber

studies have also been detected in ambient samples, with OSi as some of the most

abundant biogenic OS markers quantified.[35, 38] It should be noted that while

these OS species are termed as BSOA due to their VOC precursors which are

predominantly biogenic, they are formed through interactions with anthropogenic

pollutants. The formation mechanisms of OSs have been studied extensively [186],

with OS formation through an acid catalyzed ring opening of epoxides considered

to be the most important route [127, 134, 173, 252, 259], especially for those

derived from isoprene. However, several other routes have been proposed such as

sulfate radical addition to an unsaturated precursor in the aqueous phase [262,

263], direct sulfate esterification of an alcohol precursor [134], or the replacement of

nitrate groups within organonitrate species with sulfate.[247, 264] Recent studies

have reported the formation of OSs both directly and indirectly from the reaction

of unsaturated species with SO2.[265–267] Nitrooxy-OSs (NOSs) are a sub class
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of OS and have been observed in several locations [125, 126, 184, 219, 240, 253,

268–272], but their formation pathways are less well-studied.[109, 134, 273, 274]

NOS species have been shown to form from the reaction of sulfate with organic

nitrate species, formed during OH photo-oxidation of VOCs via a reaction of the

peroxy radicals with NO. Organic nitrates can also be formed from nitrate radical

initiated oxidation of VOCs [152, 274], which becomes increasingly important at

night when the concentration of NO3 radicals is higher and concentrations of OH

are reduced.[104] Recent studies by Liebmann et al. in 2019 and Hamilton et al.

in 2021 indicate that, under low-NO conditions, nitrate radical chemistry can also

play an important role in organic nitrate production during the daytime.[104, 275]

Several factors make the accurate identification and quantification of individual OS

species in ambient aerosol challenging [276], but it is important for understanding

aerosol formation, properties, and the factors that affect the OS contribution

to PM2.5. First, the compositionally complex samples, which contain thousands

of multifunctional compounds, can lead to significant matrix effects as seen for

OSi species.[125, 184] Second, BSOA suffers from a lack of authentic standards,

meaning proxy standards must be used. Recently, several studies have synthesized

a number of authentic OS standards derived from isoprene and monoterpenes and

quantified them in ambient samples.[185, 192, 193] These studies have shown that

differences in ionization efficiencies between several authentic monoterpene OSs

and proxy standards can be significant, with Wang et al. in 2017 showing a factor

6.4 difference between the two extremes on the ionization scale, highlighting the

need for future studies to focus on more accurate quantification.[192]

Guangzhou is a megacity in South China situated in the Pearl River Delta

(PRD) region, with an approximate population of 15 million. To the south are

the densely populated cities of Macao, Shenzen, and Hong Kong, while there is

relatively less urbanization to the north of Guangzhou. Guangzhou like the rest

of China historically experiences high levels of pollution but less extremely than

northern cities. Recently introduced pollution controls have started to take effect,

reducing the concentrations of some pollutants.[199, 277]
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Unlike in some other cities in China, nonfossil secondary species account for

higher fractions of OA during both high and low-PM episodes in Guangzhou even

during the winter.[255] Guangzhou has a subtropical climate, with mild winters

and hot rainy summers due to Asian monsoons. This promotes high emissions of

BVOCs [278] into a region that is heavily influenced by anthropogenic emissions,

providing a good case study of biogenic–anthropogenic interactions. Multiple

studies have now identified and quantified OSs in ambient samples, however many

of these used long sampling times, [35, 126, 184, 185] which does not allow for

ambient diurnal variations to be resolved, thus hindering the determination of

formation mechanisms and sources. This study employs one of the highest time

resolution filter collection regimes for OS and NOS to date, with eight filters

collected per day in Guangzhou. Over 300 ambient PM2.5 samples were collected

over two intensive campaigns during the summer and winter and were analyzed

using ultrahigh-performance liquid chromatography tandem mass spectrometry

(UHPLC–MS2). Over 40 biogenic OS and NOS species were quantified using a

mixture of authentic and proxy standards. Diurnal variations of different tracers

were comprehensively investigated and linked to different formation pathways.

Biogenic—anthropogenic interactions were also investigated to better assess the

formation pathways of OSs and NOSs under real atmospheric conditions.

3.2 Experimental

3.2.1 Filter collection

Ambient aerosol filter samples were collected in Guangzhou, China at the Guang-

zhou Institute for Geochemistry (GIG) as part of the Natural Environmental

Research Council’s (NERC) NITRO-PM project. The sampling took place on

top of a 12-story mixed use office and laboratory building (23.145 N, 113.364

E). The site was surrounded by residential buildings, with a six-lane road ∼500

m to the south and a forest park ∼4 km to the north. PM2.5 samples were
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collected during the summer (31/07/2019–23/ 08/2019, n = 147) and winter

(20/11/2019–12/12/2019, n = 167) by Atallah Elzein, using an Ecotech HiVol

(Ecotech, Knoxfield, Australia) with a selective PM2.5 inlet and a flow rate of

1.1 m3 min–1. Filters were pre-baked to remove residual organics at 500 °C for

5 h before use. After collection, samples were wrapped in foil and stored at

–20 °C until analysis. Filter samples were collected eight times a day on most

days: 06:00–08:00, 08:00–10:00, 10:00–13:00, 13:00–15:00, 15:00–17:00, 17:00–19:00,

19:00–21:00, 21:00–06:00. On some days, lower time resolution samples were collec-

ted due to extreme weather conditions, including Tropical Cyclone Wipha between

the first and third of August 2019.

3.2.2 Extraction

The extraction of the filter is similar to that used previously by Bryant et al.

in 2020. Initially, using a standard square filter cutter, an aliquot of the filter

was taken, with an area of 47.61 cm2 (6.9 cm × 6.9 cm), which was then cut

into roughly 1 cm2 pieces and stored in a 20 mL glass vial. Next, 8 mL of

LC–MS grade MeOH (Optima, Fisher Chemical) was added to the sample and

sonicated for 45 min. Ice packs were used to keep the bath temperature below

room temperature, with the water swapped midway through. Using a 5 mL

plastic syringe, the MeOH extract was then pushed through a 0.22 µm filter

(Millipore) into another sample vial. An additional 2 mL (2 × 1 mL) of MeOH

was added to the filter sample and then extracted through the filter to give a

combined extract of ∼10 mL. This extract was then reduced to dryness using a

Genevac vacuum concentrator. The dry sample was then reconstituted in 50:50

MeOH/H2O (Optima, Fisher Chemical) for analysis. Extraction efficiencies of

2-methyl glyceric acid organosulfate, camphorsulfonic acid, and pinonic acid were

determined using authentic standards spiked onto a prebaked clean filter and

recoveries were calculated to be 71%, 99%, and 85%, respectively.
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3.2.3 Ultrahigh-Performance Liquid Chromatography Tan-

dem Mass Spectrometry (UHPLC–MS2)

The extracted fractions of the filter samples were analyzed using an Ultimate 3000

UHPLC (Thermo Scientific) coupled to a Q Exactive Orbitrap MS (Thermo Fisher

Scientific) using data dependent tandem mass spectrometry (ddMS2) with a heated

electrospray ionization source (HESI). The UHPLC method uses a reversed-phase

5 µm, 4.6 mm × 100 mm, polar end-capped Accucore column (Thermo Scientific,

17326-102130) held at 40 °C. The mobile phase consisted of water (A) and methanol

(B), both with 0.1% (v/v) of formic acid (98% purity, Acros Organics). A gradient

elution was used, starting at 90% (A) with a 1 min postinjection hold, decreasing

to 10% (A) at 26 min, returning to the starting mobile-phase conditions at 28 min,

followed by a 2 min hold, allowing the re-equilibration of the column. The flow

rate was set to 0.3 mL min–1. A sample injection volume of 4 µL was used. The

capillary and auxiliary gas heater temperatures were set to 320 °C, with a sheath

gas flow rate of 45 (arb.) and an auxiliary gas flow rate of 20 (arb.). Spectra

were acquired in the negative ionization mode with a scan range of mass-to-charge

(m/z) 50–750. Tandem mass spectrometry was performed using higher-energy

collision dissociation with a stepped normalized collision energy of 65, 115. The

isolation window was set to m/z 2.0 with a loop count of 10, selecting the 10 most

abundant species for fragmentation in each scan.

3.2.4 Data Processing and Compound Library

A mass spectral library was built using the compound database function in

Tracefinder 4.1 General Quan software (Thermo Fisher Scientific). To build the

library, compounds from previous studies [134, 149, 152, 235, 263, 279] were

searched for in an afternoon and a nighttime filter sample extract analysis using

the Xcalibur software. Identified compounds were input into the compound

library in the generic form: CcHhOoNnSs (where c, h, o, n, and s represent the

number of carbon, hydrogen, oxygen, nitrogen, and sulfur atoms, respectively).
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Where multiple isomers were observed, each isomer was added to the library

independently, on the basis of its retention time (RT). The UHPLC/ESI-HRMS

data for each standard and ambient sample were analyzed using Tracefinder general

Quan software (Thermo Fisher Scientific). Blank subtractions were undertaken

for all ambient samples, using a field blank. Tracefinder extracted compound peak

areas from each sample on the basis of the assigned library. The mass tolerance

of the method was set to 3 ppm, with the RT window set to 10 s. The peak

tailing factor was set to 2.0 and the detection algorithm used was ICIS, with a

nearest RT detection strategy. The minimum signal-to-noise (S/N) for a positive

identification was set to 3.0. The suitability of the peak was also assessed for a

positive identification, with the peak height at which to compare the symmetry of

the left and right sides of the peaks set to 40% and symmetry threshold, which is

the minimum percentage difference considered symmetrical set to 70%.

3.2.5 Calibration and Matrix Effects

The accurate quantification of BSOA is difficult owing to a lack of authentic

standards. This study employs one proxy (camphorsulfonic acid, Sigma- Aldrich)

and two authentic standards (2-methyl tetrol organosulfate (2-MT-OS) and 2-

methyl glyceric acid organosulfate (2-MG-OS)). The authentic standards were

obtained from Surratt’s group at The University of North Carolina at Chapel

Hill.[187] Standards were run across a 9-point calibration curve (2 ppm–7.8 ppb,

R2 > 0.99). We also evaluated the matrix effect of the ambient samples on the

signal response of the three standards used for quantification. The measured signal

intensity of the standards in a blank solvent matrix were compared to the ambient

aerosol matrix. A 10 µL mixture containing camphorsulfonic acid, 2-MG-OS,

and 2-MT-OS at 10 ppm was spiked into either 100 µL of ambient filter sample

extract or into 100 µL of blank 50:50 (MeOH/H2O) solvent. The samples were

run as described above. The matrix effect factors were then calculated by taking

the compound areas from the spiked ambient samples, subtracting the areas of
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Table 3.1: Matrix effect analysis results from 8 filter samples on three different
organosulfate standards (CAM-OS – Camphorsulfonic acid, MG-OS – 2-methyl
glyceric acid organosulfate, MT-OS – 2-methyl tetrol organosulfate). Alongside
PM2.5, NO3 and SO4

2 concentrations. The values in bold are the average ratios
between a clean matrix and an ambient sample matrix.

Start Time Conc. (µg m−3) CAM MG MT
date of day PM2.5 NO3 SO4

2 -OS -OS -OS
01-Aug All day 7.48 0.32 1.25 0.40 0.78 0.23
20-Aug 17:00–19:00 18.5 0.57 1.02 0.43 0.78 0.38
21-Aug 06:00–08:00 41.5 2.54 2.54 0.42 0.89 0.31
22-Nov 13:00–15:00 21.0 4.66 6.87 0.92 0.70 0.24
24-Nov 21:00–06:00 29.9 6.52 7.00 0.53 1.15 0.62
01-Dec 13:00–15:00 19.0 7.34 14.13 0.91 0.67 0.19
03-Dec 21:00–06:00 — 6.28 8.32 0.89 1.11 0.17
05-Dec 06:00–08:00 22.5 5.30 5.47 0.90 0.64 0.20
Average 0.68

±0.23
0.84

±0.18
0.29

±0.14

compounds that were already present in the ambient sample, and then dividing

by the compound areas in the blank matrix. If no matrix effect was present, the

ratio would equal 1. Table 3.1 shows the ratios across eight ambient samples

collected during both campaigns, which represent a mixture of high and low PM2.5

concentrations across different times of day. 2-MT-OS showed a significant matrix

effect, with an average matrix ratio of 0.29 ± 0.23, suggesting a 71% suppression

in signal response. In contrast, 2-MG-OS showed little matrix suppression with

an average of 0.84 ± 0.18.

Matrix correction factors were applied alongside calibrations to different com-

pound classes and for compounds eluting at different times. Species eluting before

2 min (mainly OSi species) were quantified using an average gradient of 2-MG-OS

and 2-MT-OS across the 9-point calibration curve, and a matrix correction factor

of 0.57 ± 0.16 was applied on the basis of the average matrix effect factors for 2-

MG-OS and 2-MT-OS. 2-MG-OS and 2-MT-OS identified in the ambient samples

were quantified using their own authentic standards and corrected with their own

specific factors of 0.84 ± 0.18 and 0.29 ± 0.14, respectively. For species eluting
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after 2 min, camphorsulfonic acid was used a proxy and corrected with a matrix

effect factor of 0.68 ± 0.23. Camphorsulfonic acid has been shown to be the most

accurate proxy standard by comparison with synthesized authentic monoterpene

OS standards from α-/β-pinene and limonene.[192] Due to the limited number

of studies investigating the matrix effects of aerosol samples, conclusions of the

underlying causes cannot be drawn. However, the suppression is likely due to the

large numbers of co-eluting inorganic and organic species, reducing the ionization

efficiency of the marker compounds.[280]

Uncertainties for the calibration of 2-MG-OS and 2-MT-OS were calculated

from the standard deviation uncertainty in the repeated measurements of the

nine calibration points and the standard deviation of the matrix effects calculated

in Table 3.1. The uncertainties associated with 2-MG-OS and 2-MT-OS were

calculated to be 25% and 48%, respectively, mainly due to the large uncertainties

in the matrix correction factors. For species quantified by the average of 2-MG-OS

and 2-MT-OS, we estimated the error to be the sum of the errors associated with

2-MG-OS and 2-MT-OS (56%). For OS/NOS species eluting after 2 min, the

uncertainty (36.5%) was estimated on the basis of the standard deviation of the

camphorsulfonic acid calibration and the difference in matrix effect factors as

well as the use of proxy standards. Recently, a study that synthesized authentic

NOS species derived from monoterpenes (NOSMT) standards quantified the same

NOSMT species as in this study and observed very similar concentrations.[194]

For example, for the MW295 isomers, they found a mean concentration of 12.3

ng m−3 in Guangzhou in the winter, with the full range of observed concentrations

across four cities (Hong Kong, Guangzhou, Beijing, and Shanghai) of 1.2–39.3

ng m−3. This compares very well with our estimated mean concentration of 11.1

ng m−3 and range of 0.32–26.7 ng m−3.[194] This would suggest that the use of

the camphorsulfonic acid proxy standard gives a reasonable calibration compared

to the use of authentic standards.
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Table 3.2: Pollutant mean, median (Med), standard deviation (SD) and maximum
values across the summer and winter campaigns.

Summer Winter
Mean Med SD Max Mean Med SD Max

Temp ( ◦ C) 30.4 30.0 2.86 36.5 18.3 17.9 4.19 29.2
RH (%) 77.6 78.8 10.6 97.0 40.6 42.0 14.7 80
ws (m s−1) 5.95 4.88 3.93 17.8 1.91 1.6 1.03 4.6
wd (◦) 74.7 94.8 52.3 — 241 237 45.1 —
PM2.5 (µg m−3) 29.8 29.0 14.5 73.0 27.5 25.0 14.1 99
O3 (ppbv) 43.1 29.7 37.3 169 31.8 33.6 23.1 141
NO (ppbv) 5.37 1.01 9.37 58.9 12.1 2.20 22.6 139
NOx (ppbv) 32.2 26.8 20.4 114.5 41.1 22.6 39.3 223
NO2 (ppbv) 26.8 24.6 14.4 73.7 28.9 20.6 20.2 93.5
SO4

2 (µg m−3) 5.56 4.84 3.70 22.7 7.84 2.23 6.04 58.9
NO3 (µg m−3) 3.55 2.97 3.01 17.2 6.06 4.93 6.05 64.2
C2O4 (µg m−3) 0.43 0.38 0.32 2.00 0.354 0.31 0.25 2.2
SO2 (ppbv) — — — — 2.91 2.73 1.10 7.2

3.2.6 Gas-Phase Measurements

Additional gas-phase and meteorological measurements were collected alongside

the filter samples at the site (Table 3.2) by staff at GIG. Data included the following

nitrogen species: NO, NO2, and NOX measured by Chemiluminescence with a

Thermo Scientific 42i-TL. Ozone was measured via ultraviolet with a Thermo

Scientific 49i, and SO2 was measured via pulsed fluorescence with a Thermo

Scientific 43i-TLE. Finally, PM2.5 was measured by a continuous particulate

monitor (BAM-1020, Met One instruments Inc.).

3.2.7 Ion Chromatography

Inorganic sulfate and nitrate were quantified using ion chromatography using a

method outlined in Xu et al. in 2020 by Erin White and Stefan Swift.[281] An

area of 6.9 cm2 was cut from each filter and cut into small pieces and transferred

to a 15 mL vial. Two milliliters of 18.2 MΩ·cm deionized water was added to

each vial before being sonicated for 30 min. A Dionex ICS- 1100 with a DS6

heated conductivity cell and a Dionex AS-DV carousel with Chromeleon Data

system software were used for data analysis. For anion mode, a Dionex AG14A 4
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mm guard column was used with a Dionex AS14A 4 mm analytical column and a

DRS Dionex ADRS 600 suppressor. The anion eluent was prepared using 1.698 g

of Na2CO3 and 0.168 g of NaHCO3 with 2 L of >18.2 Mω deionized water added

1 L at a time. After each 1 L addition, the eluent bottle was sonicated in degas

mode for 30 min. The column was equilibrated at an oven temperature of 35 °C

and a current of 45 mA. Anions were calibrated using 12-point calibration curves:

0.01, 0.05, 0.1, 0.25, 0.5, 1, 2.5, 5, 10, 25, 50, and 100 ppm. The autosampler

delivered 350 µL at 4 mL/min to the instrument that used 100 µL and was at a

flow rate of 1 mL/min for ion separation and detection.

3.3 Results and Discussion

Figure 3.1 shows the time series of the following measured pollutants: NO, NO2,

O3, and PM2.5 alongside particulate sulfate during the two sampling periods

(summer on the left, winter on the right). Mean and maximum values are shown

in Table 3.2 for both campaigns, along with additional aerosol anion data. The

meteorological conditions between the two campaigns were quite different with

a mean temperature (±sd) of 30.4 ± 2.9 °C in the summer compared to 18.3 ±

4.2 °C during the winter campaign. The mean relative humidity (RH) in summer

(77.6 ± 10.6%) was roughly double that of the winter campaign (40.6 ± 14.7%).

The mean wind speed was much lower during the winter campaign (1.9 ± 1.0

ms–1) compared to that of the summer (6.0 ± 3.9 ms –1).

Figure 3.2 shows the average diurnal profiles for temperature, RH, O3, NO,

NO2, SO2, and PM2.5. The mean ozone mixing ratios were higher in the summer

(43.1 ± 37.3 ppbv) than the winter (31.8 ± 23.1 ppbv) with a strong diurnal

variation peaking mid-afternoon. The mean NO concentration was around double

in the winter campaign (12.1 ± 22.6 ppbv) compared to that of the summer (5.4

± 9.4 ppbv).[103]

NO was also lower during the day in winter with an afternoon average of

∼1.5 ppb. During the winter, several periods of high NO concentrations were
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Figure 3.1: Time series of pollutants across the summer (left) and winter (right)
campaigns. The highlighted section in the summer campaign indicates typhoon
Wipha. The blue dotted lines indicate midnight of each day.

observed, as shown in Figure 3.1 (20–25 November, 30 November, and 9–12

December). The SO2 mixing ratios were only measured in the winter campaign

with an average of 2.9 ± 1.1 ppbv, with a morning peak around 07:00–08:00 am

(Figure 3.3). Inorganic ions were measured via ion chromatography. Lower mean

particulate SO4
2– concentrations were observed in the summer (5.6 ± 3.7 µg m−3)

compared to those in winter (7.8 ± 6.0 µg m−3), while the average particulate

NO3
– concentration during the winter campaign (6.0 ± 6.0 µg m−3) was double

that of the summer campaign (3.6 ± 3.0 µg m−3). The mean PM2.5 concentrations

were similar across both campaigns, with neither campaign showing a strong

diurnal variation.
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Figure 3.2: Diurnal variations of temperature (°C), relative humidity (RH,%), NO
(ppbv), NO2 (ppbv), O3 (ppbv) and PM2.5 (µg m−3) across summer (left) and
winter (right) campaigns. The shaded area surrounding the black line is the 95%
confidence interval.

3.3.1 Biogenic Organosulfates and Nitrooxyorganosulfates

3.3.1.1 Monoterpene Nitrooxy Organosulfates (NOSMT).

The monoterpene derived NOS (NOSMT) species include 26 C9/10 species with five

unique molecular formulas across both campaigns (C10H17NO7S, C10H17NO8S,

C10H17NO9S, C10H19NO9S, and C9H15NO8S) (Table 3.3). Species matching these

formula have been shown to form in laboratory simulations from monoterpene

photo-oxidation in the presence of NO and from dark NO3 radical chemistry.[134]

In this study, the total NOSMT mean (±sd) concentration in the summer was 8.3
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Figure 3.3: A- Time series of SO2 during winter, B – Diurnal variation of SO2
during winter with the shaded area around the black representing the 95% confid-
ence interval.

± 8 ng m−3 and that in winter was 13.1 ± 7.1 ng m−3. The increase during the

winter campaign may be due to higher NOx concentrations, higher sulfate levels,

or lower temperatures promoting condensation.[282] Higher summertime biogenic

monoterpene concentrations have been modeled previously in the PRD.[283]

Potential additional, non-biogenic sources of gas-phase emissions of monoterpenes

in the winter include increased biomass burning or cooking.[44, 284–289] However,

the lack of gas-phase observations of monoterpenes means it is not possible to

draw conclusions currently. C10H17NO7S was the dominant species across both

campaigns, contributing ∼85% of the NOSMT mass on average, with summer and

winter concentrations of 7.1 ± 7.3 and 11.1 ± 6.5 ng m−3, respectively.

These concentrations are comparable to concentrations observed in Shanghai

(summer average: 5.71 ng m−3; winter average: 4.22 ng m−3) [184] and summertime

in Beijing (12 ng m−3) [126] with C10H17NO7S again identified as the most

dominant NOSMT across both studies.

These concentrations are also similar to those quantified by authentic standards
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across four Chinese megacities (Hong Kong, 5.61 ng m−3; Guangzhou, 12.32

ng m−3; Shanghai, 16.51 ng m−3; Beijing, 13.15 ng m−3).[194] He et al. in 2014

also observed higher wintertime NOSMT concentrations at a regional background

site in the PRD, although the reported C10H17NO7S concentrations were much

higher (52.4 and 151 ng m−3 for summer and winter, respectively).[270]

Figures A and B of Figure 3.4 show the mean concentration of the sum of

NOSMT species during each filter collection time across the summer and winter

campaigns, respectively. Several of the tracers were only identified in a small

number of samples, and only tracers identified in more than 40% of the samples

were included in the diurnal variations and carried forward for correlations. A

strong diurnal variation is seen during both campaigns, peaking at night, with a

minimum during the afternoon. A more pronounced increase in concentrations

is observed in the 17:00–19:00 filter during the winter compared to that in the

summer, likely due to the earlier sunset of 17:45 compared to 19:00 in the

temperatures associated with lower tracer concentrations in the summer. This

nighttime enhancement was also seen previously in Beijing and Shanghai.[126,

184] Although monoterpenes were not measured as part of this study, nighttime

enhancements of monoterpenes have been observed previously in Beijing.[126] In

contrast, He et al. in 2014 observed that C10H17NO7S in the background PRD

peaked during the day, with daytime concentrations on average ∼3 times higher

than those at night.[270]

Surratt et al. in 2008 outlined both a daytime and nighttime route to the

formation of the dominant NOSMT (C10H17NO7S).[134] The nighttime formation

pathway proceeds via NO3 radical oxidation, while the daytime formation route

predominantly proceeds via hydroxyl radical oxidation followed by a reaction of

the peroxy radical with NO. NOSMT can also be formed during the day and night

through monoterpene ozonolysis.[2] NOSMT concentrations increased strongly with

increasing SO4
2– concentrations in summer night-time (Figure 3.5), but limited

correlations were observed during the day and in the winter. This suggests that,

during the summer, nighttime SO4
2– is a limiting reagent, but other periods are
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Figure 3.4: Diurnal variations of (A) NOSMT during summer, (B) NOSMT during
winter, (C) OSMT during summer, and (D) OSMT during winter. The lower and
upper parts of the box represent the 25th and 75th percentiles, with the upper and
lower lines extending no further than 1.5× the interquartile range of the highest
and lowest values within the line, respectively. Any data points outside of this
range are shown as red circles.
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VOC oxidation limited. The maximum observed NOSMT concentrations during

the summer and winter were 58.7 and 28.3 ng m−3, respectively, both of which

were observed during the 06:00–08:00 filter collection. The diurnal variation of

monoterpenes measured in a previous study indicates higher monoterpene concen-

trations at night in Guangzhou, while daytime concentrations were roughly half the

nighttime concentrations.[290] As such, the lower daytime NOSMT concentrations

could be linked to the monoterpene emission profile, decomposition via photolysis,

or further OH oxidation of the NOS species.[291]

Figure 3.5: Correlation between NOSMT and binned SO4
2– concentrations during

summer (A) and winter (B). Correlation between OSMT and binned SO4
2– concen-

trations during summer (C), and winter (D). The dots represent the mean tracer
concentrations for the binned sulfate concentrations, with the lines representing ±
standard deviation.
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NOSMT concentrations showed generally decreased concentrations with in-

creasing temperatures throughout the day across both campaigns (Figure 3.6),

although the trend is not strong. Under higher temperatures, increased photolysis

is expected, leading to higher OH radical concentrations [96] as well as photolysis

of NOSMT species. Therefore, under higher temperatures during the day, an

enhanced degradation of the NOSMT markers is expected. Under higher temperat-

ures, NOSMT species will be more volatile and thus their equilibrium partitioning

may shift toward the gas phase. In contrast, at night, higher temperatures lead

to increased NOSMT concentrations, potentially as a result of higher monoterpene

emissions.[292]

No conclusive direct correlation between NOSMT concentrations and NO2 was

observed across either campaign, with R2 < 0.10 both during the day and at night,

although higher NOSMT concentrations were generally observed with elevated NO2

levels in both seasons within reasonable uncertainties, suggesting that formation

via NO3 initiated oxidation is important (Figure 3.7).

On the basis of previous observations in Beijing, NO3 initiated oxidation can

happen both at night and during the day as a result of very low NO mixing

ratios.[104] Only 2 ppt of NO3 accounted for 40% of isoprene nitrate production

in the late afternoon. However, the relative role of OH versus NO3 oxidation on

the production of daytime monoterpene nitrates is unknown.

The campaign average steady state NO3 concentration diurnal profile was

estimated using Equation 3.1, with k1 = 1.4 × 10–13 exp(–2470/T) and k5 = 1.8

× 10–11 exp(110/T) [96] and is shown in Figure 3.8. JNO3 values were estimated

using the TUV model based on 1 day from the middle of each campaign.[292]

(NO3) = k1[O3][NO2]
J3 + J4 + k5[NO] (3.1)

During the summer campaign, the calculated NO3 concentrations increased

slightly throughout the morning and afternoon to ∼3 pptv, before a sharp increase

94



Figure 3.6: Binned correlation plots between markers and temperature: (A)
NOSMT during summer, (B) NOSMT during winter, (C) OSMT during summer,
and (D) OSMT during winter. The points represent the mean concentration ± SD
within each temperature range bin.

during the late afternoon into the evening reaching ∼20 pptv, before a minimum

around 08:00 of ∼0.1 pptv. The winter diurnal variation shows two peaks in NO3

concentrations; the first peak around 04:00 at ∼2 pptv before a morning minimum

and then another peak around 17:00, ∼5 pptv in line with ozone concentrations.

The average diurnal variation of the NOSMT species, shown in Figure 3.4, is

consistent with the calculated average NO3 concentration profiles. However, no

direct correlation was observed between the individual NOSMT concentrations and

concurrent NO3 concentrations (R2 < 0.2), likely due to the multigenerational and

heterogeneous pathways of these tracers. Further work is needed to understand
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Figure 3.7: Diurnal variations of three mononitrated NOSi species across (A, C,
and E) the summer (left) and (B, D, and F) the winter (right). Data points were
then colored by the average temperature over the filter sampling time period.
Where temperature measurements were not available, the data points are in gray.
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the factors controlling NOSMT in polluted areas during the day.

Figure 3.8: Diurnal variations of the steady state approximations of NO3 concen-
trations during summer (A) and winter (B).
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Table 3.3: Molecular formulae, retention times and time weighted means (ng m−3)
of nitrooxy oganosulfates (NOS) and organosulfates (OS) from monoterpenes (MT)
and isoprene (i) observed across summer and winter campaigns in Guangzhou. OSi
species in bold had R correlation coefficients of less than 0.6 towards 2-MT-OS or
2-MG-OS and were therefore not used in the analysis of OSi formation. Isoprene
OS is the sum of all potential isoprene OS species quantified in this study, while
OSi is the sum of all isoprene OS species which had an R of greater than 0.6
towards either 2-Mt-OS or 2-MG-OS. Total BSOA is the sum of all quantified
markers in this study.

Conc. (ng m−3)

Formula Summer Winter Retention time (min)

NOSMT C10H17NO7S 7.15 11.11 9.40, 10.50, 11.27, 11.64, 11.97, 12.37,

13.10, 13.76

C10H17NO8S 0.48 0.62 4.77, 4.98, 5.55, 5.98, 6.40, 6.97, 7.18,

8.39

C10H17NO9S 0.31 0.42 3.84, 6.61, 8.50, 9.03, 10.47, 13.27, 17.55

C10H19NO9S 0.04 0.05 5.55

C9H15NO8S 0.37 0.91 3.41, 5.98

NOSMT sum 8.34 13.10

OSMT C10H16O5S 0.46 0.83 2.88, 3.84, 4.87, 5.66, 7.18, 7.43, 8.39,

9.38, 10.51, 11.29, 11.75, 12.8, 13.76

C10H16O6S 0.05 0.08 9.07, 10.47

C10H16O7S 0.09 0.65 2.74, 3.7, 7.04, 12.06

C10H18O5S 0.33 0.26 2.89, 3.37, 6.86

C10H18O6S 0.16 0.17 3.41

C10H18O7S 0.07 0.07 6.08, 7.43

C10H18O8S 0.04 0.07 9.38, 10.51, 11.29, 11.75, 11.99, 12.38,

13.76

C9H16O6S 0.90 0.74 2.86, 3.44, 6.90, 7.37, 7.74, 8.84

C9H16O7S 0.32 2.72 1.72, 2.85, 3.41, 4.52, 6.68, 6.97

OSMT sum 2.44 5.60

NOSi C5H10O11N2S 9.65 6.96 1.36,1.68,1.92,2.95,3.59

C5H9O10NS 8.17 2.50 0.94

C5H11O9NS 5.21 1.40 0.86
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Conc. (ng m−3)

Formula Summer Winter Retention time (min)

C5H11O8NS 0.61 0.40 1.09

C5H9O13N3S 0.05 0.01 7.86,8.22,8.4

NOSi sum 23.68 11.27

OSi C5H12O7S 57.42 4.79 0.71

C2H4O6S 23.95 11.71 0.73

C8H14O6S 13.47 10.94 1.48

C3H6O5S 12.20 6.74 0.73

C4H8O7S 11.84 5.71 0.73

C5H8O7S 11.76 5.68 0.73

C5H10O7S 11.44 5.02 0.73

C5H10O6S 11.24 5.52 0.79

C4H8O6S 10.85 5.41 0.74

C6H10O7S 9.04 8.60 0.74

C5H10O5S 8.00 19.53 0.93

C8H14O7S 6.96 1.90 0.74

C8H12O7S 5.79 2.52 0.74

C3H6O6S 5.61 5.08 0.73

C2H6O5S 5.13 9.26 0.73

C5H10O8S 4.48 1.11 0.73

C2H4O5S 4.28 3.10 0.73

C5H8O5S 3.91 1.89 0.85

C4H8O5S 3.36 3.73 0.75

C6H12O7S 3.28 2.44 0.83

C8H14O8S 2.62 1.97 0.74

C3H6O7S 2.01 2.36 0.75

C5H12O6S 1.67 1.04 0.74

C5H8O9S 1.46 0.60 0.64

C4H6O6S 1.41 2.66 0.74

C3H8O6S 1.31 1.26 0.75

C7H10O6S 0.87 0.89 0.74

C8H14O10S 0.68 0.46 0.73

C8H10O4S 0.01 0.30 0.78
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Conc. (ng m−3)

Formula Summer Winter Retention time (min)

Isoprene OS 236.07 132.20

OSi 181.79 69.45

Total BSOA 216.25 99.42

3.3.1.2 Monoterpene Organosulfates (OSMT)

The identified monoterpene derived OSs (OSMT) included 44 C9/10 species during

the summer and winter campaigns, as shown in Table 3.3. These OSMT have been

shown to be produced from either photooxidation or nitrate radical oxidation

of monoterpene VOCs, [134, 260] followed by reactive uptake or sulfate radical

reaction.[262] Total OSMT concentrations were roughly double during the winter

(5.6 ± 0.8 ng m−3) compared to those in the summer (2.4 ± 0.8 ng m−3), similar

to results seen in other areas in China.[126, 184]

C9H16O6S was the most abundant OSMT species during the summer with an

average concentration of 0.9 ± 0.4 ng m−3, with similar concentrations observed

previously in Shanghai (1.17 ng m−3).[184] C10H16O5S was the second most

abundant OSMT species during the summer (0.46 ± 0.2 ng m−3) and was previously

identified in Denmark, with concentrations of 0.8 and 0.6 ng m−3 observed at

urban and semirural sites, respectively.[240] The highest OSMT concentration

observed across either campaign was C9H16O7S during the winter, with a time

averaged mean concentration of 2.72 ± 0.2 ng m−3, similar to concentrations (2.5

± 2.3 ng m−3) observed at an urban site in Copenhagen, Denmark during the

summer.[240] C9H16O7S showed the most prominent winter enhancement, with

winter concentrations ∼8 times higher than those observed in the summer.

As for the NOSMT, many of the OSMT species were only identified in a small

number of the samples, and only tracers that were identified in at least 40% of the

samples were used for analysis. Total OSMT species identified showed nighttime
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enhancement with a minima during the afternoon, as shown in Figure 3.4C,D. This

nighttime peak of OSMT species is likely linked to the nighttime enhancements

of precursor monoterpene concentrations.[290] Previous laboratory studies of

monoterpenes with NO3 radicals have also shown the formation of OSMT with the

same molecular formulas as measured here.[134] Interestingly, none of the OSMT

species showed a significant correlation (R2 < 0.10) toward SO4
2– across either

campaign, although the highest OSMT concentrations did generally occur under

the highest SO4
2– concentrations (Figure 3.5).

SO2 was measured during the winter campaign, but again no significant

correlation (R2 < 0.1) was observed toward the OSMT tracers. Chamber studies

have shown that, for the reactive uptake of monoterpene derived epoxides to

acidic sulfate aerosol, extreme acidity levels typically not observed in ambient

environments are required and as such is not thought to be a major route to OSMT

formation.[145] Much like the NOSMT species, OSMT showed no direct correlation

toward NO2 concentrations at any time of day (R2 < 0.15), although higher

daytime OSMT concentrations were associated with higher NO2 concentrations

during both campaigns. Another potential route of formation could be the

degradation of nitrates or NOSMT species to OSMT species through hydrolysis.[247,

264] This is further evidenced by the strong correlation between NOSMT and

OSMT concentrations (Figure 3.9) during the summer campaign (R2 = 0.87),

while a weaker correlation was observed in the winter (R2 = 0.32), although no

dependence on RH was observed in either campaign. Further work is needed to

determine the hydrolysis pathways of these NOSMT species leading to OSMT in

aqueous particles.

3.3.1.3 Isoprene Nitrooxy Organosulfates (NOSi)

Eleven isoprene nitroxy organosulfate (NOSi) tracers were identified in the samples

across the two campaigns, including mononitrated (C5H9O10NS, C5H11O9NS,

C5H11O8NS), dinitrated (C5H10O11N2S), and trinitrated (C5H9O13N3S) species.

Unlike the NOSMT species, NOSi concentrations were roughly double during the
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Figure 3.9: Correlation between OSMT and NOSMT concentrations coloured by
season.

summer (23.7 ± 19.7 ng m−3) than those in the winter (11.3 ± 10.2 ng m−3),

likely due to higher isoprene emissions. Three mononitrated species have been

observed in ambient samples previously in Shanghai [184] and Beijing.[104, 125,

126, 184] The most abundant mono-NOSi across both campaigns was C5H9O10NS,

with average concentrations of 8.2 ± 9.8 and 2.5 ± 3.0 ng m−3 across the summer

and winter campaigns, respectively. This is consistent with previous summertime

measurements in Beijing in 2015 (9.17 ng m−3) [293] and Shanghai, also for

summer 2015 (2.14 ng m−3) and 2019 (7.39 ng m−3).[184] Interestingly Wang et

al. in 2021 did not identify C5H9O10NS during the winter samples collected in

Shanghai during 2016 and 2019. C5H9O10NS was first observed by Nestorowisz
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et al. in 2018 via smog chamber experiments and is suggested to form from the

photo-oxidation of isoprene in the presence of NO.[149] More recently, it has

been suggested that it could be produced from the heterogeneous sulfate reaction

with isoprene hydroxy-α-lactone species formed from the oxidation of isoprene

nitroxy aldehyde by NO3 or OH radicals.[109, 244] The average diurnal variation

of C5H9O10NS observed during the summer is almost flat, with a slight uptick

during the afternoon, in line with expected peak isoprene emissions, while in the

winter, the diurnal variation showed enhancement during the night and early

morning (Figure 3.7 a,b). The diurnal variations also highlight the temperature

dependence’s of the concentrations, with the points colored by temperature, with

overlapping scales. During both campaigns, lower temperatures are associated

with lower tracer concentrations. Lower isoprene concentrations are linked to lower

temperatures, with this variation in isoprene emissions likely the driver for the

limited diurnal variation. Strong correlations (R2 = 0.61) toward inorganic sulfate

were observed during the day during the summer campaign but no correlation

occurred at night (R2 = 0.16), while during the winter campaign, a weaker

correlation was seen during the day (R2 = 0.26) and similar correlation during

the night (R2 = 0.18). C5H9O10NS showed no direct correlation toward NO or

NO2 across the two campaigns (R2 < 0.1). Overall, this suggests that particulate

sulfate concentrations play a role in controlling in the formation of C5H9O10NS,

especially during the summer.

C5H11O9NS was the second most abundant of the mono-NOSi tracers, with

summer and winter concentrations of 5.2 ± 7.0 and 1.4 ± 1.8 ng m−3, compared

to Beijing during the summer at 12.6 ng m−3 [104, 125] and Shanghai at 6.82

and 0.24 ng m−3 during the summer and winter, respectively.[184] Hamilton

et al. in 2021 proposed that this species is formed from the acid catalyzed

heterogeneous uptake of isoprene nitroxy hydroxyepoxide via the initial NO3

oxidation of isoprene. NO3 oxidation is thought to be competitive with OH

radicals in the formation of isoprene nitrates in Beijing during the afternoons

as a result of low NO concentrations, similar to those observed in Guangzhou.
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The average diurnal profiles of C5H11O9NS during the summer and winter are

shown in Figure 3.7 C,D, respectively. During the summer, a slight increase in

concentrations during the afternoon is observed, while during the winter, a slight

increase is observed during the evening. No correlation was observed toward NO

or NO2 throughout either campaign, but a strong correlation toward particulate

SO4
2– (R2 = 0.62) was observed in the summer daytime samples, compared to

R2 = 0.22 during the winter daytime.

In contrast to the other mono-NOSi species, C5H11O8NS showed similar concen-

trations during the summer and winter campaigns, with concentrations of 0.61 ±

0.6 and 0.4 ± 0.4 ng m−3, respectively. C5H11O8NS showed the clearest nighttime

enhancement across both campaigns, as shown in Figure 3.7 E,F. C5H11O8NS was

first identified by Surratt et al. in 2008 in chamber experiments and previously

identified in Beijing during the summer with a lower mean concentration of 0.11

ng m−3.[125] No studies to our knowledge have proposed a formation route for

this species, with the species being identified in both isoprene/H2O2/NO/acidic

seed and isoprene/HONO/neutral seed experiments. Unlike the other mono-NOSi

species, C5H11O8NS showed a weak correlation toward sulfate, with the highest

correlation observed during the summer daytimes (R2 = 0.26). C5H11O8NS showed

a limited direct correlation toward either NO or NO2 mixing ratios. However,

when the concentrations of C5H11O8NS, across both campaigns were plotted

against binned NO2 (10 ppb bins size) and NO (5 ppb bin size), the average

concentrations increased under more polluted conditions, as shown in Figure 3.10.

The dinitrate NOSi species (C5H10O11N2S) were identified across the summer

(9.7 ± 6.3 ng m−3) and winter (7.0 ± 6.5 ng m−3) campaigns, with four isomers

identified in the summer compared to five during the winter. The dominant

isomer in terms of concentration eluted at 1.92 min and accounted for 76% and

85% of the summer and winter total C5H10O11N2S concentrations, respectively.

Figure 3.11 shows the diurnal variations of the isomers, which were identified in

at least one filter sample per collection period. The isomers generally show a clear

nighttime enhancement, with a minimum during the afternoon, suggesting that
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Figure 3.10: C5H11O8NS vs binned NOx concentrations across both campaigns:
(A) NO2 and (B) NO. NO2 concentrations were filtered to below 70 ppbv due
to a limited number of data points. Data points were then colored by the
average temperature over the filter sampling time period. Where temperature
measurements were not available, the data points are in gray.

nighttime formation is the dominant route. High variability in concentrations of

the dinitrate NOSi were observed, most likely due to isoprene emission.

For the winter samples in Figure 3.11B,D, there is a clear temperature de-

pendence in the concentrations observed. C5H10O11N2S was first identified by

Surratt et al., in 2008 via photo-oxidation in the presence of NOx or nighttime

NO3 oxidation. C5H10O11N2S was previously identified in Beijing, where four

isomers were identified, with a strong nighttime enhancement and an average

concentration of 2.6 ng m−3.[104, 125] Two dark NO3 radical formation pathways

have been proposed for this dinitrated species. Ng et al. in 2008 suggested forma-

tion via an isoprene hydroxynitrate from two subsequent NO3 attacks, followed

by reaction with sulfate.[152] Hamilton et al. in 2021 proposed a different route

via heterogeneous uptake onto sulfate of a dinitrated epoxide species formed

via two subsequent NO3 radical additions. A daytime formation route has also
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Figure 3.11: Diurnal variations of di-nitrated NOSi species across summer (left)
and winter (right), coloured by temperature.

been proposed via the photo-oxidation of isoprene in the presence of NO.[109]

Figure 3.12 shows the concentrations of the two dominant C5H10O11N2S isomers

against binned NO2 concentrations during the summer (left) and winter (right)

and show general increases in concentration with increasing NO2 levels.

No correlation with NO or NO3 concentrations was observed during either

campaign. The lack of correlation toward NO3 is likely due to the comparatively

long lifetimes of the NOS species at night compared to NO3 with NO3 concen-

trations quickly dropping throughout the night during both campaigns. The

C5H10O11N2S markers also show high concentrations during the morning sample,
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Figure 3.12: C5H10O11N2S isomers A-1.92 min, B – 2.95 min concentrations
correlated to NO2 during across both campaigns.

under low NO3 concentrations, likely due to nonlocal sources or boundary layer

conditions. C5H10O11N2S unlike the mononitrated species showed no correlation

toward SO4
2– during either campaign (R2 < 0.10), suggesting that SO4

2 is not

a limiting reagent in the formation of this dinitrate, which has been observed

previously in Beijing.[104] Overall, this suggests that C5H10O11N2S is limited by

the availability of NO3 radicals rather than particulate sulfate concentrations, but

further work is needed to understand the formation routes in the real atmosphere.
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3.3.1.4 Isoprene Organosulfates (OSi)

Thirty-one OSi tracers were identified across the summer and winter (Table 3.3),

while two OSi species were exclusively observed in the summer (C5H12O8S and

C8H10O4S) but were only minor components of the total summertime OSi con-

centrations (0.16%) and so were not considered further to allow for a direct

comparison between the two seasons. Figure 3.13 and Figure 3.14 show correlation

plots (corPlot, Openair, R package) containing the OSi tracers from the summer

and winter, respectively. The plots highlight the strong correlations between

the species. The number represents the Pearson coefficient (R) between the two

species, i.e., 60 is an R of 0.6. More elongated circles represent higher correlations

either positive (to the right) or negative (to the left), while darker red circles rep-

resent higher positive correlations and lighter green/blue circles represent stronger

negative correlations.

In both campaigns, there are several tracers that have weaker correlations

toward the rest of the tracers, which is more pronounced during the winter

campaign, with C5H10O5S and C4H6O6S showing anticorrelations, suggesting a

mixed biogenic/anthropogenic source. The two most well-studied isoprene tracers

are C5H12O7S and C4H8O7S. For quality control, OSi tracers that did not show a

moderate (R > 0.60, as shown in Figure 3.13 and Figure 3.14) correlation toward

at least one of these tracers in either campaign were removed from the data set.

This was done to improve the confidence that these tracers are from isoprene

chemistry rather than other sources. Eighteen OSi tracers were therefore used in

the analysis across both campaigns and going forward known collectively as OSi.

The most abundant tracer during the summer campaign was C5H12O7S (2-

methyl tetrol organosulfate, 2-MT-OS) with an average concentration of 57.4 ±

90.4 ng m−3 accounting for 32% of the total OSi. Much lower concentrations of

2-MT-OS were seen during the winter campaign, with an average concentration of

4.8 ± 7.1 ng m−3 and a lower contribution (6.9%) to the total OSi concentration.

2-MT-OS is one of the most common isoprene tracers and has been identified
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Figure 3.13: Correlation plot (CorPlot, Openair R package) between isoprene OS
species during the summer campaign.

in multiple locations globally, including China, [125, 126, 184] the US, [34, 35,

191] Europe, [240] and South America [180]. 2-MT-OS is formed via the reactive

uptake of isoprene epoxydiols (IEPOX) with particulate sulfate and is often

used as a marker of “low-NO” isoprene photochemistry.[103, 127] C4H8O7S (2-

methyl glyceric acid organosulfate, 2-MG-OS) is another common OSi tracer,

formed via reactive uptake onto the sulfate of methacrylic acid epoxide (MAE) or

hydroxymethyl–methyl lactone (HMML) via a “high NO” formation pathway.[127,

128, 130, 240]

2-MG-OS showed less seasonality than 2-MT-OS with summer and winter

concentrations of 11.8 ± 15.7 and 5.7 ± 4.9 ng m−3, respectively. 2-MG-OS
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Figure 3.14: Correlation plot (CorPlot, Openair R package) between OSi species
during the winter campaign.

concentrations could be influenced by high average temperatures during both

campaigns (summer, 30.4 ◦ C; winter, 18 ◦ C) due to the rapid thermolysis of

peroxymethacryloyl (PMA), the precursor to methacryloylperoxynitrate (MPAN)

above 20 ◦ C.[294] During the summer, the average 2-MT-OS/2-MG-OS ratio

was 7.6, with a maximum of 49.2, which occurred under low NO conditions for

an urban area (ca. 0.48 ppb). Mean NO concentrations were roughly double

during the winter (12.1 ppb) compared to those in the summer (5.37 ppb). The

average 2-MT-OS/2-MG-OS ratio observed in summer was very similar to previous

observations in Shanghai (6.8–7.8).[184] The largest observed 2-MT-OS/2-MG-OS

ratios are in line with those seen in the southeastern United States (33.8).[35]
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During the winter, the average 2-MT-OS/2-MG-OS ratio was 0.73 (range

0.01–3.8). The lowest 2-MT-OS/2-MG-OS ratios occurred during the lowest NO

concentrations, likely due to the extremely low afternoon NO concentrations and

long sampling periods and were similar to those observed in summertime Beijing

(0.55), suggesting that wintertime oxidation conditions in Guangzhou are similar

to those during summer in Beijing.[125] Newland et al. in 2021 showed that up to

30% of isoprene derived peroxy radicals (ISOPOO) from OH oxidation can react

with HO2 rather than NO during the afternoon in Beijing when NO concentrations

drop to less than 1 ppb.

Strong correlations were observed between the majority of tracers identified as

OSi (R = 0.50–0.97), as shown in Figure 3.13 and Figure 3.14, indicating similar

formation pathways or losses.The OSi tracers concentrations were summed to

allow for an investigation of what influences OSi formation in Guangzhou. Total

OSi concentrations showed moderate correlations toward particulate sulfate across

both campaigns as shown in Figure 3.15 (summer, R2 = 0.55; winter, R2 = 0.40).

Interestingly, the gradients of the best fits during the summer and winter

are very different, with the summer gradient ∼6.7 times higher than that of

the winter. During the summer, every additional 1 µg m−3 of sulfate available

increases the OSi concentrations by ∼52 ng m−3 but only 7.7 ng m−3 in the winter.

Bryant et al. in 2020 showed a stronger correlation between OSi species with the

product of ozone (as a proxy for photochemistry) and particulate sulfate in Beijing,

highlighting the role of both local photochemistry and particulate sulfate in OSi

formation. However, in Guangzhou, the correlation of total OSi concentrations

toward [O3][SO4
2– ] were lower (summer R2 = 0.32 and winter R2 = 0.20) than

the correlations toward sulfate (Figure 3.15). The correlation of [O3][SO4
2] is

likely to be weaker at longer photochemical ages when the O3 concentration is not

directly related to the photochemical formation of the OSi local to the observation

site. During the summer, the highest total OSi concentrations occurred under the

lowest NO concentrations (0–5 ppb, Figure 3.15), highlighting the importance of

“low-NO” oxidation routes for isoprene emissions during the summer.
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Figure 3.15: A – Correlation between OSi concentrations and particulate sulfate,
coloured by season. B – Correlation between OSi and the product of [O3][SO4

2– ],
coloured by season. C- Correlation between OSi concentration and NO, coloured
by season. D- Correlation between OSi and temperature across both campaigns,
coloured by SO4

2– concentrations, with the shape indicating the campaign.

The OSi tracers showed strong seasonality in comparison to the other tracer

groups, with average summer and winter concentrations of 181.8 (1.84–1049.8

ng m−3) and 69.5 ng m−3 (7.8–229.4 ng m−3), respectively. This large difference

in concentrations is likely due to both changes in isoprene emissions, [283] and

solar irradiance and has been observed at other locations.[184, 270]

OSi concentrations greatly increased with temperature above 30 °C, as shown

in Figure 3.15. This type of temperature dependence has been seen for isoprene

emissions previously.[292, 295] Overall, this suggests that increased OSi concentra-

tions are driven by primary isoprene emissions as well as the availability of sulfate

for uptake into the particle phase.
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3.3.2 Conclusion

PM2.5 filter collection was conducted to investigate the formation processes of

organosulfates (OSs) and nitrooxy-organosulfates (NOSs) across a summer and

winter campaign in Guangzhou, a southern Chinese megacity, influenced by high

biogenic and anthropogenic emissions. Targeted analysis of OSs and NOSs from

isoprene and monoterpenes was undertaken, with tracers quantified using both

authentic and proxy standards. Quantified biogenic OS and NOS concentrations

averaged 216.3 ng m−3 and 99.4 ng m−3 during summer and winter respectively,

with OSi contributing 84 % and 70 %. The majority of OSMT and NOSMT

species showed strong nocturnal enhancements, owing to increased precursor

emissions and/or NO3 oxidation chemistry. OSMT showed limited correlation

to potential reactants, but showed a strong correlation towards NOSMT species,

especially during summer, suggesting a potential NOSMT to OSMT degradation

route. Several NOSi species were identified, with mixed formation routes via both

day-time OH and ozone initiated photo-oxidation and nocturnal NO3 oxidation.

Several of the mono-nitrated species showed moderate correlations to particulate

sulfate (R2 = 0.61), while the di-nitrated species were poorly correlated (R2

< 0.1). 2-MT-OS was the most abundant isoprene tracer during the summer

campaign, with an average concentration of 57.4 ng m−3, 32 % of the total

OSi. 2-MT-OS:2-MG-OS ratios during summer (7.6) compared to winter (0.73),

suggests that low-NO formation pathways were dominant in summer, as seen in

Beijing previously. OSi species showed a strong temperature dependence, with

concentrations increasing sharply with temperatures above 30 °C, likely due to

increased precursor isoprene emissions. OSi showed a direct relationship towards

particulate sulfate, especially during the summer, and highlights the extensive

heterogeneous chemistry occurring. Future studies should focus on increasing the

time resolution of observations of OS/NOS, taken alongside detailed speciated

VOC measurements and NO3 radical measurements, to allow for more detailed

diurnal variations to be studied as well as improving our ability to accurately
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quantify tracers through synthesis of standards or new quantification techniques.
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Chapter 4

Biogenic and anthropogenic

sources of isoprene and

monoterpenes and their secondary

organic aerosol in Delhi, India
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4.1 Introduction

India is undergoing rapid urbanization and industrialisation, with an ever-growing

population. Delhi, India’s capital, is estimated to have a population of over 20

million (2011) inhabitants, up from around 1.3 million in 1950.[296] According

to the WHO in 2018, India was home to 9 out of the top 10 most polluted cities

in the world in terms of annual mean PM2.5 concentrations.[20] In Delhi, the

population-weighted mean PM2.5 (particulate matter less than 2.5 micrometres

in diameter) was estimated to be 209 (range: 120 – 339.5) µg m−3 in 2017, well

above the WHO annual mean guidelines of 5 µg m−3, and still well above India’s

own standard of 40 µg m−3.[297] Air pollution is estimated to cause over 1 million

deaths per year in India alone.[21] It was estimated that in 2017 the average

number of premature deaths due to air pollution in Delhi was over 12000, with

the majority attributed to PM exposure. [297]

Numerous studies have investigated PM2.5 concentrations, characteristics and

meteorological effects in Delhi.[298–303], but limited individual molecular level

analysis of aerosol particles has been undertaken [299, 302, 304–307]. The key

sources of PM2.5 identified are secondary aerosol, fossil fuel combustion, municipal

waste and biomass burning. [288, 299, 308, 309] Previous studies have shown that

alongside extremely high emissions of pollutants, regional sources and meteorology

in particular play an important role in high pollution events in Delhi. [310–313]

Secondary species have been shown to be significant contributors to PM1

and PM2.5 mass in Delhi, with organics contributing 40-70 % of PM1 mass.[308,

314–316] Kirillova et al., 2014 analysed the sources of water-soluble organic carbon

(WSOC) in Delhi, using radiocarbon measurements constraints.[257] The study

showed that 79% of WSOC was classified as non-fossil carbon, attributed to

biogenic/biomass burning sources in urban Delhi, similar to other studies from

India.[256, 258] Previous studies in cities across Asia, Europe and North America

have also shown a high contribution from non-fossil sources to ambient PM2.5

concentrations. [317–320] The sources of this modern carbon in urban areas are
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poorly understood, although biomass burning is a key component.[206, 303, 321,

322] Recently in Delhi, solid-fuel combustion sources such as cow dung cake or

municipal solid waste have been shown to release over 1000 different organic

components into the aerosol phase at emission.[288] Alongside biomass burning,

another potential source of this non-fossil aerosol is biogenic secondary organic

aerosol (BSOA), formed via the oxidation of biogenic volatile organic compounds

(BVOCs) and subsequent gas-particle phase transfer. [1, 323]

This study aims to improve our understanding of the sources of isoprene

and monoterpene SOA markers and formation pathways in extremely polluted

urban areas. Biogenic VOC emissions were observed to correlate strongly to

anthropogenic markers, suggesting anthropogenic sources of these VOCs. OSi

species showed strong seasonality and strong correlations to particulate sulfate.

NOS species showed strong nocturnal enhancements, likely due to nitrate radical

chemistry. This study is the first molecular level particle phase analysis of OS

and NOS markers from isoprene and monoterpenes in Delhi. Offline PM2.5 filter

samples were collected across two campaigns in central Delhi, alongside a suite

of atmospheric pollutant measurements. Filters were analysed using ultra-high

performance liquid chromatography tandem mass spectrometry and isoprene

and monoterpene OS/NOS markers quantified using both authentic and proxy

standards.

4.2 Experimental

4.2.1 Filter collection and site information

PM2.5 filter samples were collected as part of the air pollution and human health

(APHH)-India campaign, at the Indira Gandhi Delhi Technical University for

Women in New Delhi, India, (28°39’55” N 77°13’56” E) by Stefan Swift. The

site is situated inside the third ring road which caters to huge amounts of traffic,

with a major road to the east, between the site and the Yamuna river. Two
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train stations are located to the south and south west of the site, and there are

several green spaces locally in all directions. Filters were collected during two

field campaigns in 2018. The first campaign was during the pre-monsoon period,

with 35 filters were collected between 28/05/2018 and 05/06/2018. The second

campaign during the post-monsoon period, 108 filters were collected between

09/10/2018 and 6/11/2018. Quartz filters (Whatman QMA, 10” by 8”) were

pre-baked at 550 °C for 5 hours and wrapped in foil before use. Samples were

collected using an HiVol sampler (Ecotech 3000, Victoria Australia) with selective

PM2.5 inlet at a flow rate of 1.33 m3 min-1. Once collected, filters were stored in

foil at -20°C before, during and after transport for UK based analysis.

4.2.2 Filter extraction

Using a standard square filter cutter, a section of filter was taken with an area of

30.25 cm2 which was then cut into roughly 1 cm2 pieces and placed in a 20 mL

glass vial. Next, 8 mL of LC-MS grade MeOH (Optima, Fisher Chemical, USA)

was added to the sample and sonicated for 45 min. Ice packs were used to keep

the bath temperature below room temperature, with the water swapped mid-way

through. Using a 5 mL plastic syringe, the MeOH extract was then pushed

through a 0.22 µm filter (Millipore) into another sample vial. An additional 2

mL (2 x 1 mL) of MeOH was added to the filter sample, and then extracted

through the filter to give a combined extract ∼ 10mL. This extract was then

reduced to dryness using a Genevac solvent evaporator under vacuum. The dry

sample was then reconstituted in 50:50 MeOH:H2O (Optima, Fisher Chemical,

USA) for analysis.Extraction efficiencies of 2-MG-OS and camphorsulfonic acid

were determined using authentic standards spiked onto a pre-baked clean filter

and recoveries were calculated to be 71 % and 99 % respectively.
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4.2.2.1 Ultra-high performance liquid chromatography tandem mass

spectrometry (UHPLC-MS2)

The extracted fractions of the filter samples were analysed using an Ultimate 3000

UHPLC (Thermo Scientific, USA) coupled to a Q Exactive Orbitrap MS (Thermo

Fisher Scientific, USA) using data dependent tandem mass spectrometry (ddMS2)

with heated electrospray ionization source (HESI). The UHPLC method uses a

reversed-phase 5 µm, 4.6 mm × 100 mm, polar end capped Accucore column

(Thermo Scientific, UK) held at 40 °C. The mobile phase consisted of water (A) and

methanol (B) both with 0.1 % (v/v) of formic acid (98 % purity, Acros Organics).

Gradient elution was used, starting at 90 % (A) with a 1-minute post-injection

hold, decreasing to 10 % (A) at 26 minutes, returning to the starting mobile phase

conditions at 28 minutes, followed by a 2-minute hold allowing the re-equilibration

of the column. The flow rate was set to 0.3 mL min-1. A sample injection volume

of 4 µL was used.The capillary and auxiliary gas heater temperatures were set to

320 °C, with a sheath gas flow rate of 45 (arb.) and an auxiliary gas flow rate of 20

(arb.). Spectra were acquired in the negative ionization mode with a scan range of

mass-to-charge (m/z) 50 to 750. Tandem mass spectrometry was performed using

higher-energy collision dissociation with a stepped normalized collision energy

of 10,45,60. The isolation window was set to m/z 2.0 with a loop count of 10,

selecting the 10 most abundant species for fragmentation in each scan.

A mass spectral library was built using the compound database function in

Tracefinder 4.1 General Quan software (Thermo Fisher Scientific, USA). To build

the library, compounds from previous studies [134, 149, 152, 235, 263, 279] were

searched for in an afternoon and a night-time filter sample extract analysis using

the Xcalibur software. Data processing was conducted as described in 3.2.4.

4.2.3 Quantification and uncertainties

Quantification of markers and associated matrix effects were conducted as outlined

in section 3.2.5. Table 4.1 shows the ratios across 5 ambient samples collected
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Table 4.1: Matrix effect analysis results from 5 filter samples on three different
organosulfate standards (CAM-OS – Camphorsulfonic acid, MG-OS – 2-methyl
glyceric acid organosulfate, MT-OS – 2-methyl tetrol organosulfate). Alongside
PM2.5 and SO4

2 concentrations. The values in bold are the average ratios between
a clean matrix and an ambient sample matrix.

Start Time Conc. (µg m−3) CAM MG MT
date of day PM2.5 SO4

2 -OS -OS -OS
16-Oct 13:30–14:30 NA 18.2 0.67 0.49 0.21
18-Oct 09:90–10:00 NA 25 0.60 0.58 0.23
18-Oct 19:00–09:30 120.2 11 0.69 0.10 0.16
30-May 17:30–08:00 134 12.8 0.84 0.22 0.06
04-June 08:30–11:30 124.7 19.7 1.01 0.59 0.16
Average 0.76

±0.16
0.40

±0.23
0.17

±0.06

during both campaigns, which represent a mixture of high and low PM2.5 concen-

trations across different times of day. 2-MT-OS and 2-MG-OS showed significant

matrix effects, with average ± SD matrix ratios of 0.17 ± 0.06 and 0.40 ± 0.23,

suggesting 83% and 60% suppressions in signal response. Camphorsulfonic acid

exhibited a much smaller matrix suppression, with an average of 0.76 ± 0.16

suggesting a 24 % suppression, in line with those calculated in Guagzhou (Chapter

3). The suppression is likely due to the large numbers of co-eluting inorganic

and organic species, reducing the ionisation efficiency of the marker compounds.

Matrix correction factors were applied alongside calibrations to different com-

pound classes and for compounds eluting at different times. Overall uncertainties

associated with calibrations, proxy standards and matrix effects were estimated.

The uncertainties associated with 2-MG-OS and 2-MT-OS were calculated to

be 58.9 % and 37.6 % respectively, mainly due to the large uncertainties in the

matrix correction factors. Isoprene SOA markers quantified by the average of

2-MT-OS and 2-MG-OS calibrations have an associated uncertainty of 69.9 %.

For monoterpene SOA species which were quantified by camphorsulfonic acid, the

associated uncertainty is estimated to be 24.8 %.

120



4.2.4 Supplementary measurements

A suite of complementary measurements (Table 4.2) were made alongside the

filter collection including VOCs, o-VOCs, NOx, CO, SO2, photolysis rates and

measurements of PM1 non-refractory aerosol chemical components with a high res-

olution Aerosol Mass Spectrometer (HR-AMS). Detailed instrument descriptions

can be found in Nelson et al., 2021.[324] Briefly, VOCs and o-VOCs were measured

via two gas-chromatography (GC) instruments and a proton transfer reaction

time-of-flight mass spectrometer with quadrupole ion guide (PTR-QiTOF). NOx

was measured via a dual channel chemiluminescence analyser with fitted with a

blue light converter for NO2 (Air Quality Designs Inc., Colorado) alongside CO

which was measured with a resonance fluorescent instrument (Model Al5002, Aer-

olaser GmbH, Germany).O3 was measured using an ozone analyser (49i, Thermo

Scientific). SO2 was measured using a 43i SO2 analyser (Thermo scientific). High-

resolution aerosol mass spectrometry measurements were conducted as outlined

in Cash et al., 2021.[325] Ion chromatography measurements were conducted by

Stefan Swift with the experimental approach outlined by Xu et al., 2020 as part

of an intercomparison study. Briefly, filter cuttings were taken from the filter and

extracted ultrasonically for 30 mins in 10 mL of ultrapure water and then filtered

before analysis.[281]

Meteorology data was downloaded from the NOAA Integrated Surface Database

via the Worldmet R package for the Indira Gandhi International Airport (code:

421810-99999).[326] The planetary boundary layer height (PBLH) was obtained

from the ERA5 (ECMWF ReAnalysis 5) data product at 0.25 °resolution in 1-hour

time steps at the position Lat 28.625°, Lon 77.25°. The data for both campaigns

was then selected between the start time of the first filter of that campaign, and

the end time of the last filter of the same campaign.
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Table 4.2: Average pollutant and meteorological values across the pre- and post-
monsoon campaigns.

Pre-Monsoon Post-Monsoon
Pollutant Mean Med SD Max Mean Med SD Max

NO (ppbv) 17.8 1.65 66.1 474 176 71.8 223 871
NO2 (ppbv) 30.8 25 17.9 109 41.7 38.1 21.1 169
NOX (ppbv) 48.7 27.2 77.3 548 218 123 221 900
SO2 (ppbv) 5.29 3.55 15.8 431 5.41 4.72 3.95 69.6
O3 (ppbv) 50.8 46.8 30.6 182 22.4 5.91 29.4 285
PM2.5 (µg m−3) 141 125 66.2 672 182 170 93.9 695
Inorg SO4 (µg m−3) 16.9 17.7 4.56 26.7 16.5 16.2 3.38 26.4
Org SO4 (µg m−3) 7.5 7.3 1.78 13.2 5.55 5.16 2.68 14.2
Organics (µg m−3) 19.8 15.8 13.7 114 48.7 37.8 35.4 221
Nitrate (µg m−3) 1.58 1.13 1.36 8.01 5.83 4.68 4.18 28.8
PBLH (m) 891 508 879 4064 412 84.9 601 2722
ws (m s−1) 3.81 4.1 1.44 8.23 1.71 1.8 1.33 5.4
Temp ( ◦ C) 35.8 35.5 4.53 46.5 24.7 24.5 4.56 35
RH (%) 39.4 39.3 13.6 70.6 57.3 58.1 16.6 90.1
Isoprene (ppbv) 1.22 0.51 1.28 4.62 0.93 0.79 0.65 6.67
limonene (ppbv) 0.0095 0.0065 0.017 0.19 0.42 0.19 0.51 2.12
α-pinene (ppbv) 0.034 0.034 0.011 0.078 0.1 0.052 0.11 0.56

4.2.5 Radical Modelling

For both the pre-monsoon and post-monsoon campaigns, concentrations of OH

and NO3 radicals were modelled by Beth Nelson using a zero-dimensional chemical

box model, incorporating a subset of the Master Chemical Mechanism (MCM

v3.3.1)[243] into the AtChem2 modelling toolkit.[327] The MCM describes the

detailed atmospheric chemical degradation of 143 VOCs, though 17,500 reactions

of 6900 species. The model was constrained to 86 unique VOCs, NOX, CO,

SO2, O3, and HONO, along with 34 observationally derived photolysis rates,

temperature, pressure, and relative humidity (RH).

The post-monsoon campaign was also constrained to total aerosol surface

area. Measurements were averaged or interpolated to 15 min data. For measured

species not described in the MCM, surrogate species were selected based on their

structural similarity to the species of interest. A fixed deposition rate of 1.2 x 10-5

s-1 was applied model-generated species, giving them an approximate lifetime of

24 h.
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4.3 Results

4.3.1 Meteorology

The time series and diurnal variations for temperature, PBLH and RH are shown

in Figures 4.1 and 4.2 respectively. For the pre-monsoon campaign, the average

air temperature was (35.8 ± 4.5) °C compared to (24.7 ± 4.6) °C in the post-

monsoon campaign. The pre-monsoon campaign also showed higher average wind

speeds, with an average of (3.8 ± 1.4) m s−1, compared to (1.7 ± 1.3) m s−1

in the post-monsoon campaign. The average RH of the pre- and post-monsoon

were (39.4 ± 13.6) % and (57.3 ± 16.6) % respectively, both showing similar

diurnals with a minimum around mid-morning and nocturnal maximum. The

PBLH shows a similar diurnal between the two campaigns. With the nocturnal

boundary layer breaking down around 06:00-07:00 h with a midday peak, before

re-establishing the nocturnal boundary layer around 19:00 h. It should be noted

that the pre-monsoon PBLH has an average maximum of ∼2400 m compared

to post-monsoon ∼1700 m and a minimum of 270 m compared to 52 m. The

ventilation coefficient (VC = wind speed x PBLH) has been used previously to

identify periods of adverse meteorological conditions and gives an idea of how

stagnant atmospheric conditions are and the general role of the atmosphere in

the dilution of species. The VC was on average 4.5 times higher during the

pre-monsoon campaign compared to the post-monsoon campaign, in line with

previous studies.[314] The very low nocturnal boundary layer in the post monsoon

campaign, along with a low VC, likely traps any nocturnal emissions and their

reaction products close to the surface, allowing for a build-up of concentrations.

4.3.2 Particle phase observations

The mean (± σ) PM2.5 concentration (Table 4.2) during the pre-monsoon campaign

was 141 ± 31 µg m-3 with a maximum concentration of 672 µg m-3 on the 01/6/2018

at 21:00 (Figure 4.3). The diurnal (Figure 4.4) shows concentrations generally
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Figure 4.1: Time series variations of measured temperature, planetary boundary
layer height (PBLH) and relative humidity (RH) across pre- (left) and post- (right)
monsoon.

flat throughout the day, with a spike around 21:00, before dropping throughout

the night to a minimum at 02:00. During the post-monsoon campaign, the

average PM2.5 concentration was higher at 182 ± 94 µg m−3, with a maximum

concentration of 695 µg m−3 (Figure 4.3). The diurnal shows a mid-afternoon

minimum with high morning and night concentrations. HR-AMS was used to

measure the PM1 sulfate and total organics. Campaign averaged total organic

concentrations were approximately double in the post-monsoon (48.7 ± 35.4

µg m−3) compared to the pre-monsoon (19.8 ± 13.7 µg m−3). Organic sulfate

averaged 7.5 ± 1.8 µg m−3 during the pre-monsoon campaign, with slightly lower

average concentrations observed in the post-monsoon: 5.6 ± 2.7 µg m−3.
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Figure 4.2: Diurnal variations of measured monoterpene VOC’s, temperature,
planetary boundary layer height (PBLH) and relative humidity (RH) across pre-
(left) and post- (right) monsoon.

4.3.3 Gas phase observations

The measurement site was heavily polluted in terms of gas and particulate pollut-

ants. Time series of the observed mixing ratios (ppbv) of NO, NO2 and O3 are

shown in Figure 4.3, for the pre (left) and post (left) monsoon campaigns. The

campaign averaged diurnal profiles are shown in Figure 4.4 and the mean, median

and maximum mixing ratios are given in Table 4.2. It should be noted that only 1

week of data was available for the pre-monsoon period. During the post monsoon

campaign, extremely high mixing ratios of NO were observed with a campaign

maximum mixing ratio of 780 ppbv.

125



Figure 4.3: Time series of pollutants across the pre- (A,C,E,G,I) and post –
monsoon (B,D,F,H,J) campaigns. NO concentrations were filters to below 60
ppbv, due to a large enhancement in concentrations at the start of the campaign.
The full time series is shown in figure 4.5. NO, NO2, O3 and HR-AMS – SO4

2–

were averaged to 15 minutes. PM2.5 was measured hourly.

During the early part of the pre-monsoon campaign, a large enhancement in

NO was observed with mixing ratios around 400 pbbv (Figure 4.5), followed by

lower concentrations throughout the rest of the campaign. The campaign-average

NO diurnal profile shows high NO mixing ratios at night (pre-: ∼ 50 ppbv, post-:

∼300 ppbv), with low afternoon mixing ratios < 2ppbv due to ozone titration.

Ozone showed a strong diurnal variation across both campaigns, with average

afternoon mixing ratios ∼ 75 ppbv with pre- and post-monsoon maximums of

182.2 ppbv and 134 ppbv respectively.
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Figure 4.4: Diurnal variations of pollutants during pre- (left) and post- (right)
monsoon.

To investigate the oxidation conditions in Delhi, the NO3 and OH radical

concentrations were modelled as discussed in section 3.2.5 with the time series

and diurnal variations of the predicted concentrations of OH and NO3 shown in

Figure 4.6. The predicted OH concentrations across both campaigns peak around

midday, in line with peak photolysis. During the post-monsoon the modelled OH

concentrations drop throughout the campaign, from 8 x 106 molecules cm-3 s-1 on

the 13th of October with the lowest peak OH concentrations ∼ 5 x 106 molecules

cm-3 s-1 predicted on the 26th October. This drop likely reflects a seasonal

change, with lower formation of OH. Predicted NO3 concentrations show distinct

diurnal profiles across the pre- and post-monsoon. During the pre-monsoon NO3
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Figure 4.5: Full time series of NO concentrations during the pre-monsoon cam-
paign.

concentrations show an early morning minimum before concentrations increase

steadily throughout the day to a maximum around 18:00 then decrease before

another nocturnal peak, before the early morning minimum. The diurnal variation

of NO3 concentrations during the post-monsoon is like that of the OH radicals,

peaking around midday. The peak post-monsoon NO3 concentrations are similar to

those at the same time during the pre-monsoon ∼ 3 x 107 molecules cm-3 s-1, while

the lack of nocturnal NO3 is likely due to the extremely high NO concentrations.

The high NO concentrations titrated O3 leading to limited NO3 formation, but

also reacted rapidly with the limited amount of NO3 that is produced (Figure

4.4).
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Figure 4.6: Diurnal variations (A-D) and time series (E-H) of modelled OH and
NO3 concentrations across the pre- (A,C,E,G) and post-monsoon (B,D,F,H). The
band represents the 95 % confidence interval. The red line represents midnight
(00:00) at each day.

4.3.4 Isoprene and monoterpene measurements

Isoprene was measured hourly via gas-chromatography with flame-ionisation-

detection (GC-FID) across the two campaigns, with the time series shown in

Figure 4.7. Figure 4.8 shows the average diurnal profiles of isoprene during pre-

monsoon (B) and post-monsoon (D). The mean isoprene mixing ratios were 1.22 ±

1.28 ppbv and 0.93 ± 0.65 ppbv, with maximum isoprene mixing ratios of 4.6 ppbv

and 6.6 ppbv observed across the pre- and post-monsoon, respectively. This is in

the same range as measured in Beijing (winter mean: 1.21 ppbv, summer mean:

0.56 ppbv)[328] and the SEUS (mean diurnal 2-6 ppb)[38]. The diurnals highlight
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a rapid increase of isoprene around 05:00, reaching a peak around or after midday,

before a nocturnal minimum. Figure 4.8 indicates that average daytime peak

isoprene mixing ratios during the pre-monsoon campaign were roughly double

that of the post-monsoon campaign.

Figure 4.7: Time series across the pre- (left) and post-monsoon (right) campaigns
of Isoprene (A,B), total quantified potential OSi marker concentrations (C, D),
total quantified potential NOSi marker concentrations (E, F) and inorganic sulfate
concentrations (G,H). The horizontal lines represent the length of time the filter
sample was collected for.

In contrast, average nocturnal mixing ratios of isoprene were 5 times higher in

the post monsoon compared to the pre-monsoon (0.65 ppbv versus 0.13 ppbv).

The night-time values were substantially higher than measured previously in

Beijing ( <50pptv)[125], but lower than observed in the SE-US (1-2ppbv)[38]. The
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time series for the pre-monsoon highlights relatively consistent biogenic emissions

of isoprene. In the post-monsoon campaign, isoprene mixing ratios show a strong

biogenic diurnal profile at the start of the campaign. However, towards the end of

the post monsoon measurement period, the isoprene mixing ratios become less

variable with a high mixing ratio maintained overnight. The ambient temperature

decreased throughout the post monsoon campaign as the season changed to winter

(Figure 4.1).

Figure 4.8: Correlations between isoprene and butadiene and diurnal variations of
isoprene across pre– (A, B) and post-monsoon (C, D) campaigns. The plots are
coloured by the time of day to highlight the dual biogenic/anthropogenic sources
of isoprene.

A recent study in Delhi across post-monsoon, summer and winter campaigns

found that at vegetative sites biogenic isoprene contributed on average 92 - 96 %
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to the total isoprene, while at traffic dominated sites only 30 - 39 % of isoprene

was biogenic.[151] To gain some understanding of the sources of isoprene at

our site in Delhi, the observed concentrations of isoprene were correlated to

butadiene, which is an anthropogenic combustion tracer from petrol vehicles with

a similar atmospheric lifetime (Figure 4.8) The isoprene concentrations were split

between night and day (pre-monsoon; night: 19:00 – 05:00 h, day 05:00 – 19:00

h, post-monsoon; night: 17:00 - 06:00 h, day: 06:00 - 17:00 h), based on the

observed isoprene diurnals as shown in Figure 4.8. Isoprene correlated strongly

with butadiene during the night across both campaigns (pre-monsoon: R2= 0.80,

post-monsoon: R2= 0.67), but no correlation was observed during the day (R2 <

0.1).

This suggests that daytime isoprene is pre-dominantly from biogenic sources,

although a small amount will be from anthropogenic sources and that nocturnal

isoprene is emitted from anthropogenic sources. Alternatively, this could indicate

that night-time concentrations are affected more by boundary layer dynamics,

affecting all compounds similarly. Biogenic emissions of isoprene are also not

expected because they tend to be driven by light. The high night-time levels

towards the end of October are most likely a result of the formation of a very

low boundary layer trapping emissions near the surface and although increased

biomass burning may also be a factor. Therefore, during the post monsoon

campaign a significant amount of isoprene oxidation products and iSOA will have

an anthropogenic source.

The time series of two monoterpenes, limonene and α-pinene, are shown in

Figure 4.9. The α-pinene mixing ratio averaged (0.034 ± 0.011) ppbv during

the pre-monsoon campaign and (0.10 ± 0.11) ppbv during the post monsoon

period. A strong diurnal variation was observed in the post-monsoon, peaking

during the night (Figure 4.2). Limonene averaged (0.01 ± 0.02) ppbv and (0.42

± 0.51) ppbv across the pre- and post-monsoon campaigns, respectively. The

large increase during the post-monsoon is likely due to stagnant conditions and

a very low boundary layer. The pre-monsoon measurements show three large
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spikes in mixing ratio at the beginning of the campaign. In contrast, during

the post-monsoon, a clearer diurnal variation is observed. During the post-

monsoon campaign, both monoterpenes show nocturnal enhancements. A further

10 monoterpenes were measured concurrently using comprehensive two-dimensional

gas chromatography.[288, 324] In all cases, the post monsoon period had higher

mean mixing ratios, with large nocturnal enhancements in mixing ratios.

Figure 4.9: Time series across the pre- (left) and post-monsoon (right) campaigns
of α-pinene (A,B),limonene (C,D), total quantified potential OSMT marker con-
centrations (E, F), andtotal quantified potential NOSMT marker concentrations
(G, H).

α-pinene and limonene correlated moderately with CO during the day (α-

pinene; R2 = 0.82, limonene; R2 = 0.90) and night (α-pinene; R2 = 0.49, limonene;

R2 = 0.56) during the post-monsoon as shown in Figure 4.10, suggesting anthro-
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pogenic sources.

Further analysis of the PTR-Qi-TOF measurements estimates that (during

post-monsoon) 60% of the monoterpene concentrations observed at the site origin-

ated from traffic related sources.[325] Other potentially important anthropogenic

monoterpene sources include biomass burning, cooking and the use of personal

care/volatile chemical products.[284, 289, 329, 330]

The shallow nocturnal boundary layers across both campaigns (Figure 4.1)

leads to relatively high concentrations of total monoterpenes, with a maximum

mixing ratio of 6 ppb observed during the post-monsoon. [309] In addition, some

extremely reactive monoterpenes, including α-phellandrene and δ-terpinene, were

observed with maximum mixing ratios of 350 pptv and 140 pptv respectively.[309]

The zero-dimensional box modelling predicts very low levels of OH and NO3

radicals at night. The extremely high NO mixing ratios have quenched the

nocturnal chemistry, removing ozone and thus the NO3 formation pathway, as

well as increasing the loss rate of NO3 via reaction. After sunrise, the expanding

boundary layer and increase in OH concentrations, cause a rapid decrease in the

monoterpene mixing ratio.

4.4 Secondary organic aerosol formation

At the measured concentrations, monoterpenes and isoprene are an important

source of ozone and OH reactivity at this site.[324] The oxidised products will

also be a key source of SOA production. The UHPLC-MS2 analysis identified and

quantified 75 potential markers for OS and NOS formed from the oxidation of

isoprene and monoterpenes.

4.4.1 Isoprene SOA

A total of 21 potential OSi C2-5 markers were quantified in the ambient samples

which have been previously identified in chamber studies [134, 173, 234, 235]

and other ambient studies[34, 35, 125, 126, 180, 191, 194, 250] It should be
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Figure 4.10: Correlation between measured monoterpenes and CO across the
pre-monsoon (A,B) and post-monsoon (bottom).

noted that several of the smaller (C2/3) OSi tracers likely form from glyoxal,

methylglyoxal and hydroxyacetone as well as isoprene, and as such present a

potential non-isoprene source of OSi. [331, 332]

Figure 4.7 shows the time series of total OSi concentrations observed across

pre- (left) and post-(right)monsoon campaigns. Total OSi time averaged con-

centrations were ∼2.3 times higher during the post-monsoon (∼556.6 ± 422.5

ng m−3) campaign than the pre-monsoon campaign (∼237.8 ± 118.4 ng m−3)

as shown in Table 4.3. These concentrations are similar to those observed in

Beijing during summer 2017 (237.1 ng m−3)[125], but higher than those observed

in Shanghai in 2018 (40.4 ng m−3) and 2019 (34.3 ng m−3)[194].
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Table 4.3: Molecular formulae, retention times and time weighted mean ± SD
(ng m−3) of nitrooxy oganosulfates (NOS) and organosulfates (OS) from monoter-
penes (MT) and isoprene (i) observed across pre and post-monsoon campaigns in
Delhi.

Conc. (ng m−3)

Formula Pre- Post- Retention time (min)

OSi C5H12O7S 38.79 ± 30.19 17.91 ± 19.87 0.71

C5H10O5S 26.16 ± 23.30 53.63 ± 131.19 0.93

C2H4O6S 21.35 ± 18.27 84.65 ± 82.79 0.73

C5H10O6S 19.80 ± 13.78 45.87 ± 29.47 0.79

C4H8O7S 19.70 ± 12.48 47.96 ± 39.01 0.73

C3H6O5S 19.50 ± 12.47 35.27 ± 40.15 0.73

C5H8O7S 18.76 ± 11.01 38.75 ± 25.34 0.73

C4H8O6S 16.57 ± 9.77 45.48 ± 37.46 0.74

C5H10O7S 11.82 ± 7.04 25.89 ± 18.06 0.73

C3H6O6S 6.64 ± 5.00 38.06 ± 40.30 0.73

C4H8O5S 6.46 ± 4.08 22.44 ± 21.39 0.75

C5H10O8S 6.25 ± 5.07 7.00 ± 5.54 0.73

C2H4O5S 5.33 ± 3.37 15.92 ± 13.79 0.73

C2H6O5S 5.23 ± 6.36 24.99 ± 20.38 0.73

C5H8O5S 5.16 ± 2.57 7.87 ± 7.93 0.85

C3H6O7S 3.54 ± 3.49 14.78 ± 11.50 0.75

C5H12O6S 2.01 ± 1.23 6.53 ± 4.32 0.74

C3H8O6S 1.90 ± 1.08 12.25 ± 10.82 0.75

C5H8O9S 1.20 ± 1.04 2.12 ± 1.85 0.64

C5H8O9S 1.10 ± 0.76 8.61 ± 15.65 0.74

C5H12O8S 0.55 ± 0.43 0.65 ± 0.61 0.75

OSi sum 237.83 556.64

NOSi C5H10O11N2S 18.65 ± 8.77 11.63 ± 8.09 1.39,1.92,2.85,3.4

C5H11O9NS 8.55 ± 5.71 5.93 ± 5.06 0.86

C5H9O10NS 3.91 ± 3.46 1.42 ± 1.31 0.94

C5H11O8NS 1.52 ± 0.84 1.17 ± 1.20 1.09

C5H9O13N3S 0.002 ± 0.001 0.011 ± 0.009 6.67,7.89,8.06
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Conc. (ng m−3)

Formula Pre- Post- Retention time (min)

NOSi sum 32.63 20.15

OSMT C9H16O6S 1.10 ± 0.61 1.67 ± 0.88 6.67, 7.14, 7.5, 8.3

C10H18O5S 0.56 ± 0.63 0.10 ± 0.12 3.39

C10H16O5S 0.28 ± 0.13 0.77 ± 0.06 4.91, 7.0, 9.08, 10.9, 11.33, 11.97, 13.26

C10H20O7S 0.25 ± 0.21 0.27 ± 0.21 4.19

C10H16O7S 0.23 ± 0.15 0.21 ± 0.13 3.61, 11.68

C9H16O7S 0.16 ± 0.17 0.22 ± 0.19 4.39, 6.77

C10H18O6S 0.15 ± 0.10 NA ± NA 10.27

C9H14O6S 0.15 ± 1.10 0.25 ± 0.14 3.5, 5.81

C10H16O6S 0.10 ± 0.06 0.06 ± 0.03 9.33

C10H18O8S 0.02 ± 0.01 0.04 ± 0.24 7.24

C8H14O7S 0.04 ± 0.03 0.10 ± 0.15 4.46

OSMT sum 3.05 3.68

NOSMT C10H17NO7S 5.96 ± 3.33 13.36 ± 4.98 9.1, 10.16, 10.67, 10.92, 11.07, 11.36,

11.57, 12.01, 13.28

C9H15NO8S 1.12 ± 0.51 2.79 ± 1.14 3.5, 5.81

C10H17NO9S 0.47 ± 0.19 1.15 ± 0.29 3.93, 5.34, 6.39, 7.89, 9.26, 10.11, 17.94

C9H15NO9S 0.022 ± 0.004 0.22 ± 0.14 2.69, 3.46

C10H17NO8S 0.01 ± 0.01 0.07 ± 0.04 5.77

NOSMT sum 7.59 17.59

OSi species have been shown to form via the gas-phase photo-oxidation of

isoprene, with the reactive uptake of the oxidised species into to particulate phase

via sulfate.[127, 130] Recently, a heterogeneous photo-oxidation pathway from

2-MT-OS (C5H12O7S) to several OSi species was proposed, including C5H10O7S,

C5H8O7S, C5H12O8S, C5H10O8S and C4H8O7S.[137]

2-MT-OS showed moderate correlations (pre-monsoon : R2 = 0.52-0.72, post-

monsoon: R2 = 0.14-0.35) with these OSi tracers but were lower than observed in

Beijing summer (R2 = 0.83-0.92).[125] The correlations could suggest that this is
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a viable formation route in pre-monsoon Delhi, but less viable in post-monsoon.

However, the correlations could also be driven by the common pathways between

the OSi species, with the reactive uptake of gas phase intermediates via sulfate.

Figure 4.11 shows the binned OSi concentrations for each filter collection

time across the pre- and post-monsoon campaigns to create a partial diurnal

profile. During the pre-monsoon, the daily variation in OSi concentrations was

much clearer, with day-time maxima and nocturnal minima, which are in line

with daily peak isoprene (Figure 4.7) and OH radical concentrations (Figure 4.6).

The highest observed OSi concentrations during the pre-monsoon were ∼ 600

ng m−3, which occurred at the start of the campaign. High isoprene concentrations

may have been the cause, but unfortunately isoprene measurements were not

available during this period to confirm. However, high OSi concentrations also

occurred when particulate inorganic sulfate concentrations were at their largest,

with sulfate measured via the HR-AMS was also high during this period. During

the post-monsoon, although a similar diurnal pattern was observed, the variation

was less clear, with higher OSi concentrations observed at the start and end of

the campaign (Figure 4.7). The low OSi concentrations during the middle of

the campaign, coincide with lower isoprene concentrations, as the temperatures

decreased moving towards winter, while sulfate concentrations were still high.

The sum of OSi species across all filters sampled showed a moderate correl-

ation with particulate sulfate across both campaigns (pre-monsoon, R2: 0.55,

post-monsoon, R2: 0.28). The pre-monsoon correlation was similar to those

observed in Beijing, Guangzhou and the SE-US[34, 125, 191, 250] while the post-

monsoon was significantly weaker. However, a clear relationship between OSi

tracers and inorganic sulfate can be seen in Figure 4.11 across both campaigns,

where the highest OSi concentrations occurred under the highest binned SO4
2–

concentrations. During the post-monsoon campaign, OSi concentrations levelled

off at high sulfate concentrations. During the pre-monsoon this levelling off is not

observed, likely due to the lower numbers of filters collected and analysed. The

high concentrations of aerosol phase pollutants measured by the HR-AMS (Table
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Figure 4.11: Diurnal variations of quantified BSOA classes (OSi, NOSi, OSMT,
NOSMT) across the pre- (left) and post-monsoon (right) campaigns. The lower
and upper part of the box representing the 25th and 75th percentiles, with the
upper and lower lines extending no further than 1.5 times the interquartile range
of the highest and lowest values within the hinge respectively. All data points
used for the boxplots are also plotted, coloured by the average PBLH for the filter
collection period.

4.2) during the post-monsoon (48.7 ± 35.4) µg m−3 compared to the pre-monsoon

(19.8 ± 13.7) µg m−3, indicate the reactive uptake of the gaseous OSi intermediates

to the aerosol phase may be limited due to extensive organic coatings on the

sulfate aerosol. Multiple studies have now shown that organic coatings on sulfate

aerosol can limit the reactive uptake of IEPOX, suggesting the pre-monsoon is

volume limited but the post-monsoon is diffusion limited.[129, 138, 333]

Ten NOSi tracers were screened for across the two campaigns, with eight identi-
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fied in the pre-monsoon and 10 in the post-monsoon. These tracers included, mono-

nitrated (C5H9O10NS, C5H11O9NS, C5H11O8NS), di-nitrated (C5H10O11N2S), and

tri- nitrated (C5H9O13N3S) species. These tracers have been identified previously

in China [104, 125, 126, 194, 250], with night-time nitrate radical chemistry thought

to be the dominant pathway. Unlike the OSi tracers, total NOSi concentrations

were on average higher during the pre-monsoon (32.6 ± 19.9) ng m−3 compared

to the post-monsoon (20.2 ± 13.3) ng m−3, likely due to larger isoprene and NO3

concentrations. The NOSi time series and diurnal shown in Figure 4.7 highlight

the strong nocturnal enhancements in concentrations during the pre-monsoon.

During the post-monsoon, although NOSi concentrations were higher during the

night than during the afternoon, the average concentration observed during the

morning sample (09:00-12:00 h) is higher than at night. These high morning

concentrations could be due to low boundary layer conditions, concentrating the

markers. However, nitrate radical oxidation is also likely occurring due to nitrate

radical formation throughout the morning (Figure 4.6) and moderate isoprene

concentrations (Figure 4.8).A large spike in NOSi concentrations is also observed

at the start of the post-monsoon campaign, which was not observed for the OSi

tracers, this coincides with lower modelled NO3 concentrations, but also lower

NO concentrations than the rest of the post-monsoon campaign, which could

be limiting the reaction of peroxy radicals and NO, allowing for more nitrate

formation.

The nocturnal peak in NO3 concentrations is only predicted during the pre-

monsoon period, with a late afternoon peak predicted in the post-monsoon as

discussed in section 4.3.2. For the pre-monsoon, this coincides with peak NOSi

concentrations, but not for the post-monsoon. During the pre-monsoon it is likely

these NOSi tracers are being formed throughout the afternoon and into the evening

during peak isoprene and then peak NO3 concentrations, leading to high nocturnal

concentrations. During the post-monsoon however peak NO3 concentrations

coincide with peak isoprene concentrations, but this does not translate into high

NOSi concentrations during the afternoon. This suggests that either isoprene is
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reacting more quickly with OH, or that the intermediate species being formed

from isoprene + NO3 or the tracers themselves are being photolyzed.[334] It is

only into the evening, when the NO3 pathway is more competitive with OH that

these markers can form, but not under peak isoprene concentrations, which may

also explain the lower post-monsoon NOSi concentrations. The NOSi species

did not correlate towards particulate sulfate (R2 < 0.2) across either campaign,

suggesting unlike the OSi species that uptake onto sulfate is not the limiting step

in NOSi formation.

4.4.2 Monoterpene secondary organic aerosol

Twenty-three monoterpene-derived organosulfate (OSMT) species, which have been

seen previously in chamber[134] and ambient studies[126, 185, 194], were identified

across the pre- and post-monsoon campaigns. It should be noted that recently

OSMT artefacts has been shown to form when filters have been sampled without a

denuder.[267] However, the strong diurnal variations of the OSMT species, and

lack of correlation with SO2 suggest this process is unlikely to have contributed

significantly to the OSMT measured in this study. Post-monsoon concentrations

were slightly higher (3.96 ± 1.6) ng m−3 than during the pre-monsoon (3.05 ±

1.3) ng m−3, with C9H16O6S (RT 7.5 min) the dominant species across both

campaigns, contributing on average 29 % of the OSMT mass. It should be noted

that the majority of the OSMT were not identified in every sample, and as such

only tracers which were identified in at least 40 % of the samples were summed for

further investigation. Total OSMT showed a strong diurnal across both campaigns,

peaking at night, with an afternoon minimum (Figure 4.9).

During the pre-monsoon campaign, the highest OSMT concentrations were

observed during a day-time sample, coinciding with peak sulfate and NO concen-

trations like the OSi tracers. Both limonene and α-pinene also show peaks during

this filter sampling period. Spikes in limonene and α-pinene concentrations were

also observed on the 31st May, but OSMT concentrations were much lower, likely
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due to the lower sulfate concentrations. During the post-monsoon campaign, a

less defined diurnal is observable from the time series (Figure 4.9), but the diurnal

plot (Figure 4.11 ) highlights the nocturnal enhancements. Like the NOSi markers,

higher OSMT concentrations were observed during the early morning sample,

likely due to a lower PBLH concentrating the markers and oxidation after sunrise.

The night-time formation of the OSMT species is in line with observations in

Guangzhou[250], and with the diurnal variations of α-pinene and limonene, which

peak at night. Previous laboratory studies investigating reactions of monoterpenes

with NO3 radicals have also shown formation of OSMT with the same molecular

formulae as measured here.[134]

OSMT concentrations observed in Delhi are much lower than those of the OSi,

similar to other studies. [35, 126, 194] Considering the high concentrations of

extremely reactive α-pinene and limonene observed during the post-monsoon

period, higher OSMT concentrations might be expected. One possible reason for

the low OSMT is the inability of OSMT intermediates to undergo reactive uptake

into the aerosol phase under atmospherically relevant acidity conditions, with

chamber studies suggesting extremely acidic conditions are needed for uptake to

occur. [145] Delhi is characterised by large concentrations of free ammonia and

alkaline dust, and previous studies have highlighted that it has less acidic aerosol

(pH 5.7 – 6.7)[335] across the year than Beijing (pH 3.8 – 4.5)[336] and the SEUS

(pH 1.6 – 1.9)[191].

Unlike the OSMT species, the NOSMT species (C10H17NO7S, C9H15NO8S,

C10H17NO9S, C9H15NO9S, C10H17NO8S) showed strong seasonality, with pre-

and post-monsoon concentrations of (7.6 ± 3.8) ng m−3 and (17.6 ± 6.1) ng m−3

respectively. This is opposite to the quantified NOSi species, which showed higher

pre-monsoon concentrations. This is likely due to higher post-monsoon concen-

trations of monoterpenes. Like the NOSi species, the NOSMT species mainly

arise from monoterpene photooxidation in the presence of NOx or night-time NO3

chemistry. [134] Of the NOSMT species, C10H17NO7S was the most abundant,

contributing on average 79 % and 76 % of the NOSMT concentrations across
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Table 4.4: Comparison of C10H17NO7S concentrations across different locations.
Locations and concentrations in bold were quantfified by authentic standards.

Location C10H17NO7S (ng m−3) Reference
Delhi Pre-monsoon 5.96 This study
Delhi Post-monsoon 13.36 This study
Guangzhou summer 7.15 [250]
Guangzhou winter 11.11 [250]
Shanghai 15/16 6.21 [184]
Shanghai 16/17 5.55 [184]
Beijing 12 [126]
Atlanta 9 [35]
Hong Kong 5.61 [337]
Guangzhou 12.32 [337]
Shanghai 16.51 [337]
Beijing 13.15 [337]

the pre- and post-monsoon respectively. Previous studies have also highlighted

C10H17NO7S to be the dominant monoterpene derived sulfate containing tracer.

[126] In the post-monsoon nine C10H17NO7S isomers were observed and seven

in the pre-monsoon. The summed C10H17NO7S concentrations during the pre-

(5.96 ± 3.33) ng m−3 and post-monsoon (13.36 ± 4.98) ng m−3, are similar to

those observed in other locations as shown in Table 4.4. These concentrations

are also similar to those quantified by authentic standards across four Chinese

megacities.[337]

Like the OSMT species, some NOSMT species were not identified in many of

the filter samples, and as such only tracers which were observed in more than 40

% of the samples were summed for further analysis. The NOSMT pre-monsoon

time series (Figure 4.9) shows a similar temporal profile to the NOSi species, with

lower concentrations during the enhancement in NO concentrations (Figure 4.4)

at the start of the campaign. NOSMT showed strong diurnal variations across both

campaigns (Figure 4.9), peaking at night with lower concentrations during the

afternoon, as seen previously. [126, 250] Like the NOSi species, the NOSMT are

likely forming from NO3 radical chemistry. The NOSMT species showed limited

correlation towards particulate sulfate (R2 < 0.1.).
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4.4.3 Contributions of total quantified SOA (qSOA) to

particulate mass

Particulate concentrations in Delhi are among the highest observed across the

world, with concentrations of over 600 µg m−3 being observed during this study.

Total quantified SOA (qBSOA) which includes all OSi, NOSi, OSMT, and NOSMT

tracers quantified was calculated to give an understanding of the contributions

these species make to particulate mass in Delhi. The estimated contribution

of qBSOA to the observed total particulate mass determined here should be

taken as a lower limit due to the markers identified only being sulfate containing

species and likely comprise only a small fraction of the BSOA mass. During

the pre-monsoon campaign, qBSOA contributed on average 0.24 ± 0.11% to

the PM2.5, but up to 0.46% on certain days. The highest relative contribution

during the pre-monsoon occurred during some of the lowest PM2.5 concentrations

(86.2 µg m−3), but moderate qBSOA concentrations ( 400 ng m−3). During the

post-monsoon qBSOA contributed on average 0.31 ± 0.19 % to PM2.5, but up to

0.94% on certain days. Total oxidised organic aerosol (OOA) in PM1 was derived

from the HR-AMS measurements during the pre- and post-monsoon campaigns,

with averages of 19.8 ± 13.7 µg m−3 and 48.7 ± 35.4 µg m−3 respectively. qBSOA

contributed on average 2.0 ± 0.9 % and 1.8 ± 1.4 % to the total OOA but up to

a maximum of 4.2 % and 6.6 % during the pre- and post-monsoon, respectively.

This is under the assumption that all OS and NOS species fragment in the ion

source of the HR-AMS lose sulfate and nitrate groups. This is similar to the

contributions made by OSi markers in Beijing to total OOA (2.2 %).[125]

Previous studies (employing aerosol chemical speciation monitors) have re-

ported much higher contributions of total OSi species in the SEUS. On average

total summed iSOA tracers accounted for 9.4 % of measured OA at Look Rock,

downwind of Maryville and Knoxville, but up to a maximum of 28.1 %.[34] This

is much less than measured at a rural site at Yorkville, Georgia with just low-NO

iSOA tracers accounting for between 12-19 % of total OA. [130].
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Sulfate was also measured in the PM1 size range by HR-AMS, with pre- and

post-monsoon mean concentrations of 7.5 ± 1.78 µg m−3 and 5.55 ± 2.68 µg m−3.

To estimate the contribution that qSOA sulfate containing species make to total

sulfate, the quantified mass of sulfate contained within each marker was calculated

based on the fraction of sulfate to each marker molecular mass. For example,

2-MT-OS has an accurate mass of m/z 216.21, meaning the fraction of 2-MT-OS

mass associated with sulfate is ∼ 0.44. During the pre-monsoon campaign the

BSOA sulfate accounted for on average 2.2 % to the total PM1 sulfate, but up

to 4.8 % on certain days. qSOA contributed considerably more to the sulfate in

the post-monsoon campaign, with an average of 6.1 ± 4.5 % with a maximum

of 18.7 %. This finding has implications for the need to consider the sources of

sulfate when calculating aerosol pH. Overall, this highlights that BSOA can make

significant contributions to particulates, even in extremely polluted environments

such as Delhi. It should be noted that this is just a subset of potentially many

more BSOA markers and only focusses on sulfate containing species.

4.5 Conclusion

Isoprene and monoterpene-derived OS and NOS species were quantified during

pre- and post-monsoon periods in the Indian megacity of Delhi. An extensive

dataset of supplementary measurements was obtained alongside the filter samples,

including isoprene and individual monoterpenes. Isoprene and monoterpene con-

centrations were found to be highly influenced by anthropogenic sources, with

strong correlations to anthropogenic tracers at night across both campaigns. Stag-

nant conditions lead to the concentrating of pollutants especially during the

post-monsoon. Extremely high concentrations of NO during the post-monsoon

quenched night-time reactivity, leading to high concentrations of nocturnal VOCs.

Due to the extremely high NO concentrations, predicted NO3 radical concentra-

tions were extremely low at night, with the diurnal variation more in line with

OH radicals during the post-monsoon period.
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OSi markers were observed in higher concentrations during the post-monsoon

(556.6 ± 422.5 ng m−3) compared to the pre-monsoon campaign (237.8 ± 118.4

ng m−3). OSi markers showed a moderate association with inorganic sulfate across

both campaigns. However, concentrations levelled off at high sulfate concentrations

during the post-monsoon which is consistent with organic coatings limiting uptake

of isoprene epoxides. NOSi species showed nocturnal enhancements across both

campaigns, while the highest average concentrations were observed in the morning

samples of the post-monsoon campaign. The high morning concentrations are

likely due to morning oxidation of VOCs via NO3 radicals which are formed

throughout the morning. OSMT and NOSMT markers were observed to have

nocturnal enhancements in concentrations, in-line with their precursors. NOSMT

markers were observed in similar concentrations to those of other megacities.

Overall, the total marker concentrations contributed on average (0.24 ± 0.11 %)

and (0.31 ± 0.19 %) to the total PM2.5 up during the pre- and post-monsoon

campaigns respectively. Considering high OA concentrations were observed across

the two campaigns, the total markers contributed up to a maximum of 4.2 % and

6.6 % across the pre- and post-monsoon respectively. Overall, this work highlights

that even small numbers of isoprene and monoterpene derived SOA markers can

make significant contributions to OA mass even in highly polluted megacities.
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Chapter 5

Overcoming the lack of authentic

standards for the quantification of

biogenic secondary organic

aerosol markers
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5.1 Introduction

PM2.5 (particulate matter less than 2.5 µm in diameter) is considered to be the

most dangerous form of air pollution to human health and is a complex mixture

of different compounds from a range of natural and anthropogenic sources.[1]

Secondary organic aerosol (SOA) makes up a significant portion of PM2.5 [208, 209]

and consists of thousands of individual compounds, comprised of multiple chemical

functionalities from a variety of sources.[1] A key subset of SOA is biogenic SOA

(BSOA), which can be formed during the oxidation of biogenic volatile organic

compounds (BVOCs) emitted from plants.[134, 135, 239, 252, 260, 261] In less

polluted regions BSOA can represent between 23 – 50 % of organic aerosol mass

[33, 34, 123, 191, 215], and has been shown to contribute significantly even in

urban areas [213, 214]. One of the challenges when analysing SOA is the number

of pathways and subsequent products that can be formed, with one precursor

having the potential to create 100’s of different compounds.[106, 179, 221] High

resolution mass spectrometry (HRMS) with electrospray ionisation (ESI) sources

have become an extremely versatile technique for improving our understanding of

complex environmental samples.[58] ESI is a soft ionisation technique allowing for

the molecular identification of thousands of individual species.[180, 338] However a

species ability to be ionised is highly structurally specific [339], meaning the relative

contribution of sample is hard to determine. Many previous studies have used direct

injection techniques, without prior separation by liquid chromatography.[178, 340–

342] Direct injection allows for the identification of 1000’s of different molecular

formulas within one sample. However, due to a lack of isomer identification,

quantification of individual compounds is not possible. Most studies use data

visualisation techniques such as van krevelen and kendrick mass diagrams, and

other chemical metrics such as average O:C and H:C ratios to draw conclusions

about the aerosol composition, ageing and source composition.[177–179, 219, 251,

338, 343, 344]

However, these chemical metrics are based on signal response, not quantified
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concentrations, and as such assume all species ionise with equal efficiency. While

semi-quantitative information can be obtained for samples of similar chemical

speciation, ionisation efficiencies can vastly differ resulting in data bias and

misinterpretation as shown by Pereira et al., 2021 and references therein.[345]

Targeted analysis and quantification using authentic standards overcomes these

issues. However, due to the sheer number of compounds present in SOA and

inherent lack of authentic standards, proxy standards are routinely used where

equivalent analyte ionisation efficiencies are assumed.[125, 191, 250] However,

the use of proxy standards still assumes all species in one functionality group or

retention time have the same ionisation efficiency.

Ideally, all species would have their own authentic standard for quantification,

and recently groups have started to synthesise compounds such as organosulfates

from isoprene and monoterpenes [185, 192, 193, 195], nitrooxy organosulfates from

monoterpenes [194, 337] and organic acids from a range of monoterpenes [190,

346–348]. Kenseth et al., 2020 recently synthesised 6 α-pinene derived carboxylic

and dimer ester species and found large differences between their ESI efficiencies.

The measured relative ionisation efficiencies (RIE) relative to cis-pinonic acid

ranged from 0.46 to 35.65. The large differences in ionisation efficiencies observed

by this study highlight the need to consider these differences in the quantification

of species with similar functionalities and retention time windows. However,

two issues arise with this approach; firstly, the time and expenses to synthesise

different BSOA standards limits the work to larger labs with synthesis facilities,

and secondly the number of BSOA standards that would need to be synthesised

for the hundreds of identified compounds makes this approach impractical.

A species’ ability to ionise in the ESI source, both in the negative and positive

modes, is highly dependent on its functionality and structure as well as the

ionisation conditions.[339, 349, 350] This has led to the development of models

that are capable of predicting how well a compound can ionise based on structural

descriptors or properties relative to a standard compound.[197, 349–351] The

RIE, i.e how well a compound ionises in comparison to a reference compound, is
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calculated as shown in Equation 5.1, where LogRIE(C1,C2) is the log value of the

ratio of the gradients for compounds C1 and C2 across a concentration-response

curve.[197, 349]

logRIE (C1, C2) = log

slope
(
[C1 − H]−1

)
slope

(
[C1 − H]−1

)
 (5.1)

This type of RIE scale has been used to investigate the structural or chemical

features which affect a species’ ability to ionise in the ESI. Early studies focussed on

measured or calculated physical properties such as logP or pKa.[352–356] Recent

studies have focussed on using computationally calculated molecular fingerprints

or structural descriptors to assess and predict a species RIE.[197, 351] Mayhew et

al., 2020 measured RIE’s of 51 carboxylic acids which combined with structural

fingerprints were used to develop a Bayesian ridge regression model. The model

showed R2 and RMSE values in line with comparable studies, without the need

to measure or predict physical properties of compounds. Liigand et al., 2020

recently developed a predictive machine learning model, which can predict the

RIE’s of species relative to benzoic acid based on their structure, both in the

positive and negative ionisation modes across a range of solvent compositions.

Their model used data collected over a decade and contains RIE measurements

of 3139 and 1286 compound-solvent combinations in the positive and negative

modes respectively. Previously, to our knowledge only one study has predicted

RIE factors for BSOA species.[357] Zhang et al., 2015 estimated the RIE’s of a

range of α-pinene derived organic acids based on a linear model developed by

Kruve et al.,2014.[350] The predicted RIE’s ranged from 0.54 – 51.64, with dimer

species such as C16H26O6 having the largest predicted RIE values, in-line with the

observations in Kenseth et al., 2020.

In this study we aim to establish an RIE model and apply it to improving

our ability to reliably quantify biogenic organic acids present in BSOA. RIE

measurements of 89 authentic organic compounds relative to cispinonic acid were
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conducted in negative ionisation mode. These measurements were then coupled to

easily obtained chemical descriptors of molecular structure from ChemDes [358]

as well as pKa and logP values and a random forest model was developed for the

prediction of BSOA RIE factors. Using this model, RIE factors were then predicted

for previously identified BSOA markers which were used to correct concentrations

calculated from a proxy cis-pinonic acid calibration in ambient samples collected

in summertime Beijing. Overall, this study is the first to apply a method for the

prediction of BSOA ESI response factors based on RIE measurements, and as

such provides a basis for future studies to establish more reliable quantification

methods.

5.2 Experimental

5.2.1 Instrument and data analysis

Samples were analysed using an Ultimate 3000 UHPLC (Thermo Scientific, USA)

coupled to a Q Exactive Orbitrap MS (Thermo Fisher Scientific, USA) using

data dependent tandem mass spectrometry (ddMS2) with heated electrospray

ionization source (HESI). The UPLC method uses a reverse phase, 2.6 µm, 100 x

2.1 mm, Accucore column (Thermo Scientific, UK), held at 40 ◦ C. The mobile

phase consisted of water (A) and methanol (B) both Optima grade (Thermo

Fisher Scientific) with 0.1% (v/v) of formic acid (98% purity, Acros Organics).

The injection volume was 4 µL. The solvent gradient was held for one minute at

90:10 H2O:MeOH, then changed linearly to 10:90 over 24 minutes, returning to

90:10 over 2 minutes and then held for 2 minutes, with a flow rate of 300 µl min-1.

The MS was operated in negative mode, using full scan data dependant MS2.

The scan range was set between 50 - 750 m/z, with a mass resolution of 120,000.

The capillary and auxiliary gas temperatures were 320 °C. The number of most

abundant precursors for MS2 fragmentation was set to 10. Data was analysed

using TraceFinder 4.1 General Quan software (Thermo Fisher Scientific) using
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a targeted compound library of both standards and BSOA species, with a mass

accuracy of 3 ppm for marker identification.

5.2.2 Commercially available standards

RIE measurements of 89 authentic standards relative to cis-pinonic acid were

conducted, as shown in Table 5.1. All standards were of high purity (> 95 %) to

reduce the effect of purity on measured RIE values. The standards were prepared

in mixtures, in 50:50 methanol:water, where no compound had the same RT to

reduce matrix effects which would affect the measured RIE. The mixtures were

prepared across a 7-point concentration gradient (5, 2.5, 1, 0.5, 0.25, 0.125, 0.0625

ppm, R2 > 0.95), with 3 replicate measurements per concentration. However, some

compounds reached limit of detection before the lowest concentration. A 9-point

cis-pinonic acid calibration was run alongside the ambient PM2.5 samples which

was used for quantification (R2 >0.99). 35 compounds were common between this

study and that conducted in Mayhew et al., 2020 on the same mass spectrometer

but via direct infusion. The 35 compounds showed a high correlation (R2 = 0.83)

across the two methods, with an average difference in the measured logRIE’s of

0.24 ± 0.42, highlighting the reliability of these measurements. The errors in the

measured logRIE values were small, on average 3.6 % across the 89 standards

based on the standard error of the calibration slopes.

Table 5.1: Measured (logRIEM) and predicted (logRIEP) logRIE values for the
89 standards used for the development of the random forest model. Predicted
logRIE values have an error range of ± 0.59. Alongside their molecular formulas,
retention times (RT) and the dominant functionality.

Compound Formula RT Functionality logRIEM logRIEP

2,6 dimethyl-4-nitrophenol C8H9NO3 12.71 -OH 1.75 0.33

4-nitro-1-naphthol C10H7NO3 14.99 -OH 1.75 1.17

2-methyl-4-nitrophenol C7H7NO3 10.42 -OH 1.72 1.39

Isoborneolacetic acid C13H22O3 14.87 -OOH 1.62 0.81

2-fluro nitrophenol C6H4FNO3 7.16 -OH 1.6 1.22

152



Compound Formula RT Functionality logRIEM logRIEP

3-methyl-4-nitrophenol C7H7NO3 9.3 -OH 1.57 1.43

Sebacic acid C10H18O4 13.14 -OOH 1.46 1.15

4-nitrocatechol C6H5NO4 4.76 -OH 1.36 1.03

4-nitrobenzene-1,3-diol C6H5NO4 6.73 -OH 1.34 0.31

Azelaic acid C9H16O4 10.51 -OH 1.33 1.25

2-methyl-5-nitrophenol C7H7NO3 11 -OH 1.33 1.34

2-methyl-3-nitrophenol C7H7NO3 9.77 -OH 1.31 1.08

2,4-dinitrophenol C6H4N2O5 7.42 -OH 1.3 0.4

Suberic acid C8H14O4 7.56 -OH 1.29 0.94

4-hydroxybenzaldehyde C7H6O2 4.2 -CHO/-OH 1.26 0.39

3-nitrophenol C6H5NO3 9.89 -OH 1.23 1.12

4-methyl-3-nitrophenol C7H7NO3 9.89 -OH 1.23 1.34

Camphoric acid C10H16O4 9.04 -OOH 1.2 0.9

2-Hydroxyhexanoic acid C6H12O3 5.68 -OOH 1.14 0.32

3,3-dimethyl glutaric acid C9H16O4 4.43 -OOH 1.13 0.65

p-coumaric acid C9H8O3 6.4 -OOH 1.13 0.8

2,3-napthalenedicarboxylic

acid

C12H6O3 10.68 -CO 1.03 0.75

2-hydroxy-3-methylbutyric

acid

C5H10O3 2.39 -OOH 1.01 -0.07

Pimelic acid C7H12O4 4.63 -OOH 0.92 0.8

Isophthalic acid C8H6O4 6.24 -OOH 0.92 0.62

Citraconic acid C5H6O4 1.17 -OOH 0.91 0.34

2,5-dihyroxybenzoic acid C7H6O4 2.91 -OOH 0.91 0.42

2-Methoxy-4-nitrophenol C7H7NO4 7.61 -OH 0.91 0.19

Cholic acid C24H40O5 20.4 -OOH 0.91 0.88

Diphenolic acid C17H18O4 11.52 -OOH 0.87 0.91

1,2,4-Butanetricarboxylic acid C7H10O6 1.23 -OOH 0.8 0.45

3,4-Dihydroxy benzoic acid C7H6O4 1.82 -OOH 0.77 0.58

Sinapic acid C11H12O5 7.85 -OOH 0.76 0.52

Adipic acid C6H10O4 2.33 -OOH 0.75 0.69

Levulinic acid C5H8O3 1.22 -OOH 0.72 -0.58

Hippuric acid C9H9NO3 3.57 -OOH 0.63 0.82

3-methyl adipic acid C7H12O4 4.54 -OOH 0.62 0.8
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Compound Formula RT Functionality logRIEM logRIEP

Succinic acid C4H6O4 0.97 -OOH 0.6 0.5

3-nitrobenzoic acid C7H5NO4 7.53 -OOH 0.59 0.79

1,4-cyclohexanedicarboxylic

acid

C8H12O4 5.83 -OOH 0.58 0.88

Glutaric acid C5H8O4 1.31 -OOH 0.57 0.75

4-methyl-catechol C7H8O2 4.65 -OH 0.56 0.44

4-hydroxy benzoic acid C7H6O3 3.38 -OOH 0.5 0.62

2-Methylsuccinic acid C5H8O4 1.76 -OOH 0.49 0.55

3-hydroxy benzoic acid C7H6O3 4.42 -OOH 0.41 0.42

Itaconic acid C5H6O4 1.48 -OOH 0.39 0.55

Malic acid C4H6O5 0.72 -OOH 0.3 -0.2

Citric acid C6H8O7 0.93 -OOH 0.28 0.45

Mandelic acid C8H8O3 3.33 -OOH 0.27 0.55

Maleic acid C4H4O4 0.75 -OOH 0.26 0.47

trans,trans,1,3-butadiene-1,4-

dicarboxylic acid

C6H6O4 2.11 -OOH 0.19 0.63

DL-tartaric acid C4H6O6 0.72 -OOH 0.15 -0.25

Shikimic acid C7H10O5 0.74 -OOH 0.1 0.29

O-toluic acid C8H8O2 10.74 -OOH 0.1 -0.62

Vanillin C8H8O3 5.55 -CHO/-OH 0.09 0.05

4-nitrocinnamic acid C9H7NO4 10.97 -OOH 0.03 0

Nonanoic acid C9H18O2 19.46 -OOH -0.11 -0.32

Dodecanoic acid C12H24O2 23.62 -OOH -0.14 -0.51

Benzoic acid C7H6O2 7.93 -OOH -0.19 -0.7

Methylmalonic acid C4H6O4 1.05 -OOH -0.21 -0.89

Vallinic acid C8H8O4 4.34 -OOH -0.25 1.02

2-nitro-1-naphthol C10H7NO3 18.83 -OH -0.34 -0.48

m-toluic acid C8H8O2 11.42 -OOH -0.38 -0.47

2-nitroresorcinol C6H5NO4 5.41 -OH -0.4 -0.49

Valeric acid C5H10O2 2.31 -OOH -0.46 -1.1

p-toluic acid C8H8O2 11.45 -OOH -0.47 -0.95

2-nitrobenzoic acid C7H5NO4 2.94 -OOH -0.49 0.15

2-nitrophenol C6H5NO3 10.84 -OH -0.54 -0.6

pyruvic acid C3H4O3 0.78 -OOH -0.57 -1.6
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Compound Formula RT Functionality logRIEM logRIEP

4-methoxy-benzoic acid C8H8O3 9.09 -OOH -0.57 -0.02

5-methyl-2-nitrophenol C7H7NO3 12.92 -OH -0.59 -0.01

DL-isoleucine C6H13NO2 0.99 -OOH -0.64 -0.49

Trans-cinnamic acid C9H8O2 11.76 -OOH -0.67 -0.5

Malonic acid C3H4O4 0.76 -OOH -0.7 -0.54

4-methyl-2-nitrophenol C7H7NO3 12.86 -OH -0.75 0.03

2-methyl-6-nitrophenol C7H7NO3 14.54 -OH -0.75 -0.58

4-methoxy-2-nitrophenol C7H7NO4 11.75 -OH -0.76 -0.47

4-Phenylbutyric acid C10H12O2 13.37 -OOH -0.77 -0.65

Acetoxyacetic acid C4H6O4 1.17 -OOH -0.78 -0.05

Ketopinic acid C10H14O3 8.66 -OOH -0.85 -0.38

3,4-di-methyl-benzoic acid C9H10O2 14.14 -OOH -1.03 -0.67

Furoic acid C5H4O3 3.21 -OOH -1.23 -0.93

4-hydroxycinnamic acid C9H8O3 6.38 -OOH -1.29 -0.48

Aconitic acid C6H6O6 1 -OOH -1.39 0.49

Crotonic acid C4H6O2 1.05 -OOH -1.76 -1.92

Sorbic acid C6H8O2 7.88 -OOH -1.8 -0.96

Phenyl acetic acid C8H8O2 4.96 -OOH -2.09 -0.7

Butyric acid C4H8O2 3.16 -OOH -2.34 -1.33

3,3-dimethyl acrylic acid C5H8O2 5.04 -OOH -2.84 -1.38

5.2.3 Chamber samples

To identify the retention time of BSOA tracers from specific precursors, BSOA

was generated from α-pinene, limonene and β-caryophyllene using an aerosol flow

reactor as outlined in Table 1 of Pereira et al., 2019.[359] The generated BSOA

was collected using an electrical low-pressure impactor onto foil-lined impactor

plates and dissolved in 50:50 methanol: water (optima, LC-MS grade, Fisher

Scientific, UK). Individual α-pinene markers were isolated and collected based on

their retention times from generated BSOA mass using a HPLC- ion-trap mass

spectrometer coupled to an automated fraction collector, using the method in

Finessi et al., 2014.[360]
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5.2.4 Ambient Samples: collection and extraction

Ambient PM2.5 samples were collected in summer 2017 (24/05/2017 – 30/05/2017)

at the Institute of Atmospheric Physics (IAP) in Beijing, China. This sampling

was part of the Sources and Emissions of Air Pollutants in Beijing (AIRPOLL-

Beijing) project, as part of the wider Atmospheric Pollution and Human Health in

a Chinese Megacity (APHH-Beijing) programme.[220] The samples were collected

using a HiVol sampler at a flow rate of 1.33 m3 min-1. The samples were then

stored at -20 °C before use. A 38.44 cm2 cutting was taken from the filter and

cut into roughly 1 cm2 pieces. 8 mL of MeOH (Optima LC-MS grade) was then

added to the filter pieces and sonicated for 45 mins under ice. The extract was

then removed and filtered through a 0.22 µm syringe filter (Millipore) into a

new vial. 2 mL (2 * 1mL) of MeOH was then added to the filter pieces and

extracted through the 0.22 µm filter and combined with the rest of the extract.

The combined extract was then reduced to dryness using a solvent evaporator,

before being reconstituted in 50: 50 MeOH:H2O. Triplicate recovery tests showed

an almost complete recovery of cis-pinonic acid (99 ± 15.6 %) from the filter.

5.3 Results and Discussion

5.3.1 Development of a RIE predictive model

Authentic standards were analysed for model development alongside cis-pinonic

acid within mixtures for RIE calculation and to allow correction for inter-day

variability in instrument sensitivity. All standards contained a carboxylic acid

or alcohol functional group but spanned a wide range of structures and other

functionalities. The species eluted across a wide range of retention times, from

highly polar species such as malic acid eluting within the first minute, to non-polar

species such as dodecanoic acid eluting at the end of the elution gradient. The

gradient of calibration curves of the 89 standards were determined using linear

regression. The calculated logRIE values of the species, given in Table 5.1 ranged
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from -2.84 to 1.75, covering four orders of magnitude.

Several basic parameters were correlated toward the measured logRIE including

mass, RT, number of carbon and oxygen atoms as well as the O:C and H:C ratios,

however no correlation was observed. On average, the lowest RIE values were

observed for species eluting before 6 minutes, and after 15 minutes, with the

highest eluting between 9 and 12 minutes. Matrix effects were investigated using

the same method as in Bryant et al., 2021 using cis-pinonic acid to determine if

signal suppression was occurring due to the highly complex nature of the samples.

However, no significant matrix effect was observed for cis-pinonic acid, but further

work is required for a range of different acid species. These measured logRIE values

were then combined with over 3000 predicted chemical structural descriptors from

ChemDes from Chemopy, CDK, RDKit, Pybel and PaDEL packages.[358]

Several data cleaning steps were undertaken before model development. Firstly,

non-numeric descriptors and descriptors containing only one value were removed

resulting in 1766 descriptors. Finally, descriptors with a pairwise correlation

greater than R2 = 0.8 were removed, in-line with previous studies [197] resulting

in 224 descriptors using the "findCorrelation" function from the Caret R package

[361]. The remaining descriptors were then correlated to the logRIE values of the

standards, and those with an R greater than 0.3 were selected (Table 5.2). Two

descriptors were removed (“fr_nitro_arom_nonortho” and “fr_phenol”), due to

their lack of applicability to functionalities of the BSOA. pKa and logP were

also predicted using ChemDraw Prime 18.1 software, based on previous studies

highlighting their importance to the ionisation efficiencies of compounds. The pKa

showed a moderate R correlation of 0.32 towards logRIE, but limited correlations

were observed for logP (R < 0.1), however a more accurate model was obtained

with the inclusion of logP. The predicted pKa and logP values were combined with

the remaining descriptors, giving 18 descriptors for model development. Several

predictive models were developed using the Caret R package including random

forest, Bayesian ridge regression and linear regression, with regularised random

forest (RRF) being the best performing based on the lowest RMSE. The number
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of trees used in the random forest was optimised to 100 trees, and mtry (the

number of variables available for splitting at each tree node) was optimised to 10.

Due to the small dataset size, leave one out cross validation (LOOCV) was

used to test the predictive capabilities of the model . LOOCV uses each compound

in the data set once as a test set, with the other n-1 compounds as the training

set. Figure 5.1 shows the correlation between the measured and predicted logRIE

values for the 89 readily available standards. The optimised model shows similar

accuracy and linearity to previous studies [197, 349–351, 362, 363], with an R2 of

0.66 and RMSE of 0.59. The RMSE error means that if compound A is predicted

to have an RIE 10 times higher (logRIE = 1) than cis-pinonic acid (logRIE = 0),

the actual RIE would be in the range 2.6 – 38.9 (logRIE = 1.0 ± 0.59). Overall,

the model performed similarly to previous studies, although performed poorly for

compounds with logRIE’s less than -1, as seen previously likely due to the lack of

observations.[197, 351] Further work is needed to increase the RIE measurements

for more accurate model development.

Liigand et al., 2020 has extensively developed this machine learning quantit-

ative ESI-LC-MS approach, using to date, the largest compiled dataset of RIE

measurements. This is a complex dataset, spanning an array of different solvent

compositions, ionisation modes and instruments, for compound quantification.

The model presented here is the first to predict BSOA RIE factors based off RIE

measurements of authentic standards. The model was built for the purpose of

quantifying BSOA compounds in a set solvent mixture, and only on one instru-

ment, meaning the dataset could be less complex. This study therefore highlights

a method for quantification of SOA species without authentic standards, without

the need of large datasets which take a long time to accumulate, using commer-

cially available, low-cost standards. This method also negates the need to perform

numerous standard calibrations for component quantification, leading to faster

throughput of samples. However, more authentic BSOA standards are needed

to further develop the model and compared predicted and measured RIE values.

Furthermore, Liigand et al., 2020 shows that these models can be transferred
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Table 5.2: Contains descriptors obtained from Chemdes which had a R correlation
greater than 0.3 to the logRIE values of the standards in Table 5.1. Package from
which the descriptor as obtained and the description of the descriptor.

Descriptor R Package Description

ATSm5 0.46 Chemopy Broto-Moreau autocorrelation of a topological
structure-lag5/weighted by atomic masses

ZMIC5 0.43 PaDEL Z-modified information content index
(neighbourhood symmetry of 5-order)

EstateVSA1 0.43 Chemopy MOE-type descriptors using Estate indices and
surface area contributions

SpMAD_Dzp 0.42 PaDEL Spectral mean absolute deviation from Barysz
matrix / weighted by polarizabilities

PEOE_VSA13 0.41 RDKit MOE Charge VSA Descriptor 13 (0.25 ≤ x <
0.30)

AATS6s 0.39 PaDEL averaged moreau-broto autocorrelation of lag 6
weighted by intrinsic state

AATS7i 0.37 PaDEL Average Broto-Moreau autocorrelation - lag 7 /
weighted by first ionization potential

MLFER_A 0.37 PaDEL Overall or summation solute hydrogen bond
acidity

MATS1p 0.37 PaDEL moran coefficient of lag 1 weighted by
polarizability

AATS6e 0.36 PaDEL Average Broto-Moreau autocorrelation - lag 6 /
weighted by Sanderson electronegativities

MLFER_S 0.36 PaDEL combined dipolarity/polarizability
JGI4 0.35 PaDEL Mean topological charge index of order 4
EState_VSA10 0.35 RDKit MOE-type descriptors using EState indices and

surface area contributions
MATSm6 0.33 Chemopy Moran autocorrelation-lag6/weighted by atomic

masses
AATS6v 0.31 PaDEL Average Broto-Moreau autocorrelation - lag 6 /

weighted by van der Waals volumes
PEOE_VSA2 0.31 RDKit MOE Charge VSA Descriptor 2 (-0.30 ≤ x <

-0.25)
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between instruments, while each instrument and method would produce a specific

RIE value for a compound, specific compounds have been shown to be effective

at moving the model across instruments. This suggests an aerosol community

model could be developed but more work is needed. An open-source database

which has now been developed by the Kruve group allows for large amounts of

RIE measurements to be compiled across instruments and laboratories.[339] This

would allow for a generalised RIE model to be produced for standardised RIE

factors of SOA species based on a set of defined authentic standards. Further work

is needed to implement a generalised SOA RIE model for the aerosol community.

Figure 5.1: Comparison between measured logRIE and predicted logRIE produced
by a linear model. The solid black line is 1:1 i.e would represent perfect predictions
of the measured values. The blue dotted lines represent 2 x RMSE from the 1:1
line. The grey vertical lines represent predicted logRIE ± RMSE.
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5.3.2 Predicted BSOA RIE factors

Several previous studies have investigated the formation of organic acids derived

from α-pinene, limonene and β-caryophyllene.[190, 260, 357, 364–366] Table 5.3

contains the SMILES formulas of 87 organic acid structures across 60 unique mo-

lecular formulae previously proposed in these studies. One of the main challenges

of the quantification approach used in this study is the need for structure elucid-

ation. Where multiple isomeric species are present, tandem mass spectrometry

data is essential to elucidate chemical structure although similar precursor spectra

may still be obtained. The chemical descriptors for these structures were obtained

from chemDes and using the optimised model described previously and the logRIE

values were predicted. The predicted RIE’s ranged from 0.27 to 13.5, with an

average of (4.2 ± 3.9) (mean ± SD). These values are of similar magnitude to

those measured by Kenseth et al., 2020 and proposed by Wang et al., 2015. The

α-pinene and β-caryophyllene markers had similar average RIE values of (5.2 ±

4.0) and (5.6 ± 4.5) respectively, while limonene markers had an average of (2.4

± 2.3).

It should be noted that multiple isomers are likely for most of the markers,

however only selected isomers which had previously proposed structures were used

in this study. For example, 10 isomeric structures of Lim_199 (C10H16O4) were

proposed by Hammes et al., 2019. The average RIE of these 10 structures was

(1.4 ± 1.7), with a range of 0.49 - 4.80, highlighting the importance of structure

confirmation for quantification. The highest predicted RIE for the α-pinene

markers was 12.7 for Pinene_353a (C19H30O6) and, Pinene_353b (C20H34O5),

both of which are dimer species. This is in-line with high RIE values measured

via authentic standards of 35.6 and 21.1 for Pinene 353a and 353b respectively by

Kenseth et al., 2020. Measured and predicted RIE values were not expected to be

the same due to the method specific nature of the values as discussed earlier, but

the RIE values are in-line with one another.

The species in Table 5.3 were then targeted in the SOA samples generated from
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α-pinene, limonene and β-caryophyllene precursors. The majority of the α-pinene

marker structures were confirmed via comparison to either authentic standards

[359] or matching product ion mass spectra with previous studies.[190, 357]

Comparatively less MS2 data was available for the limonene markers, with far more

isomers identified and structures proposed. Several markers were authenticated via

matching MS2 peaks to Witkowski et al., 2019. For the β-caryophyllene markers,

only one species (β-caryophyllinic acid) was authenticated via MS2. Several of the

β-caryophyllene markers identified in the chamber samples only had one previously

proposed structure, as such markers with only one isomer were assumed to be

the same structure. 25 markers were added into a targeted database containing

accurate masses and retention times for targeted identification in the ambient

samples.

Table 5.3: Compound tag and reference predicted RIE factors and SMILE formulas
for the structures of the previously proposed BSOA markers. Based on the RMSE
uncertainty of 0.59, the predicted RIE values have an uncertainty range, as shown
by the minimum and maximum RIE values. *Markers that have been structurally
confirmed by comparison to an authentic standard or MS2 data in the BSOA
chamber samples.

TAG MF RIE SMILE REF

*Pinene_169 C9H14O3 0.33 (0.09–1.29) CC1(C)C(CC=O)CC1C(O)=O [357]

*Pinene_171a C8H12O4 0.58 (0.15–2.27) CC1(C)C(C(C)=O)CC1C(O)=O [357]

*Pinene_171b C8H12O4 2.24 (0.57–8.7) CC1(OC(CC1CC(O)=O)=O)C [357]

*Pinene_185a C9H14O4 7.27 (1.87–28.26) CC1(C)C(C(O)=O)CC1CC(O)=O [357]

Pinene_185b C10H18O3 12.06 (3.1–46.92) CC1(C)C(C(C)O)CC1CC(O)=O [190]

Pinene_189 C8H14O5 3.41 (0.88–13.27) CC(O)(C(CC(O)=O)CC(O)=O)C [357]

*Pinene_197 C10H14O4 0.61 (0.16–2.38) CC1(C)C(C(C=O)=O)CC1CC(O)=O [357]

*Pinene_199a C10H16O4 5.69 (1.46–22.13) CC1(C)C(C(CO)=O)CC1CC(O)=O [357]

*Pinene_199b C10H16O4 5.24 (1.35–20.38) CC1(C(CC1CC(O)=O)C(C)=O)CO [357]

*Pinene_213 C10H14O5 4.06 (1.04–15.8) OC(C(C1CC(CC(O)=O)C1(C)C)=O)=O [357]

Pinene_231 C10H16O6 4.77 (1.23–18.57) CC(OC(C)(C(CC(O)=O)CC(O)=O)C)=O [357]

Pinene_309 C17H26O5 0.74 (0.19–2.88) OC(C1CC(CC(OC2CC(CC=O)C2(C)C)=O)C

1(C)C)=O

[357]

Pinene_313 C16H26O6 5.82 (1.5–22.66) OC (C1CC (CC(OC C(C(C)(O)C)C C=O) =O)C

1(C)C)=O

[357]

Pinene_325 C17H26O6 9.67 (2.49–37.64) OC(C1CC(CC(OCC2CC(C(O)=O)C2(C)C)=O)C

1(C)C)=O

[357]
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TAG MF RIE SMILE REF

Pinene_343a C16H24O8 5.21 (1.34–20.28) CC(OC1=O)(C(CC(OC(C)(C(CC(O)=O)CC(O)=

O)C)=O)C1)C

[357]

Pinene_343b C16H24O8 5.19 (1.33–20.2) O = C(C 1 C C (C C (O C (C)(C(C(O) = O) C C(O) =

O)C)=O)C1(C)C)O

[190]

Pinene_351 C20H32O5 0.79 (0.2–3.09) CC(C1CC(CC(OC(C2CC(CC(O)=O)C2(C)C)C)=

O)C1(C)C)=O

[190]

Pinene_353a C19H30O6 12.69 (3.26–49.36) OC(C1CC(CC(OC(C2CC(CC(O)=O)C2(C)C)C)=

O)C1(C)C)=O

[190]

Pinene_353b C20H34O5 12.72 (3.27–49.51) C C (O) C 1 C C(C C (O C (C 2 C C (C C (O) = O) C

2(C)C)C)=O)C1(C)C

[190]

Pinene_357 C17H26O8 1.72 (0.44–6.7) OC(CC(CC(O)=O)C(C)(OC(C1CC(CC(O)=O)C

1(C)C)=O)C)=O

[357]

*Pinene_367 C19H28O7 8.58 (2.21–33.39) OC(C1CC(CC(OCC(C2CC(CC(O)=O)C2(C)C)=

O)=O)C1(C)C)=O

[357]

Bcary_171a C8H12O4 4.56 (1.17–17.74) CC1(C)CC(C(O)=O)C1C(O)=O [366]

*Bcary_171b C9H16O3 7.09 (1.82–27.59) CC1(C)CC(C(O)=O)C1CCO [366]

Bcary_183a C10H16O3 0.44 (0.11–1.72) CC1(C)CC(C(O)=O)C1CCC=O [366]

Bcary_183b C10H16O3 7.2 (1.85–28.02) CC1(C)CC(C(CC(O)=O)=C)C1O [366]

Bcary_185 C9H14O4 6.59 (1.69–25.63) CC1(C)CC(C(O)=O)C1CC(O)=O [366]

*Bcary_197 C11H18O3 0.54 (0.14–2.11) CC1(C)CC(C(O)=O)C1CCC(C)=O [366]

Bcary_199 C10H16O4 11.09 (2.85–43.13) CC1(C(CCC(O)=O)C(C(O)=O)C1)C [366]

Bcary_225 C12H18O4 11.44 (2.94–44.51) CC1(C)CC(C(C(O)=O)=C)C1CCC(O)=O [366]

*Bcary_237 C14H22O3 0.45 (0.12–1.75) CC1(C)CC(C(CCC=O)=C)C1CCC(O)=O [366]

*Bcary_241 C13H22O4 6.51 (1.67–25.34) CC1(C)CC(C(CCO)=C)C1C(O)CC(O)=O [366]

Bcary_251a C14H20O4 0.67 (0.17–2.63) CC1(C)CC2C1C=C(C(C)=O)OC2CCC(O)=O [260]

*Bcary_251b C15H24O5 0.6 (0.15–2.32) CC1(C)CC(C(CCC(O)=O)=C)C1CCC(C)=O [366]

Bcary_253a C14H22O4 0.74 (0.19–2.86) CC1(C)CC(C(CCC(O)=O)=O)C1CCC(C)=O [366]

*Bcary_253b C14H22O4 13.54 (3.48–52.69) CC1(C)CC(C(CCC(O)=O)=C)C1CCC(O)=O [366]

*Bcary_255a C13H20O5 9.08 (2.33–35.31) CC1(C)CC(C(CCC(O)=O)=O)C1CCC(O)=O [366]

Bcary_255b C14H24O4 10.12 (2.6–39.38) CC1(C)CC(C(CC(O)=O)=C)C1CCC(O)(O)C [260]

Bcary_265 C15H22O4 0.77 (0.2–3) CC1(C)CC(C(CCC(O)=O)=C)C1CCC(C=O)=O [260]

Bcary_267a C14H20O5 0.75 (0.19–2.93) CC1(C)CC(C(CCC(O)=O)=O)C1CCC(C=O)=O [260]

Bcary_267b C15H24O4 0.72 (0.18–2.79) CC1(CC(C1C(O)CC(C)=O)C(CCC(O)=O)=C)C [366]

Bcary_267c C15H24O4 11.36 (2.92–44.18) CC1(C)CC(C(CCC(O)=O)=C)C1CCC(CO)=O [366]

Bcary_269a C14H22O5 5.71 (1.47–22.22) CC1(C)CC(C(CCC(O)=O)=O)C1CCC(CO)=O [260]

Bcary_269b C15H26O4 10.68 (2.74–41.54) CC1(C)CC(C(CCC(O)=O)=C)C1CCC(O)(O)C [260]

Bcary_271a C14H24O5 8.83 (2.27–34.36) CC1(C)CC(C(CCC(O)=O)=O)C1CCC(O)(O)C [260]

Bcary_271b C14H24O5 5.43 (1.4–21.14) CC1(C)CC(C(CCC(O)=O)=O)C1C(O)CC(O)=O [366]

Bcary_271c C14H24O5 0.64 (0.16–2.49) CC1(C)CC(C(CCC(O)=O)=O)C1CCC(OO)=O [366]

Bcary_283 C15H24O5 11.83 (3.04–46.04) CC1(C)CC(C(CCC(O)=O)=C)C1CCC(C(O)O)=O [260]

Bcary_285a C14H22O6 0.85 (0.22–3.31) CC1(CC(C1CCC(CO)=O)C(C(O)CC(O)=O)=O)C [260]

Bcary_285b C15H26O5 10.44 (2.68–40.62) CC1(CC(C1CCC(O)(O)CO)C(CCC(O)=O)=C)C [260]

Bcary_287a C14H24O6 8.4 (2.16–32.67) CC1(C)CC(C(CCC(OO)O)=C)C1C(O)CC(O)=O [366]
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TAG MF RIE SMILE REF

Bcary_287b C14H24O6 0.86 (0.22–3.36) CC1(CC(C1C(CC(OC)=O)O)C(C(O)CCO)=O)C [366]

Lim_157a C7H10O4 0.63 (0.16–2.43) CC(CC(CCC(O)=O)=O)=O [364]

Lim_157b C7H10O4 2.64 (0.68–10.25) O=CCC(CC(O)=O)C(C)=O [364]

Lim_157c C7H10O4 1.59 (0.41–6.18) O=CC(C(C)=O)CCC(O)=O [364]

Lim_157d C7H10O4 0.69 (0.18–2.69) CC(CCC(CC(O)=O)=O)=O [364]

Lim_171a C8H12O4 1.58 (0.41–6.16) OC(CCC(C(C)=O)CC=O)=O [364]

Lim_171b C8H12O4 2.91 (0.75–11.33) OC(C(CC(CO)C(C)=C)=O)=O [364]

*Lim_173a C7H10O5 5 (1.28–19.44) OC(CCC(CCC(O)=O)=O)=O [364]

Lim_173b C7H10O5 3.21 (0.82–12.48) OC(CC(C(C)=O)CC(O)=O)=O [364]

Lim_173c C7H10O5 1.37 (0.35–5.32) OC(C(CC(CO)C(C)=O)=O)=O [364]

*Lim_183 C10H16O3 0.27 (0.07–1.04) CC(CCC(C(C)=C)CC(O)=O)=O [365]

*Lim_185a C9H14O4 0.69 (0.18–2.68) CC(CCC(CC(O)=O)C(C)=O)=O [365]

*Lim_185b C9H14O4 6.33 (1.63–24.63) OC(CCC(C(C)=C)CC(O)=O)=O [365]

*Lim_187a C8H12O5 5.11 (1.31–19.87) OC(CCC(C(C)=O)CC(O)=O)=O [365]

*Lim_187b C8H12O5 1.2 (0.31–4.69) CC(C(CC(C(C)=O)C(O)=O)O)=O [365]

*Lim_187c C8H12O5 0.71 (0.18–2.76) OCCC(CC(C(O)=O)CC=O)=O [365]

Lim_189 C7H10O6 5.29 (1.36–20.59) OC(CC(CCC(O)=O)C(O)=O)=O [364]

Lim_199a C10H16O4 0.68 (0.18–2.66) CC(CCC(C(CO)=C)C(C=O)O)=O [364]

Lim_199b C10H16O4 0.64 (0.16–2.48) CC(C(O)CC(C(C=O)O)C(C)=C)=O [364]

Lim_199c C10H16O4 0.62 (0.16–2.39) OCC(CC(C(C(C)=C)CC=O)O)=O [364]

Lim_199d C10H16O4 0.64 (0.16–2.48) CC(C(CC(C(O)C=O)C(C)=C)O)=O [364]

Lim_199e C10H16O4 4.56 (1.17–17.75) OCC(CCC(CC(O)=O)C(C)=C)=O [364]

Lim_199f C10H16O4 0.68 (0.18–2.66) CC(CCC(C(CO)=C)C(O)C=O)=O [364]

Lim_199g C10H16O4 0.64 (0.16–2.48) CC(C(O)CC(C(C=O)O)C(C)=C)=O [364]

Lim_199h C10H16O4 0.62 (0.16–2.39) OCC(CC(C(C(C)=C)CC=O)O)=O [364]

Lim_199i C10H16O4 0.64 (0.16–2.48) CC(C(CC(C(O)C=O)C(C)=C)O)=O [364]

Lim_199j C10H16O4 3.35 (0.86–13.03) CC(CCC(C(C)=C)C(O)C(O)=O)=O [364]

Lim_201a C9H14O5 2.12 (0.54–8.23) CC(C(CC(CC(O)=O)C(C)=O)O)=O [364]

Lim_201b C9H14O5 2.5 (0.64–9.74) OCC(CCC(CC(O)=O)C(C)=O)=O [364]

Lim_201c C9H14O5 0.84 (0.21–3.25) OOC(CC(C(C)=C)CCC(O)=O)=O [364]

*Lim_203 C8H12O6 5.31 (1.37–20.67) OC(CC(CCCC(O)=O)C(O)=O)=O [364]

Lim_213 C10H14O5 4.64 (1.19–18.05) OC(CC/C(C)=C(CC(O)=O)/C(C)=O)=O [364]

Lim_215 C10H16O5 0.48 (0.12–1.85) CC(CCC(C(C)=C)C(C(O)=O)OO)=O [364]

*Lim_339a C18H28O6 0.67 (0.17–2.6) CC(CCC(C(OC(CC(CCC(C)=O)C(C)=O)=O)O)C

(C)=C)=O

[364]

Lim_339b C18H28O6 0.73 (0.19–2.86) O=CC(C(C)=C)CCC(CC(C)(CCC(CC(O)=O)C

(C)=O)O)=O

[364]

Lim_367a C19H28O7 8.41 (2.16–32.71) OC(CCC(CC(OCC(CCC(CC(O)=O)C(C)=C)=O)=

C)C(C)=C)=O

[365]

Lim_367b C19H28O7 7.7 (1.98–29.95) CC(C(CCC(OCC(CCC(CC(O)=O)C(C)=C)=O)=

O)CC(O)=O)=C

[365]
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5.3.3 Quantification of BSOA in summertime Beijing

To investigate the impact of using these RIE factors on the quantification of

BSOA markers in the real atmosphere, 26 markers including cis-pinonic acid

were targeted in 25 ambient PM2.5 filter extracts collected in summertime Beijing,

China in 2017 as part of the APHH campaign (see Shi et al., 2019 for more details).

Of the 26 targeted markers, 18 were identified in at least one of the samples, while

only 9 were identified in more than 40 % of the samples, and these will be used for

further analysis. The markers were then quantified using a 9-point cis-pinonic acid

calibration (R2 >0.99), with the time averaged concentrations shown in Table 5.4.

The total average concentration of the markers was 146 ng m−3, with cis-pinonic

acid contributing on average 6 % of the mass. Using this method, Lim_173 had

the highest predicted concentration, with a mean concentration of 71.8 ng m−3,

contributing 49 % of the mass. The marker concentrations were then corrected

using the predicted RIE factors as shown in Figure 5.2.

The total marker concentration decreased to 51 ng m−3, a factor of 3 decrease

compared to the quantification via cis-pinonic acid. The ionisation efficiency of

cis-pinonic acid is low compared to many of the other BSOA compounds, most

likely as a result of it having a single carboxylic acid and a carbonyl functionality.

This highlights that using cis-pinonic acid as a proxy for quantification can

lead to significant overestimations in marker concentrations. Using the RIE

method, Lim_173 was still the most abundant marker, but only contributed

28.2 % (compared to 49 %) to the mass, while the contribution from cis-pinonic

acid increased to 17.4 % from 6 %. This change in contributions could have

important implications on conclusions from chamber and ambient studies. For

example, Thomsen et al., 2021 identified and quantified organic acids formed from

the oxidation of δ3-carene and α-pinene using proxy standards of cis-pinic acid,

cis-pinonic acid and diaterpenylic acid acetate. They found large contributions

of caric acid from δ3-carene oxidation and large contributions of dimer species

from α-pinene oxidation. These large contributions however could be due to the
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Figure 5.2: Concentration comparison for the 9 BSOA species identified in the
ambient samples, quantified by cis-pinonic acid, and then “corrected” using the
predicted RIE factors. The concentration of cis-pinonic acid stayed the same due
to having an RIE factor of 1 (logRIE = 0).

differing ionisation efficiencies of the markers and comparatively lower ionisation

efficiencies of the proxy standards.

To investigate the use of generalised RIE factors for quantification, the con-

centrations were corrected using the average RIE predicted (4.2 ± 3.9) from all

89 structures previously identified in Table 5.3 and the precursor specific average

RIE’s discussed in the previous section. Using the total RIE factor the total time

averaged concentration decreased to 34.8 ng m−3 (from 145 ng m−3), compared to

43.4 ng m−3 for the marker specific RIE correction. By using the precursor specific

RIE averages, the total concentration decreased to 61.0 ng m−3. Although these
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Table 5.4: Comparison between marker concentrations quantified by a standard
cis-pinonic acid calibration (PA) and corrected by the predicted RIE factors in
Table 5.3.

Conc. (ng m−3)
Tag MF PA RIE
Lim_173a C7H10O5 71.9 14.4
Lim_187a C8H12O5 39.8 7.8
Pinene_185a C9H14O4 10.4 1.4
Pinene_183 C10H16O3 8.9 8.8
Bcary_253b C14H22O4 5.4 0.4
Bcary_197 C11H18O3 3.2 5.9
Lim_183 C10H16O3 2.3 8.4
Pinene_171a C8H12O4 2.1 3.6
Bcary_255a C13H20O5 2.0 0.2
Total 146.0 51.0

differences are small in terms of mass change and within error of one another, this

is only for 9 markers, where most non-targeted high resolution mass spectrometry

aerosol studies identify thousands of unique molecular formulae.

High resolution MS studies of aerosol composition generally employ mass

spectral data evaluation methods such as Van Krevelen diagrams, double bond

equivalents, average oxidation states and average molecular formulas based on the

number of detected molecular formulae.[177, 179, 180, 182] For example, Kundu et

al., 2012 investigated the relative abundance of compounds with different O:C and

H:C ratios and found a high abundance of high molecular weight functionalised

aliphatic compounds. These relative abundances when corrected for by RIE factors

could be drastically different to that proposed using the raw signal.

To investigate the effect of RIE factors on these evaluation methods, the

hydrogen to carbon (H:C) and oxygen to carbon (O:C) ratios, DBE and aver-

age molecular formulas were standardised by number, proxy concentration (i.e.

proportional to peak area) and RIE corrected concentrations as summarised in

Table 5.5. First, the average O:C and H:C ratios were calculated for the 9 markers.

O:C was calculated to be 0.43 based on the number of markers but increased to
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Table 5.5: Comparison of average aerosol metrics weighted by the number of
markers, cis-pinonic acid calibration derived concentrations and RIE corrected
concentrations.

Calibrations
Metric Number cis-Pinonic acid RIE
O:C 0.43 0.61 0.48
H:C 1.55 1.48 1.53
DBE 3.22 3.05 3.01
C 10 8.1 8.84
H 15.6 12.1 13.65
O 4 4.7 4
MF C10H15.6O4 C8.1H12.1O4.7 C8.8H13.7O4.0

0.61 when the average was weighted by the cis-pinonic acid derived concentrations

and 0.48 when weighted by the RIE corrected concentrations. This is a significant

difference considering relative small differences in O:C ratios between different

grouped MF’s based on mass ranges [367, 368] and different sources [39, 178, 340].

A significant shift in average molecular formulas was seen when using the number

of unique formulas identified: C10H15.6O4, weighted by cis-pinonic acid calibration

concentrations: C8.1H12.1O4.7 and weighted by the RIE corrected concentrations:

C8.8H13.7O4.0. Overall, this shows that even with a small number of markers,

the average MF can change, moving from C10 species to C8/C9 depending on

the weighting of the average. More work is needed to understand the impact of

different RIEs when many hundreds of compounds are used to calculate these

metrics.

5.4 Conclusion

This study has outlined a method for the semi-quantfification of biogenic organic

acid markers using ESI, attempting to overcome the lack of commercially available

authentic standards. Based on a method developed by Liigand et al., 2020, a

predictive random forest model was developed to predict the RIE’s of BSOA
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markers. RIE values for the BSOA markers ranged from 0.27–13.5, meaning

that by using cis-pinonic acid as a calibrant, concentrations of individual BSOA

components could be underpredicted by a factor of 3.7 or over predicted by 13.5.

9 organic acid BSOA markers including cis-pinonic acid were then quantified

in 25 ambient Beijing PM2.5 samples. Time averaged quantified compound con-

centrations decreased from 146.0 ng m−3 to 51 ng m−3 when calibrating using

a standard cis-pinonic acid calibration and then correcting using the predicted

RIE factors.The effect of these factors was then investigated on aerosol evaluation

methods, with differences in O:C ratios of 0.61 vs 0.48 for cis-pinonic acid and

RIE corrected weighted average concentrations. Overall, this study highlights

a need to account for the differences in ionisation efficiencies when analysing

organic aerosol, due to the significant differences in calculated aerosol evaluation

metrics, which could influence source contributions. Further work is needed to

expand this method to include newly synthesised organic compounds relevant for

BSOA analysis and to expand the range of functional groups and VOC precursors.

Previous studies have suggested the applicability of transferring the predictive

model between instruments, suggesting an open-source aerosol community model

could be developed in the future.
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Chapter 6

Formation of organic acids across

three Asian Megacities
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6.1 Introduction

Organic aerosol (OA) is strongly linked to adverse human and environmental health

and is a key pollutant in terms of anthropogenically influenced climate change.[16,

21, 369] Secondary organic aerosol (SOA) contributes significant mass towards

OA[1], but is an extremely complex mixture comprising of thousands of compounds,

making molecular understanding and quantification difficult.[1, 180, 221] Biogenic

volatile organic compounds (BVOCs) such as isoprene (C5H8), monoterpenes

(C10H16) and sesquiterpenes (C15H24) are emitted in large quantities by vegetation

into the atmosphere.[27, 370] In the atmosphere, these highly reactive species can

be oxidised by OH and NO3 radicals or ozone to form SOA containing a variety

of functionalities.[97, 106, 119, 186] Isoprene is the dominant non-methane BVOC

emitted to the atmosphere ( 50%), while monoterpenes and sesquiterpenes are

estimated to contribute 15 % and 3 % respectively of total BVOC emissions.[27]

However, many monoterpenes and sesquiterpenes are more reactive with OH and

O3 than isoprene.[97, 102], and have higher SOA mass yields due to their large

carbon backbone.[119, 165, 371]

A substantial amount of work has also been dedicated to the formation of SOA

from monoterpenes, mainly α-pinene and limonene as well as from sesquiterpenes

such as β-caryophyllene. These studies have focussed on characterising SOA

composition from the oxidation of these BVOCs in atmospheric simulation studies,

identifying key products and formation routes.[41, 134, 165, 260, 273, 357, 365,

372, 373] Organic acids, carbonyls, alcohols, and peroxides have been identified

from the oxidation of monoterpenes and sesquiterpenes in chamber simulations

but less so in the ambient atmosphere.[41, 134, 165, 260, 273, 357, 365, 372, 373]

Key particulate phase functionalities identified in ambient samples include

organic nitrates (ON), organosulfates (OS), nitrooxy organosulfates (NOS) which

are heavily influenced by anthropogenic pollutants.[2, 35, 37, 38, 125, 153, 250]

Numerous publications have focused on both qualitative and quantitative studies

of monoterpene derived OS and NOS in the real atmosphere, however more limited
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studies have focused on organic acids.[35, 177, 179, 184, 194, 250, 270, 373, 374]

Organic acids have been shown to form from both monoterpenes and ses-

quiterpenes through reaction with OH or ozonolysis and through heterogenous

processes which are competing in the real atmosphere. These biogenic secondary

organic aerosol (BSOA) acid species are formed both in rural clean environments

and polluted environments. Numerous organic acid markers have been identified

in chamber studies, for example, cis-pinonic acid from α-pinene, limononic acid

from limonene and β-caryophyllinic acid from β-caryophyllene.[260, 357, 364–366]

However, several obstacles need to be overcome in the quantification of biogenic

organic acids.

Due to the extremely complex nature of OA, with thousands of distinct

molecular formulas, organic acid markers need to be structurally confirmed either

through comparison to an authentic standard[190] or generated BSOA from

chamber studies[359]. For the accurate quantification of these markers, authentic

standards are also needed, however a limited number of authentic organic acids are

readily available, with the most readily available being cis-pinonic acid. The lack

of authentic standards has led previous studies to synthesise individual authentic

biogenic organic acids standards[190, 347, 373] or use proxy standards of similar

structure and/or functionalities. Recently, Kenseth et al., 2020 synthesised 6 α-

pinene derived organic acid markers and found large differences in their ionisation

efficiencies in comparison to cis-pinonic acid, the most readily available proxy

standard. This study highlighted the need to consider associated differences

in ionisation efficiencies between BSOA acids, while being limited by the lack

of authentic standards. Without large scale synthesis of numerous BSOA acid

markers, and effective sharing of standards between labs, the lack of authentic

standards limits quantitative ambient observations to only a few BSOA acid

markers. Chapter 4 proposed a method of quantification using predicted relative

ionisation efficiency (RIE) factors to correct concentrations based on the response

curve of cis-pinonic acid. These RIE factors were predicted using a random forest

model developed from RIE measurements of a range of readily available authentic
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organic acids.

In this study we use an organic acid marker library developed in Chapter 4 to

screen 800 extracted PM2.5 samples from three contrasting megacities (Beijing,

Delhi and Guangzhou). BSOA acid markers were retention time matched to

structurally confirmed markers in chamber generated BSOA samples, before being

quantified using the RIE method outlined in Chapter 4. This study represents to

our knowledge the largest ambient study of biogenic organic acid markers to date

and provides insight into atmospheric concentrations across 6 sampling campaigns

in 3 urban locations.

6.2 Experimental

6.2.1 Biogenic secondary organic aerosol generation

BSOA was generated via an aerosol flow reactor as discussed in chapter 4 section

4.3.2.[359] BSOA was generated from α-pinene, limonene and β-caryophyllene and

known markers were identified in the samples for the development of a library.

6.2.2 Filter Sampling

Filter samples were collected using an Ecotech HiVol 3000 (Ecotech, Australia)

high-volume air sampler with a selective PM2.5 inlet. Filters (Whatman QMA,

10” by 8”) were baked at 500 °C for 5 h before use. After collection, samples were

wrapped in foil, stored at –20 °C and then shipped to the laboratory for analysis.

6.2.2.1 Beijing

Samples were collected during winter (9th November – 9th December 2016, n

= 124) and summer (18th May and 24th June 2017, n = 193) at the Institute

of Atmospheric Physics (IAP) in Beijing, China. This sampling was part of

Natural Environmental Research Council’s (NERCs) Sources and Emissions of Air

Pollutants in Beijing (AIRPOLL-Beijing) project, as part of the wider Atmospheric
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Pollution and Human Health (APHH) in a Chinese Megacity programme. [220]

Samples were collected at a height of 8 m on top of a building in the IAP complex.

Samples were collected every 3 h during the day (between approximately 08:30 and

17:30 LT) and then one sample was collected overnight (between approximately

17:30 and 08:30 LT). Hourly samples were also taken on certain high-pollution

days towards the end of the sampling period during summer. The site was located

between the fourth and third north ring roads of Beijing in a residential area. To

the south, north, and west ends there are roads about 150 m away. The Olympic

forest park is several kilometres to the north.

6.2.2.2 Delhi

Samples were collected as part of the Delhi Flux campaign funded as part of

NERCs APHH-India campaign, at the Indira Gandhi Delhi Technical University

for Women in New Delhi, India. Aerosol samples were collected during a pre-

monsoon campaign (28th May – 5th June, n = 35) and post-monsoon (9th October –

6th November, n= 108). Samples were collected every 3 h during the day (between

approximately 08:30 and 17:30 LT) and then one sample was collected overnight

(between approximately 17:30 and 08:30 LT). The site is situated inside the third

ring road, with a major road to the east, between the site and the Yamuna river.

Two train stations are located to the south and south west of the site, and there

are several green spaces locally in all directions.

6.2.2.3 Guangzhou

Samples were collected as part of NERCs APHH-NITRO-PM project in Guang-

zhou, China at the Guangzhou Institute for Geochemistry (GIG). Samples were

collected during summer (31st July – 23rd August 2019, n = 146) and winter

(20th November – 12th December 2019, n = 168) campaigns. The sampling took

place on top of a 12-story mixed use office and laboratory building. The site

was surrounded by residential buildings, with a 6-lane road 500 m to the south

and a forest park 4km to the north. Filter samples were collected 8 times a
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day on most days; 06:00-08:00, 08:00-10:00, 10:00-13:00, 13:00-15:00, 15:00-17:00,

17:00-19:00, 19:00-21:00, 21:00-06:00 LT. On some days, lower resolution samples

were collected due to extreme weather conditions, including Tropical Cyclone

Wipha between 1st and 3rd August 2019.

6.2.3 Extractions

Using a standard square filter cutter, an aliquot of filter was taken, which was

then cut into roughly 1 cm2 pieces and stored in a 20 mL glass vial. The size of

the filter aliquot was different for each location, Beijing: 38.44 cm2, Delhi: 30.25

cm2, Guangzhou: 47.61 cm2. Next, 8 mL of LC-MS grade MeOH (Optima, Fisher

Chemical, USA) was added to the sample and sonicated for 45 min. Ice packs

were used to keep the bath temperature below room temperature, with the water

swapped mid-way through. Using a 5 mL plastic syringe, the MeOH extract was

then pushed through a 0.22 µm filter (Millipore) into another sample vial. An

additional 2 mL (2 x 1 mL) of MeOH was added to the filter sample, and then

extracted through the filter to give a combined extract ∼ 10mL. This extract was

then reduced to dryness using a Genevac vacuum concentrator. The dry sample

was then reconstituted in 50:50 MeOH:H2O (Optima, Fisher Chemical, USA) for

analysis. The extraction efficiency of cis-pinonic acid was determined to be 99

± 15 % (mean ± δ, 3 replicates) through spiking the standard onto a pre-baked

clean filter and following the same extraction procedure. [125, 250]

6.2.4 Ultra-high performance liquid chromatography tan-

dem mass spectrometry (UHPLC-MS2)

The extracted fractions of the filter samples were analysed using an Ultimate

3000 UHPLC (Thermo Scientific, USA) coupled to a Q Exactive Orbitrap MS

(Thermo Fisher Scientific, USA) using data dependent tandem mass spectrometry

(ddMS2) with heated electrospray ionization source (HESI). The UHPLC method

uses a reversed-phase 5 µm, 4.6 mm ×100 mm, polar end capped Accucore column
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(Thermo Scientific, UK) held at 40 °C. The mobile phase consisted of water (A) and

methanol (B) both with 0.1% (v/v) of formic acid (98% purity, Acros Organics).

Gradient elution was used, starting at 90 % (A) with a 1-minute post-injection

hold, decreasing to 10 % (A) at 26 minutes, returning to the starting mobile phase

conditions at 28 minutes, followed by a 2-minute hold allowing the re-equilibration

of the column. The flow rate was set to 0.3 mL min-1. A sample injection volume

of 4 µL was used. The capillary and auxiliary gas heater temperatures were set

to 320 °C, with a sheath gas flow rate of 45 (arb.) and an auxiliary gas flow rate

of 20 (arb.). Spectra were acquired in the negative ionization mode with a scan

range of mass-to-charge (m/z) 50 to 750. Accurate quantification of BSOA is

difficult owing to a lack of authentic standards. This study employs the recently

developed relative ionisation efficiency model developed in chapter 5 based on

the structure of a compound. A 9-point cis-pinonic acid calibration (R2 > 0.99)

was run alongside the ambient filters and was used for the quantification of the

identified markers. The quantification was achieved using the proxy standard and

then corrected by dividing by the predicted RIE factors as shown in Table 5.3.

This method accounts for the differences in ionisation efficiencies of the different

markers.

6.2.5 Matrix Effects

Previous studies have highlighted that matrix effects associated with complex

PM2.5 samples can suppress signal intensity of SOA markers.[125, 184, 250] The

matrix effect of the ambient samples on the signal response of a range of organic

acids across different RT windows was evaluated. The measured signal intensity

of a series of acid standard compounds in a blank solvent matrix were compared

to the signal obtained for the same concentration in the ambient aerosol extract

matrix. A 10 µL mixture (50:50, MeOH: H2O) containing 1,2,4-butane carboxylic

acid, 3,3-dimethyl glutaric acid, maleic acid, cis-pinonic acid and sebacic acid at

10 ppm was spiked into either 100 µL of ambient filter sample extract or into 100
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µL of blank 50:50 (MeOH:H2O) solvent. The peak areas of the compounds were

then determined in the spiked samples as well as the ambient samples. The matrix

effect factor was then calculated by taking the compound area from the spiked

ambient sample, subtracting the area of the compound in the ambient sample,

and then dividing by the compound area in the spiked blank matrix. The matrix

effect was only investigated at 1ppm, not over a range of concentrations, as such

different matrix effects could be observed at higher or lower concentrations. If

no matrix effect was present the ratio is equal to 1. Table 6.1 shows the ratios

across 23 ambient samples collected throughout the 6 campaigns, which represent a

mixture of high and low PM2.5 concentrations across different times of day. Overall,

cis-pinonic acid showed the smallest matrix effect across the three locations, on

average only a 2 % suppression was observed, although up to 42 % in Delhi.

1,2,4-butane tricarboxylic acid and Maleic acid were on average observed to have

a matrix enhancement, suggesting that the matrix is facilitating the ionisation of

these species. In some Guangzhou and Delhi samples over a 100 % (i.e a ratio of

2 or more) matrix enhancement was observed. This could be due to the acidity

of the aerosol samples collected, enhancing ionisation efficiency, although further

work is needed to understand this. The large variations across the standards and

the samples highlights the uncertainty associated with MS quantification when

using highly complex samples such as PM2.5. Overall significant uncertainty in the

matrix effects is observed, both across compounds and samples. Significant work

is needed to further understand these matrix effects and our ability to account

for them and potentially predict them for more accurate quantification. Future

work should focus on using authentic standards for matrix effect determination

and across a range of concentrations. Overall, the uncertainties from these matrix

effects are less than the differences in ionisation efficiencies discussed in the

previous chapters, but still significant for quantification.
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Table 6.1: Measured matrix effects of 5 organic acids with their respective retention
times (RT) across 23 ambient samples collected across the Delhi, Guangzhou
and Beijing campaigns. A value of 1 represents no matrix effect, below 1 is a
matrix suppression and above 1 a matrix enhancement. Campaign mean ± SD
and overall mean ± SD for each sampling site and all samples are shown in bold.

BTCA DMGA MA PA SA
Sample ID (RT =

1.23)
(RT =
4.43)

(RT =
0.75)

(RT = 8.0) (RT =
13.14)

S30 0.98 0.80 1.08 0.74 0.79
S43 0.75 0.72 0.89 0.68 0.71
S53 1.07 0.87 1.96 0.58 0.77
12 1.13 1.00 0.89 0.91 0.91
29 1.46 1.21 1.20 1.13 1.18

Delhi Avg. 1.08 ± 0.26 0.92 ± 0.19 1.20 ± 0.44 0.81 ± 0.22 0.87 ± 0.19

9 1.04 0.88 0.97 0.83 0.87
129 0.89 0.79 0.74 0.90 0.91
132 0.96 0.88 0.69 0.88 0.90
165 1.38 0.94 1.35 0.84 0.86
185 2.04 1.04 1.99 1.15 0.82
237 1.35 0.90 0.92 0.69 0.82
258 1.44 0.95 1.55 1.68 0.86
267 1.12 0.87 0.77 0.73 0.83

GZ Avg. 1.28 ± 0.37 0.91 ± 0.07 1.12 ± 0.46 0.96 ± 0.32 0.86 ± 0.03

12 1.05 0.98 1.42 0.95 0.95
49 1.02 0.94 1.00 0.87 0.88
71 0.90 0.95 1.11 0.86 0.85
76 1.02 0.98 1.36 0.94 0.94
133 1.87 1.04 1.38 1.41 0.89
155 1.06 1.00 0.67 1.32 0.99
162 1.48 0.97 1.46 0.88 0.83
181 1.14 0.97 0.92 1.01 0.89
278 1.96 0.99 1.28 1.54 0.90
318 1.14 0.97 1.31 1.03 0.95

Beijing Avg. 1.26 ± 0.38 0.98 ± 0.03 1.19 ± 0.46 1.08 ± 0.32 0.91 ± 0.03

Total Avg. 1.23 ± 0.35 0.94 ± 0.10 1.17 ± 0.36 0.98 ± 0.28 0.88 ± 0.10
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6.2.6 Data processing and compound library

A mass spectral library containing 25 BSOA acid markers (Table 6.3) was built

as discussed in Chapter 5 using the compound database function in Tracefinder

4.1 General Quan software (Thermo Fisher Scientific, USA). To build the library,

compounds from previous chamber studies[190, 260, 357, 364–366] were searched

for in SOA samples reacted in the York aerosol flow reactor using the Xcalibur

software. [359] Peaks were then either matched to structures based on the

retention times of authentic standards, or tandem mass spectrometry ion peaks.

The compound was then input into the compound library in the generic form:

CcHhOoNnSs (where c,h,o,n,s represent the number of carbon, hydrogen, oxygen,

nitrogen and sulfur atoms respectively). The UHPLC/ESI-HR-MS data for each

standard and ambient sample were analysed using Tracefinder general Quan

software (Thermo Fisher Scientific). Blank subtractions were undertaken for all

ambient samples, using a field blank. Tracefinder extracted compound peak areas

from each sample based on the assigned library. The mass tolerance of the method

was set to 3 ppm, with the RT window set to 10 s. The peak tailing factor was

set to 2.0 and the detection algorithm used was Icis, with a nearest RT detection

strategy. Minimum signal-to-noise (S/N) for a positive identification was set to

3.0. The suitability of the peak was also assessed for a positive identification,

with the peak height at which to compare symmetry of the left and right side of

the peaks set to 40 % and symmetry threshold which is the minimum percentage

difference considered symmetrical set to 70 %.

6.2.7 Supplementary measurements

Gas-phase measurements of NO, NO2 and O3 were collected alongside the filter

samples at each site. Methodologies have been outlined previously in publications

for Beijing[220], Delhi [324] and Guangzhou[250]. Ion chromatography was utilised

to measure inorganic ion concentrations using the filters collected across each

location with methodologies discussed previously.[281] VOC measurements were
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Table 6.2: Mean ± SD values for gas phase pollutants, inorganic ions and meteor-
ological parameters across the 6 campaigns.

Beijing Guangzhou Delhi
Gas phase pollutants Summer Winter Summer Winter Pre-

mon.
Post-
mon.

NO (ppbv) 40.6 ±
46.5

4.5 ±
10.6

5.7 ±
10.4

12.1 ±
22.6

18.5 ±
66.2

123 ±
185

NO2 (ppbv) 36.4 ±
17.2

21 ±
12.5

26.8 ±
15.1

28.9 ±
20.6

31.1 ±
18.7

44.7 ±
24.8

O3 (ppbv) 54.0 ±
37.5

8.8 ±
9.1

42 ±
37.3

33.1 ±
28.0

50.3 ±
31.1

24.5 ±
30.6

Inorganic ions
so4

2– (µg m−3) 13.3 ±
10.4

10.8 ±
7.3

5.6 ±
3.7

7.8 ±
6.0

16.5 ±
3.4

16.9 ±
4.6

NO3 (µg m−3) 17 ±
14.6

9.9 ±
6.0

3.6 ±
3.0

6.1 ±
6.1

8.3 ±
1.6

13.4 ±
8.4

NH4
+ (µg m−3) 9.3 ±

9.2
3.2 ±
3.0

NA NA 4.3 ±
1.4

5.9 ±
4.8

Met parameters
Temp (°C) 5.7 ±

3.9
26.6 ±
5.1

30.4 ±
2.86

18.3 ±
4.2

35.8 ±
4.5

24.7 ±
4.6

RH (%) 50.3 ±
21.5

51.2 ±
22.0

77.6 ±
10.6

40.6 ±
14.7

39.4 ±
13.6

57.3 ±
16.6

conducted during the Beijing[125, 375] and Delhi [309, 324] campaigns as outlined

previously. Meteorological measurements were collected as outlined previously

in Beijing (Chapter 2), Delhi (Chapter 4) and Guangzhou (Chapter 3). Mean

concentrations and values across the 6 campaigns are given in Table 6.2.

6.3 Results

6.3.1 Aerosol Composition

In total 774 filters across the 6 campaigns were screened for organic acids using

the mass spectral library. All 25 marker compounds were identified in at least

one of the campaigns, however many of the organic acids were only identified

in a limited number of samples. Tables Table 6.4–Table 6.8 contain the time-

averaged mean concentrations of the markers and the number of observations.

Only detected datapoints were included in the time-averages, with non-detected

180



data point omitted. Structures, molecular formulas, retention times and references

are shown in Table 6.3. β-caryophyllinic acid (Bcary_253b, C14H22O4) was

identified in the most samples (N= 657). In contrast, Bcary_237 (C14H22O3)

was only identified in 3 of the 774 filters. Beijing summer and post-monsoon

Delhi had similar total time averaged BSOA acid concentrations of 31.3 and 30.3

ng m−3 respectively. Wintertime Beijing had significantly lower time averaged

BSOA acid concentrations of 5.4 ng m−3 than the other observations. Figure 6.1

shows the average composition of the 25 BSOA acids measured across the 6

campaigns. Limonene derived acids contributed 47.2 % of the observed acid

mass across the six campaigns, ranging from 37.4 - 59.3 % and was the dominant

targeted BSOA acid class in Beijing and Delhi. α-pinene derived acids contributed

34.0 % to the time averaged total BSOA acid mass across the 6 campaigns,

with individual campaigns ranging from 17.7-55.6 %. β-caryophyllene derived

acids contributed the least to total time averaged BSOA across the 6 campaigns,

with an average contribution of 18.8 %, ranging from 7-35.6 %. Unfortunately,

monoterpene concentrations were only measured during the Delhi campaigns,

but showed strong seasonality as discussed in Chapter 4. Interestingly, both

α-pinene and limonene were observed to have much higher concentrations during

the post-monsoon campaign. The α-pinene mixing ratio averaged 0.034 ± 0.011

ppbv during the pre-monsoon campaign and 0.10 ± 0.11 ppbv during the post

monsoon period. Limonene averaged 0.01 ± 0.02 ppbv and 0.42 ± 0.51 ppbv

across the pre- and post-monsoon campaigns, respectively.
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Table 6.3: BSOA acid markers identified in chamber samples and screened for in
ambient samples.

Tag Name Structure MF RT RIE Ref.

Bcary

171b

2-(2-hydroxy-

ethyl)-3,3-

dimethyl-

cyclobutane-

carboxylic acid

C9H16O3 9.84 5.88 [366]

Bcary

197

3,3-dimethyl-

2-(3-oxobutyl)-

cyclebutane-

carboxylic acid

C11H18O3 12.58 0.83 [366]

Bcary

237

3-[2,2-dimethyl-

4-(1-methylene-

4-oxo-butyl)-

cyclobutyl]-

propionic acid

C14H22O3 17.44 0.75 [366]

Bcary

241

3-hydroxy-3-

[4-(3-hydroxy-

1-methylene-

propyl)- 2,2-

dimethylcyclobutyl]-

propionic acid

C13H22O4 9.72 9.73 [366]

Bcary

251b

β-caryophyllonic

acid

C15H24O5 18.14 1.01 [366]

Bcary

253b

β-caryophyllinic

acid

C14H22O4 12.97 15.47 [366]
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Tag Name Structure MF RT RIE Ref.

Bcary

255a

4-(2-(2-

carboxyethyl)-3,3-

dimethylcyclobutyl)-

4-oxobtanoic acid

C13H20O5 11.95 10.24 [366]

Lim 173a ketonorlimonic

acid

C7H10O5 1.28 5.78 [365]

Lim 183 Limononic acid C10H16O3 9.47 0.38 [365]

Lim 185a keto Limononic

acid

C9H14O4 2.97 0.61 [365]

Lim

185b

Limonic acid C9H14O4 7.96 4.55 [365]

Lim 187a 3-

Acetylhexanedioic

acid

C8H12O5 1.35 4.72 [365]

Lim

187b

3-Hydroxy-2-

butanone

C8H12O5 1.85 1.18 [365]

Lim 187c (2-oxoethyl)-

hexanoic acid

C8H12O5 3.04 0.92 [365]

Lim 203 pentane-1,2,5-

tricarboxylic

acid

C8H12O5 1.11 5.66 [365]

Pin 169 Pinalic acid C9H14O3 6.66 0.66 [357]
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Tag Name Structure MF RT RIE Ref.

Pin 171a Norpinonic acid C8H12O4 4.89 1.31 [357]

Pin 171b Terpenylic acid C8H12O4 3.11 2.51 [357]

Pin 183 cis-Pinonic acid C10H16O3 8.35 1.00 [357]

Pin 185a Pinic acid C9H14O4 6.34 5.93 [357]

Pin 197 Oxopinonic acid C10H14O4 3.39 0.85 [357]

Pin 199a 10-hydroxy-

pinonic acid

C10H16O4 4.49 7.26 [357]

Pin 199b 8-hydroxy-

pinonic acid

C10H16O4 5.59 3.50 [357]

Pin 213 2-[3-

(carboxymethyl)-

2,2-

dimethylcyclobutyl]-

2- oxoacetic acid

C10H14O5 3.39 5.07 [357]

Pin 367 Pinonyl-pinyl es-

ter

C19H28O7 14.81 7.15 [357]

Figure 6.2 shows the corPlot (openair, R package [376]) for BSOA acid markers

identified and quantified in more than 30 % of the samples (30 % still allowed

for significant number of markers to be analysed, while having enough data to
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Figure 6.1: Map of filter sampling sites with pie charts highlighting the targeted
BSOA acid mass composition.

undertake the analysis) analysed across the six campaigns in this study, where

the numbers represent the pearson coefficent, i.e 80 equals an R of 0.8. As such,

markers below the detection limit in some samples were omitted. Across the 6

campaigns, moderate (R > 0.6) correlations were observed between some of the

α-pinene derived markers as well as to both limonene and β-caryophyllene derived

markers as shown in Figure 6.2. cis-pinonic acid (Pinene_183, C10H16O3) showed

a moderate (R=0.67) correlation towards pinic acid (Pinene_185a, C9H14O4), like

that observed previously in Belgium (R =0.78)[374], highlighting their common

formation conditions. Pinic acid showed moderate correlation (R = 0.72) to-

wards Terpenylic acid (pinene_171b, C8H12O4), as seen previously in Belgium (R

=0.68).[374] Terpenylic acid showed moderate correlations towards ketonorlimonic

acid (Lim_173a, C7H10O5) (0.79) and Ketolimonic acid (Lim_187a, C8H12O5)

(0.7). Norpinonic acid (pinene_171a, C8H12O4) also showed a moderate (R = 0.63)

correlation towards ketonorlimonic acid. Moderate correlations between limonene

markers identified in more than 30 % of samples were also observed across the 6

campaigns as shown in Figure 6.2. The strongest correlation was observed between

Ketolimonic (Lim_185a, C9H14O4) and ketonorlimonic acid (Lim_173a, C7H10O5)
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(R = 0.83), moderate correlations were also observed between ketonorlimonic and

Limonic acid (Lim_185b, C9H14O4) (R = 0.6), Limonic acid and Limononic acid

(Lim_183, C10H16O3) (R = 0.75), Limononic acid and Limonic acid (R = 0.75),

suggesting similar formation pathways and conditions. Moderate correlations were

also observed between these limonene markers and Terpenylic acid, Norpinonic

acid and β-caryophyllinic acid(B_253b, C14H22O4).

Only three β-caryophyllene markers (255a:4-(2-(2-carboxyethyl)-3,3-dimethyl-

cyclobutyl)-4-oxobtanoic acid, 253b:β-caryophyllinic acid and 197:3,3-dimethyl-2-

(3-oxobutyl)cyclebutanecarboxylic acid) were identified in >30 % of all samples

as shown in Figure 6.2. None of the β-caryophyllene markers showed moderate

correlations to each other, however β-caryophyllinic acid did correlate moderately

to Limononic acid (R = 0.72), Limonic acid (0.61) and ketonorlimonic acid (R =

0.64).

The BSOA acid markers identified in more than 30 % of the samples as shown

in Figure 6.2 were summed and the total concentrations shown in Figure 6.3.

Figure 6.3 highlights the differences in mean concentrations of the sum of these

species and distributions of the measurements across each campaign. Larger

variations in concentrations were observed during the Beijing summer campaign,

compared to the winter campaign. Wide distributions were observed for the

α-pinene and Limonene markers across the majority of the campaigns, with a

narrower distribution during the Beijing winter campaign, where significantly lower

concentrations were observed. Narrower distributions in comparison to the other

classes of the β-caryophyllene derived BSOA acid concentrations were observed

across the majority of the campaigns, but a wide distribution was observed in

Guangzhou summer. Overall seasonal differences can be observed across the

different marker classes. Higher BSOA acid concentrations were observed in

Beijing summer in comparison to the winter campaign across the three classes.

On average, higher α-pinene and Limonene marker concentrations were observed

during the Delhi post-monsoon campaign compared to the pre-monsoon, but the

opposite was observed for the β-caryophyllene markers.
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Figure 6.2: corPlot of BSOA acid markers identified in 30 % of the total samples
across the 6 campaigns, alongside temperature (TEMP), ozone (O3), NO2, NO
and relative humidity (RH).
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Figure 6.3: Boxplots of the sum of A- cis-Pinonic, cis-Pinic, Terpenylic and
Norpinonic acids, B- Ketolimonic, ketonorlimonic, Limonic and Limononic acids
and C - three β-caryophyllene markers (255a-4-(2-(2-carboxyethyl)-3,3-dimethyl-
cyclobutyl)-4-oxobtanoic acid, 253b-β-caryophyllinic acid and 197-3,3-dimethyl-2-
(3-oxobutyl)cyclebutanecarboxylic acid). The lower and upper part of the box
represents the 25th and 75th percentiles, with the upper and lower lines extending
no further than 1.5 * the interquartile range of the highest and lowest values
within the line respectively. All observations are plotted as scattered points on
top of the boxplots to highlight the distributions of concentrations within each
campaign.Limonene BSOA acid marker concentrations were filtered to remove one
high concertation sample (77 ng m−3 during the Guangzhou winter campaign).
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6.3.2 α-pinene markers

Ten α-pinene derived acids were identified in at least one of the 6 campaigns

in this study (Table 6.4). cis-pinonic acid (Pinene_183, C10H16O3) and pinic

acid (Pinene_185a, C9H14O4) were the most identified markers across campaigns.

cis-pinonic acid is one of the most studied organic acid markers and has been

quantified across a variety of ambient environments including Asia, Europe and

the Arctic.[271, 373, 377–382] The highest average cis-pinonic acid concentrations

were observed in Guangzhou winter (6.2 ± 4.3 ng m−3, n = 158) in comparison

to the lowest which was observed in Beijing winter (0.77 ± 1.5 ng m−3 n = 38).

Pinic acid concentrations on average were lower than cis-pinonic acid and ranged

from 0.14 ± 0.16 ng m−3 (n = 87) in Beijing winter to 1.0 ± 0.6 ng m−3 (n =

174) in Beijing summer. There is a lack of recent LC-MS studies quantifying cis-

pinonic and pinic acids in the ambient atmosphere, with many recent studies using

GC-MS with derivatisation as shown in Table 6.5. Across the 16 LC-MS/GC-MS

measurements compiled in Table 6.5, the lowest cis-pinonic acid concentrations

were observed in Beijing winter of this study with a time averaged concentration

of 0.77 ± 1.45 ng m−3 (n = 38), compared to the highest observed in Guangzhou

in 2012 (30 ± 8.1 ng m−3) by Ren et al., 2018 using GC-MS.[383] Other LC

studies did not take into account differences in ionisation efficiencies and did not

investigate the effect of matrix effects on the concentrations of the acid species,

while the GC methodology required the additional complexity of derivatisation.

Pinic acid concentrations were generally much lower across the previous studies at

the same sampling sites. The highest pinic acid concentrations were observed in a

summertime Delhi campaign undertaken by Mahilang et al., 2021, with an average

concentration of 8.80 ± 3.93 ng m−3.[380] This is in comparison to 0.28 ± 0.2

(n = 32) and 0.24 ± 0.2 (n = 64) ng m−3 observed in this study across pre- and

post-monsoon Delhi respectively. The lowest observed pinic acid concentrations

were observed in Beijing winter of this study (0.14 ± 0.16 ng m−3 (n = 87)).

Similar pinic acid concentrations were observed in Belgium by Gómez-González
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et al., 2012 using LC-MS who used an authentic pinic acid standard.[374]

The dimer, pinonyl-pinyl ester (Pinene_367, C19H28O7) had the lowest ob-

served concentrations of the α-pinene markers, with time averaged concentrations

ranging from 0.01 to 0.05 ng m−3. The dimer species have been shown to have high

ionisation efficiencies and were predicted to have some of the highest RIE factors

(Chapter 4), resulting in low concentrations. Norpinonic (Pinene_171a, C8H12O4)

and terpenylic acid (Pinene_171b, C8H12O4) were observed in all campaigns,

however norpinonic acid was only observed in three Beijing winter samples. 8-

hydroxy-pinonic acid (Pinene_199b, C10H16O4) was observed across all campaign

(although only 1 sample in Beijing winter) with similar concentrations observed

in Guangzhou winter and post-monsoon Delhi (0.41 ± 0.31 ng m−3, n = 27 and

0.42 ± 0.41 ng m−3, n = 78, respectively). 10-hydroxy-pinonic acid (Pinene_199a,

C10H16O4) was also observed across all campaigns, with the highest average con-

centration observed in Beijing summer (0.4 ± 0.36, n = 40) and the lowest in

Beijing winter (0.07 ± 0.1, n = 6). Pinalic acid (Pinene_169, C9H14O3) had some

of the highest α-pinene marker concentrations, with an average concentration of

10.0 ± 6.0 ng m−3 in Guangzhou winter, although was only observed in 10 of the

samples. Oxopinonic acid (Pinene_197, C10H14O4) and 2-[3-(carboxymethyl)-2,2-

dimethylcyclobutyl]-2-oxoacetic acid (Pinene_213, C10H14O5) were only observed

in 18 samples each across the 6 campaigns.

Figure 6.4 shows the time series and diurnal variation of the sum of Pinonic,

Pinic, Terpenylic and Norpinonic acids, those that were identified in at least 30 %

of the samples across the 6 campaigns. These four markers make up a dominant

proportion of the α-pinene derived concentrations across the campaigns. In the

Beijing and Guangzhou observations, α-pinene derived acid concentrations were

similar during the day and night, suggesting that formation occurs throughout

the day or that the acids have relatively long atmospheric lifetimes. In contrast in

Delhi, a distinct diurnal variation was observed, with α-pinene acid concentrations

substantially lower at night compared to during the day. This is in line with the

diurnals of OSi/NOSi and OSMT species observed in Chapter 3 in Figure 4.11. α-
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Table 6.4: Mean ±SD for the α-pinene derived organic acid markers identified
across the Beijing, Guangzhou and Delhi campaigns with the number of ob-
servations in each campaign (n =). Pinene is abbreviated to P in the marker
names.

Beijing Guangzhou Delhi

Marker Summer Winter Summer Winter Pre-mon. Post-mon.

P_169 6.1 ±6.5 NA ±NA 9.32 ±6.78 10.06
±6.06

2.41 ±0.15 3.55 ±2.77

(n = 7) (n = 0) (n = 24) (n = 10) (n = 2) (n = 4)

P_171a 2.98 ±2.99 0.51 ±0.13 3.16 ±2.37 2.98 ±2.02 2.62 ±2.06 6.52 ±5.18
(n = 44) (n =3) (n = 73) (n = 141) (n = 22) (n = 73)

P_171b 7.92 ±4.64 1.72 ±1.98 5.59 ±4.46 6.3 ±3.58 5.42 ±2.11 4.32 ±2.54
(n = 79) (n = 37) (n = 65) (n = 13) (n = 10) (n = 70)

P_183 5.76 ±5.17 0.77 ±1.45 1.9 ±1.49 6.23 ±4.31 1.17 ±0.66 1.73 ±1.16
(n = 142) (n = 38) (n = 122) (n = 158) (n = 18) (n = 33)

P_185a 0.98 ±0.64 0.14 ±0.16 0.41 ±0.34 0.5 ±0.27 0.28 ±0.2 0.24 ±0.2
(n = 174) (n = 87) (n = 127) (n = 152) (n = 32) (n = 64)

P_197 NA ±NA 0.61 ±0.38 1.79 ±1.35 NA ±NA NA ±NA 0.64 ±1.09
(n = 0) (n = 5) (n = 9) (n = 0) (n = 0) (n = 4)

P_199a 0.4 ±0.36 0.07 ±0.09 0.16 ±0.07 0.17 ±0.13 0.1 ±0.06 0.22 ±0.08
(n = 40) (n = 6) (n = 26) (n = 60) (n = 7) (n = 6)

P_199b 0.37 ±0.28 0.06 ±NA 0.07 ±0.09 0.1 ±0.06 0.41 ±0.31 0.42 ±0.41
(n = 19) (n =1) (n = 13) (n = 10) (n = 27) (n = 78)

P_213 0.44 ±0.33 0.07 ±0.1 0.13 ±0.13 0.10 ±0.10 0.19 ±NA 0.47 ±NA
(n = 4) (n = 5) (n = 4) (n = 3) (n = 1) (n = 1)

P_367 0.01 ±0.05 0.02 ±0.03 0.01 ±0.01 0.01 ±NA NA ±NA 0.05 ±0.04
(n = 5) (n = 27) (n = 4) (n = 1) (n = 0) (n = 5)
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Table 6.5: Comparison of cis-pinonic and pinic acid concentrations between those
measured in this study and previously.TS = This study

Location Pinonic
acid

Pinic acid Ref Method

Changchun, China 1.1 ± 0.9 1.9 ± 2 [384] GC-MS
Mt Tai, China 6.4 ± 4.0 2.3 ± 1.5 [385] GC-MS
PRD, China 3.60 ± 3.76 1.25 ± 0.79 [386] GC-MS
Guangzhou Summer 2012 30 ± 8.1 3.8 ± 1.2 [383] GC-MS
Guangzhou Winter 2013 22 ± 1.2 7.1 ± 0.61 [383] GC-MS
Beijing Summer 5.76 ± 5.17 0.98 ± 0.64 [TS] LC-MS
Beijing Winter 0.77 ± 1.45 0.14 ± 0.16 [TS] LC-MS
Guangzhou Summer 1.90 ± 1.49 0.41 ± 0.34 [TS] LC-MS
Guangzhou Winter 6.23 ± 4.31 0.50 ± 0.27 [TS] LC-MS
Post monsoon Delhi 16/17 1.16 ± 0.61 1.38 ± 0.35 [380] GC-MS
Delhi Summer 16/17 4.18 ± 1.51 8.80 ± 3.93 [380] GC-MS
Delhi Pre-monsoon 1.17 ± 0.66 0.28 ± 0.2 [TS] LC-MS
Delhi Post-monsoon 1.73 ± 1.16 0.26 ± 0.2 [TS] LC-MS
Day Sierra Nevada Mountains, USA 3.66 ± 0.7 2.2 ± 0.5 [387] GC-MS
Night Sierra Nevada Mountains, USA 27 ± 9.1 6.9 ± 2.7 [387] GC-MS
Belgium 1.79 0.49 [374] LC-MS
Mainz, Germany 0.6 ± 1.01 1.51 ± 2.24 [377] LC-MS

pinene mixing ratios peaked in the early morning or at night in Delhi (Figure 6.4),

with a day-time minimum. However due to a lack of oxidants at night, limited

nocturnal formation of acids is expected at this location. During the morning

when photochemistry starts to occur, α-pinene undergoes oxidation with OH

radicals, leading to the increased concentration of α-pinene derived acids in the

particle phase. Significant variations in distributions were obsered in Figure 6.3,

ranging from below LOD to around 50 ng m−3. Across the 6 campaigns, periods

of low and high concentrations were observed. During the early part of the Beijing

summer campaign, very low α-pinene derived acid concentrations were observed,

in line with low NO concentrations (< 5 ppbv). The early part of the Guangzhou

summer campaign was influenced by typhoon Wipha, in-line with lower α-pinene

acid concentrations.
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Figure 6.4: Time series and diurnal variations of the sum of the α-pinene derived
BSOA acid markers: cis-Pinonic, Pinic, Terpenylic and Norpinonic acids across
the Beijing, Guangzhou and Delhi campaigns. The lower and upper part of the box
represents the 25th and 75th percentiles, with the upper and lower lines extending
no further than 1.5× the interquartile range of the highest and lowest values
within the line respectively.
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6.3.3 Limonene markers

Eight limonene markers were identified across the 6 campaigns as shown in

Table 6.6. Limononic acid (Lim_183, C10H16O3) was identified in 3 campaigns,

with similar time averaged concentrations in Guangzhou winter and pre-monsoon

Delhi (4.4 ± 2.8 ng m−3, n = 110 and 4.8 ± 3.6 ng m−3, n = 26,) respectively),

while higher concentrations were observed in post-monsoon Delhi (14.3 ± 13.3

ng m−3, n = 71). Limonic acid (Lim_185b, C9H14O4) concentrations were observed

to be an order of magnitude lower than limononic acid, with campaign average

concentrations ranging 0.1 -– 0.6 ng m−3. Limonic acid has been shown previous in

chamber studies to have a low yield, although limononic acid yields have not been

measured to date.[388] These concentrations are roughly half of those observed

previously in a Boreal Forest in Finland using LC-MS and an authentic standard

(0.6-1.7 ng m−3).[373] Limonic acid has also previously been quantified in Belgium

with average day and night concentrations of 0.62 and 1.38 ng m−3 respectively

using LC-MS with cis-pinonic acid as a surrogate standard.[374] Ketolimonic acid

(Lim_187a, C8H12O5) was observed across both Beijing and Delhi campaigns with

campaign average concentrations between 0.6 and 6.7 ng m−3. Seasonal differences

showed significant enhancement in Beijing during summer (6.7 ± 5.1 ng m−3, n

= 138) compared to winter (0.6 ± 0.6 ng m−3, n = 43). Lower concentrations

were observed in Corsica, 0.15 ng m−3 using GC-MS.[389] Ketonorlimonic acid

(Lim_173a, C7H10O5) was observed across the Beijing and Guangzhou campaigns,

with campaign averages ranging from 1.9 – 14.1 ng m−3. Again, significant

seasonal differences in concentrations were observed between the Beijing summer

(14.1 ± 9.5 ng m−3, n = 102) and winter (1.9 ± 2.1 ng m−3, n = 45) campaigns.

Ketonorlimonic was previously quantified in Corsica with a concentration of

0.2 ng m−3 using pinic acid as a proxy standard using GC-MS.[389] Lim_187b

(C8H12O5) had the highest time-averaged concentration (28.45 ± 17.71 ng m−3)

of any marker quantified in this study during summertime Beijing, however it

was only observed in eight filter samples, with high concentrations ( 45 ng m−3)
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observed towards the end of the campaign. High total limonene derived acid

concentrations were observed during the same period as shown in Figure 6.5

as well as high concentrations of isoprene derived OS as shown in Figure 2.9.

Lim_187c (C8H12O5) was also only observed in Beijing in a limited number of

samples, but in high concentrations in summer. These two isomers have been

shown to form from the reaction of ozone with limonic acid.[388] The aging of

limonic acid to further markers could therefore explain the low concentrations

of limonic acid observed across the campaigns. The high concentrations of these

Lim_187 isomers during certain periods could therefore represent periods where

aged air masses are influencing the sampling sites.

The time series and average diurnal variation of the sum these limonene-

derived acids :ketolimonic, ketonorlimonic, limonic and limononic acids are shown

in Figure 6.5. During the Beijing summer campaign, a significant depression

in concentrations is observed at the start of the campaign as observed for the

α-pinene markers. Significantly less identifications were made in the Beijing winter

campaign, with higher concentrations towards the end of the campaign. Across

both Beijing campaigns, on average, higher concentrations were observed during

the day, compared to the night, as expected in line with biogenic emission profiles.

However, the diurnal variations are not strong, suggesting either continuous

formation of markers, or non-local sources influencing the site. During the

Guangzhou summer campaign, cleaner diurnal variations can be observed, with

marker concentrations on average increasing during the afternoon, with the lowest

concentrations observed during the morning. During the Guangzhou winter

campaign, the diurnal profile is less defined, with more outliers and varaition,

suggesting non-local sources could be influencing the site. Finally, strong diurnal

variation were observed in Delhi, as observed for the α-pinene markers. Low

marker concentrations were observed at night, before a significant increase during

the morning sample.
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Table 6.6: Mean ±SD for the Limonene derived acid markers identified across the
Beijing, Guangzhou and Delhi campaigns with the number of observations in each
campaign (n =). Limonene is abbreviated to Lim in the marker names.

Beijing Guangzhou Delhi

Marker Summer Winter Summer Winter Pre-mon. Post-mon.

Lim_173a 14.11 ±
9.5

1.89 ±
2.13

7.17 ±
6.85

5.31 ±
3.07

7.71 ±
2.89

13.4 ± 6.2

(n = 102) (n = 45) (n = 126) (n = 104) (n = 4) (n = 14)

Lim_183 6.37 ± 7.6 3.22 ±
2.29

1.2 ± 0.92 4.39 ±
2.84

4.79 ±
3.58

14.34 ±
13.27

(n = 45) (n = 25) (n = 19) (n =110) (n = 26) (n = 71)

Lim_185a 2.54 ±
2.48

0.54 ±
1.03

2.28 ±
1.59

1.62 ±
1.07

4.01 ±
2.62

5.64 ±
3.26

(n = 51) (n = 31) (n = 6) (n = 7) (n = 5) (n = 7)

Lim_185b 0.21 ±
0.27

0.07 ±
0.04

0.07 ±
0.04

0.10 ±
0.10

0.17 ±
0.22

0.59 ±
0.36

(n = 58) (n = 20) (n = 15) (n = 83) (n = 27) (n = 64)

Lim_187a 6.67 ±
5.09

0.64 ±
0.59

NA ± NA NA ± NA 4.97 ±
2.54

5.57 ±
2.44

(n = 138) (n = 43) (n = 0) (n = 0) (n = 29) (n = 93)

Lim_187b 28.45 ±
17.71

3.47 ± 4 NA ± NA NA ± NA NA ± NA 21.54 ±
2.94

(n = 8) (n = 32) (n = 0) (n = 0) (n = 0) (n = 2)

Lim_187c 15.55 ±
4.63

1.76 ±
6.81

NA ± NA Inf ± NA NA ± NA NA ± NA

(n = 7) (n = 6) (n = 0) (n = 0) (n = 0) (n = 0)

Lim_203a 4.89 ±
3.78

0.91 ±
0.78

1.95 ± 0.9 1.47 ±
0.85

4.08 ±
2.12

7.16 ±
3.35

(n = 8) (n = 26) (n = 6) (n = 14) (n = 5) (n = 27)
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Figure 6.5: Time series and diurnal variations of the sum of the Limonene derived
acid markers: Ketolimonic, Ketonorlimonic, Limonic and Limononic acids across
the Beijing, Guangzhou and Delhi campaigns. The lower and upper part of the box
represents the 25th and 75th percentiles, with the upper and lower lines extending
no further than 1.5 * the interquartile range of the highest and lowest values
within the line respectively.
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6.3.4 β-caryophyllene

Seven β-caryophyllene markers were quantified across the 6 campaigns as shown

in Table 6.7. Bcary_197 (3,3-dimethyl-2-(3- oxobutyl)cyclobutanecarboxylic

acid, C11H18O3) was the dominant β-caryophyllene marker observed, contributing

between 37.3 % and 89.3 % of the β-caryophyllene derived acid concentration.

Time averaged concentrations ranged from 1.32 ± 8.04 ng m−3 (n= 53) in Beijing

winter, to 7.6 ± 4.83 ng m−3 (n = 31) in pre-monsoon Delhi. β-caryophyllinic acid

(Bcary_253b, C14H22O4) was observed across all 6 campaigns, contributing on

average 5.3 ± 1 % to the total β-caryophyllene marker concentrations, with average

concentrations ranging from 0.1-0.16 ng m−3. Vestenius et al., 2014 synthesised

an authentic standard of β-caryophyllinic acid and quantified β-caryophyllinic

acid throughout the year at a boreal forest site with concentrations ranging from

1.2 ng m−3 in winter to 10.9 ng m−3 in summer (Table 6.8).

Figure 6.6 shows the time series and diurnal variations of the sum of the three

β-caryophyllene markers; Bcary_197 (3,3-dimethyl-2-(3- oxobutyl)cyclobutane-

carboxylic acid, C11H18O3), β-caryophyllinic acid (Bcary_253b, C14H22O4) and

Bcary_255a (4-(2-(2-carboxyethyl)-3,3-dimethylcyclobutyl)-4-oxobtanoic acid,

C13H20O5) that were identified in >30 % of samples.During the summer Beijing

campaign, low concentrations were observed at the start of the campaign, as

observed for the α-pinene and limonene markers. During the summer Guangzhou

campaign, a significant increase in concentrations was observed at the start of

the campaign, with concentrations dropping from around 40 ng m−3 to below 10

ng m−3 for the remainder of the campaign. Interestingly this is the opposite of what

was observed for the α-pinene and limonene markers. This peak occurred during

typhoon Wipha, suggesting the source of this peak is non-local sources. During

the Delhi pre-monsoon a less defined diurnal variations as observed compared to

the α-pinene and limonene markers, with similar average concentrations observed

throughout the day, suggesting non-local sources, or long atmospheric lifetimes.

However, like the other marker classes a strong diurnal was observed during the
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Table 6.7: Mean ±SD for the β-caryophyllene derived acid markers identified across
the Beijing, Guangzhou and Delhi campaigns with the number of observations
in each campaign (n =). β-caryophyllene is abbreviated to Bcary in the marker
names.

Beijing Guangzhou Delhi

Marker Summer Winter Summer Winter Pre-mon. Post-mon.

Bcary_171b 0.18 ± 0.2 0.03 ±
0.06

0.11 ±
0.06

0.07 ±
0.06

0.37 ±
0.42

0.24 ±
0.61

(n = 58) (n = 19) (n = 61) (n = 15) (n = 14) (n = 27)

Bcary_197 5.24 ±
2.17

1.32 ±
8.04

5.01 ±
6.89

2.17 ±
2.38

7.6 ± 4.83 6.32 ±
4.65

(n = 152) (n = 53) (n = 126) (n = 61) (n = 31) (n = 71)

Bcary_237 0.4 ± 0.06 1.76 ± NA NA ± NA NA ± NA NA ± NA NA ± NA
(n = 2) (n = 1) (n = 0) (n = 0) (n = 0) (n = 0)

Bcary_241 0.08 ±
0.06

0.02 ±
0.01

0.01 ±
0.01

NA ± NA 0.08 ±
0.06

0.08 ±
0.06

(n = 8) (n =6) (n = 3) (n = 0) (n = 14) (n = 21)

Bcary_251b 0.37 ±
0.33

0.28 ±
0.78

0.16 ±
0.06

0.27 ±
2.95

NA ± NA 0.46 ±
0.25

(n = 22) (n = 6) (n = 2) (n = 40) (n = 0) (n = 10)

Bcary_253b 0.31 ±
0.23

0.1 ± 0.14 0.21 ±
0.14

0.12 ±
0.09

0.46 ±
0.24

0.38 ±
0.55

(n = 190) (n =109) (n = 133) (n = 96) (n = 32) (n = 97)

Bcary_255a 0.2 ± 0.15 0.03 ±
0.03

0.11 ±
0.06

0.08 ±
0.05

0.2 ± 0.24 0.12 ±
0.11

(n = 89) (n = 5) (n = 101) (n = 66) (n = 30) (n = 45)
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Table 6.8: Comparison of β-caryophylinic acid concentrations between those
measured in this study and previously.TS = This study

Location β-caryophylinic acid (ng m−3) Ref Method

Changchun, China 1.5 ± 2.3 [384] GC-MS
Mt Tai, China 16.3 ± 8.6 [385] GC-MS
Mt Hua, China 2.2 ± 1.2 [379] GC-MS
Guangzhou, China 4.04 ± 2.58 [390] GC-MS
Shanghai, China 0.58 ± 0.75 [391] GC-MS
Beijing Summer 0.31 ± 0.2 [TS] LC-MS
Beijing Winter 0.1 ± 0.14 [TS] LC-MS
Guangzhou Summer 0.21 ± 0.14 [TS] LC-MS
Guangzhou Winter 0.12 ± 0.09 [TS] LC-MS
Kathmandu, Nepal 18.7 ± 9.4 [378] GC-MS
Delhi Pre-monsoon 0.46 ± 0.24 [TS] LC-MS
Delhi Post-monsoon 0.4 ± 0.55 [TS] LC-MS
Summer Boreal forest, Finland 10.9 ± 12.1 [373] LC-MS

post-monsoon campaign, with low nocturnal concentrations compared to daytime.

6.3.5 Impact of Ozone and Temperature

6.3.5.1 Ozone

Previous chamber studies investigating organic acid formation pathways and

SOA yields from α-pinene, limonene and β-caryophyllene have highlighted their

ozonolysis and photochemical pathways. [41, 165, 273, 323, 364, 365, 392] Mutzel

et al., 2016 investigated the SOA yields from the reaction of α-pinene and limonene

with OH radicals and found larger SOA yields from limonene (10-21 %) than

α-pinene (3.4-4.3 %). However higher SOA yields have been observed from the

ozonolysis of α-pinene (37-125 %) and limonene (29 – 109 %) across a range of

conditions.[393] Tasoglou et al.,2015 observed much higher yields associated with

β-caryophyllene + OH with yields ranging from 19.3 -70.3 % under low NOx and

30.7 – 137.8 % under high NOx conditions. Lower SOA yields were observed for the

ozonolysis of β-caryophyllene by Winterhalter et al., 2009 (6-41 %).[394] Limited

ambient studies have investigated the effect of increasing ozone concentrations

on organic acid formation in the real atmosphere.[385] Ozone showed strong
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Figure 6.6: Time series and diurnal variations of the sum of the β-caryophyllene
derived acid markers: Bcary_197 (3,3-dimethyl-2-(3- oxobutyl)cyclobutane-
carboxylic acid, C11H18O3), β-caryophyllinic acid (Bcary_253b, C14H22O4)
and Bcary_255a (4-(2-(2-carboxyethyl)-3,3-dimethylcyclobutyl)-4-oxobtanoic
acid,C13H20O5) across the Beijing, Guangzhou and Delhi campaigns. The lower
and upper part of the box represents the 25th and 75th percentiles, with the upper
and lower lines extending no further than 1.5 * the interquartile range of the
highest and lowest values within the line respectively.
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diurnal variations across all campaigns, with night-time minimums and midday

maximums as shown in Figure 6.7. These ozone diurnal variations are expected

due to ozone’s photo-chemical formation pathway. Due to this pathway, it is

expected that ozone concentrations would correlate with temperature as shown

in Figure 6.8. Varying strengths of correlation however were observed across the

campaigns, Beijing summer showed the strongest correlation ( R2 = 0.63), with

the winter campaign having the weakest correlation (R2 < 0.1). Across both

Delhi campaigns no correlation was observed (R2 < 0.15), suggesting the influence

of non-local sources and meteorological effects. A moderate correlation (R2 =

0.47) was observed during the summertime Guangzhou campaign, but a weak

correlation was observed during the winter campaign (R2 = 0.2).

Ozone did not directly correlate with any of the marker classes across any

of the campaigns (R2 < 0.2), but some marker class concentrations did increase

under increasing ozone concentrations. Figure 6.9 shows the marker concentrations

across all 6 campaigns correlated towards mean ozone mixing during the filter

sample time.

The ozone data is presented in 20 ppb bins to aid comparison of the means

and distributions. Mean marker concentrations across the three BVOCs generally

increased with ozone, suggesting ozonolysis formation pathways may be important

(Figure 6.9 A,B,C). Ozone can also be thought of as proxy for photochemistry, with

OH radicals a key route to marker formation, meaning this correlation is unlikely

to be solely based on the increased ozonolysis of BVOC precursors. At ozone

concentrations above 80 ppbv, α-pinene marker concentrations decreased with

increasing ozone, however the limonene and β-caryophyllene marker concentrations

levelled off. This could be a result of increased losses of primary and secondary

oxidation products under highly oxidising conditions. Higher temperatures are

known to promote the emissions of BVOCs as discussed in the next section, which

could lead to higher marker concentrations. A further complication may be the

impact of ozone and temperature stresses on biogenic emissions. [395, 396] This

stress on the plants could lead to a shift in the BVOC profiles.
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Figure 6.7: Diurnal variations of measured ozone concentrations across the Beijing,
Delhi and Guangzhou campaigns.
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Figure 6.8: Measured ozone concentrations versus temperature for the six cam-
paigns. Ozone concentrations and temperature were averaged to 1 hour. A-
Beijing Summer, B- Beijing winter, C- Pre-monsoon Delhi, D- Post-monsoon
Delhi, E - Guangzhou Summer, F- Guangzhou Winter.
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Figure 6.9: A,B,C – Correlation between total BSOA acid concentrations and
binned ozone concentrations (bin size = 20 ppbv). D,E,F – Correlations between
total BSOA acid concentrations and binned temperature (bin size = 10 °C). The
boxplots represent the mean ( horizontal middle line) with the lower and upper
hinges corresponding to the 25th and 75th percentiles respectively. The upper and
lower whiskers extend to the larger or smallest value no further than 1.5 * IQR
from the respective hinge. G, H, I - Correlation between BSOA acid concentrations
and temperature, coloured by campaign.
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6.3.5.2 Temperature

Temperature has been shown to have a significant impact on α-pinene SOA

yields.[372, 393, 397, 398] Simon et al., 2020 investigated the formation of α-

pinene SOA across a large range of temperatures (-50 - 25 °C) and found a large

decrease in highly oxidised molecule (HOM) yields with decreasing temperatures.

However, the lower temperatures lead to increased nucleation rates of up to 3

orders of magnitude compensating the reduced HOM yield. Quéléver et al., 2019

also found that HOM formation decreased considerably at lower temperatures,

with yields a factor of 50 lower at 0 °C than at 20 °C.[397] Kristensen et al., 2020

however found that semi-volatile organic acid intermediates and products had

higher concentrations in SOA during lower temperature experiments. This was

due to increased condensation as the saturation concentration decreases at lower

temperature and shifts the volatility distribution.[399]

Across the 6 campaigns, temperatures ranged from -4 to 46 °C, with pre-

monsoon Delhi having the highest average temperature of 38.0 ± 4.0 °C, and

Beijing winter the lowest with an average of 5.6 ± 4.2 °C. As shown in Figure 6.9,

higher acid marker concentrations derived from all three BVOCs were observed

under higher ambient temperatures when incorporating data from all 6 campaigns,

but level off at different temperatures. Figure 6.9D shows mean α-pinene marker

concentrations increased up until the 20-30 °C bin, before decreasing under higher

temperatures driven mainly by pre-monsoon Delhi samples (Figure 6.9G). Mean

limonene marker concentrations increased significantly up until the 30 – 40 °C

bin (Figure 6.9E), before concentrations dropped under the highest temperatures

observed in pre-monsoon Delhi (Figure 6.9H). β-caryophyllene was observed to

have an almost exponential increase in mean marker concentrations (Figure 6.9F),

with the highest mean concentrations observed in the 40 – 50 °C bin. This increase

in concentrations with increasing temperature is like that of isoprene observed

in Guangzhou in Chapter 3, Figure 3.15. This increase in marker concentrations

with temperature was also observed by Li et al., 2013 who observed cis-pinonic
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acid and β-caryophyllinic acid concentrations increased with temperature at a

forested site in China.[379] Ding et al., 2014 also observed increased monoterpene

and β-caryophyllene marker concentrations with increasing temperature across 14

sites in China.[213]

The increase in concentrations with temperature could be due to several factors.

Firstly, higher temperatures occur during the afternoon, with peak photo-oxidation

and ozone concentrations, meaning the correlation with temperature could be an

artefact. Higher temperatures are also associated with increased BVOC emissions

as shown in Chapter 3 and in previous studies [400–402], especially during the

summer campaigns, which could lead to increase in BSOA production. This

suggests this increase is likely driven by a mixture of BVOC emissions and

increased ozonolysis and/or photo-oxidation.

Temperatures above 40 °C were only observed during the day and α-pinene

and limonene marker concentrations when temperatures were above 40 °C were

on average lower or similar to those between 20 °C and 40 °C. The drop in

concentrations above 40 °C could be due to a lack of measurements or due to

plant stress leading to lower BVOC emissions. However, high temperatures

could also promote the evaporation of particulate phase species back into the

gas-phase.[403] In contrast, the β-caryophyllene markers showed even higher

concentrations at temperatures above 40 °C, which could be due to increased

emissions of β-caryophyllene under higher temperatures or increased oxidation.

Previous studies have shown strong correlations between β-caryophyllene emissions

and temperature.[271, 404]

6.4 Conclusion

Biogenic secondary organic acid markers from α-pinene, limonene and β-caryophyllene

were quantified using a cis-pinonic acid response curve. Known differences in

ionisation efficiencies between cis-pinonic acid and the markers were accounted

for using relative ionisation efficiency factors estimated via a random forest model.
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The markers were quantified in nearly 800 PM filters collected in Beijing, Delhi,

and Guangzhou across 6 campaigns. Limonene markers contributed the most to

the total organic acid concentrations, contributing on average 47.2 % compared

to 34.0 % and 18.8 % for the α-pinene and β-caryophyllene markers respectively.

Marker concentrations were observed to be highly impacted by temperature. The

increase with temperature is likely due to increased local emissions of BVOC’s and

suggests that most of these markers are formed locally to the sampling sites. Over-

all, this study represents one of the largest molecular level investigations of BSOA

acid formation in terms of filter samples and employs new quantification methods.

However, significant uncertainties are still attributed to these concentrations due

to a lack of authentic standards for both ionisation efficiency differences and matrix

effect factors. Authentic standards are needed to improve the validity and accuracy

of the predictive RIE model, which has a high uncertainty, meaning concentrations

could be over or under predicted by several times. Matrix effects are less uncertain

than the differences in ionisation efficiencies, but still showed significant variation

in measurements across standards and samples. cis-pinonic acid which was used

as the ionisation efficiency reference compound had limited matrix effects averaged

over 23 ambient samples from the 6 campaigns. Furthermore, due to the lack of

authentic standards, markers must be identified via matching markers in chamber

samples to ambient samples or through tandem mass spectrometry comparisons.

However, due to the complexity of the ambient samples, reliable tandem mass

spectrometry measurements are hard to undertake. Future work should focus on

the development of authentic standards and their relative ionisation efficiency

measurements relative to readily available standards. Furthermore, the availability

of a widely available tandem mass spectral library would allow for easier marker

identification both in chamber and ambient samples.
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Chapter 7

Summary and future work
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7.1 Summary

Biogenic secondary organic aerosol (BSOA) is a key pollutant, both in rural

and urban environments. BSOA formation routes have been well established in

atmospheric simulation studies, but more limited studies have investigated their

concentrations and formation pathways in the real atmosphere. Studies have

now investigated BSOA both qualitatively and semi-quantitatively in ambient

studies, but numerous complexities still surround the accurate quantification of

BSOA markers. Firstly, due to the extremely complex nature of SOA, co-elution

of different compounds cannot be avoided and as such, matrix effects associated

with both LC and direct injections have been shown to lead to ionisation efficiency

changes. Furthermore, due to the sheer number of compounds within samples,

quantification via authentic standards is difficult, mainly due to their commercial

availability, leading to the use of proxy standards. In this thesis BSOA markers

including organosulfates (OS), nitrooxy-OS (NOS) and biogenic organic acids

from a range of precursors have been quantified in ambient samples collected

across three Asian megacities (Beijing, Guangzhou and Delhi). Through these

studies’ new methods for more accurate quantification of BSOA markers have

been developed and deployed. Due to the implementation of these quantification

methods comparing to previous studies is difficult as they haven’t accounted for

these. The ambient quantification of these species also provided insight into their

atmospheric relevance, formation pathways and anthropogenic enhancements.

Measurements of a range of isoprene OS and NOS species were first undertaken

during a summer campaign in Beijing, China. Measurements were undertaken

using UPLC-HRMS with an electrospray ionisation (ESI) source and quantified

via two authentic isoprene OS standards: 2-methyl-glyceric acid (2-MG-OS) and 2-

methyl-tetrol organosulfate (2-MT-OS). Additional supplementary measurements

of air pollutants were taken alongside the filter collection and allowed investigation

into the formation of these OS and NOS species. Initial differences in ionisation

efficiencies of the two authentic standards were identified, and by using a standard
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addition calibration method, differences in matrix suppression between the two

markers were identified. This was an important observation, which has led to

further investigations and the establishment that these complex samples suppress

ion signal significantly using this type of ionisation technique. OS formation was

found to be highly dependent on both photochemistry (using ozone as a proxy)

and inorganic particulate sulfate for the reactive uptake of gas phase species.

Extremely low afternoon NO concentrations through ozone titration allowed for

the formation of high concentrations of low-NO isoprene markers. Low afternoon

NO concentrations also allowed for nitrate radical chemistry to become increasingly

important throughout the afternoon and into the evening. A range of NOS species

were quantified with distinct formation routes proposed. Two mono-nitrated

species were proposed to be formed through sequential oxidation from NO3 then

OH and showed a strong correlation to particulate sulfate. Nocturnally enhanced

di and tri-nitrated markers were proposed to form from multiple NO3 oxidation

steps.

One of the main drawbacks associated with the Beijing campaign was the

long filter sampling times, especially overnight, resulting in a loss of fine detail

of when markers were forming. This was addressed through the collection and

subsequent analysis of higher time resolution filter samples collected in Guangzhou,

China. A range of OS and NOS markers from both isoprene and monoterpenes

were targeted using UHPLC-HRMS and quantified using authentic and proxy

standards. Building on the identified matrix effects in Beijing, further development

of matrix effect factors for different standards was undertaken to correct for signal

suppression, without which, concentrations would have been significantly underes-

timated. Strong diurnal variations of monoterpene derived OS and NOS markers

were observed for the first time using offline analysis. Nocturnal enhancements

in marker concentrations were observed, likely due to either precursor emission

profiles or nocturnal nitrate radical chemistry. Monoterpene OS and NOS con-

centrations were also highly dependent on temperature. Higher temperatures at

night promoted higher marker concentrations, while the opposite was observed
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during the day, likely due to degradation of gas-phase precursors or particulate

phase markers. Isoprene OS species were shown to be highly dependent on both

particulate sulfate concentrations, for reactive uptake of gas phase intermediates,

and temperature for isoprene emissions. Delhi, India represents one of the most

polluted megacities in the world, and as such provides an interesting case study

for SOA formation. Due to the urban nature of the sampling sites in this thesis,

and the known anthropogenic sources of typically biogenic VOCs such as isoprene

and monoterpenes the sources of isoprene and monoterpenes were investigated in

Delhi. Both isoprene and monoterpenes positively correlated with anthropogenic

combustion markers at night, but less so during the day, highlighting their mixed

emission sources, with anthropogenic emissions at night, while biogenic emissions

dominated during the day. Extremely high pollutant and VOC concentrations

were observed in Delhi across pre- and post-monsoon campaigns, which can be

explained in part by high emissions, but also due to meteorological conditions.

Stagnant conditions, and a very low night-time planetary boundary layer height

trapped pollutants, allowing for high concentrations to build up. The extreme

levels of NO at night quenched the majority of O3 and NO3 nocturnal chem-

istry meaning degradation of VOCs at night was minimal, leading to high VOC

concentrations. In the morning, rapid formation of marker compounds, likely

through either ozonolysis or photo-oxidation occurred. Even though Delhi is one

of the most polluted cities in the world, isoprene and monoterpene derived SOA

contributed significantly to PM2.5 and organic aerosol and also the production of

O3.[324]

The quantification of BSOA is extremely limited due to the lack of authentic

standards and is one of the main challenges the aerosol community faces going

forward. Synthesis studies have highlighted differences in ionisation efficiencies

for OS and biogenic organic acid markers, with the differences in the latter much

more pronounced. Predictive relative ionisation efficiency (RIE) models have

been shown to be able to begin to predict differences in ionisation efficiencies

for a range of compounds. An in-house predictive RIE model was developed
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based on measurements of readily available organic acid standards. The model

showed accuracy (RMSE and R2) in line with similar models, without the need for

extremely large datasets. However, until authentic standards are readily available

for comparison to these predicted factors, the true accuracy of these models for

quantification is unknown. Aerosol metrics which are commonly used to infer

sources and age of aerosol were shown to be highly influenced by considering

the ionisation efficiency differences. Thus, highlighting the need to consider

ionisation efficiencies, especially for qualitative non-targeted analysis. Due to

the lack of authentic standards, limited numbers of studies have focussed on the

ambient quantification of biogenic organic acid markers, as such their atmospheric

concentrations are largely unknown. A library of biogenic organic acid markers

was screened for and markers quantified across a filter database containing around

800 filter samples from Beijing, Delhi, and Guangzhou, comprising of one of the

largest datasets to date. Differences in ionisation efficiencies were considered

using predicted RIE factors. Strong seasonality between summer and winter was

observed across Beijing due to its higher latitude, leading to very low concentrations

during the cold winter season. Marker concentrations were observed to increase

with ozone concentrations. This could be due to ozonolysis pathways but due to

ozone’s photo-oxidation formation this correlation could be due to ozone acting

as a proxy for photochemistry or linked to higher temperatures. Temperature

was also shown to be a key metric, with higher temperatures promoting higher

precursor VOC concentrations, leading to higher marker concentrations.

Across the 3 locations investigated in this thesis, targeted BSOA markers have

been shown to contribute significantly towards OA and PM2.5 concentrations. In

summertime Beijing isoprene OS species were shown to contribute on average

2.2 % of total oxidised organic aerosol (OOA) but up to 10.5 % on certain

days. In Delhi, one of the most polluted cities in the world, total targeted OS

and NOS concentrations from both isoprene and monoterpenes contributed up

to 0.46 % with an average of 0.24 % of PM2.5 during pre-monsoon and up to

0.94 % with an average of 0.31 % during the post-monsoon campaign. Similar
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contributions to OOA were observed in Delhi compared to Beijing, with up to 4.2

% and 6.6 % during the pre- and post-monsoon campaigns respectively. These

contributions, while relatively small on average are only for a minor portion of

known, targeted BSOA markers. There are thousands of known biogenic VOC’s

of which only a handful have been investigated intensely enough for markers to

be targeted in ambient samples as such BSOA concentrations likely make much

higher contributions than observed in this study. Furthermore, with uncertainties

from matrix effects and proxy standards, these contributions could be largely

underpredicted or have high uncertainty. This work has also focussed on the use

of negative mode ESI-MS leading to not targeting known BSOA markers such as

organic nitrates which are more readily ionised in the positive mode. Overall, this

study has shown the BSOA on certain days can contribute significantly to OA and

PM2.5 mass, and is a lower limit of estimates, much larger BSOA contributions

are likely occurring.

This work has also investigated the analytical challenges associated with

BSOA and the known and unknown uncertainties with quantification. Due to

the complex nature of these samples, matrix effects have been shown to have

both an enhancement and suppression effect on different BSOA functionalities,

but the effect also varies sample to sample. Isoprene OS standards: 2-MG-OS

and 2-MT-OS were observed to be heavily supressed across a selection of samples

from each location with up to 94 % suppression in some samples. However,

ionisation enhancement was also observed of up to 15 %, meaning a large range

of uncertainties association with matrix effects have occurred. Matrix effects were

also observed for authentic organic acid standards, with up to 100 % enhancement

in some samples. Without authentic standards for all targeted BSOA markers,

and investigation of each standard in every sample undergoing analysis, unknown

uncertainties due to matrix effects will be occurring. The lack of authentic

standards also means using proxy standards for quantification, leading to unknown

uncertainties at this stage. The use of proxy standards for quantification likely

leads to much higher uncertainties than the matrix effects from the limited work
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that has been undertaken. Overall, the uncertainties associated with BSOA

quantification is still a major issue and is highly variable based on standards and

sample composition.

Overall, this thesis has investigated the concentrations of BSOA markers

and their formation pathways in extremely polluted urban environments. The

policy implications of this thesis outline the potential win-win effects of reducing

anthropogenic particulate sulfate by also reducing BSOA concentrations. This

thesis is also pertinent in a warming climate, where BVOC emissions in certain

regions may increase leading to higher BSOA concentrations and thus have

knock on effects on human and environmental health. Further, many cities are

undertaking “greening” by planting trees for reasons including improving air

quality. However, special attention should be made to the species of tree, limiting

BVOC emissions in environments where fast oxidation and subsequent high BSOA

mass will be formed.

7.2 Future work

Future work is needed to further develop our ability to accurately quantify large

numbers of BSOA markers. The key area of focus should be the synthesis of

authentic standards from a range of precursors. These studies should focus on

sharing the synthesis process or the standards themselves with other groups. These

synthesis studies should also make measurements of the observed differences in

ionisation efficiencies in comparison to commonly used proxy standards. Through

access to even just a limited number of authentic standards, RIE models such as

developed in this work can be optimised and developed further to be more accurate.

Authentic standards would also allow for matrix effects to be investigated more

accurately, allowing for matrix effect factors to be further developed. Another

difficulty faced during this thesis is the lack of a comprehensive tandem mass

spectrometry library of species for easy comparison. Although large amounts

of tandem mass spectrometry data have been accumulated over the last two
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decades, is it not widely available. As such, a community open-source tandem

mass spectrometry library of BSOA markers should be developed to allow for

easier confirmation of BSOA markers. Finally, previous studies have relied on

samples with long sampling times (12/23 hours) and generally spread out across

long periods of time. As highlighted in this thesis, increases in filter sampling

frequency massively increases our ability to understand formation pathways of

BSOA markers in the real atmosphere. Further to this, the accumulation of large

numbers of filter samples, allows for general formation pathways across several

locations to be investigated. Future work should focus on the sharing of filter

samples between laboratories, allowing for large databases of measurements to be

built up, in turn allowing for more detailed analysis to occur.
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