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Abstract

The system states of a grid-connected battery energy storage system (BESS),

state of charge (SOC) and state of health (SOH), are essential for its control

to trade energy and provide services such as frequency response. There is

significant work in estimating these states at cell-level, however, for a large-

scale BESS these methods have not been examined before to see whether

they can scale. There are a number of challenges with large BESS that need

to be considered. The first is that these often contain 10,000-100,000s of cells

where interconnections make the system more complex. The second is that

estimation methods rely on accurate and reliable measurements of voltage

and current, for large BESS where the range of the sensors is larger the errors

will be higher. This thesis also considers the real-world scenario where data

granularity, accuracy and quality is variable.

In this work it is shown how cell-level state estimation techniques can be

utilised on large-scale BESSs using experimental data from a 2MW, 1MWh

BESS. The results show how a Dual Sigma Point Kalman Filter (DSPKF)

SOC estimation can provide improved accuracy over the integrated commer-

cial battery management system SOC estimation. It is then demonstrated

how the DSPKF parameters can be tuned by a genetic algorithm to simplify

selection to generalise the application of the method for different BESSs.

Using system round-trip efficiency (RTE) measurements, validation on the

accuracy of the methodology is provided.

This thesis also proposes how the improved SOC estimation can be com-

bined with a total least-squares (TLS) method for capacity estimation to

less than 1% error. To achieve this an approach is presented for data se-

lection that is required to minimize the error. Finally, parameters of the

equivalent circuit model (ECM) of BESSs are estimated in the weight filter

of the DSPKF and the results are validated by a voltage simulation process.

Throughout the thesis online system state estimation is demonstrated us-

ing both designed test and real-world operational data where the BESS has

provided contracted frequency response services to the GB National Grid.
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Chapter 1

Introduction

1.1 Background & Motivation

Global warming and pollution caused by burning fossil fuels is widely recog-

nised as an imminent threat to the planet[1]. Renewable energy sources

like wind and solar power can help to mitigate these problems, but their

variability of generation over short time durations can cause instabilities in

voltage and frequency of electricity networks[2]. The amount of power gen-

erated from these renewable sources depends on natural conditions, where

generation exceeds demand, reliable methods are needed to store this excess

energy. Conversely, where demand exceeds supply, energy storage may be

used to provide support and stability to the grid whilst additional generation

capacity becomes available.

Figure 1.1 shows the percentage of frequency measurements (sampled at

1Hz) of the GB’s National Grid that out of deadband from Jan. 2014 to Dec.

2020. The frequency of the GB’s National Grid should be maintained close

to 50 Hz and the deadband shown here is defined as frequencies larger than

49.95 Hz or smaller than 50.05 Hz. Any frequency variations that end up

outside this frequency range require frequency response services to correct

the balance between supply and demand. These services traditionally either

increase the power or decrease the power from a generator depending on the

deviation of frequency from 50Hz over a short time scale (1 second). It can
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Figure 1.1: Percentage of frequency out of deadband of GB National Grid
from Jan. 2014 to Dec. 2020

be seen that the percentage of frequencies that are outside of the deadband is

increasing. Therefore, it can be argued that there is increased instability on

the GB National Grid and these problems are likely to be replicated in other

parts of the world since the penetration of renewable energy is increasing

globally. To help with balancing, energy storage systems (ESS) are viewed

as a good solution as they can both import power (effectively decreasing

supply or increasing demand) and export power (effectively increasing supply

or decreasing demand).

Large-scale battery energy storage systems (BESSs) have recently emerged

as a popular ESS technology to provide a variety of grid support services [3].

This is due to their fast response, relatively easy scalability and recently

decreasing costs. A range of GB National Grid frequency response services

such as firm frequency response and fast reserve can be achieved by BESSs

[4], they can also be used to achieve price arbitrage and balancing services.

The recent advances in battery chemistry technologies have improved the

performance of BESS in terms of higher volumetric energy capacities, bet-

ter round-trip efficiencies, and longer lifetime. To make effective use of these
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advances, to successfully provide grid support and maximise the return on in-

vestment for battery owners, advanced battery management systems (BMS)

need to be developed.

State of charge (SOC) and state of health (SOH) are the two essential

indicators that need to be estimated by the BMS. Capacity, which represents

the maximum electrical charge that a battery can store presently, is directly

related to these two indicators. SOH is the quotient of the actual capacity

and the nominal capacity, whereas, SOC is the percentage of charge held

by the battery presently with respect to the actual capacity. The capacity

of a battery reduces over time and its rate of degradation is predominantly

dependant upon the type of usage. The accuracy of SOC [5] and SOH [6]

estimations at the cell-level have improved significantly over recent years from

numerous researchers. However, for large-scale battery systems, the accurate

estimation of SOC and SOH is a relatively new topic.

The accurate estimation of a BESS’s capacity and SOC are critical for

its operation. Batteries have limited lifespans; when the criterion of the

end of life, often around 70% or 80% of nominal capacity, is reached, the

battery will no longer serve the need of the application. Moreover, as the

efficiency of the battery decreases, there is a higher risk of permanent failure

of cells within the battery system. As providing services reduces the SOH, the

service must be financially beneficial when taking into consideration the loss

of capacity incurred. Accurate SOH prediction allows for an estimation of

the cost in terms of battery degradation of a service to be compared against

the profit earned by performing the service. In this way, it is possible to

optimise the control and availability of the services provided, to generate

maximum profit whilst causing minimum degradation of the BESS. It is also

important to be able to predict the capability of the system to store energy

going forward, thus being able to avoid services that require more energy

than the BESS can provide. The necessities for accurate SOC estimation are

more straightforward: the owner of a BESS needs to know how much energy

is currently stored to provide grid services and actively manage the SOC to

remain within the service requirements.
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1.2 Thesis Contributions

This thesis presents the challenges of implementing cell-level state estimation

techniques on large-scale BESSs and introduces novel methods for their suc-

cessful realisation. For the first time, experimental results on a BESS with

over 20k battery cells are presented demonstrating SOC, SOH and parameter-

estimations. The implementation of the DSPKF and TLS, as well as SOC

and capacity estimation results have been published in a journal [7]. Fig-

ure 7.1 provides an overview of how the various methods interact, with the

numbers in each box indicating the relevant sections in this thesis. All data

from the BESS is obtained at the highest level in the system as compared to

interfacing at lower levels that would produce faster sampled and consistent

data. This is representative of asset owner access to data in a real-world

system and demonstrates the potential for the methodologies presented in

this work to process data both locally and remotely, for example in cloud

based systems as used by aggregators.

BESS SOC estimation

This chapter first demonstrates the implementations of DSPKF and DEKF

on a BESS for SOC estimation, and proposes using a genetic algorithm (GA)

to solve the parameter selection problem. The results show that the DSPKF

and the BMS SOC are a good match with the GA providing acceptable

solutions. An analysis between using a system-level measured OCV-SOC and

a scaled cell-level OCV-SOC relation is presented. Methods for overcoming

the invalid data problem of a BESS for SOC estimation are introduced. Using

system round-trip efficiency (RTE) measurements, validation on the accuracy

of the methodology is evidenced.

BESS capacity and SOH estimation

In this chapter, for online system capacity estimation, a total least-squares

(TLS) methodology is demonstrated for the first time on a large-scale BESS

that discovers the need for data selection and data cleansing. System-level
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degradation experimental results are also presented to validate the system-

level capacity estimation results. In addition to system current, the TLS

algorithm requires an SOC estimation input, to demonstrate the accuracy

of the DSPKF algorithm this is used and compared against the existing

BMS SOC. Then, a method is proposed to improve SOC estimation and

capacity accuracy as the BESS degrades. The BESS used in the work has

not significantly degraded, therefore capacity tracking using the algorithms

presented on a smaller Lithium-ion Nickel, Manganese and Cobalt (NMC)

battery system is demonstrated and the results are promising. Finally, it

is demonstrated that where only grid-side power and SOC is known, for

example in an aggregator scenario, the TLS algorithm can be used but the

analysis in this thesis shows, for the first time, that a mapping of efficiency

of the inverter against power is required for accurate results.

Estimation of the series resistor in the battery equivalent circuit

model of a BESS

The DSPKF algorithm holds an estimation for the series resistor in the bat-

tery equivalent circuit model (ECM). This chapter uses experimental results

to analyse how effective this is with and without the novel implementation

methods presented in the earlier chapters. The estimated values are used in

a simulated ECM circuit to calculate terminal voltage and compared against

systems measured values. Again, to demonstrate using a system that has

degraded, the experiment is repeated on the smaller NMC battery system

and an NMC cell that has reached the end of life (EOL).
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Chapter 2

Literature Review

In this chapter, battery chemistries, battery system grid services, battery

system optimisation and battery SOC and SOH algorithms are reviewed

from the literature.

2.1 Definitions

Various terminologies exist for batteries to characterise their performance.

The most commonly used terms in the literature are summarised here.

Ampere-hour (Ah) capacity. Ah charge capacity is often used for

describing the total amount of releasable charge stored in a battery under

predefined conditions. The rated Ah charge capacity is the battery’s nominal

discharge capacity (manufacturer’s standard conditions).

C-rate. This is a measure of the rate at which a fully charged battery uses

one hour to discharge its nominal Ah capacity under standard conditions.

For example, a 20Ah lithium-titanate battery will require a current of 20A

to discharge the battery in 1 hour (1C) fully, a current rate of 2C for this

battery would mean using 40 A to discharge it. C-rate is also used for

charging in the same manner.

Specific Energy. This is used to quantify the amount of energy a battery

can store per unit mass, expressed in Wh/kg.

Energy Density. This is the nominal battery energy stored per unit
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volume, expressed in Wh/l.

Internal Resistance. This is the ohmic voltage drop in a battery under

operation, which is different for charging and discharging and may vary with

respect to the battery’s operating conditions and age.

Calendar Life. This terminology refers to the period that a battery

can be stored before it reaches the end of life. It can be seen as a gradual

degradation of the battery when the battery is inactive or with minimal use.

Cycling Life. This is the number of full cycles a battery can achieve

before the end of life.

Self-Discharge. This is the reduction of a battery’s stored charge with-

out any external connections to the battery’s terminals.

State-of-Charge (SOC). This is the remaining quantity of releasable

charge with respect to the maximum available charge capacity.

Depth-of-Discharge (DoD). DoD is to indicate the percentage of the

total Ah capacity that has been removed from the battery, which is the

complement of SOC.

State-of-Health (SOH). SOH is the condition of a battery, with re-

spect to ideal conditions (100%) and it is normally defined as actual capacity

divided by nominal capacity.

End-of-life (EOL). This is the point that a battery needs to be replaced,

and it normally happens when a battery has 70% or 80% of its original

capacity. However, it is application-specific, batteries in a BESS could still

work with lower than 70% SOH.

Float charge voltage. The voltage where the battery is maintained at

100% SOC after charging to compensate self-discharge of the battery.

Open-circuit-voltage (OCV). The voltage between battery terminals

without a load. It increases with state of charge.

Electrochemical Impedance Spectroscopy (EIS). Battery electro-

chemical impedance is normally measured by applying small AC potentials

over a range of frequencies to the cell, obtaining current responses.
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2.2 Battery chemistries and the market

Battery chemistries are the heart of battery performance and utilisation. In

the history of battery development, there have been several key develop-

ments. From lead-acid to lithium-ion, electrochemistry has been leading the

development of the entire battery industry. There are studies for new bat-

tery materials that can overcome the limitations of Li-ion batteries, i.e., the

energy density of lithium-ion batteries is approaching the boundaries[8].

2.2.1 Lead-acid battery

This kind of battery has a long history as the oldest rechargeable battery.

The negative active material is metallic lead, and the positive active material

is lead oxide when it is fully charged. Both the negative and positive active

materials become PbSO4 when fully discharged. The electrolyte is sulphuric

acid (H2SO4), with a concentration of approximately 33.5%. CC-CV charg-

ing regime is commonly used: at the beginning, the constant current is used

of typically C/2 or C/5 until the voltage reaches the float charge voltage,

after which the voltage is held, and the battery is charged with a gradually

smaller current. The open-circuit voltage at full charge is 2.1 V, and the

open-circuit voltage at full discharge is 1.95 V [9].

Advantages: Low cost and simplicity to manufacture, low self-discharge

(temperature dependent), high voltage per cell, large specific power and ca-

pable of discharging with large currents.

Disadvantages: Heavy, poor low-temperature characteristics, low specific

and energy densities, slow charge, short cycle life, repeated deep-cycling can

reduce battery life significantly and transportation restrictions.

2.2.2 Conventional lithium-ion batteries

Lithium is the lightest metal, but it can provide the largest specific energy.

Lithium-metal batteries were first invented with very high energy densities

but were not safe enough because of the unavoidable dendrites generated

on the anode during cycling that could cause electrical short-circuiting. To
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address the instability issues of such batteries, lithium-ion batteries were

invented as a replacement [10].

Lithium-ion batteries were used in portable electronics first because of

the high energy density but now are also very popular in electric vehicles

and energy storage systems. It has a high energy density and power density.

Conventional lithium-ion batteries use graphite anode and lithium-metal-

oxide cathode, separated by a nanoporous separator, and the electrolyte is

a lithium salt solution. Lithium ions are charge carriers, and both the an-

ode and the cathode are the hosts of lithium ions. The two electrodes allow

lithium ions to be transported to the other electrode and there is no breaking

or re-formation of chemical bonds. This helps to avoid the formation of inter-

phase surfaces (such as sulfation of the lead-acid electrodes) and hence makes

the lifespan of lithium-ion batteries longer. During discharge, lithium ions

flow from the anode (negative electrode) to the cathode (positive electrode),

and the direction is opposite for the charging process [11].

A solid-electrolyte interface (SEI) is formed on the anode and electrolyte

boundary. Initially, SEI formation protects the electrode against solvent

decomposition, but over time the SEI layer is thicker, which leads to a gradual

capacity fade [12]. Therefore, SEI is essential for the study of battery SOH.

To charge a lithium-ion battery, CC-CV regime is usually undertaken,

like for a lead-acid battery. However, the OCV curve when discharging is

sometimes quite flat within the range of 20% to 80% SOC, which makes

SOC estimation methods that rely on the OCV-SOC relationship difficult

to implement. The floating voltages of lithium-ion batteries depend on the

positive active material.

By comparing the different Li-ion chemistries, lithium nickel manganese

cobalt oxide (NMC) batteries are normally known to have the best overall

performance considering cost, specific energy, specific power, life span and

safety. This kind of battery is the most popular in the market nowadays

thanks to its excellent specific energy, replacing the previously widely used

lithium iron phosphate (LFP) cells. However, these kinds of batteries may

suffer from low C-rate. Besides, it has a shorter lifespan, and is less safe than

the LFP ones.

9



Ageing can occur in cathode, anode and electrolyte. There are some fault

mechanisms of lithium-based batteries:

Overcharging: this leads to thermal decomposition and may be worse as

a fire is an eventuality. Over discharging: short-circuiting can happen, and

lead to permanent capacity loss. Overheating: SEI is temperature sensitive

and can decompose above 110 °C. This may be due to internal problems

such as overcharging and can also lead to fires. Short-circuiting and physical

abuse are dangerous.

Advantages: High energy and power density; long cycle life; high cell

voltage; fast charge capable; high discharge rates; low self-discharge rate

(temperature dependent).

Disadvantages: The relatively high price needs to be under considera-

tion; safety issues such as over-charging/ over-discharging; complex charging

requirements; the need for protection/management system; SOC measure-

ments are harder than the Lead-acid ones.

2.2.3 Lithium-titanate battery

This kind of battery is normally only used in Japanese products. A lithium

titanate battery is modified from the conventional lithium-ion batteries, using

lithium-titanate nanocrystals on the surface of the anode to replace graphite,

providing more active surface area [13]. This allows electrons to enter and

leave anodes quickly (for fast charging). The cathode and electrolyte ma-

terials remain the same as conventional lithium-ion batteries. The equation

below shows one of the chemical equations of a lithium-titanate battery.

Li4Ti5O12 + 6LiCoO2 <=> Li7Ti5O12 + 6Li0.5CoO2(E = 2.1V ) (2.1)

Advantages: Fast charging is possible and the charging current can be

larger than conventional lithium-ion batteries; safer than conventional lithium-

ion ones; excellent low-temperature performance on both low-temperature

capacity and health effects; no SEI film formation and this contributes to

the improvement of safety over conventional Lithium-ion batteries; thermal

stability at high temperature is also better than other Li-ion counterparts; the
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long lifespan (can be over 10000 cycles) makes this kind of battery promising

candidate for grid-level energy storage.

Disadvantages: Low inherent voltage (2.4V); which is much smaller than

conventional lithium-ion batteries (around 3.7V); most importantly, it is ex-

pensive; it is also limited by low specific energy.

2.2.4 Sodium-ion battery

Sodium exists more widely on earth than lithium, which makes sodium-ion

batteries simple to manufacture and cheap. Therefore, scientists have been

trying to replace lithium with sodium in batteries for a long time [14]. Li-

ion batteries have been prefered because of the discovery of using carbon as

the anode in the 1990’s to achieve large capacity [15]. However, in 2000,

a new anode material of sodium-ion batteries found by Stevens and Dahn

could match the specific capacity of the Li-ion batteries, making sodium-ion

batteries back to the competition.

The low electrochemical potential of sodium makes sodium-ion batteries

particularly attractive for grid-connected BESSs. Being abundant and cheap

are also advantages of using sodium-ion batteries in stationary large-scale

BESSs [14].

Currently, the main challenge of Sodium-ion batteries is the low effective-

ness of the electrode materials [16].

Advantages: Cheap, safe, especially suitable for large-scale BESSs.

Challenges: Electrode materials, ionic size of sodium ions, the conductiv-

ity of active materials [17].

2.2.5 Sodium sulphur battery

Sodium sulphur batteries were first introduced in 1968 [18], using two highly

active materials, sodium and sulphur, separated by a solid electrolyte. This

kind of battery has to be operated in temperatures over 300 °C [19]. Sodium

sulphur battery performs well in terms of cycling life, round-trip efficiency,

and energy density, making it suitable for stationary energy storage. One

of the disadvantages is that sodium is hazardous [20]. To date, the cost
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reduction of sodium sulphur batteries has not been significant, compared

with other types of batteries like lithium-ion.

Advantages: long Cycle life, high round-trip efficiency, large energy den-

sity.

Challenges: must be operated at high temperature, relatively low power

density, relatively high cost.

2.2.6 Redox Flow battery

Developed in 1970s, a redox flow battery (RFB) runs according to reversible

oxidation and reduction. It consists of separate energy and power modules

[19]. An ion-exchange membrane is used to separate the positive and nega-

tive half-cells and energy conversion is achieved by pumping the electrolyte.

Among various RFBs, vanadium redox flow battery (VRFB) is popular be-

cause of the large availability, high energy efficiency, low capital cost, long

cycle life and low toxicity [21]. In general, RFBs have the following advan-

tages: suitable for large-scale energy storage [22], power and energy are not

coupled, long service life and the safety [23]. As of disadvantages, RFBs need

breakthrough on fundamental materials and they are generally not compet-

itive in terms of the cost.

Advantages: long cycle life, safety, suitable for large-scale energy storage.

Challenges: Cost reduction, key materials.

2.2.7 Lithium sulphur battery

In this kind of battery, sulphur is used replacing currently used cathode

materials, with a high theoretical specific capacity, and the negative electrode

is lithium [8]. These batteries are attractive in recent years because the

energy density and specific capacity could be as high as 2600 Wh/kg and

1675 mAh/g [24], which are much higher than a conventional Li-ion battery.

Advantages: Very high energy density and specific capacity; light because

of using sulphur; the cost can be lower than lithium-ion batteries because of

the use of sulphur.
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Challenges: the utilisation of the materials to reach the theoretical ca-

pacity [24]; The volumetric instability during cycling; polysulfide dissolution

and shuttling that could lead to current leakage, and affect cycle-ability and

columbic efficiency[25].

2.2.8 Lithium-air battery

This kind of battery uses oxidation of lithium at the anode and reduction

of lithium at the cathode to induce a current flow [26]. Metal-air batteries

are attractive because of the potential high energy density, compared to all

other battery chemistries. The energy density of lithium-air batteries is very

attractive because it can reach 1700 Wh/kg which is very close to the energy

density of gasoline. The practical energy density of Li-S is 370 Wh/kg, and

the energy density is rarely above 250 Wh/kg for current Li-ion batteries

[27].

Advantages: Very high energy density; high specific energy.

Challenges: To breathe oxygen from ambient environment [28], power

density is currently very low; Low rate capability; Low round-trip energy

efficiency; Short life [29].

2.2.9 Solid state battery

An all-solid-state battery has both solid electrodes and solid electrolytes.

It has been proposed and developed to solve the problems of lithium-ion

batteries, especially the safety issues [30]. Recently in [31], authors proposed

a design of an all-solid-state battery to achieve excellent energy density, cycle

life and overcome the Coulombic efficiency challenge.

Advantages: Both high energy density and power density; no problems

with electrolyte leakage; long lifespan; performance is not affected by tem-

perature; high energy to weight ratio; may be ideal for use in electric vehicles.

Challenges: Coulombic efficiency; The materials of essential electrolyte;

the creation of stable interfaces between battery components[32].
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2.2.10 Battery market

The battery market is growing fast. From portable devices, electric cars,

energy storage systems, to other industries like aircraft. The overall dom-

inating chemistry in the market is lithium-ion, where NMC and LFP are

the most popular ones, and battery manufacturers mainly use different raw

material ratios. In terms of manufactures, east Asian ones are dominating.

Chinese manufacturers such as CATL (the largest producer of lithium-ion

batteries for electric vehicles) and BYD have significantly increased in the

number of products they produce and could be more critical in the lithium-

ion battery market in the near future. Korean and Japanese manufacturers

such as LG Chem, Samsung, Panasonic and Toshiba are also popular in the

world. Manufacturers have been cooperating with automotive and energy

storage companies closely. For example, the relationships between Panasonic

and Tesla [33], CATL and BMW [34].

2.2.11 Summary

Lithium-ion batteries are currently dominating the market, because they have

the best overall performance. NMC and LFP are currently the most common

chemistries commercially. However, several new chemistries have exhibited

great potential at the research stage, including Lithium-sulfur, Lithium-air

and all-solid-state batteries, to overcome the disadvantages of Lithium-ion

batteries. Besides, Sodium-ion batteries have the potential to replace the

Li-ion ones, especially for large-scale BESSs. Table 2.1 compares different

battery chemistries. The battery market is still expanding sharply and it

may play an essential part in the urgent need to control global warming.

2.3 National Grid frequency response services

There is a range of balancing services that the National Grid provides to

maintain the quality and security of the GB electricity supply[35], and they

are required to maintain the frequency at 50Hz ±1%,i.e., sufficient generation
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and/or demand for electricity supply. The most common balancing services

of the National Grid are included in this section.

Dynamic and non-dynamic (static) frequency responses are the two main

categories of frequency response. Static frequency response is usually a dis-

crete triggered service at a defined frequency deviation. For dynamic fre-

quency response (DFR), the energy changes in line with system frequency so

it is a continuous service.

Mandatory frequency response

Mandatory frequency response are held automatically and quickly, to

keep frequency within operational limits. Traditional generators have to be

able to provide mandatory frequency response. This kind of response is an

automatic change in response to a frequency change. This kind of response

in the National Grid includes three response services, and they respond to

an increase or a decrease in demand, as shown in table 2.2.

Firm frequency response (FFR)

Firm frequency response has more providers than mandatory frequency

response, and it is procured through a competitive tender process (i.e., to

invite bids for a project). FFR provides both dynamic and non-dynamic

responses to changes in frequency. FFR service is a commitment from a

provider to either operate at a pre-specified level of power (static) or oper-

ate in a frequency sensitive mode (dynamic) for a set period. The detailed

services are the same as the mandatory frequency response as shown in table

2.2.

Enhanced frequency response (EFR)

This service can change the active power in proportion based on a fre-

quency deviation. The response time is much shorter than the responses

mentioned in the mandatory frequency response. Although this service has

been withdrawn, one of the data profiles shown in this work is generated

by doing this service. Besides, the underlying principle of EFR (i.e. power

demand in response to frequency deviation), is still the basis of current fre-

quency response services.
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Table 2.1: Comparison of different battery chemistries

Chemistry Main advantages Main disadvan-
tages/challenges

Stage of develop-
ment for BESS

Lead-acid Low cost, capable
of large discharge
currents

Heavy, short
cycle life, slow
charge

deployed com-
mercially

Conventional Li-
ion

Best overall
performance
commercially

Safety issues, en-
ergy density is
reaching the limit

deployed com-
mercially

LTO Safety, excellent
cycle life and low
temperature per-
formance

Expensive, low
voltage

deployed com-
mercially

Sodium ion Cheap, safe, can-
didate for large-
scale BESSs

Electrode materi-
als, conductivity
of materials

deployed com-
mercially

Sodium sulphur long Cycle life,
large energy den-
sity

No significant
cost reduction

deployed com-
mercially

Redox flow long Cycle life,
safety

Cost reduction,
key materials

deployed com-
mercially

Lithium sulphur very high enery
density, low cost

Materials, volu-
metric instability

developmental

Lithium-air Very high energy
density, high spe-
cific energy

Low power den-
sity, short life

developmental

Solid state High energy den-
sity, safety, lifes-
pan

Coulombic effi-
ciency, materials

developmental

Table 2.2: Mandatory and firm frequency response services

Response time Sustainable time
Primary response 10 s 20 s

Secondary response 30 s 30 min
High frequency response 10 s indefinitely
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Dynamic containment, dynamic moderation and dynamic regu-

lation

These 3 services are all classified as DFR. Dynamic containment (DC)

is to operate after a significant deviation in frequency, which is fast-acting.

Dynamic moderation (DM) is designed to deal with sudden large imbalances

of frequency. Both DC and DM operate in a post-fault way. Dynamic regu-

lation (DR) is a pre-fault service, which aims to correct continuous but small

frequency deviations slowly.

2.4 Battery systems and their management

of optimisation

Battery systems have the potential to take the dominant position of pumped

hydroelectric energy storage. Before 2014, sodium sulphur batteries played a

crucial role in the electric power market, but lithium-ion batteries and redox

flow batteries, especially the former have been drawing significant attention

in recent years. The reason is that they can achieve better performance and

at lower costs than the sodium sulphur ones [19]. Battery systems cannot

solve all the energy problems, but they can provide improvements in grid

reliability [36].

The optimisation of a battery system includes minimising the degrada-

tion and maximising stacking revenue. A BESS can be run for arbitrage

(store electricity when the price is lower and sell it when the price is higher).

However, the necessity of trade needs to be evaluated. The system has to

be replaced when it meets the end of life or is not able to meet the crite-

ria of the grid, so degradation is a kind of cost. Therefore, the comparison

between the degradation cost and the revenue needs to be done. The prog-

nostics algorithms for minimising degradation and optimisation algorithms

for maximising revenue are essential for BESS.

In 2008, Armand et al. [37] suggested batteries could be the best sus-

tainable way for increasing electricity demand and predicted future possible

advanced battery chemistries. They also described the importance of nan-
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otechnology and organic-based technology (electrodes made from biomass)

for batteries development to solve environmental problems.

New battery chemistries have been investigated for battery systems due

to the limitations of the price, availability and safety issues of Li. Na+,K+

,Mg2+, Zn2+ in electrolytes have been reported as alternatives because they

are cheaper, safer and eco-friendly. Su et al. [38] proposed a design of

potassium-ion batteries that have a range of advantages: low cost, non-

toxicity, high capacity, and long cycle life, making them attractive for large-

scale BESSs.

Redox-flow batteries (RFBs) are also good choices because of the inde-

pendence between power and energy capacity, very long cycle life, safety and

good transient behaviour. However, commercial RFBs normally have low

energy density and poor stability. Li et al. [39] reported a novel vanadium

redox flow battery with about 70% increase in energy capacity and excellent

stability between -5 to 50 ℃ (Li-ion batteries’ performance is often affected

by temperature).

Second life usage of electric vehicle batteries could lead to a significant

decrease in the cost of grid-level energy storage. EV Li-Ion battery packs

will remain approximately 80 % of their SOH after being removed (if an EV

battery has degraded a lot it cannot support the vehicle for a long enough

trip), which would make a second use as stationary energy storage possible.

Authors in [40] assumed that EV batteries’ first use could be for 8 years, and

then they could be reused for another 10 years. They analysed the potential

environmental costs and advantages of battery second life in ESS. In addition,

they emphasised the importance of SOH in second life for energy efficiency.

Reniers et al. [41] proposed accurate battery degradation models for

optimal control of grid-connected Li-ion batteries, to predict battery degra-

dation, thereby performing price arbitrage. The result of their optimisation

algorithms is the optimal current (for both charging and discharging) at each

point in time for each battery model. The critical conclusion in this work

is that a greater battery capacity can be used by implementing more accu-

rate battery models. This work shows good results, and it could be useful

for future research, but it is model-based rather than data-driven as in this
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thesis.

There are a few studies in the literature that used optimisation algo-

rithms to do battery-system optimisation. A simulated Annealing algorithm

(a probabilistic technique for optimising functions of various variables) was

used for minimising the cost of a hybrid energy system [42]. A Genetic al-

gorithm (a global search method, discussed more in Chapter 4) was used in

[43] to maximise the useful life of a lead-acid battery system.

2.5 Battery state of charge algorithms

State of charge (SOC) of Li-ion batteries cannot be measured directly and

can only be estimated since it is affected by various factors such as current,

temperature, charge/discharge history and SOH. Thus, the algorithms for

estimating SOC are essential to make the results as reliable as possible, and

estimating SOC is one of the main tasks of battery management systems

(BMS). There is a range of SOC algorithms, and they are either direct or

indirect. In this section, only popular methods are reviewed in detail.

2.5.1 Coulomb counting

Coulomb counting is the most often used method in industry and commercial

applications to estimate SOC. The equation of calculating SOC is shown in

(2.2)[44]. The change in SOC is calculated by accumulating the charge trans-

ferred in or out of the battery, therefore, the initial SOC must be available

to estimate SOC in this method.

SOC(t0 + τ) = SOC(t0) +
1

CratedSOH

∫ t0+τ

t0

−Idt (2.2)

where SOC(t0) is the initial SOC, Crated the rated (nominal) capacity, τ the

time duration of charge or discharge, and I is the input or output current.

Note that in this thesis, the discharge current is defined as positive, which is

in line with convention.

The advantage of Coulomb counting is its simplicity and that it is a direct
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method, where the SOC and capacity (discussed later) can be estimated

requiring only the measurement of the current [45]. However, it can be very

inaccurate. There are losses during charging and discharging, and these, in

addition to self-discharging, result in errors. The measurement of current is

another problem since the current sensors can be affected by offset errors or

noisy measurements, and these combined errors accumulate into increasingly

large errors as time passes. The estimated SOC will diverge from the actual

SOC, although a reset mechanism using the open-circuit voltage and SOC

relationship (OCV-SOC relationship), discussed in more detail in section 4

can mitigate this but only under ideal conditions not necessarily witnessed

by an online operational BESS.

2.5.2 Kalman filter methods

Kalman filter (KF) methods can provide very accurate indirect estimations

of SOC. They compute a weighted average of the measured value and the

predicted value by utilising a set of recursive equations to minimise the noise

values [46]. The weighted average (Kalman gain) is calculated by placing

heavier weights on more likely values according to the error covariances.

Minimising both the state and the error covariance is the heart of the

solution in KF methods. Prediction and correction are the two main steps

in KF: in the prediction step, the state of the system is estimated using the

previous measurement, then in the correction step, the estimated state is

updated with the measurement.

KG =
EEST

EEST + EMEA

(2.3)

where KG is the Kalman gain, EEST the error in the estimate, and EMEA

is the error in the measurement which can be calculated according to the

knowledge of sensor accuracy or set by experience. The Kalman gain is

updated every iteration.

EST t = EST t−1 +KG[MEA− EST t−1] (2.4)
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where ESTt is the current estimate, ESTt−1 the previous estimate and MEA

is the measurement.

EEST t = [1−KG](EEST t−1) (2.5)

where EEST t is the new error in the estimate.

The main procedures for implementing a Kalman filter can also be sum-

marised as three: the calculations of Kalman gain, the current estimate and

the new error in the estimate, which are shown in equations 2.3, 2.4 and 2.5

respectively. A flowchart of KF implementation is shown in Figure 2.1.

Battery systems are nonlinear so a standard (non-extended) Kalman fil-

ter cannot be used. The Extended Kalman filter (EKF) was first proposed

in [46], but the Sigma Point Kalman filter (SPKF) [47] is more advanced

than EKF, and is seen as the state-of-art of KF algorithms. SPKF computes

the covariance matrix by using the results of a number of function evalua-

tions, which decrease the error of linearisation significantly. Moreover, SPKF

can achieve higher accuracy with similar computational complexity to EKF.

There are various sigma-point methods, and among them, the Central Dif-

ference Kalman Filter (CDKF) is chosen in this work because it is simpler

to be implemented and has higher theoretical accuracy [48].

Dual Sigma Point Kalman filter (DSPKF) [49] and dual extended Kalman

filter (DEKF) [50] can realise the estimation of both state and parameter

values with two separate filters. The two filters in these methods are called

state filter and weight filter respectively, and the weight filter is designed

for equivalent circuit parameter estimation since the parameters vary slowly

with time for a battery. Therefore, DSPKF is more accurate than a single

SPKF that has fixed parameters. The two filters run in parallel, they adapt

the parameters and the state respectively with some information exchange.

There is a range of studies that use KF methods to estimate SOC and

capacity. In [46], a KF was first proposed for battery applications, the inputs

include the current, voltage and temperature experienced by the cell, and

the output is the SOC. The SOC is first predicted using a battery model

then, the open-circuit voltage can be formulated according to the OCV-SOC
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Figure 2.1: Battery system state estimation flowchart

relationship. Thereafter, the OCV is used to calculate the terminal voltage,

which is compared with the measured voltage to correct the prediction. Zou

et al.[51] proposed a novel combined SOC and SOH estimator, and in this

work, SOC was estimated in real-time using a second-order EKF (two state

variables), and SOH was updated offline using a fourth-order EKF. Authors

in [52] proposed a multi-scale DEKF algorithm for lithium-ion batteries to

significantly reduce the computational burden, based on that the parameters

estimated in the weight filter do not change quickly.

KF methods are not complex and can be implemented with a systematic

approach offering high accuracy and robustness against poor initialisation.

The disadvantages are that they are sensitive to modelling accuracy; the

battery operation environment should be in the zero-mean noise condition

(Gaussian)[53].

2.5.3 Artificial neural networks method

Data-driven methodology has drawn significant attention recently, thanks

to the rapid development of machine learning. A complicated but accurate

model of a system can be trained first, using sufficient data, after which
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the model is used to predict the required values, such as SOC and SOH in

battery systems. These methods can be even more accurate than the Kalman

filtering, including artificial neural network (ANN), support vector machine

(SVM) etc. [19], but they require a significant amount of data and demand

higher computation. They are frequently applied for the prediction of SOH

and remaining useful life (RUL)[54].

Artificial neural networks (ANNs) are computing systems that are built

like biological neural networks in animal brains. They can learn (progres-

sively improve performance on) tasks from examples. Essentially, machines

do not need to be task-specific programmed using ANNs. Artificial neurons

are units or nodes in these systems. Signals (real numbers) are transmit-

ted between artificial neurons. Non-linear functions of inputs are used to

calculate the outputs of artificial neurons. Artificial neurons have a weight

to adjust the learning process, affecting the strength of the signals between

neurons. Artificial neurons are organised in layers and signals may traverse

the layers multiple times from the first layer (input) to the last.

The backpropagation neural network [55] has an excellent ability of com-

plex nonlinear mapping, which makes it a good choice for SOC estimation

because the relationship between the input and SOC is nonlinear and com-

plicated (can be affected by various factors). An artificial neural network

that calculates battery SOC using historical data including voltage, current

and the ambient temperature of a battery was proposed in [56]. In addition,

classic SOC estimators like the KF family usually rely on battery models that

require knowledge inside a battery, which can affect the SOC estimation re-

sults significantly. In comparison, ANNs can be utilised for all batteries,

without the need of building an accurate model, providing training data.

Besides, a neural network is capable of estimating SOC with an unknown

initial SOC [56]. The drawback is that ANNs need a huge amount of data

to analyse and the networks can be very complicated.
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2.5.4 Other methods and summary

Coulomb Counting is simple to implement and often used to estimate SOC

but normally not accurate enough for long-term usage. Therefore, indirect

methods that could be more accurate and reliable are introduced to estimate

SOC. Apart from KF methods and machine learning methods, there are

also open-circuit voltage and Electro-chemical Impedance Spectroscopy (EIS)

methods that are commonly used and relevant to the work conducted in this

thesis.

Battery open-circuit voltage (OCV) that is the voltage when a battery

reaches balance after sufficient resting time, is a function of SOC. This

method measures a range of open-circuit voltages at different SOC values,

forming a look-up table (OCV-SOC relationship) [57]. This method can

be accurate but suffers from the long rest time [58], hysteresis between the

charge and discharge voltage [59], and the difference between batteries that

are even from the same manufactures. Despite the disadvantages of using

this method alone, the OCV-SOC relationship is essential when it is used

with a battery equivalent circuit model (ECM) in other methods like the KF

methods introduced above (section 2.5.2).

EIS is also a frequently used indirect method, using the relationship be-

tween the variation of impedance and SOC [60], or combining with OCV to

further reduce errors [61]. The drawback of this method is that it is not

practical in most applications (a long time needed to take a measurement

and it is difficult to be done online). However, the idea of using EIS and an

appropriate model to calculate the impedance value is widely applied with

KF methods [46, 49].

KF’s performance depends on the accuracy of the models, whereas ANNs

need sufficient training data. However, provided with these, the actual KF or

ANN SOC estimator can hardly be ideal due to the different internal parame-

ters in cells of the same type even if they are from the same manufacturer [56].

Thus, adaptability is essential for highly reliable SOC estimators, consider-

ing the variations mentioned above of parameters and temperature through

the battery lifetime [62]. The advantages and disadvantages of different SOC
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Table 2.3: Advantages and disadvantages of different battery SOC algo-
rithms.

Method Advantage Disadvantage
Coulomb
Counting

Simple and easy to imple-
ment

Relies heavily on the cur-
rent sensor’s precision, of-
ten suffers from accumu-
lated errors, needs the
knowledge of initial SOC.

Open circuit
voltage [57, 63]

Simple, suitable for applica-
tions with small currents.

Not very good for lithium-
ion batteries since they
have a flat OCV-SOC
curve, sensitive to the
precision of the voltage
sensor, time-consuming.

Kalman filter
[46, 50, 64]

Closed loop, online and ac-
curate, not difficult to im-
plement. KF shows good
convergence ability.

High requirement for the
model accuracy, high com-
putation complexity.

Neural network
and fuzzy logic
[56, 65]

Generic and have good non-
linear mapping, no need for
an accurate battery model.

Sensitive to the quantity
and quality of battery data.

algorithms are shown in table 2.3.

Fusion methods that combine above-mentioned methods can further im-

prove the accuracy of SOC estimation, with an increase in complexity. For

example, a fusion method, which combines ANNs and EKF with an adaptive

covariance matrix for the system noise has also been proposed and achieved

excellent accuracy, but requires both model accuracy and high data quality

[66]. For more SOC estimation algorithms and more details, see [5, 67]

2.6 Battery state of health algorithms

The decrease in SOH is described as the degradation of batteries. Both power

fade and capacity fade (energy fade) are signs of batteries degradation. The

increase of the internal resistance affects power fade because less power can

be provided with an increase in resistance. With an increase in cycling times,
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the capacity of the battery decreases so that the available energy is decreased.

The SOH problem is not the same for different battery chemistries.

There are a few reasons for the degradation of batteries, such as ma-

terial stress and fatigue, electrode delamination, electrolyte decomposition,

solid electrolyte interface (SEI) growth, and lithium deposition [68]. The

degradation is profoundly affected by time, temperature, SOC and C-rate.

The ageing phenomenon is a combination of calendar ageing and cycling

ageing. Calendar ageing is the degradation of a battery over time without

cycling or uses, which is dominated by the formation of SEI (affected by

temperature and SOC). Cycling ageing is the life lost when a battery is

cycled, affected by C-rate, temperature, SOC and SOH. Very high C-rate can

increase the rate of degradation significantly; very high or low temperature

is harmful to battery health; Higher depth of discharge is also a reason for

the increase of degradation rate.

More factors need to be considered at the system-level than the cell-

level to estimate SOH. For example, imbalance among the cells and contact

resistance variation with time and other conditions [68]. There are detailed

schematics of battery degradation in [69], based on chemical explanations.

Diagnostics is about the state of the battery now, while prognostics is the

prediction of the battery in the future based on a set of given conditions that

the battery will be subjected to.

There is a range of methods to estimate SOH. The algorithms mostly at

the cell-level, can be classified into three main categories: direct measure-

ment, model-based methods and data-driven methods.

2.6.1 Direct measurement

Coulomb counting may be suitable for capacity estimation only when a full

discharge is available (or almost full discharge, to be proposed later) and

when accurate current sensors are available. This method cannot be utilised

when a BESS is in operation for grid services and requires the BESS to go

offline to carry out a full discharge. Similar to equation (2.2), the calculation
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of capacity is shown in (2.6) by integrating the discharge current.

C =

∫ tend

tstart

IDdt (2.6)

where tstart is the start time of the discharge process, tend the end time and

ID is the discharge current.

As mentioned in SOC algorithms, Coulomb counting is suitable for both

SOC and capacity estimations, so the advantages and disadvantages of this

method for both estimations are the same.

2.6.2 Model-based methodology

State/ parameter observer

This category of SOH algorithms includes DEKF (extended Kalman filter)

method, dual sliding mode observer [70], and particle filter. Advantages

are that they are online and closed-loop. A relatively heavy computational

burden is one of the main disadvantages. Besides, they are sensitive to the

battery models, as discussed in section 2.5.2.

Particle filters are also called Sequential Monte Carlo Methods. They are

a set of genetic, Monte Carlo algorithms (output may be incorrect with a

certain probability) for solving filtering problems. Bayes’ theorem describes

the probability of an event according to prior knowledge of conditions, which

might be related to the event. These filters are used in signal processing and

Bayesian statistical inference (using Bayes’ theorem to update the probability

for a hypothesis). In [71], two degradation models, whose parameters are

updated by a particle filter are proposed.

Kalman filter methods

A DEKF or a DSPKF can estimate both SOC and SOH by adding capacity

as a parameter, together with other ECM parameters, to be estimated by

the weight filter. This is because according to equation 2.2, SOC and SOH

are related to each other closely, which is essential for the work represented
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in this thesis. The basic knowledge of the KF family and the review of some

representative works have been done in the review of SOC algorithms (section

2.5).

Observing internal resistance

The increase in the value of the series resistor in the ECM model of a Li-ion

battery is an indicator of degradation [72]. Thus, there is a range of studies

that estimate SOH using the change in the value of this resistor [73, 74].

In [72], authors proposed an on-board internal resistor estimation for EV

SOH monitoring. They use terminal voltage and current measurement during

battery operation as the identification signal and calculate the resistance

with an adapted model, followed by the determination of the degradation

index. This work achieved low computational burden, high robustness and

good accuracy. It is worth mentioning that this work also considers the

compensation of various temperatures, but not under dynamic load. Authors

in [75] introduced a degradation model based on EIS measurements and a

SOH monitor using recurrent neural networks (RNN), validated by the data

from the real-life EV operating profile. They take the truth that the value

of the resistors varies at different SOCs (OCV) into account. However this

study is based on simulation rather than real-life operational data. The use

of RNN increase the performance of the SOH monitor but inevitably requires

a large amount of data.

These methods rely heavily on the accuracy of the ECM. The challenges

are the difference between cells and the fact that the value of the resistor is

affected by various factors, such as temperature and SOC.

2.6.3 Degradation modelling

Electro-chemical models

There is a range of studies focusing on the electro-chemical models of bat-

teries, including the degradation of film resistance and the solid-electrolyte

interface (SEI). In [76], an electro-chemical model was built to describe the
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impact of SEI growth on cell capacity. The effects of SEI were investigated

in [77].

Single-particle models can be used to estimate parameters, as they are

simplifications of the 1D formulation for a lithium-ion battery. In [78], such

a model with refined cell parameters was proposed based on simulation for

investigating the factors of capacity fade of an LFP cell for both cycling and

calendar ageing. The results showed that the significant factor of capac-

ity loss during storage and cycling conditions is the loss of cyclable lithium.

They illustrated theoretical and physical interpretations of some battery age-

ing phenomena. The disadvantages of particle models are that they could

not solve SOH estimation issues directly and they used complicated partial

differential equations.

Empirical and Semi-empirical performance models

Empirical modelling is based on entirely experimental results, i.e., for a given

input the output can be measured. An empirical battery degradation model

can be built, for example by curve fitting techniques, with the effects of the

above-mentioned factors. Semi-empirical modelling combines experimental

with theoretical modelling (circuit model-based methods). For a given input,

the output/answer cannot be measured, and according to measured variables

and theoretical considerations that relate the variables through fundamental

principles (stress factors of SOH), the output/answer can be sought.

In [79], a semi-empirical degradation model that uses both destructive

physical analysis and non-destructive electro-chemical analysis was proposed.

In this paper, the four mentioned parameters: time, temperature, DoD and

C-rate were investigated to predict SOH. An empirical model was built based

on a large cycle-test matrix as well as a least-squares regression model. The

authors attempted to establish a generalised life model considering time, C-

rate and temperature. In different cases, the adopted life models (equations)

were not identical, but all consisted of the mentioned four parameters. The

models can work in various cycling conditions. As a result, at low C-rates,

time and temperature are the main factors of capacity fade; at high C-rates,
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the effects of cycle rates become significant. Another important conclusion

in this paper is that capacity loss is significantly affected by time and tem-

perature. The main drawback of this study is that the temperature range is

limited.

In [80], a fatigue approach was used to do life-prediction. SOC and C-

rate were chosen as stress factors as they have a significant impact on the

extent of ageing. The authors found that the shape of current pulses has

a minor effect on battery degradation. They provided the curves of stress

factors versus cycles to fatigue failure and used a hypothesis for damage

accumulation in a stress-varying profile.

Petit et al. [81] proposed an empirical degradation model considering 4

stress factors: SOC and temperature for calendar ageing; temperature and

current for cycle ageing. This method was intended for V2G (vehicle to grid

[82]) and two kinds of cells: LFP and NCA (lithium nickel cobalt aluminium

oxide) were investigated. The authors concluded that the NCA based battery

was more sensitive to cycle ageing. The downside of this method is that it

neglected resistance increase, and the stress factors under consideration were

limited to be only two for both calendar ageing and cycle ageing.

Xu et al. [83] introduced a semi-empirical degradation model of Lithium-

ion batteries according to operating profiles. A rain-flow cycle-counting al-

gorithm (a method to analyse fatigue data) was implemented to quantify the

number of cycles based on the battery’s SOC profile. They tune the model

coefficients using data from the manufacturer. The stress factor models con-

tain a temperature stress model; a SOC stress model; a time stress model and

a DoD stress model. It is necessary to mention that the new empirical DoD

stress model in this research can be used for both LFP and NMC batteries.

The improvement of this study could be introducing more stress factors and

making the rain-flow algorithm online.
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2.6.4 Data-driven methodology

Directly mapping from ageing cycle to SOH

This category of methods estimates the battery SOH directly given a time

series of capacity values over cycle numbers. Either machine learning algo-

rithms or curve fitting techniques use capacity and number of cycles data

pairs. Then SOH and EOL (end of life) are able to be estimated. Bayesian

Monte Carlo and Artificial neural networks were used with other techniques

to achieve direct mapping SOH prediction.

In [84], adaptive neural networks and linear prediction error methods

were implemented by directly mapping the capacity-cycle data pairs. This

method has the advantage of establishing a linear model for prognostics and

remain useful life (RUL) prediction. Besides, two prognostics and health

management (PHM) techniques with high accuracy were also presented.

The Dempster-Shafer theory (a general framework about uncertainty and

an effective data fusion method) and Bayesian Monte Carlo (BMC) method-

ology were applied to observe the generative mechanism of the capacity-cycle

data pairs in [85]. Bayesian Monte Carlo , which is a combination of Bayesian

inference (using Bayes’ theorem to update the probability for a hypothesis

when some evidence or information is available) and Monte Carlo methods

(a variety of computational algorithms that rely on repeated random sam-

pling for numerical results) has been proposed for SOH estimation. Firstly,

the Dempster-Shafer theory is used to obtain the information from available

battery data to initialise model parameters. Then, BMC updates the model

parameters using new measurements.

The accuracy of direct mapping could work well provided there is enough

good quality data but ignoring stressing factors is the problem. Even for the

cells that are from the same manufacture, the degradation curves are not

identical, which exposes the problem of these methods for being non-generic.

Mapping from stressing factors or features extracted to SOH

In these methods, some readily measurable variables or features are the in-

put of degradation models, such as historical SOC, temperature, discharge
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current and depth of discharge (DoD).

This category of methods includes ANN, fuzzy logic, and support vector

machines (SVM).

Fuzzy logic is a method based on the degree of truth rather than purely

true or false. In [65], SOC is estimated by its correlation with battery

impedance at one or two frequencies. Likewise, cycle number (SOH) is also re-

lated to impedance and frequency. The advantage is that fuzzy logic does not

need an exact mathematical model to make a decision about a coefficient’s

selection [86]. However fuzzy logic may suffer from estimation accuracies

[87].

Signal processing method

Signal processing techniques can also be used to analyse the health perfor-

mance of batteries, including incremental capacity analysis (ICA), differen-

tial voltage analysis (DVA) and differential thermal voltammetry (DTV).

Authors in [88] use the quantitative correlations between the IC (incremen-

tal capacity) peaks/ dV (differential voltage) and the cell faded capacity to

estimate SOH. In [89], DTV is defined as the ratio of the temperature and

voltage differentials (dT and dV), with respect to time. DTV is used for

tracking degradation during a galvanostatic charge /discharge process with

available measurements of the voltage and the temperature. Considering

these methods may be sensitive to noise and hard to achieve on-board SOH

monitoring, they could be combined with machine learning algorithms such

as SVM [90].

Statistical metrics

Statistical dependence exploration examines the major factors affecting lithium-

ion battery degradation [91]. This category of methods includes dependency

analysis [92] and sample entropy [54, 68].

SampEn (sample entropy) feature can depict degradation and health con-

dition of batteries. In [68], a relationship between the sample entropy of

voltage sequence and capacity loss was built. Advanced sparse Bayesian pre-
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dictive modelling (SBPM, an advanced machine learning algorithm) was used

to establish the relationship. After using the sample entropy algorithm, the

sample entropy and capacities were input to the SBPM system to learn the

underlying mapping system. This method showed a better result over SVM

(support vector machine) with much less complexity. An improved sample

entropy (enhanced sample entropy) was proposed to be more practical [54],

and the results showed that the error of the SOH estimator is as low as 2%.

The main drawback of statistical methods is still the high criteria placed on

data quality and quantity.

Among various SOH only algorithms [93], total least-square based meth-

ods can be relatively simply to implement, without the sacrifice of accuracy,

if the data quality is guaranteed. In [94], the relationship between current in-

tegration and SOC variation was used as the foundation of total least-square

based methods for capacity estimation. These algorithms, which include

weighted total least squares (WTLS), total least squares (TLS) and approx-

imate weighted total least squares (AWTLS), attempt to find an estimated

capacity that minimises the sum of squared errors, which is done recursively.

TLS is used in this work for system-level capacity estimation and the details

of applying this method are in section 5.

2.6.5 Summary

There are other methods apart from the above-mentioned ones, for example,

durability model-based open-loop methods [95, 96] and the battery model-

based parameter identification closed-loop method [97]. They are not popular

due to complexity and accuracy problems.

The rate of battery degradation depends on environmental impacts and

operation profiles. Chemical analysis methods are hard to apply to electrical

circuits. The impedance method can be accurate but it is complicated and

offline (i.e. not in real-time). Machine learning algorithms and sample en-

tropy are the most popular algorithms to estimate SOH. They can all be very

accurate, but with high requirements on data quality and quantity. Most re-

search of SOH algorithms is still at the cell-level, and the performance on
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Table 2.4: Summary of data-driven SOH algorithms

Method Examples Advantages Disadvantages
Directly map-
ping from cy-
cle number to
SOH

Adaptive neu-
ral networks
and linear pre-
diction error
[84]; Bayesian
Monte Carlo
[85].

Straightforward,
good nonlinear
mapping

missing stressing
factors and sensi-
tive to the quantity
and quality of
battery data.

Mapping from
stressing fac-
tors/features
to SOH

Neural net-
work, support
vector machine
and fuzzy logic
[86, 98, 99, 100]

Not difficult to im-
plement, good non-
linear mapping and
accurate.

Sensitivity to the
quantity and qual-
ity of battery data

Signal process-
ing

ICA, DVA and
DTV [88, 89]

Simple, accurate
,[89]

Easily affected by
noise

Statistical
methods

Dependency
analysis and
sample entropy
[54, 92]

Simple, accurate Sensitive to the
quantity and qual-
ity of battery
data

Least-square
methods

Total least
square
methods[94]

Very Simple to im-
plement

Sensitive to the
quality of battery
data

the system-level could be different, but these methods can still be tried. The

summary of popular data-driven SOH algorithms is shown in table 2.4. For

more SOH estimation algorithms and more details, see [6, 54].

2.7 Prognostics of batteries

Diagnostics and prognostics of SOH for batteries are two popular research

areas. Prognostics of batteries is the main part of prognostics and health

management (PHM) in batteries [89]. Prognostics tries to deal with the

degradation of batteries. There are two aims of prognostics: the first one

is to predict the remaining useful life (RUL) of batteries; the second one

is to assess the confidence of the uncertainty estimate. The main aim of
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PHM is to make sure the battery operates within the designed time limits.

The accuracy of predicting RUL is important since risks and failures can be

prevented if the estimation is accurate.

It can be seen that prognostics and SOH are closely related, so many SOH

algorithms can also achieve prognostics. Prognostics methodologies can be

divided into mechanism analysis based methods, data-driven based methods,

and fusion methods that combine the above mentioned two methods. Apart

from the works discussed above for SOH estimation, there are several other

novel studies in recent years.

Data-driven approaches have become popular, and a simple method in

this category is to use a direct mapping between cycle number and SOH.

Richardson et al. [89] proposed to use Gaussian process (GP) regression for

predicting battery life. GP is a kind of Bayesian non-parametric method,

which models complex systems by dealing with uncertainty and defines a

probability distribution over the function (capacity over cycles). Residuals

can be modelled by a GP and the function is a sample from a Gaussian

process [101]. The results show that this work overcomes the limitations of

previous research of GPs for RUL prediction with reasonable accuracy. How-

ever, the authors argue that pure data-driven approaches should be used only

when no function form of the underlying model is available. The limitation

is that they assumed future capacity depends solely on past data.

Su et al. [102] proposed an interacting multiple model particle filter

(IMMPF) method for RUL prediction. The authors achieved improving the

accuracy of conventional battery capacity models. The results show that

these models use fewer parameters, with stable and high prediction accu-

racy and narrowed uncertainty probability distribution function because the

IMMPF method can balance the global and local nonlinear performance. A

model based on mean entropy and relevance vector machine (RVM), was

proposed and used to estimate SOH and RUL [103]. This work shows how

to achieve precise results of RUL prediction. In comparison, RVM performs

better than SVM and autoregressive integrated moving average (ARIMA)

models. Authors in [104] proposed a method to predict RUL based on the

Verhulst model, particle swarm optimisation (PSO) and particle filter (PF).
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The authors use these technologies to form a fitting model and a predict-

ing model, with high accuracy and fewer parameters than previous methods

[105].

It is not hard to conclude that battery prognostics based on data-driven

methods have made significant progress in the last few years [106]. Data-

driven methods do not require an accurate mechanism analysis of the system

but require an amount of high-quality data as discussed in SOH algorithms

2.6.

2.8 State estimation for battery systems

According to the reviews above, there are already a wide variety of methods

to estimate battery capacity and SOC, but most of them focus at the cell-

level. Plett. et al. [107] proposed a Bar-Delta filtering method for estimating

the battery pack states, not only estimating the pack-average states but

also the differences between the cell and pack-average states. In [108], an

online estimation technology based on KF methods for SOC of all cells in the

pack was proposed. Authors in [109] achieved accurate SOC estimation of a

battery pack using an adaptive extended Kalman filter. Although the above

methods could work well for battery packs, they would be much slower to be

implemented for large-scale battery systems due to the significantly higher

number of cells.

Recently, a digital twin method [110] for online SOC and SOH estimation

was proposed. The authors built a cloud BMS with the Internet of things and

achieved small errors for both state estimations. However, this study only

uses a very small battery system, with 4 cells to validate the algorithms. A

series of studies on a sample of Spanish photovoltaic household-prosumers

[111, 112] showed factors that could affect a battery system’s lifetime and

predicted a battery bank’s lifetime under fluctuating loads. The limitation is

that this series of studies are based on fixed battery degradation parameters,

which may not be practical.

To conclude, battery systems that previous studies use to demonstrate

their methodologies contain a very small number of cells relative to large-scale
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grid-connected BESS. A large-scale BESS system will be made up of storage

units that can contain in excess of 20k-100k cells each and with it come

challenges in measurement, data granularity, accuracy and data quality. The

state estimation of an entire large-scale BESS for increased accuracy, beyond

commonly used methods, has not been presented in the literature.

2.9 Thesis objectives

From the literature review above, it can be concluded that state estimation

algorithms have only been implemented on the cell-level and battery systems

with very limited size. Therefore, an objective will be to investigate whether

the more advanced methods such as the Kalman filter family and machine

learning algorithms provide similarly good results on large-scale grid con-

nected batteries. These methods will require sensor data from the battery

therefore the research should consider where on the system this data is taken

from and how it affects the results. For the SOC it should be an objective

to experimentally compare it against the SOC provided by the manufactur-

ers BMS and if improvements are observed, then to understand under what

conditions this can be exploited. In the literature online methods have been

demonstrated under mostly ideal conditions, this research should consider

real-world conditions and also account for the scenario where these algo-

rithms could run remotely. The final objective is to investigate if the state

estimation algorithms can provide other indicators on the health of the bat-

tery or whether the equivalent circuit parameters can be extracted at this

scale to aid in modelling and simulation.
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Chapter 3

Experimental setup

3.1 Introduction

To investigate system-level state estimation algorithms, this thesis uses var-

ious batteries, from single cells to battery systems. In this chapter, the

batteries, test equipment and commonly used data profiles in chapters are

detailed. The main battery investigated in this research is the Willenhall

Energy Storage System (WESS), and will be introduced first, followed by

others.

3.2 Willenhall Energy Storage System (WESS)

In this thesis cell-level DSPKF techniques are going to be demonstrated

on a large scale BESS called the WESS as it is located at Willenhall, in

the UK. WESS is the largest research based grid-connected lithium titanate

energy storage facility in the GB [4], which was commissioned in 2016 by The

University of Sheffield (TUoS). It is sited at a 33kV/11kV substation and is

connected at 11kV to the grid through a 11kV/350V 2.1MVA transformer.

As stated in chapter 2, Lithium titanate (LTO) batteries are safer, offer-

ing high charge/discharge rates, low-temperature operation and significantly

longer lifespans [113] by comparison with conventional lithium-ion batteries.

The disadvantages of these cells are their higher cost and that they operate
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at a lower voltage, however this can be overcome in BESSs by connecting

more cells in series.

The system consists of 21,120 Toshiba LTO cells and the highest power

and energy capacity are 2 MW and 1 MWh respectively. The nominal ca-

pacity of a single cell is 20 Ah and for the system is 1600 Ah. The system

consists of 40 racks in parallel, 22 modules in series in every rack, and 24

cells in each module in a 2P12S configuration. Physically in the battery

container 2 racks make up a string due to the height restriction and the in-

creased number of cells required in series due to the low LTO voltage. In this

thesis the words string and rack are used interchangeably to be consistent

with other usages of the terms in the literature. A schematic of the battery

system configuration is illustrated in Figure 3.3. The specifications of the

WESS are shown in table 3.1. The modules in each rack communicate over

CAN bus to a rack management unit (RMU) that collects the voltages of

all the parallel connected cells (12 voltage measurements). The RMU also

measures the total current in/out of each rack, which is then communicated

back over CAN bus along with voltage information (cell Min/Max and rack

voltage) to a system BMS. The system BMS measures the overall dc-link

voltage and current that is connected to the inverter. The BMS reports over

Modbus TCP/IP various system parameters, those important for this thesis

are, dc-link voltage, current and SOC. The photographs of the WESS, some

racks in the WESS, an LTO module and an LTO cell in the system are shown

in Figure 3.1 and Figure 3.2. A diagram of the system is shown in Figure 3.4.

Each rack is fitted with a current sensor so the system-level current is

obtained by summing the rack currents. System-level voltage is the same for

each of the 40 racks. The system-level SOC can be defined by averaging the

rack-level SOCs that are calculated by the rack currents when the system is

operating since when it is in equilibrium state, the SOCs of the racks and

cells should be the same. The system-level capacity is the sum of all the 40

racks’ capacities and a rack’s capacity is about twice that of a cell. The rack-

level measurements are not considered in this work because the system-level

(dc-link) current, voltage and SOC are provided by the BMS and the system

capacity can be estimated based on these system-level values alone.
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Table 3.1: WESS specifications

Manufacture Toshiba
Max power 2 MW

Nominal capacity (kWh) 968
Nominal capacity (Ah) 1600

Max power 2 MW
Nominal voltage (V) 610

Min voltage (V) 550
Max voltage (V) 712

No. of cells in total 21120
No. of strings 40

No. of modules in each string 22
No. of cells in each module 24

Cell model SciB 20 Ah
Cell chemistry LTO

Inverter capacity (MVA) 2
NO. of inverters 24

Transformer capacity (MVA) 2.1

The BMS reported SOC of the WESS is an estimate using a Coulomb-

counting method and uses the OCV-SOC relationship for correction when the

battery is at a predefined condition (only known to the manufacturer) during

voltage relaxation. As previously discussed in section 2.5.1, the Coulomb-

counting estimated SOC suffers from error accumulation over periods of sus-

tained charge/discharge.

The data collected from WESS is stored in real-time to a time-series

database, influxDB. The data can be viewed and downloaded by use of

Grafana, which is a data-visualisation tool. An example of Grafana is shown

in Figure 3.5.

An example of WESS operation is shown in Figure 3.6. The 3-day data

in Figure 3.6a include system-level current, voltage, BMS SOC and power.

Note that the zeros in the voltage and SOC profile indicate the occurrence

of invalid data, which will be discussed in detail later (section 4.6). The

control of the system is managed by a National Instruments CompactRIO

which runs control software and a GUI developed by researchers at TUoS.
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(a) (b)

Figure 3.1: Photographs of (a) the WESS and (b) some racks inside the
WESS.

This controller allows the system to be operated, at its most simplest level,

by direct command of real power and reactive power through the GUI. It also

supports the import or algorithms for control such as the frequency response

services described in this thesis. Under day-to-day operation the controller

communicates over a secure connection to a trading company that operates

the battery to generate income in the various markets. For the work in this

thesis some of the experimental data is taken through direct control of the

battery using power request profiles that are imported into the controller.

Other data is taken from its normal day-to-day operation.

An air-conditioning system aims to maintain the temperature of the cells

to a narrow range of between 20-30°C under normal operation. In Fig-

ure 3.6b, the average temperature of all the cells in each rack is shown,

and the thick blue trace is the average temperature of all the cells in the

WESS. This is done to investigate whether temperature variations affect the

accuracy of the state estimation algorithms that are introduced in this work.
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(a) (b)

Figure 3.2: Photographs of (a) a sample module inside the WESS and (b) a
simple cell inside the WESS.

Figure 3.3: Battery system configuration of the WESS.

Figure 3.4: System diagram of the WESS.
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Figure 3.5: Example WESS data on grafana: constant cycling.

3.3 Other batteries used to investigate the al-

gorithms

3.3.1 NMC and LTO cells

Figure 3.7 shows 2 NMC cells of different brands, JGNE (Shandong Gold-

encell Electronics Technology Co.,Ltd) and CHAM (ShenZhen Cham Bat-

tery Technology Co.,Ltd) respectively. Through cycling tests, the JGNE cell

(right) have reached EOL and the CHAM cell (left) has also shown significant

degradation. They are used in this thesis for investigating SOH algorithms.

The cell-level results that are shown in this thesis are also from an 20 Ah

LTO cell, which is the same as the cells in the WESS, as shown in Figure 3.2b.

The specifications of the cells are shown in table 3.2.

3.3.2 GS Yuasa rack

The DSPKF has also been implemented on a GS Yuasa battery rack, which

can be seen as a small battery system. In the rack, there are 14 GS Yuasa

modules (datasheet see appendix) in series and inside each module there are

43



(a)

(b)

Figure 3.6: WESS operation data in 3 days (a) system-level current, voltage,
BMS SOC and power and (b) temperature of each string and system average
temperature.
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Figure 3.7: NMC cells: the CHAM cell on the left and the JGNE cell on the
right.

(a) (b)

(c)

Figure 3.8: Photographs of (a) GS Yuasa LIM50ER rack, (b) GS Yuasa
LIM50E moldule and (c) GS Yuasa cell inside the modules.

45



Table 3.2: Cell specifications

Manufacture Toshiba CHAM JGNE

Model SCiB 20Ah CMICR 18650F8 HTCNR 18650
Chemistry LTO NMC NMC

Nominal capacity (Ah) 20 2.6
Nominal voltage (V) 2.3 3.6 3.6

Min voltage (V) 1.5 2.75 2.75
Max voltage (V) 2.7 4.2 4.2

Standard Charge C-rate - 0.5 0.5
Max Charge C-rate 10 0.5 1

Max Discharge C-rate 10 2 3
Datasheet Impedance at 1kHz (mΩ) 0.53 35 40

Min Discharge Temperature (°C) -30 -20 -20
Max Discharge Temperature (°C) 55 60 50

Min Charge Temperature (°C) -30 0 0
Max Charge Temperature (°C) 55 55 45

Specific Energy (Wh/kg) 90 - -
Energy Density (Wh/L) 177 - -

12 47.5 Ah GS Yuasa cells in series, as shown in Figure 3.8. The rack has an

internal BMS, and methods similar to the WESS are used to estimate the

rack-level SOC. However, through experiments it has been found that the

internal BMS does not have a capacity estimation of itself and the correction

of SOC according to the OCV-SOC relationship has significant time lags.

3.3.3 GS Yuasa battery system

The algorithms have also been implemented on a larger GS Yuasa battery

system named ADEPT, which is the world’s first container dual chemistry

BESS [114]. A photograph of the system is shown in Figure 3.9. This system

has 3 GS Yuasa battery racks in parallel and a lead-acid battery system, but

only the Li-ion data is used in this thesis. Inside the Li-ion racks, the modules

and the cells are exactly the same as the above mentioned rack, but having

12 GS Yuasa modules in series, which is 2 less. This battery system is also

integrated with an internal BMS. However, the BMS system is proprietary

and its SOC operation is commercial sensitive and therefore unavailable for

scrutiny.
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Figure 3.9: Photograph of the ADEPT BESS.

3.4 Cell-level battery test equipment

There are three main test equipment used to obtain cell-level results, namely

EIS tests and cycling tests. The EIS test is undertaken by the EIS machine,

Bio-Logic SP-300, as shown in Figure 3.10a. The cycling test is done by the

Maccor Series 4000 battery tester, as shown in Figure 3.10b. Both the EIS

machine and the Maccor battery tester work with a PHCbi environmental

chamber with -10 to 60°C temperature range, as shown in Figure 3.10c to

maintain the test temperature and ensure safety. The specifications of the

EIS machine and the Maccor battery tester are shown in tables 3.3 and 3.4

([115, 116]).

3.5 Data profiles

3.5.1 A DFR data profile

An example of DFR service is shown in Figure 3.11. Figure 3.11a shows

the relationship between power and frequency, while Figure 3.11b illustrates

the response of the WESS by simulation, with not only power and frequency

profiles, but also the SOC profile.
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(a) (b)

(c)

Figure 3.10: Pictures of cell-level battery test equipment (a) EIS tester (b)
Maccor battery tester and (c) an environmental chamber.

(a) (b)

Figure 3.11: Dynamic frequency response (a) power vs. frequency envelope
and (b) example of BESS power response.
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Table 3.3: Maccor S4000 specifications

Number of Test Channels: 1 to 192 per system
Voltage Ranges: available up to 180 V maximum
Voltage Accuracy: 0.02% of full scale voltage
Voltage Resolution: 16 bit
Current Ranges: Single Current Range 1 mA to 2000 A; Four

Current Ranges: 150 µA, 5 mA, 150 mA, 5
A

Current Accuracy: 0.02% of full scale current on 5 Amp Multi-
range channels

Current Accuracy: 0.05% of full scale current on all other chan-
nels

Current Resolution: 16 bit
Time Resolution: 10 mS standard, with 5 mS and 1 mS as an

option
Minimum Pulse width: 100 µS
Rise Time: <500 µS standard in constant current modes,

100 µS or 20 µS optional
Data Recording Rate: 200 data points per second per system stan-

dard
Data Recording Interval: ∆Time(minimum 10 mS standard, 5 mS and

1 mS as an option), ∆V, ∆I, ∆Ah, ∆Wh,
∆T, ∆P

Operating Modes: Constant Current, Constant Voltage, Con-
stant Power, Constant Resistance, Voltage
Scan (Cyclic Voltametry)

Number of Steps per Test: 127 standard plus subroutines
Step End Conditions: Voltage, Current, Time, -dV, dV/dT, dV/dt,

Ah, Wh, HCAh, HC Wh, LHC Ah, LHC Wh,
Auxiliary Voltage, Reference Electrode Volt-
age, Temperature, dT/dt, dT/dt, pH, Pres-
sure
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Table 3.4: BioLogic SP-300 specifications

Voltage
Compliance: ±12 V; ±49 V with 1A/48 V booster
Control voltage: ±10 V ±48 V with 1 A/48 V booster
Voltage resolution: 1 µV on 60 mV range

Current
Current ranges: 500 mA to 10 nA (standard); down to
1 pA (Ultra Low Current)
Maximum current:±500 mA (standard); up to 120 A
with four HCV-3048
Current resolution: 760 fA (standard)
Low current: 6 ranges from 100 nA to 1 pA with reso-
lution to 76 aA

EIS
Frequency range: 7 MHz (3%, 3°) down to 10 µHz; 3
MHz (1%, 1°)
EIS quality indicators

Advanced
Up to 2 channels
Connection 2,3,4,5 terminal lead
12 µs with EC-Lab Express; 1 µs with ARG option
Floating mode
Analog filtering
Calibration board
Full stability control mode (9 bandwidths)

3.5.2 WESS data profiles commonly used in chapters

The profiles in Figure 3.12 are WESS’s operation data: constant cycling,

a mixed profile and grid frequency response service (DFR). The constant

cycling profile contains 3 cycles of the battery at 1.25C, from 5% to 95%

SOC. The mixed profile consists of 2 small cycles followed by an almost full

cycle. The DFR profile has much smaller current than the previous profiles,

so the SOC variation is much smaller.
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(a)

(b)
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(c)

Figure 3.12: Data profiles of the WESS (a) Constant cycling, (b) a mixed
profile and (c) DFR.

3.5.3 OCV data profiles

OCV-SOC relationships are essential in this research for WESS state and pa-

rameter estimation, so both the cell-level (LTO) and the system-level OCV-

SOC relationship tests were conducted and the data profiles of them are

shown in Figure 3.13 and Figure 3.14.

At the cell-level (Figure 3.13), the full discharge capacity (constant cur-

rent, 1C) is measured first, after a full charge using the CC-CV technique.

Then the cell is fully charged again, followed by 10% discharge (as of the

measured capacity) each time, until the cut-off voltage is reached. After

each step discharge, the battery is rested for an hour to measure the OCV.

In terms of the system-level OCV-SOC measurements(Figure 3.14), the BMS

SOC is used for the step discharges. The limits of the SOC range 100% and

0% of WESS are not tested due to operating restrictions. These have been

established by the research team operating the WESS. For example, oper-

ating at 0% SOC is to be avoided as the batteries are operating very close

to the minimum voltage of the inverter, if they were to discharge further
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(a) (b)

(c)

Figure 3.13: LTO cell SOC estimation results with an OCV profile (a) cell
voltage, (b) cell current and (c) SOC estimation results using Coulomb count-
ing.

then manual intervention is necessary to bring the system back online. The

C-rate and the rest periods are the same for both cell-level and system-level

experiments.
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Figure 3.14: OCV-SOC test data profile of the WESS.
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Chapter 4

SOC estimation of large-scale

battery systems

4.1 Introduction

SOC is the most noticeable battery state in daily life. One’s daily routine

could be seriously affected by a low-charged phone battery. For a battery

system, the SOC affects whether it can deliver the amount of energy needed

for a service. Besides, accurate SOC estimation avoids over-charge or over-

discharge, for safety and battery health. Among various battery states, SOC

is not the most complicated to be estimated, so the SOC estimation of large-

scale battery systems is demonstrated in this chapter.

As reviewed in chapter 2, Kalman filter (KF) methodologies are possibly

the best candidates for system-level estimation. Thus, KF methods are cho-

sen for the SOC estimation in this work. SPKF, as the state-of-art in the

KF family, is preferred and implemented for the most results.

EKF, SPKF, DEKF or DSPKF implementations, have only been demon-

strated on the cell-level, so this chapter mainly demonstrate the utilisation of

them on the system-level. However, to show the advantage of the algorithms

developed in this work, the algorithms are first implemented on the cell-level,

followed by the battery rack, a small battery system (GS Yuasa) and finally

a large-scale battery system (WESS). The cell-level SOC estimation uses the
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LTO cell inside the WESS and the rack-level estimation uses the GS Yuasa

rack, and both of them are introduced in section 3.3. The system-level esti-

mation is mainly demonstrated on the WESS, apart from a short profile of

the GS Yuasa battery system.

The cell-level SOC results are compared with the Coulomb counting ones

produced by the Maccor battery tester. The rack-level and system-level SOC

results are compared with the BMS’s that the manufactures provided. Both

results of DEKF and DSPKF for WESS SOC estimation are shown and

compared.

To make the algorithms applicable for all battery systems, the genetic al-

gorithm (GA) is utilised to tune the KF in this chapter. The details of choos-

ing GA parameters, and the process of GA converging are demonstrated.

OCV-SOC relationship is essential for SOC estimation using KF methods.

This work provides two ways of obtaining system-level OCV-SOC relation-

ship.

The SOC is fast-changing while equivalent-circuit parameters are not, so

multi-scale KFs are utilised for reducing the complexity of KF algorithms.

Online SOC tracking of the WESS has been achieved using the proposed

DEKF and DSPKF, using data from the time series data database, influxDB.

4.2 DEKF and DSPKF implementation on

large-scale battery systems

4.2.1 Equations and battery models

Table 4.1 shows the equations for a multi-scale DSPKF implementation

[49, 52]. They describe the whole procedure of initialisation, time update

(prediction) and measurement update (correction) for both state and weight

filters. k is the sample rate of the system data, and m is the macro scale,

which is a quantity of samples. The parameters in the first order equivalent

circuit model and the battery capacity are slowly time-varying so using a

macro scale to estimate them is deemed efficient. The SOC is estimated ev-
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ery sample while the parameters including capacity are estimated each time

there are m new data samples.

In the table below, forms of X are for the states estimation (SOC), forms

of θ battery equivalent circuit parameters, forms of L the Kalman gains, forms

of P the error covariance and noise covariance matrices, and E represents the

expectation. uk and yk are the measured current and voltage respectively. wk

and υk are the process and observation noises. For the calculations of α
(m)
i ,

α
(c)
i and lower triangular matrix see [49]. The state vector is augmented

to include the noise effects so that the new vector length is p. f(•) and

h(•) are the non-linear state transition and observation models’ functions,

respectively. They are derived from the equivalent circuit models and will be

discussed below.

Table 4.1: Multi-scale DSPKF implementation

Definitions:

xak = [xk
T , ωk

T , vk
T ]
T
, Xa

k = [(Xx
k )T , (Xω

k )T , (Xυ
k )T ]

T

p = 2× dim(xak)

Initialisation: for k=0, set

θ̂+
0 = E[θ0], P+

θ̃,0
= E[(θ0 − θ̂+

0 )(θ0 − θ̂+
0 )

T
]

x̂+
0 = E[x0], x̂a,+0 = E[xa0] = [(x̂+

0 )
T
, ω̄, ῡ]

T

P+
x,0 = E[(x− x̂+

0 )(x− x̂+
0 )

T
]

P a+
x,0 = E[(xa0 − x̂

a,+
0 )(xa0 − x̂

a,+
0 )

T
] = diag(P+

x,0, Pω, Pυ)

State filter equations, for k=1,2,... compute:

Time-update equations for state filter

Xa,+
k−1 = {x̂a,+k−1, x̂

a,+
k−1 +

√
P a,+
x̃,k−1, x̂

a,+
k−1 −

√
P a,+
x̃,k−1}

Xx,−
k,i = f(Xx,+

k−1,i, uk−1, X
ω,+
k−1,i, θ̂

−

k
, k − 1) x̂−k =

p∑
i=0

α
(m)
i Xx,−

k,i

P−
x̃,k =

p∑
i=0

α
(c)
i (Xx,−

k,i − x̂
−
k )(Xx,−

k,i − x̂
−
k )

T

Output estimate, state filter
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Yk,i = h(Xx,−
k,i , uk, X

υ,+
k−1,i, θ̂

−
k , k) ŷk =

p∑
i=0

α
(m)
i Yk,i

State filter gain matrix

Pỹ,k =

p∑
i=0

α
(c)
i (Yk,i − ŷk)(Yk,i − ŷk)T

P−
x̃ỹ,k =

p∑
i=0

α
(c)
i (Xx,−

k,i − x̂k)(Yk,i − ŷk)
T

Lxk = P−
x̃ỹ,kP

−1
ỹ,k

Measurement-update equations for state filter

x̂+
k = x̂−k + Lxk(yk − ŷk) P+

x̃,k = P−
x̃,k − L

x
kPỹ,k(L

x
k)
T

Weight filter equations,for k mod m = 0 compute:

Time-update equations for weight filter

θ̂−k = θ̂+
k−1 P−

θ̃,k
= P+

θ̃,k−1
+ Pr

Output estimate, weight filter

Wk = {θ̂−k , θ̂
−
k +

√
P−
θ̃,k
, θ̂−k −

√
P−
θ̃,k
}

Dk,i= h(f(x̂+
k−1, uk−1, ω̄k−1,Wk,i, k − 1), uk, ῡk,Wk,i, k)

d̂k =

p∑
i=0

α
(m)
i Dk,i

Parameter filter gain matrix

Pd̃,k =

p∑
i=0

α
(c)
i (Dk,i − d̂k)(Dk,i − d̂k)

T

P−
θ̃d̃,k

=

p∑
i=0

α
(c)
i (Wk,i − θ̂k)(Dk,i − d̂k)

T

Lθk = P−
θ̃d̃,k

P−1

d̃,k

Measurement-update equations for weight filter

θ̂+
k = θ̂−k + Lθk(yk − d̂k) P+

θ̃,k
= P−

θ̃,k
− LθkPd̃,k(L

θ
k)
T

Sharing the symbols with the table above, table 4.2 shows the equations
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for DEKF implementation [50].

Table 4.2: DEKF implementation

Initialisation: for k=0, set

θ̂+
0 = E[θ0], P+

θ,0 = E[(θ0 − θ̂+
0 )(θ0 − θ̂+

0 )
T

]

x̂+
0 = E[x0], P+

x,0 = E[(x− x̂+
0 )(x− x̂+

0 )
T

]

For k=1,2,... compute:

Time-update equations for weight filter

θ̂−k = θ̂+
k−1 P−

θ̃,k
= P+

θ̃,k−1
+Qθ

k

Time-update equations for state filter

x̂−k = f(x̂+
k−1, uk−1, θ̂

−
k ) P−

x̃,k = Fk−1P
+
x̃,k−1F

T
k−1 +Qx

k

Measurement-update equations for state filter

Lxk = P−
x̃,k(H

x
k )T [Hx

kP
−
x̃,k(H

x
k )T +Rx

k]
−1

x̂+
k = x̂−k + Lxk[yk − h(x̂−k , uk, θ̂

−
k )]

P+
x̃,k = (I − LxkHx

k )P−
x̃,k(I − L

x
kH

x
k )T + LxkR

x
k(L

x
k)
T

Measurement-update equations for weight filter

Lθk = P−
θ̃,k

(Hθ
k)
T

[Hθ
kP

−
θ̃,k

(Hθ
k)
T

+Rθ
k]

−1

θ̂+
k = θ̂−k + Lθk[dk − h(x̂−k , uk, θ̂

−
k )]

P+

θ̃,k
= (I − LθkHθ

k)P−
θ̃,k

(I − LθkHθ
k)
T

+ LθkR
θ
k(L

θ
k)
T

where,

Fk−1 =
∂f(xk−1, uk−1, θ̂

−
k )

∂xk−1

∣∣∣∣∣
xk−1=x̂+

k−1

Hx
k =

∂h(xk, uk, θ̂
−
k )

∂xk

∣∣∣∣∣
xk=x̂−k

Hθ
k =

dh(x̂−k , uk, θk)

dθk

∣∣∣∣∣
θk=θ̂−k

There could be n RC branches, and the model accuracy is higher with

more branches, but it increases calculation burdens. The model with only

one RC branch is chosen in this work for LTO batteries, because of the dom-
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(a)

(b)

Figure 4.1: Equivalent circuit models of (a) first-order for the LTO cell and
the WESS and (b) second-order for other batteries.

inant diffusion impedance effects in LTO cells [117], which is considered as

having sufficient accuracy at low computational complexity. Comparison and

discussion of using one or two RC branches for the WESS will be conducted

in detail in the result section (4.4). For other batteries in this thesis, the

model with two RC branches is chosen.

f(•) =

[
x1

x2

]
=

[
SOCk+1

VRCk+1

]
=

[
1 0

0 e
−∆t
τ1

][
SOCk

VRCk

]
+[

− η∆t
Qactual

0

0 R1(1− e
−∆t
τ1 )

]
Ik

(4.1)

θk = [Rs, R1, τ1]T (4.2)
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h(•) = Vk = VOC(SOCk)− VRC1k−IkRs (4.3)

f(•) =

x1

x2

x3

 =

SOCk+1

VRC1k+1

VRC2k+1

 =


1 0 0

0 e
−∆t
τ1 0

0 0 e
−∆t
τ2


SOCkVRC1k

VRC2k

+


− η∆t
Qactual

0 0

0 R1(1− e
−∆t
τ1 ) 0

0 0 R2(1− e
−∆t
τ2 )

 Ik
(4.4)

θk = [Rs, R1, τ1, R2, τ2]T (4.5)

h(•) = Vk = VOC(SOCk)− VRC1k − VRC2k−IkRs (4.6)

Equations 4.1 to 4.3 [118] are used for the DSPKF or DEKF implemen-

tation on the WESS (and the LTO cell) based on the chosen first-order model.

Likewise, Equations 4.4 to 4.6 are for the DSPKF implementation on other

batteries that studied in this thesis. η is the battery Coulombic efficiency

and ∆t is the sample period of data. In the RC branch, the changes in C1

are suitable indicators of the changes in SOH [119], R1 the self-discharge

resistance, and τ1 = C1R1 is the time constant of the RC branch, similar for

R2 and τ2. The last equivalent circuit parameter Rs represents the resistance

of the battery’s terminals and inter-cell connections. Qactual is the actual

capacity in Coulombs and VOC (SOC) is the OCV-SOC relationship which

is obtained by experiments. The value of ∆t depends on the sample rate of

the system which for the WESS is nominally 1Hz but in reality this varies.

The input parameters of the DSPKF or the DEKF algorithm are sampled

current and voltage data, the OCV-SOC relationship, battery Coulombic ef-

ficiency, measured capacity of the battery system, initial state and estimated

equivalent circuit parameter values. The outputs of the algorithm are the

system SOC and updated estimates of the equivalent circuit parameters.

The KF algorithms are implemented in Python, using packages numpy,

math, time and pandas. The Python code consists of the data processing
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part, the KF tuning part, and the KF equations. The KF equations include

the equations Equations 4.1 to 4.3 (or Equations 4.4 to 4.6). Data process-

ing is essential, which is importing the voltage and current data into the

python code. Applying f(•) and h(•) and equations in table 4.1 or table 4.2

recursively, with the system parameters and the KF parameters stated above,

the DSPKF or the DEKF can converge to provide an estimated battery SOC

and ECM parameters.

4.2.2 From cell-level to system-level

In terms of the implementations of KF methods for SOC estimation, the dif-

ference between the cell-level and the system-level is mainly the OCV-SOC

relationship and the values of ECM parameters, which can be very different.

However, by understanding the internal structures of a battery system (the

series-parallel relationships), the system-level (or rack-level) OCV-SOC re-

lationship and ECM parameters can be calculated. The latter may not be

accurate but it is only a reasonable initialisation and to be estimated by the

weight filter.

Most results shown in this work use the scaled (as mentioned, according

to the topology of the cells connected to form the battery ) OCV-SOC rela-

tionship experimentally measured of a single LTO cell (shown in Figure 3.13).

The system-level OCV-SOC relationship of the WESS was also experimen-

tally captured as shown in Figure 3.14, and compared with the scaled one in

Figure 4.2.

Cell-level ECM parameters are measured first for system level estimations

at the end of each rest period, by conducting an EIS test. After obtaining

the EIS results, curve fitting techniques are used to calculate values of the

cell-level ECM parameters. Similar to the OCV-SOC relationship, system-

level ECM parameters are calculated using the series-parallel relationships

of the BESS (or the rack).
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Figure 4.2: WESS OCV-SOC relationships: scaled from cell-level vs system-
level.

Table 4.3: GA settings

Parameter Value

Number of generations 10
No. individuals in a population 200

Selection operator NSGAII
Independent probability for each attibute to be mutated 0.05

Crossover probability 0.5
Mutating probability 0.1

Fitness function 1 ABS( BMS SOC - DSPKF estimated SOC)
Fitness function 2 ABS( scaled Rs - DSPKF estimated Rs)

4.3 Genetic algorithm

The error covariance matrices for process noise (Q) and sensor noise (R) are

an important selection for successful implementation of a DSPKF or DEKF

[46]. Genetic Algorithms (GA) are excellent for solving searching and op-

timisation problems [120] and are viewed as a “universal optimiser”. The

simplicity and ease of implementation allow, with careful selection of param-

eters, a good balance of exploration and exploitation of the search space.

Whilst other heuristic techniques could be applied to this problem, finding

the most efficient heuristic is out of scope of this thesis as the optimisation

is only run once. Thus, in this work the DSPKF or DEKF parameters are

automatically tuned by a GA using the Distributed Evolutionary Algorithm
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in Python (DEAP) library.

The parameters include elements of process noise matrices in both state

and weight filters, sensor noise, elements in error covariance matrices of both

filters. The GA is multi-objective with two fitness functions defined and the

non-dominated sorting genetic algorithm (NSGA-II)[121] is applied to select

the Pareto front as candidates of the optimums. The first fitness function

is designed to minimise the mean average error (MAE) between the DSPKF

(or DEKF) SOC estimation and BMS SOC data known to be of acceptable

accuracy (cycles that are known by experience of using the BESS not to cause

large SOC discrepancies). The second fitness function is defined to minimise

the error of the DPKF estimated Rs equivalent circuit parameter against

the calculated value. Additional fitness functions to include other equivalent

circuit parameters were investigated but no significant improvements beyond

optimising for Rs were found.

The GA settings are shown in table 4.3. Note that these settings are not

only for the GA of the WESS, but also for other batteries in this work. Be-

sides, the values in the table are not unique and were discovered through trial

and error using the experience of the users and tracking progress through gen-

erations. Specifically, the first 2 parameters , i.e., “Number of generations”

and “No. of individuals in a population” are more significant and could be

tuned based on the experience of the user. For example, for generating the

process noise matrices of the weight filter, one with some knowledge of KF

methods would not expect the values to be relatively large numbers: larger or

close to 1. However other users without experience could extend the search

space, in which case more individuals and generations are needed. Other

parameters in the settings are also tunable and they mainly control the way

the GA searches.

Because every time there are random numbers generated to be tried in

a KF method, the GA results would not be the same. After running the

GA, there are likely more than one set of optimal parameters for the KF

method are obtained because this is a multi-objective optimisation problem.

In these sets of parameters, a trade-off between the accuracy of SOC and

Rs estimations is shown. Therefore, if SOC estimation accuracy is more
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(a) (b)

(c) (d)

Figure 4.3: The evolution of GA for DSPKF: (a) Q values at the first genera-
tion, (b) R values at the first generation, (c) Q values at the 10th generation
and (d) R values at the 10th generation.

important, the accuracy of Rs can be sacrificed to an acceptable extent, vise

versa.

To avoid too large a population and too many generations, a combina-

tion of using GA tuned parameters and experiences, i.e., manually tuning

are used. That is, after approximate values are obtained by GA, empirical

knowledge can be used to decide the final parameters for the filters. Again,

for a user with less experience, larger population and more generations can

mitigate this problem.

Figure 4.3 illustrates how the GA converges in 10 generations for gener-

ating parameters of the DSPKF. Qx and Rx are the parameters for the state
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(a) (b)

Figure 4.4: The evolution of GA for DSPKF: all generations together (a) Q
values and (b) R values.

filter and the rest two are for the weight filter. It can be seen that the indi-

viduals are widely spread in the first generation while in the last generation

there are only a few values that stand up, for both Q and R. The overall

distribution is shown in Figure 4.4.

4.4 SOC estimation results

In this section, SOC results using KF methods are shown. This section starts

with results of cell-level and rack-level, using the DSPKF. Most importantly,

it shows the system-level results of KF algorithms, using both DEKF and

DSPKF. Note that as discussed in section 4.2.1, KF SOC results are from

the 1-RC ECM model for the LTO batteries and the 2-RC ECM model for

other batteries.

4.4.1 Cell-level results

Cell-level SOC results are shown in Figure 4.5 and Figure 4.6 with two dif-

ferent profiles: OCV (data profiles shown in section 3.5.3) and EFR low

(the EFR service applied when the grid frequency is lower than 50Hz). The

data profiles of EFR low is also included in Figure 4.6. The SOC calculated

by Coulomb counting is used as the reference to compare with the DSPKF
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Figure 4.5: LTO cell SOC estimation results using the OCV data profile.

SOC. The Maccor battery tester has very accurate current sensors so the

SOC calculated by Coulomb counting is considered to be ideal.

In Figure 4.5 and Figure 4.6, it can be seen that the DSPKF has very

small errors with RMSEs of 0.88%, and 0.96% respectively. However, this

thesis does not focus on cell-level state estimations, because as discussed

above (section 2.5), cell-level SOC estimation has been achieved accurately

by a range of methods. The accurate cell-level SOC estimation here is a

verification of the DSPKF SOC algorithm since the equations and imple-

mentation are very similar between KF SOC algorithms at both cell and

system levels.

4.4.2 Rack-level and a small battery system results

The SOC results of the GS Yuasa rack and the GS Yuasa battery system are

shown here together because they share the same cells and modules. The

latter is just about 3 times larger (section 3.3). The data profile used for the

GS Yussa rack is for OCV estimation, but it is different from the method

introduced in this thesis. The idea is to use a very small current (C/20) cycle

the battery so that the voltage at corresponding SOC is seen as the OCV

[122]. The data profile used for the GS Yuasa system is shown in Figure 4.7.

The DSPKF parameters are tuned by the GA and are the same for both

the rack and the GS Yuasa system. ECM parameters, and the system-level

OCV-SOC relationship are scaled from the cell-level experimental results of
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(a) (b)

(c)

Figure 4.6: LTO cell SOC estimation results with an EFR low profile (a) cell
voltage, (b) cell current and (c) SOC estimation results.

a GS Yuasa cell inside them.

The results in Figure 4.8a of rack-level SOC estimation show that imple-

menting cell-level techniques to the system-level is promising. The RMSE

between the DSPKF SOC and the BMS SOC is 4.06%. The RMSE is larger

than the cell-level’s but as discussed above (section 3.3), the BMS SOC has

limitations. Besides, the test was conducted with constant current so the

DSPKF SOC is preferred for the rack-level SOC estimations. Although the

rack used here has all cells in series, it still can be considered to be a small

battery system and has a more complex structure than a single cell.

In Figure 4.8b, the DSPKF estimated SOC is compared with the BMS

SOC in the ADEPT BESS, with a RMSE of 1.51%. Therefore as a larger
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(a) (b)

Figure 4.7: GS Yuasa BESS short data profile (a) voltage and (b) current.

(a) (b)

Figure 4.8: DSPKF SOC results of (a) a GS Yuasa rack and (b) a GS Yuasa
battery system.

system the match between the two are even closer than the Yuasa rack and

the DSPKF, supposing there is a better BMS SOC. For the GS Yuasa battery

system, further comparison of the two SOC estimations through capacity

estimation results will be discussed in the next chapter.

4.4.3 System-level results

Figure 4.9 shows the WESS SOC estimation results of constant cycling, the

mixed profile and grid frequency response service (profile shown in section

3.5). The DSPKF and BMS results are a good match with the RMSEs
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calculated to be 1.38%, 1.36% and 0.44% respectively. In Figure 4.9a and

Figure 4.9b, the DSPKF and BMS estimated SOC are very close because the

two datasets are with almost constant current. In Figure 4.9c the differences

are larger because the BESS is delivering DFR (fluctuating load), with var-

ious and fast-changing current values, so the BMS fails to provide accurate

estimations (demonstrated chapter 5). The SOH of the system will affect the

SOC estimation accuracy significantly (equation 2.2). For the shown SOC

results, η is assumed to be 100% [123], and the SOH is set to 100% since the

WESS’s SOH is currently still very high and the degradation is too small to

measure (detailed in chapter 5 ).

In Figure 4.10, the results of the DEKF are compared with the BMS SOC

with the same data profiles, and the RMSEs are 3.33%, 2.01% and 0.81%

respectively. It can be seen that the DSPKF is closer to the BMS SOC.

Further comparison between the BMS SOC and DSPKF SOC is presented

in section 4.5 and chapter 5 .

The DSPKF SOC results with constant cycling data of using the system-

level experimental OCV-SOC relationship (illustrated in Figure 4.2), are

shown in Figure 4.11. It can be seen that these DSPKF results are very

close to the BMS SOC ones with a RMSE of 0.84%, closer than the DSPKF

SOC using the OCV-SOC relationship scaled from the cell-level. This is be-

cause the system-level relationship is measured according to the BMS SOC.

This is the reason why most DSPKF SOC results shown in this work are

from the cell-level OCV-SOC relationship, which can be obtained accurately.

However, these results have shown that both ways for the system-level OCV-

SOC are possible.

The DSPKF SOC results with constant cycling data of using an ECM

model with two RC-branches are shown in Figure 4.11a. It can be seen that

the results are very similar to the ones using only one RC-branch, with an

RMSE of 1.34%. Therefore, there is no significant improvement on SOC

results using two RC-branches for LTO batteries, which validates the as-

sumption that has been made above (section 4.2.1).
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(a) (b)

(c)

Figure 4.9: WESS DSPKF SOC estimation results of (a) constant cycling,
(b) mixed profile and (c) dynamic frequency response.

4.5 Comparison of WESS efficiency calcula-

tion using DSPKF SOC and BMS SOC

The round trip efficiency (RTE) of a battery system is one of the essential

characteristics the owner of a BESS would like to know. RTE is closely re-

lated to the operating cost of the system so that the system operation can

be optimised to avoid inefficient operation. For example, if the actual RTE

of a BESS is 94%, while the owner thought it was 97%, the owner may make

wrong decisions during energy trading because some extra cost due to actu-

ally lower RTE is not considered. In this section, round trip efficiency of the

WESS is calculated using system-level current, voltage and SOC estimations.
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(a) (b)

(c)

Figure 4.10: WESS DEKF SOC estimation results of (a) constant cycling,
(b) mixed profile and (c) dynamic frequency response.

(a) (b)

Figure 4.11: WESS DSPKF SOC estimation results of using (a) an ECM
with 2-RC branches and (b) system-level OCV-SOC relationship.
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Different sources of SOC estimations, i.e., BMS SOC and DSPKF SOC are

compared with RTE results. Also, the effects of C-rate and SOC on battery

system efficiency are investigated. Battery efficiency, inverter efficiency and

the efficiency of the whole system are calculated and discussed. It is shown

how the DSPKF SOC as an input with increase accuracy compared with the

BMS SOC, can improve the RTE estimation results of both the battery and

the whole system.

4.5.1 Methodology

The round trip efficiency, ηRT of a system is the quotient of the exported

energy, Eout, and the imported energy, Ein, as shown below:

ηRT =
Eout
Ein
× 100% (4.7)

Energy is calculated by integrating power, as shown below:

W =

∫ b

a

Pdt ≡ P∆t (4.8)

where W is the the transferred instantaneous energy in Joules, P the instan-

taneous power, and a and b are the adjacent timestamps. For the WESS, P

is obtained from the product of dc-link voltage and current for the battery,

the product of inverter voltage and dc-link current for the inverters, while for

the whole system it is measured directly by the power metres. The RTE is

calculated for each cycle, where the battery is discharged from an SOC value

and charged back to the same SOC, or vice versa. Therefore, SOC data is

needed and the BMS SOC is used in [124].

The Eout and Ein in equation 4.7 are calculated by summing energy values

in each cycle, as shown in equation 4.9,

Eout/in =
m∑
n=1

Wn (4.9)

where Wn is the number of instantaneous energy value.
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The final efficiency calculations of the battery, the whole system and the

inverters are shown below:

ηbattery =
Ebattery out
Ebattery in

× 100% (4.10)

ηsystem =
Esystem out

Esystem in

× 100% (4.11)

ηinverter in =
Einverter in
Esystem in

× 100% (4.12)

ηinverter out =
Esystem out

Einverter out
× 100% (4.13)

where “out” stands for discharging and “in” for charging. Note that there is

no “round trip efficiency” for inverters since they are not storage devices, so

there are 2 parts of inverter efficiencies.

In [124] and this work, the efficiencies of the battery, the inverters and

the whole system of the WESS are calculated based on experimental data.

The efficiency data are shown in Figure 4.12. Test 1 is cycles from 5%

SOC to 95% SOC at different C-rates, from 0.25C to 2C, with an interval

of 0.25C, and at each C-rate the system was tested at least 3 cycles. Test

2 investigated the effects of different DoDs, namely 5%, 10% and 20% at

different SOCs, from 20% to 90% on system RTE. At each SOC value, a

cycle started with a discharge, followed by a charge back to the SOC value,

with one of the DoDs carried out, and repeated for 8 times. Evidently at 90%

SOC, the 20% DoD test cannot be carried out so only 5% and 10% DoDs

were conducted.

To ensure the quality of the data that are used for calculation, some data

cleansing techniques are used in this thesis [124]. Firstly, the data for calcu-

lation are chosen when the battery is not idle to make sure there is energy

transferred. Secondly, transient parts are discarded to avoid inaccurate data.

In this work, as the DSPKF SOC is available to be used, the RTE results

using DSPKF SOC and BMS SOC are compared. This is not only to obtain

more accurate efficiency estimation results, but also to compare the accuracy

74



(a)

(b)

Figure 4.12: WESS tests for round trip efficiency calculations (a) test 1 and
(b) test 2.
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of DSPKF SOC and BMS SOC.

4.5.2 Efficiency results

From Figure 4.13 to Figure 4.20, RTE results using DSPKF SOC is shown

first, followed by results using BMS SOC.

In Figure 4.13 and Figure 4.14, the RTE results of the battery show the

trend that the RTE is in close relationship with C-rate, but not DoD or

SOC, i.e., larger C-rate is less efficient. In Figure 4.13b and Figure 4.14b the

results using the BMS SOC can show the trend between RTE and C-rate, but

they show significant fluctuations. For example, in Figure 4.13b, a number

of points make the trend inconsistent, especially the peak at 0.5C & 10%

DoD. In Figure 4.14b, the fluctuations are more evident, one needs to spend

more time to find the effects of C-rate and SOC on RTE results. While in

the results of using the DSPKF SOC, the relationship between the RTE and

C-rate is more clear, and the results at the same DoD and SOC are more

consistent compared with the counterparts using the BMS SOC. Moreover,

in both figures, the values of RTE using BMS SOC sometimes are larger than

100%, which is not reasonable. More specifically, in Figure 4.13b, the results

at 0.5C & 10% DoD and 0.25C & 5% DoD are over 100%. In Figure 4.14b,

there are 3 points at 0.5C are over 100%. However, in the results of using

the DSPKF SOC, the values of RTE are all below 100%.

In Figure 4.15 to Figure 4.18, it can be seen that the inverter efficiency is

again in close relationship with the C-rate but not the DoD or SOC. Also, the

choice of DSPKF SOC or BMS SOC does not make a difference to the accu-

racy of inverter efficiency calculations as the results are very similar. Using

DSPKF SOC cannot solve the problem that some efficiency results are higher

than 100%, as shown in the inverter export efficiency results (Figure 4.17 and

Figure 4.18).

As for the results of the efficiency of the whole system, as per Figure 4.19

and Figure 4.20, again the C-rate dominates the trends of RTE results, while

not starting SOC or DoD. Affected by inverter efficiencies, the system RTE

peaks at 0.75C. For the improvements of accuracy by using DSPKF SOC,
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they are similar to the counterparts in the battery RTE results: the trend

of the effect of C-rates is more clear and consistent, and the values are more

reasonable since in Figure 4.20b some results from BMS SOC are close to

100%.

4.5.3 Summary

This section demonstrates how to calculate the efficiency of the battery, in-

verters and the whole system of the WESS. The DSPKF SOC as one of the

essential inputs for the algorithm, compared with the efficiency results using

the BMS SOC in a previous work. The first finding is that according to ef-

ficiency results the DSPKF SOC seems to outperform the BMS SOC, which

will be discussed more in the next chapter. Secondly, using the DSPKF SOC

can improve the accuracy of efficiency calculations. Besides, it further proves

that the C-rates are the main factor that affects the efficiency of the battery

system.

4.6 Dealing with invalid data for BESS SOC

estimation

The data of the WESS is sometimes invalid, meaning that during these pe-

riods the current, voltage and BMS SOC are each shown as zeros. This can

cause a problem where the KF that is estimating SOC or SOH diverges when

the voltage and current values each read as zero and continue for a sustained

period. The reasons for invalid data are as follows:

• A problem of data connection but the battery is still operating.

• The data connection is working but the battery is offline.

• Both the data connection and the battery are offline.

During the invalid data periods, the EKF and DSPKF algorithms’ ac-

curacy is impacted from when the invalid data periods start, as shown in
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(a) (b)

Figure 4.13: Battery RTE against C-rate and DoD, using (a) DSPKF SOC
and (b) BMS SOC.

(a) (b)

Figure 4.14: Battery RTE against C-rate and SOC, using (a) DSPKF SOC
and (b) BMS SOC.

(a) (b)

Figure 4.15: Inverter import efficiency against C-rate and DoD, using (a)
DSPKF SOC and (b) BMS SOC.
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(a) (b)

Figure 4.16: Inverter import efficiency against C-rate and SOC, using (a)
DSPKF SOC and (b) BMS SOC.

(a) (b)

Figure 4.17: Inverter export efficiency against C-rate and DoD, using (a)
DSPKF SOC and (b) BMS SOC.

(a) (b)

Figure 4.18: Inverter export efficiency against C-rate and SOC, using (a)
DSPKF SOC and (b) BMS SOC.
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(a) (b)

Figure 4.19: System RTE against C-rate and DoD, using (a) DSPKF SOC
and (b) BMS SOC.

(a) (b)

Figure 4.20: System RTE against C-rate and SOC, using (a) DSPKF SOC
and (b) BMS SOC.

Figure 4.22 and Figure 4.23. Therefore, making sure the algorithm is able to

converge after invalid data is the aim of this section.

4.6.1 Methodology

The methods in the literature [125] for when invalid data is the input to a KF

mostly concern control and communication, and they often treat the invalid

data as a Bernoulli process (i.e., a finite or infinite sequence of binary random

variables). As it is evident that the data of the WESS does not follow a
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Bernoulli process, methods should be tried using empirical knowledge. There

are several methods that could solve this problem:

• Use the previous sample point to fill the invalid sample points;

• Pause the KF algorithm, use the last estimation and resume estimating

once valid data is received again;

• Limit the estimated SOC values, as the actual SOC values must be

between 0% and 100%, to avoid divergence;

• Apply curve fitting using previous sample points to predict the SOC

values during the invalid data period.

The first step is to detect the invalid data periods. When the voltage drops

to 0, an invalid data period starts. Likewise, when it returns to within normal

operating bounds the invalid data period ends. The voltage differential,

dV/dt, which is set to be ±400 for the WESS is used in the algorithm to

detect these periods. It is only a number large enough to detect the beginning

and the end (rising and falling edges) of an invalid data period.

Using previous sample points means that during an invalid data period,

all the invalid data are replaced by the last data point (voltage and current)

before the invalid data period. This makes the KF algorithm continue work-

ing without divergence, based on the fact that although the data used during

this period are not actual data, the actual data are not known, and the KF

algorithm can fast converge once the actual data are fed in once the invalid

data period finishes. Pausing the KF algorithm is to make the KF algorithm

skip the invalid data, once the start of an invalid data period is detected,

and allow data to be used in the KF algorithm once the end of an invalid

data period is detected. As for the third method, limiting the estimated

SOC values, any SOC estimations during an invalid data period that may be

smaller than 0% or larger than 100% are forced to be 0% and 100% respec-

tively. This method may be combined with the first two methods since when

the estimations reach the boundaries, i.e., 0% or 100%, divergence already

occurs. The last method is to use the last 20 data points before the invalid
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Figure 4.21: WESS operation data profile for investigating invalid data.

data period, to predict the data points during this period. It is done with a

moving window, i.e., the predicted data points replace the data point at the

beginning of the 20 data points that are used for curve fitting.

4.6.2 Results

SOC estimation results with the impact of invalid data and the effectiveness

of invalid data techniques are shown in Figure 4.22 and Figure 4.23, using

data shown in Figure 4.21. In Figure 4.21, it can be seen that there are several

invalid data periods in this profile. In Figure 4.22a, the DEKF diverged since

the first invalid data period as the estimation started to be minus, and it did

not converge again after that as there are no estimates on the figure (which

means the estimates of SOC are not within the range of 0% and 100%). In

Figure 4.22b, it can been seen that the effects of invalid data are smaller

for the DSPKF, but still result in some divergence, and the SOC estimation

did not converge after invalid data periods because the weight filter that

estimates parameters diverged.

In Figure 4.23a and Figure 4.23b, and Figure 4.24a, the SOC estimation

results match well with the BMS SOC, without the effects of invalid data.
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(a) (b)

Figure 4.22: SOC estimation results affected by invalid data (a) DEKF SOC
and (b) DSPKF SOC.

(a) (b)

Figure 4.23: SOC estimation results after using previous data during invalid
data periods (a) DEKF SOC and (b) DSPKF SOC.

(a) (b)

Figure 4.24: DEKF invalid data results with other methods (a) pause the
algorithm and (b) curve fitting.
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The RMSEs are 2.36% (DEKF using the first method), 1.51% (DSPKF using

the first method) and 4.41% (DEKF using the second method) respectively.

This is because one of the first two methods is used, together with method

three (limiting the SOC). The reason of using one of the first two methods

is that they have the same effects to the filter and it can be seen that results

in Figure 4.23a and Figure 4.24a are similar. If the data starts with invalid

data, the SOC estimation should be set as an arbitrary value between 0%

and 100% because neither previous estimation or previous data points are

available. Using method three (limit SOC range) only is effective but it needs

more time to converge after invalid data periods than the previous methods.

This also applies to other circumstances when the calculated SOC is not in

this range, which may be due to some very rare erroneous data where there

is a time jump after restarting the BESS, the SOC value should be forced

back to the reasonable range stated above to avoid further divergence.

The curve fitting method was tried too with SOC limitation using DEKF.

The results in Figure 4.24b show that the filter still diverges and will exceed

the boundaries without SOC limitation. The reason it can converge after the

very long time of invalid data is because the SOC is bounded so that any

values that larger than 100% are forced to be 100%. The computation time

of the algorithm using the curve fitting method is longer than the first two

methods due to increased number of calculations. This is exaggerated when

there is a very long period of invalid data.

4.6.3 Summary

The main problem to solve is that the KF diverges when invalid data happens

(both voltage and current values received are 0) if no methods are used, and

it may not be able to converge again after the invalid data. It has been

shown that Kalman filtering can converge well after the invalid data using the

simplest methods. In addition, the length and frequency of the invalid data

period do not affect the results of the simple methods. These methods can

eliminate the effects of invalid data easily because of the excellent convergence

ability of the KF, as long as the previous SOC estimation is forced to be
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within the reasonable range, i.e., not being negative or larger than 100%.

In conclusion, there are two effective steps to make sure the KF remains

converged 1) using the previous data simply when the data is invalid, or

maintain the last SOC estimation before invalid data occurs 2) bounding the

SOC. The DEKF and DSPKF SOC estimation algorithms are running online

(in real-time) for the WESS and have shown robust results against invalid

data.

4.7 Conclusion

In this chapter, SOC estimation of large-scale BESS has been discussed us-

ing KF methods. The SOC estimation results are shown from cell-level,

rack-level, to system-level. As the state of art of KF family, most results

shown are from a DSPKF algorithm and WESS SOC results of the DEKF

algorithm are also shown. The algorithm takes the system-level current and

voltage data while using a cell-level ECM model. It also takes the results

of a cell-level EIS test to initialise the weight filter. As for the OCV-SOC

relationship, either a system-level measured or the one that scaled from the

cell-level experiment works. The KF algorithms are tuned by a GA algo-

rithm automatically to achieve repeatable results for other BESSs. To show

the successful implementation of the DSPKF algorithm, the DSPKF SOC

results are first compared with the BMS SOC. The measured SOC has been

imported into an algorithm of WESS efficiency calculation. Because the RTE

results of using DSPKF SOC outperform the ones using BMS SOC, it indi-

rectly proves the DSPKF SOC outperforms the BMS SOC. To obtain such

reliable KF SOC estimations, several techniques have to be used to deal with

the invalid data problem.
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Chapter 5

Capacity and SOH estimation

of large-scale battery systems

5.1 Introduction

Apart from SOC, battery capacity / SOH is another essential state that one

needs to know to best utilise the battery. As an example, for an electric car,

as the battery degrades the distance it can travel on one charge decreases. In

time, the distance capability will no longer be acceptable to the driver and

therefore, it should be the time to either replace the battery or the whole

car. For a large-scale battery system, degradation will result in reduced

profits under arbitrage and possible performance penalties when providing

frequency response services as the battery will be unavailable more often due

to reaching SOC limits.

As an example of battery degradation, the degradation of the CHAM cell

is illustrated in Figure 5.1. In Figure 5.1a the ageing of the cell is shown

with discharge capacity while in Figure 5.1b it is shown as nominal capacity

(discharge capacity of the first cycle is the reference). The cell is cycling

within a voltage range between 3V and 4.12 V (for better cycling life [126]),

at a temperature of 35 °C. After every 200 cycles the test is paused, and this

is the reason there are some capacity fluctuations in the results.

TLS implementation on large-scale systems is introduced in this chapter,
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(a) (b)

Figure 5.1: Degradation of the CHAM cell (a) degradation shown as dis-
charge capacity and (b) degradation shown as nominal capacity.

and the algorithm is again tested starting at the cell-level, then rack-level and

finally at the system-level. A variant of the TLS algorithm is also introduced

using the system-level power data, instead of the current data. An almost

full capacity test using Coulomb counting is possible if the system is not

providing any services. Thus, the TLS estimated capacity can be compared

with the reference capacity from Coulomb counting.

Although SOC and capacity algorithms are introduced in separate parts,

they are closely related and their estimation accuracy is significantly affected

by each other. Specifically, in the basic equation of the TLS algorithm (equa-

tion 5.1), the change of SOC is the denominator, while in the KF SOC algo-

rithms, the capacity is an essential parameter. At a specific SOC, a different

amount of energy is stored in a brand new battery compared to an aged one.

In the TLS algorithm, current integration and SOC variation are the

values that affect capacity estimation results. In this chapter, TLS capacity

estimation results of using BMS SOC and DSPKF SOC are compared, using

long-time data up to a year. Online capacity estimation is also achieved to

monitor the battery system’s health.

Compared with cell-level capacity estimations, system-level capacity esti-

mations are challenging. This is mainly because the system-level data (cur-

rent and voltage) are generally less accurate than that which can be obtained
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for cell-level testing from laboratory-grade equipment. To mitigate this issue,

data selection needs to be conducted to make sure the data provided for the

TLS algorithm are of high quality. Unlike SOC, capacity is not fast-changing,

which makes data-selection possible.

The data used in this chapter to demonstrate capacity estimation algo-

rithms are from the NMC cells, the Yuasa rack, the GS Yuasa BESS, the

WESS and they are introduced in chapter 3.

5.2 TLS implementation on large-scale bat-

tery systems

5.2.1 TLS algorithm

Battery capacity can be estimated by total least-square based methods [94] by

using the relationship between the variation of SOC and current integration,

as shown below: ∫ t2

t1

−ηI(τ)

3600
dτ = Q(SOC(t2)− SOC(t1)) (5.1)

where η is again the Coulombic efficiency and assumed to be 100%, I the

charge or discharge current and Q is the capacity value that needs to be

calculated. This equation is based on equation 2.6, the only difference is

that it refers to the condition when a full discharge is not available.

For the simplicity of calculation:

y =

∫ t2

t1

−ηI(τ)

3600
dτ and x = SOC(t2)− SOC(t1) (5.2)

The total least squares (TLS) method is used in this work, which assumes

errors in both y and x data, but the error variances are proportional. There-

fore, σ2
yn = k2σ2

xn . The equations below show the iterative calculations of

TLS. The data is divided into n segments to do the recursive calculations,

σ2
yn the error variance in y of every segment and σ2

xn is the error variance in

x of every interval. They are guesses of the errors on y and x respectively.
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The equations below show the iterative calculations of the method [94].

c1,n = c1,n−1 +
x2
n

σ2
yn

;

c2,n = c2,n−1 +
xnyn
σ2
yn

;

c3,n = c3,n−1 +
y2
n

σ2
yn

;

(5.3)

Q̂n =
−c1,n + k2c3,n +

√
(c1,n − k2c3,n)2 + 4k2c2

2,n

2k2c2,n

; (5.4)

where c1,n, c2,n and c3,n are quantities to reduce the complexity of calcula-

tions.

5.2.2 TLS implementation from cell-level to system-

level

The TLS for capacity estimation is much more simple to implement than

DSPKF for SOC estimation. After accessing current and SOC data, the only

parameter to be tuned is the m value, which is the size of the segments after

dividing. The values of the variances can be calculated based on empirical

knowledge. However, after trying various values of them in this research, it is

found that the values of the variances do not dominate the results of the TLS

algorithm. The system-level implementation is not any more complicated

than at the cell-level, although essential data selection work (to be introduced

later in section 5.4), has to be done to ensure the accuracy of the system-

level implementation. One more factor to consider is the choice of SOC

data: DSPKF SOC or BMS SOC, because in the previous chapter, it has

been found that the DSPKF SOC is generally better.

5.3 TLS capacity estimation results

In this section, cell-level and rack-level capacity estimation results using TLS

are shown first, similar to their counterparts in previous chapter. More results
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(a) (b)

(c)

Figure 5.2: Yuasa rack data profile for capcity estimation (a) voltage, (b)
current and (c) SOC.

are shown for the system-level, i.e., the results of the WESS.

5.3.1 Rack-level capacity estimation results

Figure 5.3 shows the capacity estimation results of the GS Yuasa Rack, which

has been used in previous chapter to evaluate the DSPKF SOC estimation.

The red dotted lines show ±1% error around the measured capacity. The

current and SOC data used here are both from the internal BMS. The data

profile used here is shown in Figure 5.2.

According to the experiments that were conducted on the GS Yuasa cells

inside the rack, all of their capacities are currently larger than the nominal

capacity (47.5 Ah) and the minimum cell capacity is 48.8 Ah. Because all the
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Figure 5.3: Capacity estimation results of a GS Yuasa NMC battery rack.

cells are in series, the rack-level capacity is limited by the weakest cell, which

is also 48.8 Ah. It can be seen that the TLS results are slightly larger than

the experimental results, and this may be due to the fact that at the end

of the data profile used in this section the temperature has increased. This

temperature is likely to be higher than the temperate where the experimental

capacity tests were conducted (only one cycle), which increases the capacity

of the cells/rack. The other reason may be the poor accuracy of the BMS

SOC that is used for the TLS results here. The times of cell-level capacity

test and the cycling test used for the TLS results are close so the degradation

is ignored here. Further comparison between using the BMS SOC and the

DSPKF for the TLS algorithm is not conducted here due to the fact that the

rack can only be viewed as a very small battery system and it has not been

tested for a long time.

Since the rack-level results are encouraging, more complicated implemen-

tation on a large-scale battery system, the WESS, looks promising.
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Table 5.1: WESS Actual capacity calculations in May 2018

Results for 3 cycles 0.5C 1C 1.5C 2C

Average Capacity (Ah) 1600.21 1599 1600.76 1599.94
Standard deviation (Ah) 1.23 3.16 1.08 1.21

Relative standard deviation (%) 0.077 0.2 0.068 0.075

5.3.2 System-level capacity estimation results

In this section several datasets of measured current and BMS SOC from the

WESS are used to estimate the system capacity and compare it with offline

experimentally measured capacity using Coulomb counting.

The actual capacity estimation of the WESS

Tables 5.1, 5.2 and 5.3 show the actual capacity measurements of the WESS.

Ideally full constant discharges are needed but the operational window of

the system is limited to 95% - 5% SOC. Therefore, the capacity tests were

done between 95% and 5% SOC in May 2018, between 90% and 10% SOC

in Oct. 2019 and between 90% and 10% SOC in May 2021. The system was

cycled with constant powers of 0.5MW(∼ 0.5C), 1MW(∼ 1C), 1.5MW(∼
1.5C,except in 2019) and 2MW(∼ 2C, except in 2021), and tested 3 times

for each power rate. Based on equation 5.1, the capacity was calculated by

taking the integral of current and dividing this by 90% or 80%. To ensure

the best accuracy, some cropping techniques have been used, i.e., the data

when power curtailment is undertaken, which in this case are close to the

end of the discharge, were discarded for calculation.

These results show that the capacity degradation of the system over 3

years is negligible and the variations seen are likely measurement noise. Some

results are higher than 1600 Ah and this is because actual cell capacities from

the manufacturer were higher than the nominal at installation.
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Table 5.2: WESS Actual capacity calculations in Oct. 2019

Results for 3 cycles 0.5C 1C 2C

Average Capacity (Ah) 1600.93 1604.44 1600.85
Standard deviation (Ah) 1.25 4.83 0.9

Relative standard deviation(%) 0.078 0.301 0.056

Table 5.3: WESS Actual capacity calculations in May 2021

Results for 3 cycles 0.5C 1C 1.5C

Average Capacity (Ah) 1601.73 1600.74 1600.63
Standard deviation (Ah) 1.52 2.14 1.7

Relative standard deviation(%) 0.095 0.134 0.106

Capacity estimation results with different datasets

Figure 5.4 shows the capacity results of the same profiles in Figure 4.9. Note

that for these results the number of data points for each interval is tuned

and fixed, and the noise on the current measurement is estimated based on

empirical knowledge. The assumed capacity is 1600 Ah and the error borders

refer to this value. In Figure 5.4a and Figure 5.4b, the algorithm takes some

time to converge because the estimated capacity was initialised as 0 (for

worst-case demonstration), and the reason of no results at the beginning of

Figure 5.4a is that the SOC values were maintained at 50%, so there were no

SOC variations, which is the denominator for calculating Q using equation

5.1. After that, these results are stable and mostly within the error borders.

This is because the first 2 datasets contain large SOC variations and the

current values are mostly constant. In comparison, the results in Figure 5.4c

show that the algorithm’s performance is affected by the quality/type of

data. The errors are significantly larger and the results fluctuate. There

are several reasons for the worse results: a relatively flat SOC profile (a

frequency response that causes small SOC variations), this is because the

error is relatively significant with small SOC variation, according to equation

5.1; sharp and short spikes in current data, which leads to inaccurate current

integration due to sampling rate.
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(a) (b)

(c)

Figure 5.4: Capacity estimation results of (a) constant cycling (∼ 6.5 hours),
(b) mixed profile (∼ 9 hours) and (c) dynamic frequency response (∼ 7
hours). The red dotted lines show ±1% error around the 1600 Ah assumed
capacity.

5.4 Data selection for system-level estimation

The results in Figure 5.4 show that data should be selected before imported

to the TLS algorithm for accurate system-level capacity estimation. This

data selection is possible due to the fact that a battery’s capacity is not

fast changing and therefore the time between estimates can be large. In this

section, more details, i.e., the essence and methodology of data selection for

online battery system state estimation are shown.

The implementation of “online” capacity estimation algorithm is essential

for monitoring the degradation of BESSs during long time operation. For
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Figure 5.5: A WESS 6-hour data profile for investigating the value of m and
data length.

online estimation of the WESS, the data is first obtained from a time-series

database (InfluxDB), followed by the TLS capacity estimation algorithm.

5.4.1 Methodology

The length of the data and the value of m affect capacity estimation results

using the TLS algorithm. In Figure 5.6, a short data profile (6 hours, shown

in Figure 5.5) is used to investigate the relationship between the value of m

and capacity estimation results. A range of m values are tried, from 100 to

1000. It can be seen that the choice of m value should avoid too large or

too small values. Besides, according to the TLS results using this dataset

(Figure 5.6b), the algorithm starts to provide accurate and stable estimations

after 4 hours, so the data length cannot be too small to be sufficient for the

algorithm.

According to the results shown in Figure 5.4 and above discussion, a series

of criteria of data are shown below for accurate online capacity estimation

[7]:

• Significant variations in SOC data are available continuously, as dis-
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(a) (b)

Figure 5.6: How the value of m and data length affect capacity estimation
results (a) relationship between m and capacity estimation results and (b)
Convergence time of the TLS algorithm.

cussed above.

• A large interval size for calculation: as the data is divided into a number

of intervals with a size of m, its value should be large enough to make

sure there are some SOC variations for every calculation. This value is

set to 500 samples for the results shown in Figure 5.4.

• Sufficient data: the data points should be enough for the algorithm to

converge, since it calculates the capacity recursively.

• No sharp, short spikes of current data: as discussed, to avoid errors in

current integration.

For long-time capacity estimation, an algorithm for data-selection of the

WESS has been developed to select the data that meet the aforementioned

criteria, as shown in Figure 5.7. The data (system-level current and SOC)

is first divided into chunks representing approximately a week of operation.

Next, within each chunk, invalid data is checked by calculating the change

in voltage (section 4.6). The data chunk is then divided further into several

even shorter datasets by deleting the invalid data periods. The length of the

first data segment is checked, if it is shorter than the predefined criterion,

it is discarded. This criterion is set as 30000 data points in the long time
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Figure 5.7: Diagram of data-selection for BESS capacity estimation

capacity estimation results shown in this thesis, which is around the number

of data points of half a day. If the dataset is long enough, the algorithm

then moves to check whether the SOC variations are large enough, i.e., the

standard deviation (STD) is larger than the predefined value. If this criterion

is not met, the script moves to the next data segment, until it finds the data

to represent this week. Therefore, it is possible that no data is chosen in a

week and no capacity estimation results are updated.

By running the algorithm like this, the capacity estimation results are

updated every week if there are data that meet the criteria.

97



(a)

(b)

(c)

Figure 5.8: Capacity estimation result comparison using a whole year data
(a) use raw data, (b) only deal with invalid data and (c) with data-selection
techniques.
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5.4.2 Results and discussion

Figure 5.8 compares capacity estimation results to show how data-selection

improves the accuracy, using a whole year’s data of the WESS. DSPKF SOC,

which is often more accurate than the BMS SOC, is chosen as the input in

these results. The nominal capacity, 1600 Ah is again considered as the

actual capacity for reference.

It can be seen that if no data-selection applied at all, only a small fraction

of results are within the 1% error borders as shown in Figure 5.8a. Note that

extremely large or small results (errors larger than 10%) are not shown in the

figures. After removing invalid data periods, the results are improved and

more are within the error borders and shown in the figure of Figure 5.8b.

After applying the data-selection algorithm, the capacity estimation results

are mostly within the error borders as shown in Figure 5.8c. To sum up,

data-selection techniques ensure the accuracy of TLS algorithms for capacity

estimation of the WESS.

The variation of SOC, as discussed, also affects the accuracy of the TLS

algorithm. Using the BMS SOC or the DSPKF SOC and system-level current

of the WESS, with data-selection techniques, long-time capacity estimation

of can be achieved. Figure 5.9 illustrates the effects of SOC variation on one-

year’s capacity estimation results, using system-level current and the BMS

SOC. The mean capacity estimation error is calculated as the quotient of

average capacity errors in the year and the actual capacity. In these results,

only SOC variation is different, and for comparison, other factors (m and data

length) are fixed. It can be seen that generally larger SOC variation improves

capacity estimation accuracy, but it provides less capacity estimation results.

5.4.3 Summary

This section demonstrates how to evaluate the quality of current and SOC

for capacity estimation using TLS. The results using the data selection tech-

niques are with significant improvements of accuracy compared with using

the data in its raw form. A diagram of dealing with invalid data and data-

selection for capacity estimation is shown in Figure 5.7: combining the TLS
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Figure 5.9: Investigate the effects of SOC variation using data of a year.

algorithm with data-selection techniques, capacity estimation of BESSs with

improved accuracy using system-level data can be realised.

5.5 Comparison of capacity estimation using

BMS SOC and DSPKF SOC

This section compares the accuracy of the TLS capacity estimation algo-

rithm, using the BMS SOC and the DSPKF SOC as an input. Figure 5.10

shows the capacity estimation results using WESS operational data from

01/06/2018 to 01/06/2019, using the BMS SOC and the DEKF SOC re-

spectively. The results using the DSPKF SOC has already been shown in

Figure 5.8c. The dataset (current, BMS SOC, voltage and time) is again

processed according to Figure 5.7, for data-selection. The DSPKF algorithm

is run on these sets of data to provide an estimate of SOC with the capacity

parameter set to the nominal capacity (1600 Ah) of the system.

It can be seen that the errors of TLS capacity estimation results using
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(a)

(b)

Figure 5.10: Capacity results of one year using (a) BMS SOC and (b) DEKF
SOC.

the DSPKF SOC are mostly within the 1% error bounds of the measured

capacity, but the errors of using BMS SOC are much higher. Most capacity

estimations errors using the BMS SOC over the year are less than 10% but

only around 10 estimations (about 1/3) are within the 1% error borders.

Results using the DEKF SOC are slightly better than using BMS SOC but

not significant. Therefore, this verifies that the DSPKF is a more advanced

method over the DEKF, which is the reason why in this work most SOC

results are from the DSPKF. Besides, it could be concluded that replacing

the BMS SOC with the DSPKF SOC can significantly improve the accuracy

of capacity estimation. However, it can be argued that this result is achieved

when the system is relatively healthy using the nominal capacity as an initial

capacity for SOC estimation, whereas for a degraded system there would

be significant error according to equation 2.2. When the battery system is
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degraded, the Qactual in the equation will be larger than it actually is, this

affects the accuracy of the DSPKF SOC algorithm, thereafter decreasing the

accuracy of TLS capacity estimation algorithm.

The practical and simple way to account for degradation is to use the

Coulomb counting method. Despite stating that this is not good enough for

accurate SOC estimation, accurate capacity information for DSPKF is not

needed, since only a crude estimation is enough to ensure the SOC converges

to a good enough value [94].

The multi-scale DSPKF algorithm introduced above makes the capacity

correction based on SOC prediction possible. After every macro time dura-

tion, the SOC can be predicted using Coulomb counting with the estimated

capacity. Then the predicted SOC is compared with the micro time scale es-

timated DSPKF SOC or the BMS SOC (reference SOC). Equation 5.5 shows

the calculation of predicted SOC [52].

SOCk,L = SOCk,0 +
T

C−
k

L−1∑
j=0

−Ik,j (5.5)

where SOCk,0 is the SOC estimation at the beginning of a macro scale, k the

number of micro SPKF estimations, T the sample rate in the micro SPKF,

C−
k the initialised or last estimated capacity, L the number of samples in every

macro scale estimation and SOCk,L is the projected SOC. The correction of

capacity is shown in the equation below:

C+
k = C−

k +K(SOCk,L − SOCk) (5.6)

where K is a gain, SOCk the reference SOC, and C+
k is the corrected SOC.

The purpose of using K is to accelerate the convergence since the SOC is a

value between 0 and 1. The value of K is tuned to control the correction

speed, and is positive when the system is charging and negative when the

system is discharging. For example, assuming the last estimated capacity is

larger than the actual one when the system is charging, according to equation

5.5, the projected SOC would be smaller than the micro SPKF estimated

SOC or BMS SOC. Thus, the SOC difference in the bracket in the equation
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Figure 5.11: Capacity tracking using capacity correction technique over one
year of data.

above is a negative value, which multiplies a positive K. As a result, the last

estimated capacity value will be decreased toward the actual capacity.

The results of capacity tracking over the year are illustrated in Fig-

ure 5.11. The initial capacity was set as 1760 Ah, which is 10% higher than

the actual capacity to simulate degradation. The errors are mostly within the

1% error bounds again for the year from 01/06/2018 to 01/06/2019. These

capacity results can be provided regularly to update the DSPKF algorithm,

creating a reliable input for the TLS algorithm; more accurate capacity esti-

mation can then be obtained. Long-time results of this method are generally

acceptable but the disadvantage is that the gain (K ) is difficult to tune and it

relies on the quality of the data. For example, if K is too large, the capacity

could be over-corrected without good quality data, and if K is too small, this

method requires a long time to converge to be within an acceptable range

(the 1% error bounds).

5.6 Battery capacity tracking using DSPKF

and TLS

As discussed above, the WESS does not show degradation, but one of the

objectives of this work is to achieve capacity tracking on other batteries to

show that the algorithms are effective for all battery systems.

In this section, the capacity tracking algorithm is first implemented on the
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JGNE NMC cell, followed by the implementation on the GS Yuasa battery

system.

5.6.1 Capacity tracking of an NMC cell

Through cycling tests, the JGNE NMC 2.6 Ah cell, as shown in Figure 3.7

reached EOL after 800 cycles. The test temperature was 35°C and the cell

was kept in the environmental chamber as shown in Figure 3.10c. The cell’s

cut-off voltages are 4.2/2.75V but they were not reached in the cycling tests.

Instead, cut-off voltages, 4.12/3V were used to increase the cycle life [126] in

a high temperature environment. In the results shown below, SOC range is

adapted, i.e., charge process (CC/CV) ends at 4.12V as 100% SOC and 3V

is the cut-off voltage of discharge, as 0% SOC. The OCV-SOC relationship is

within this smaller range and the ECM parameters are measured by the EIS

machine. The actual capacities of the cell are obtained from the Maccor cell

tester, which can been seen as an ideal reference for the capacity estimation

algorithms, because the Maccor has higly accurate current sensors (table

3.3).

Figure 5.12 shows the capacity tracking results of the JNGE cell over

the whole battery life. The figure on the left shows the results of using

the simple capacity correction method and the other one shows TLS results

using DSPKF SOC, which updated together with the corrected capacity. The

RMSEs of the capacity results using capacity correction and TLS are 0.07 and

0.045 Ah respectively. It can be argued that the results are acceptable but

the errors are not minimal, although after using TLS the results have been

improved. The not ideal performance of the DSPKF algorithm is because of

the variable OCV-SOC relationship of the cell during its cycling life. Through

the cycling, it has been noted that the relaxation voltage, which has been used

to calculate the OCV-SOC relationship is not constant and sometimes they

disagree with each other quite significantly. Further work to improve results

using this NMC cell could focus on improving the OCV-SOC relationship

used in the DSPKF algorithm [127]. However, it is not the objective to

investigate how to accurately track an NMC cell’s degradation, so in this
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(a) (b)

Figure 5.12: Capacity tracking results of a JGNE NMC cell (a) tracking by
the capacity correction algorithm and (b) tracking by the TLS algorithm.

work the discussion will be back to the implementation of the algorithms on

BESSs.

5.6.2 Capacity tracking results of GS Yuasa battery

energy storage system

With the 3-year operating data of the GS Yuasa BESS, as shown in Fig-

ure 5.13, capacity tracking using the DSPKF and TLS algorithms is possible

because the chemistry of this system, NMC, is different from the WESS,

LTO, which has much better performance regarding degradation. The white

spaces in the data profile figures are where invalid data occurs, which is

shown as “NaN” in the ADEPT data.

For the results shown in Figure 5.14, the DSPKF SOC is from a similar

algorithm to the one used for the capacity tracking of the JGNE cell, but

the invalid data and the data-selection techniques introduced in section 4.6

and section 5.4 are used. The DSPKF parameters, ECM parameters, and

the system-level OCV-SOC relationship are the same as the implementation

in section 4.4.2.

For actual capacity of the ADPFT Li-ion battery, there has been a range

of tests for cycling the battery between 100% and 5% SOC. Therefore, there

are data that are ideal for capacity estimation but other information like test
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Figure 5.13: 3-year operating data of the GS Yuasa BESS.
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(a)

(b)

Figure 5.14: Capacity results of 3 years of GS Yuasa BESS using (a) DSPKF
SOC and (b) BMS SOC.

time and C-rate has not been obtained, so there is no reference capacity as

ideal as in tables 5.1 to 5.3 . However, the capacity estimation results using

the BMS SOC are still considered to be a reasonable reference for validating

the DSPKF and the TLS algorithms.

In both results, the green dotted line is a trend curve obtained by curve

fitting for reference. The start time of these results is not the same as the

actual data because the data at the beginning are invalid. It can be seen that

in both results, the capacity results are mostly within the 10% degradation

border, which means the system is still healthy and the results of using the

DSPKF SOC are not far from the reference. Both results show a reasonable

degrading trend but between Jan. 2019 and June 2020 the results from using

the BMS SOC are more stable. It is difficult to compare the accuracy of both

results but the intention of showing these results using the GS YUasa BESS
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data is to show that the algorithms introduced in this work are applicable to

other BESSs.

5.7 BESS capacity estimation using power and

SOC

There are two scenarios where dc-link current and voltage may be unavail-

able, these are 1) where the lower levels of the system data structure are

unavailable to the asset owner/operator through the “customer” interface,

2) where the BESS is connected to an aggregators platform, the communica-

tion of data is usually limited to available power, power and SOC and lower

level data streams are not commonly exchanged. In the latter case the ca-

pacity estimation algorithm is processed remotely and therefore cannot use

the dc-link data. This section investigates whether it is practical to estimate

BESS capacity/SOH using power, instead of current, and SOC data.

5.7.1 Methodology

The method introduced below is based on the existing TLS capacity estima-

tion algorithm. For the WESS, the power data are in kW, so the calculated

capacity is not in Ah, but in kWh. Equation 5.7 and equation 5.8 show how

to calculate the capacity of a BESS in kWh.∫ t2

t1

−ηP (τ)

3600
dτ = Q(SOC(t2)− SOC(t1)) (5.7)

Again, for the simplicity of calculation:

y =

∫ t2

t1

−ηP (τ)

3600
dτ and x = SOC(t2)− SOC(t1) (5.8)

where P is the power data that are needed for the capacity calculation and

the rest of the equations are exactly the same to equations 5.1 and 5.2.

By combining equations 5.7 and 5.8, with equations 5.3 and 5.4, the

capacity calculation with power data can be realised.
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Figure 5.15: Capacity estimation using power and SOC of constant cycling.

5.7.2 Results and discussion

In the WESS, LTO cells cut off at 1.8V rather than 1.5V, so the operational

capacity of the WESS is lower than 1MWh, and is measured at 968kWh.

Figure 5.15 illustrates the capacity estimation results using power with the

same WESS operation profile as is used in Figure 4.9a. It can be seen that the

estimations are mostly not within the error borders. For long time estimation,

larger errors are shown in Figure 5.17 compared with the ones in Figure 5.10.

By using the DSPKF SOC, the results are not improved significantly than

using the BMS SOC. Therefore, the power data that have been used is the

reason for worse results.

Figure 5.16 compares power data with current data, SOC data and dc-

link power data respectively. The dc-link power is calculated by multiplying

dc-link current and voltage. In Figure 5.16a and Figure 5.16b, it can be

seen that the power data are basically synchronised with current and SOC

data, while Figure 5.16c shows that the power data generally have a larger

magnitude than the calculated dc-link power. Note that in this section, for

the investigation below only the preferred DSPKF SOC is used.

In Figure 5.18, results using dc-link power are shown. It can be seen that
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(a)

(b)

(c)

Figure 5.16: WESS data at 1C in Oct. 2019 (a) power and current, (b) power
and SOC and (C) power and dc-link power.
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(a)

(b)

Figure 5.17: Capacity results of one year using (a) power and BMS SOC and
(b) power and DSPKF SOC.

the results using dc-link power outperforms the counterparts of using power

data. However, the results of using dc-link power are just to compare with

using power data, since the calculation of dc-link power needs current and

voltage data. If these data are available one will just use the original method

shown in previous sections, rather than calculating dc-link power. Therefore,

the practical approach is still to use the power data provided.

After Jan. 2019, not all the inverters have been working in the WESS,

so at least half of the data used in Figure 5.17 are affected. To investigate

how the number of inverters working affect capacity estimation results, the

power data in 2019 are scaled according to the number of inverters assumed

working, which are 22 out of 24 most of the time. Figure 5.19 compares the

capacity estimation results in 2019 between using raw power data and the

scaled power data. The mean errors in Figure 5.19a and Figure 5.19b are
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Figure 5.18: Capacity estimation using dc-link power and DSPKF SOC.

86.5 and 48.1 kWh respectively. It can be seen that the actual number of

inverters working affects the results, but by considering this the errors are

still significantly larger with respect to using current.

From here, more essentially, inverter efficiency will be considered, to in-

vestigate how it affects the capacity estimation results using power and SOC.

Figure 5.20 compares the capacity estimation results of 2018 (to avoid the

number of inverters working issue) between using raw power data and the

scaled power data assuming the inverter efficiency is fixed at 94%. The mean

errors in Figure 5.20a and Figure 5.20b are 46.6 and 27.5 kWh respectively.

The much improved results in the latter show that inverter efficiency has an

essential role when replacing current data with power data.

To investigate further, a relationship between efficiency and power is used,

as shown in Figure 5.21a. For results in Figure 5.21b, scaled power data

are used according to the relationship. This measured relationship is not

proved to be accurate especially when the power is larger than 250 kW but

it is still used here because the WESS normally operates with low power.

These results are with a much smaller mean error compared with previous

results, which is only 24.9 kWh (2.6% with respect to the actual capacity).

The results further suggest the necessity of considering inverter efficiency

when using power data for capacity estimation. Based on the discussion

above in section 5.4, increasing the criteria of data selection can improve the

estimation accuracy, sacrificing the number of estimations. The results shown

in Figure 5.21c are from an updated data-selection algorithm that increases
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(a)

(b)

Figure 5.19: Capacity results of 2019 (a) using power and DSPKF SOC
directly and (b) assuming only 22 inverters out of 24 worked in the whole
year.

the criterion of SOC variation to an STD of 15% from 5% (the value for

most long-time capacity estimation results in this thesis). The mean error

is as low as 11.7 kWh (1.2% with respect to the actual capacity) and the

number of estimations drops to 24 from 31. An error of 1.2% is not much

higher than the results of using current data, which shows the promising

future implementation of using power data instead of current data on other

BESSs.

5.7.3 Summary

It can be concluded that using power data instead of current data for the

TLS capacity estimation is practical and promising. The errors using power
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(a)

(b)

Figure 5.20: Considering inverter efficiency using one year data of 2018 (a)
using power and DSPKF SOC directly and (b) assuming the inverter effi-
ciency is fixed at 94%.

data are significantly larger than the counterparts of using current data if

the factors of inverters, especially inverter efficiency are not considered.

By comparing different results, including using the raw power data, a

fixed inverter efficiency value and the efficiency and power relationship, the

importance of inverter efficiency for capacity estimation is shown. Especially

by using the relationship between inverter efficiency and power, the esti-

mation error can be significantly decreased to be close to the errors using

current.
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(a)

(b)

(c)

Figure 5.21: Considering inverter efficiency using the relationship between
efficiency and power, capacity estimation results of 2018 (a) the relationship
between inverter efficiency and power, (b) using the mapping and (c) using
the mapping with a higher criterion of SOC variation.
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5.8 Conclusion

This chapter shows capacity estimation results of using the TLS algorithm,

Coulomb counting and KFs on the cell-level, rack-level and system-level. At

the cell-level, capacity tracking of an NMC cell has been shown to demon-

strate the algorithm for system-level estimations. At the rack-level, the ca-

pacity estimation results of a Yuasa rack are shown as the demonstration

of the algorithm on a small battery system. Most importantly, the capac-

ity estimation of a large-scale battery system is discussed. Provided with

system-level current and SOC, system capacity can be estimated by a TLS

algorithm. For improved accuracy, the DSPKF SOC should be provided to

replace the BMS SOC. This shows that the DSPKF SOC outperforms the

BMS counterpart, together with the better RTE results. A data-selection

algorithm has also been developed based on the fact that the system-level

data often do not match the quality of the cell-level data and the capacity is

not fast-changing so does not necessarily need to be estimated constantly. To

support the application of the algorithms on other BESSs, the implementa-

tion on another BESS, GS Yuasa, has also been demonstrated and the results

are promising, although more discussion and better results could be made

with more information of the BESS in the future. In the end, a modified

TLS algorithm is proposed for the case where current data are not available,

with the consideration of inverter efficiency to obtain acceptable accuracy.
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Chapter 6

Parameter estimation of

large-scale battery systems

6.1 Introduction

The parameter estimation from the weight filter of DSPKF can not only

increase the accuracy of SOC estimation, but also track the change of the

values of the resistors in the equivalent circuit model. The series resistor

(Rs) in the model has been attractive in the literature since it can be seen

as a health indicator of SOH, as discussed above in section 2.6.2. As the

battery ages, the series resistor is expected to be larger than the initial value.

Therefore, the estimation of Rs can be essential for degradation modelling

and EOL prediction.

In this chapter, parameter estimation and tracking results are shown,

again from the cell-level to the system-level. The cells and the systems are

the same as the ones used in the previous chapters (chapter 4 and chapter

5).

Through EIS tests, a cell’s series resistor can be obtained, as it usually

corresponds to the intersection on the real axis of an impedance spectrum

[72]. Thus, the DSPKF estimated Rs can be validated by the experimental

results. While for the DSPKF algorithm for system-level estimations intro-

duced in chapter 4, initial equivalent-circuit parameters are calculated by
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scaling cell-level EIS results, as it is unlikely to conduct a system-level EIS

test. Therefore, the system-level estimated parameters could not be vali-

dated directly. In this chapter another method, voltage simulation, is used

to validate the results of system-level parameter estimation, by comparing

the simulated terminal voltage with the actual terminal voltage.

6.2 Parameter estimation results from cell-

level to system-level

In the same way as in previous chapters, parameter estimation results are

shown first for the cell-level and then the system-level. Although R1 and τ1

are estimated simultaneously with Rs in the DSPKF, these results are not

shown in this thesis. The reasons are because they are much less interested

than Rs and their estimations are difficult to be experimentally verified. Un-

like Rs, the variations of these parameters are not relevant to the degradation

of the battery, instead of showing the short-time changes inside the battery.

Also, the values of them are determined according to the complexity of the

ECM, so more difficult to be used as references than the Rs values. Besides,

the system-level results of them are not as good as the results of Rs. Their

estimated values are used below in section 6.3 although they do not affect

the results significantly. The calculation of these parameters is to use the

same equations for the DSPKF in table 4.1 and equations 4.4 to 4.6.

6.2.1 Parameter estimation results: cell-level

Figure 6.1 and Figure 6.2 show the Rs estimation results of the LTO cell.

The data profiles are the same as in section 4.4.1. It can be seen that the

estimated Rs can converge with different initial values, to around 0.5 mΩ,

which is the value of Rs obtained experimentally.

Figure 6.3 shows the Rs tracking of the whole battery life of the JGNE

NMC cell. Because Rs values of a cell are different at different SOCs, Fig-

ure 6.3b shows the Rs values at the fixed SOC (50%) over the whole battery

life. The results match the test results from the EIS machine, which starts
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(a) (b)

Figure 6.1: LTO cell parameter estimation results of the OCV profile (a) ini-
tialise with a value much larger than the experimental value and (b) initialise
with value much smaller than the experimental value.

with just over 40 mΩ and ends with 50 mΩ, as shown in Figure 6.4. The

initial Rs value imported to the algorithm is intentionally larger than the

expected value to test the robustness of the KF. It can be seen that after

approximately 20 cycles the estimated value starts to coincide with the ex-

perimental data. This can be faster by further tuning the filter but can cause

more fluctuations in the results. Note that both the DSPKF and the EIS

machine could over-estimate the Rs value, since the EIS machine’s cable has

some impedance and the DSPKF may suffer from the changing OCV-SOC

relationship during cycling. Nevertheless, similar to the cell-level SOC and

SOH results shown in previous chapters, these cell-level Rs results show the

potential of system-level Rs estimation.

6.2.2 Parameter estimation results: WESS

As discussed in chapter 4, the system-level Rs could be 3.3 times larger

(about 1.7 mΩ) than the one at the cell-level , based on the topology of how

the cells connect in the WESS only (scaled from the cell-level experimental

results). However, there is resistance of cables and connections, so the value

of system-level Rs is expected to be larger than the calculated value.

Figure 6.5 and Figure 6.6 illustrate Rs estimation of the WESS with
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(a) (b)

Figure 6.2: LTO cell parameter estimation results of the EFR low profile
(a) initialise with a value much larger than the experimental value and (b)
initialise with value much smaller than the experimental value.

constant cycling and a new profile that has a longer operation time that is

shown in Figure 6.7. Both the DSPKF SOC and the BMS SOC, are shown

in Figure 6.6a. It can be seen that in both figures the estimated Rs can

converge to a value between 2 mΩ and 3 mΩ, which is slightly larger than

the calculated value. These results show that Rs estimation of large-scale

battery systems is promising.

6.2.3 Parameter estimation results: GS Yuasa BESS

Figure 6.8 shows the Rs tracking of the GS Yuasa BESS, corresponding to

the capacity tracking results shown in section 5.6.2. Again according to the

topology of this system, the initial Rs for DSPKF initialisation is calculated

at 30 mΩ. Both the overall Rs results and the Rs results at the fixed SOC,

clearly show an increasing trend, from the calculated initial value, which is

expected.

120



(a) (b)

Figure 6.3: NMC cell Rs tracking (a) of the whole battery life and (b) of the
whole battery life at fixed SOC.

(a)

(b)

Figure 6.4: EIS results of (a) a new JGNE NMC cell and (b) a JGNE NMC
cell that reached EOL.
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(a) (b)

Figure 6.5: WESS parameter estimation with constant cycling (a) initialise
with a value much larger than the calculated value and (b) initialise with
value much smaller than the calculated value.

6.3 Voltage simulation to validate parameter

estimation results

Since the actual values of equivalent circuit model parameters for a large-

scale battery system are much harder to obtain than in the cell-level by

experiments, the validation of the DSPKF results has to be different. The

method introduced in this chapter to validate parameter estimation is to

compare simulated terminal voltage that uses estimated ECM parameters

against the actual terminal voltage.

6.3.1 Simulation model

The relationship between ECM parameters, SOC, current and terminal volt-

age is shown in equation 6.1 and equation 6.2, which are derived from equa-

tion 4.1 and equation 4.3. For the JGNE cell used in this section, another RC

pair is added into equations 6.1 and 6.2. With current data, OCV-SOC rela-

tionship, DSPKF estimated ECM parameters and SOC, simulated terminal

voltage can be obtained as a comparison with actual values.

VRC1k = VRC1k−1
× e

−∆t
τ1 +R1(1− e

−∆t
τ1 ) (6.1)
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(a) (b)

(c)

Figure 6.6: WESS parameter estimation with anther profile (a) DSPKF and
BMS SOC estimations of this profile, (b) initialise with a value much larger
than the calculated value and (c) initialise with value much smaller than the
calculated value.

Vks = VOC(SOCk)−R1kIk − VRC1k (6.2)

where Vks is the simulated terminal voltage to be compared with Vk, the

actual terminal voltage, recursively.

6.3.2 Simulation results

The voltage simulation results are shown in this section. Cell-level results

are shown first, with the data of the LTO cell and the JGNE NMC cell,

after which, voltage simulation results of the WESS are shown. For error
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Figure 6.7: WESS operation data with longer operation time

(a)

(b)

Figure 6.8: GS Yuasa BESS Rs tracking (a) of the 3 year operation and (b)
of the 3 year operation at fixed SOC.
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(a) (b)

Figure 6.9: Voltage simulation results of an LTO cell from data profiles (a)
OCV and (b) EFR low.

evaluation, the RMSEs are calculated with respect to the nominal voltages

for the batteries, which are 2.3V, 3.6V and 607.2V for the LTO cell, JGNE

cell, and the WESS respectively.

Cell-level results

It can be seen in Figure 6.9, with the same data as in previous chapters, that

the calculated terminal voltage values are close to the actual ones with RM-

SEs of 1.15% and 0.59%. The errors mainly occur when the actual terminal

voltage has significant changes, which is considered to be the limitation of the

ECM model. The overall small errors indicate that the DSPKF estimated

ECM parameters are within acceptable ranges.

Figure 6.10 shows the results of a JGNE NMC cell, which again has a

small RMSE of 2.5%. The main errors again occur during the transient

periods. Although still acceptable, this value is larger than the results of the

LTO cell, and the reason is again assumed to be due to the changing OCV-

SOC relationship of the JGNE cell, as discussed in the previous chapter.

Although these are only cell-level results, similar to previous chapters, they

show that this evaluation method is promising for being used in the system

level.
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Figure 6.10: Voltage simulation results of the JGNE cell.

System-level results

System-level results are shown in this section with the same data profiles

introduced above. In every profile, the actual terminal voltage, simulated

voltage using DSPKF SOC and simulated voltage using BMS SOC are shown

in the same figure. For the results using DSPKF SOC, the RMSEs of these

profiles are 1.2%, 0.24% and 0.7% respectively. While for the results using

BMS SOC, the RMSEs are 1.5%, 0.47% and 0.7% respectively. It can be seen

that the errors are not much larger than in the cell-level, considering the more

complex structure of the system, the less accurate data and a relatively less

accurate model. Specifically, both the voltage simulation errors of the LTO

cell and the WESS are less than 1.5%, and only the system-level errors using

constant cycling are slightly larger than the cell-level counterparts.

However, the successful simulation in the system-level can only indicate

that the parameters are within the right range of values because other values

that are close to the DSPKF estimated parameters have also been tried and

the simulation results barely change. The SOC values are more essential for

the accuracy of simulated terminal voltage due to the relationship between
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SOC and OCV, which is the dominant part of calculating terminal voltage.

6.4 Conclusions

This chapter demonstrates successful system-level ECM parameter estima-

tion using the DSPKF. The estimated Rs can converge to a reasonable value

despite wrong initial values. The parameter estimation results are further

evaluated by the voltage simulation. The simulated terminal voltage is cal-

culated recursively by using estimated ECV parameters, SOC and current,

to be compared with the actual terminal voltage.

The accuracy of parameter estimation could be better evaluated if another

evaluation method can be implemented at the system-level. Pseudorandom

binary sequence (PRBS)[128], has been implemented in the cell-level, and it

has been tried at the system-level but unsuccessfully, due to the fact that

the current data of the WESS is updated much slower than at the cell-level.

Future work could be conducted with access to faster data from either the

WESS or other BESSs.
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(a)

(b)

(c)

Figure 6.11: Voltage simulation results of an WESS with different profiles,
using DSPKF SOC and BMS SOC (a) constant cycling, (b) mixed profile
and (c) dynamic frequency response.
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Chapter 7

Conclusions & Further Work

This work aims to provide methods for estimating the state and ECM param-

eters of BESSs, which are essential for maximising their technical potential

and return on investment. It has been proposed, and experimentally vali-

dated, that by modelling a BESS as a single cell it is possible to achieve an

accurate estimation of SOC and capacity for the entire system. The ECM

parameter estimation has also been achieved by the DSPKF and validated

by terminal voltage simulation, although evaluating the accuracy further is

a possibility of future research. The advantage of these methods is that

they respect the limits of data measurement accuracy and granularity in the

real-world application as BESSs are scaled-up. Another advantage of this

methodology compared to alternative approaches where cell-level models are

scaled-up, is that this approach is significantly less computationally demand-

ing and requires minimal cell-level knowledge. For example, it is shown that

either the OCV-SOC relationship measured at the system-level or cell-level

(and scaled appropriately) can be used, making this methodology suitable

for situations where cell testing/data is not available.

The techniques for dealing with the invalid-data problem for SOC esti-

mation using the KF methods are essential. Besides, it is clear that data

selection is necessary, particularly for capacity estimation to achieve con-

vergence and accurate results. The selection criteria and the techniques for

optimal selection are presented in this thesis. The parameters of the DSPKF
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Figure 7.1: Battery system state estimation flowchart

are tuned by the GA to avoid time-consuming manual tuning work but more

importantly it has been demonstrated to provide repeatable results in the

general case. WESS efficiency calculations are conducted to compare the KF

methods and the BMS SOC to investigate the accuracy of the results. The

results show that the DSPKF SOC has greater accuracy than the BMS SOC,

and the RTE of a BESS is affected by the C-rate significantly, as expected.

To make the TLS algorithm suitable for the case where only system power is

available, rather than the system-level current, a novel TLS algorithm is pre-

sented and analysed showing that in this case a mapping of inverter efficiency

against power is required to achieve accurate results.

The overall methodologies of this work have been illustrated in Figure 7.1.

The SOC, capacity and parameters algorithms have been implemented in

real-time on the WESS and have provided reliable accurate results once the

novel approaches to data selection have been implemented. This work not

only presents the state and parameter estimation results of the WESS, but

also the results of another BESS, GS Yuasa, although with limited informa-

tion, which is a strong validation of the effectiveness of the algorithms.

In Figure 3.6b, it can be seen that the temperature differences between

racks are significant, although the average temperature of all the cells is
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within a narrower range. There are evident differences in temperature be-

tween operation modes. According to the mathematics shown in previous

chapters, the accuracy of the KF methods and the TLS algorithm should not

be affected by the temperature variations of a BESS and this graph further

helps to prove that, because from the results shown in this thesis and the

online tracking results the accuracy of the algorithms are not affected by

different operating modes, i.e., different temperatures.

Future work will be required to assess the effectiveness of the capacity

estimation further with more other degraded BESSs. More estimation of

equivalent circuit parameters should be done, especially the series resistor,

for degradation modelling and end of life prediction.

Kalman filter methods have been proved to be able to estimate battery

capacity at the cell-level, but in this work it has not been achieved at the

system-level using WESS data. The reasons may be the quality of the system-

level data, and/or the ECM accuracy. Future work is needed to further

investigate the reason and try to achieve system-level capacity estimation

using KF methods, which should be a more advanced approach than the

capacity correction technique proposed in this work.

From the capacity tracking results discussed in chapter 5, it can be con-

cluded that the OCV-SOC relationship plays a significant role in the accu-

racy of the DSPKF algorithm. There are encouraging results from the WESS

which could be because of the quality and the relatively linear OCV-SOC re-

lationship of the LTO cells, because the accuracy of the algorithms decays

even in cell-level results of the NMC cell. Thus, future work should aim at

improving system-level OCV-SOC relationships of other BESSs with other

chemistries.
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Appendix

.1 Data links

Some operating data of the WESS can be found in the links below:

https://ukerc.rl.ac.uk/DC/cgi-bin/edc search.pl?WantComp=164

https://ukerc.rl.ac.uk/DC/cgi-bin/edc search.pl?GoButton=Detail&WantComp=

141

Data sheet of the Yuasa modules inside the Yuasa rack and the ADEPT

BESS:

http://www.gsyuasa-lp.com/SpecSheets/LIM50EN Data Sheet.pdf
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