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Abstract

The past decade of artificial intelligence and deep learning has made tremendous progress in highly perceptive tasks such as image recognition. Deep learning algorithms map high dimensional complex representations to low dimensional array mappings. However, these mappings are generally blindly assumed to be correct, further justified with high accuracies on trending datasets. The challenge of creating a comprehensive, explainable and reasonable deep learning system is yet to be solved. One way to deal with this is by using uncertainty quantification, or uncertainty aware learning, with the help of Bayesian methods.

This thesis contributes to the field of uncertainty aware learning by demonstrating how uncertainty can be used to recover performance in case of a physical attack, how uncertainty can be used to improve sensitivity to noise and how it can be used to improve performance on dynamic datasets. The first contribution involves learning from model uncertainty in the application of deep learning-based semantic segmentation. The second contribution deals with robustness and sensitivity analysis in image classification and finally, the third contribution in continual learning by using variance to update the learning rate. The first contribution proposes the architecture AdvSegNet which aims to improve the performance of Bayesian SegNet. In the second contribution, a combined architecture of convolutional network feature extractor and a Gaussian process (CNN-GP) is made to classify images under uncertain conditions including noise, blurring and adversarial attacks. Finally, in the continual learning subject area, the architecture CNN-GP is trained on datasets presented sequentially. Results show an improvement in performance and sensitivity to adversarial attack and noisy conditions as well as an improvement in dynamic datasets with a small number of tasks.
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MAP Maximum A Posteriori

MB Motion Blur
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>MC</td>
<td>Maximum Correntropy</td>
</tr>
<tr>
<td>mIoU</td>
<td>Mean Intersection Over Union</td>
</tr>
<tr>
<td>MLE</td>
<td>Maximum Likelihood Estimation</td>
</tr>
<tr>
<td>MNIST</td>
<td>Modified National Institute of Standards and Technology</td>
</tr>
<tr>
<td>NN</td>
<td>Neural Network</td>
</tr>
<tr>
<td>PAC</td>
<td>Probably Approximately Correct</td>
</tr>
<tr>
<td>PCA</td>
<td>Principal Component Analysis</td>
</tr>
<tr>
<td>PGDA</td>
<td>Projected Gradient Descent Attacks</td>
</tr>
<tr>
<td>QC</td>
<td>Quality Critic</td>
</tr>
<tr>
<td>RBF</td>
<td>Radial Basis Function</td>
</tr>
<tr>
<td>RDF</td>
<td>Random Decision Forest</td>
</tr>
<tr>
<td>ReLU</td>
<td>Rectified Linear Unit</td>
</tr>
<tr>
<td>ResNet</td>
<td>Residual Convolutional Neural Network</td>
</tr>
<tr>
<td>RGB</td>
<td>Red, Green, Blue</td>
</tr>
<tr>
<td>SI</td>
<td>Synaptic Intelligence</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal-to-Noise ratio</td>
</tr>
<tr>
<td>SqueezeNet</td>
<td>Squeezed Convolutional Neural Network</td>
</tr>
<tr>
<td>SVI</td>
<td>Stochastic Variational Inference</td>
</tr>
<tr>
<td>SVMs</td>
<td>Support Vector Machines</td>
</tr>
<tr>
<td>TN</td>
<td>True Negatives</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Definition</td>
</tr>
<tr>
<td>--------------</td>
<td>------------</td>
</tr>
<tr>
<td>TP</td>
<td>True Positives</td>
</tr>
<tr>
<td>TPR</td>
<td>True Positive Rate</td>
</tr>
<tr>
<td>UAL</td>
<td>Uncertainty Aware Learning</td>
</tr>
<tr>
<td>UAP</td>
<td>Universal Adversarial Perturbations</td>
</tr>
<tr>
<td>UC</td>
<td>Uncertainty Critic</td>
</tr>
<tr>
<td>UCB</td>
<td>Uncertainty Guided Continual Learning in Bayesian Networks</td>
</tr>
<tr>
<td>UQ</td>
<td>Uncertainty Quantification</td>
</tr>
<tr>
<td>VCL</td>
<td>Variance Guided Continual Learning</td>
</tr>
<tr>
<td>VGG</td>
<td>Visual Geometry Group</td>
</tr>
<tr>
<td>VI</td>
<td>Variational Inference</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

1.1 Research Questions

In the modern study of artificial intelligence (AI), deep learning methods involve passing input data to a sequential collection of linear functions followed by non-linear functions mapping to the output. Deep learning methods, as a result of this mapping, learn high-dimensional representations that best describe the input data. The majority of times, predictions from deep learning are usually taken as point estimates. These estimates tell very little on how the model perceives the problem, how confident it is in its predictions and more importantly whether it understands the problem or not. This thesis studies the application of uncertainty in the area of uncertainty aware learning in vision-based deep learning systems. In particular, there are three key research questions that this thesis aims to answer.

1. Can uncertainty be used to recover the performance of deep neural networks in segmentation in the presence of a physical attack that damages the input receptive field?

2. Can regularisation be used to improve the performance of a deep neural network using a Gaussian process to quantify uncertainty. Furthermore, can the regularisation be used to improve the sensitivity of the uncertainty output to noise and adversarial attacks?

3. Can uncertainty be used to improve performance on dynamically evolving datasets?
Specifically, in the first research question a scenario where a neural network system encounters a physical attack where its sensory inputs are damaged such that it can only partially observe its inputs is considered. Then, using uncertainty in a loss function setting, it is then investigated whether the sudden drop in the performance can be recovered. This is also compared with training with the standard cross-entropy loss function. The second research question considers the case in which regularisation is used to improve the sensitivity of the variance information to adversarial attacks and noisy inputs. It also investigates whether the performance of the system is improved or not. Lastly, the third research question deals with investigating whether the uncertainty can be used to update the learning rate if the performance on various tasks within a dynamic dataset deteriorates. In Section 1.3 it is shown how each of the research questions is tied to the individual chapters of this thesis. In the next section, the motivation behind the topic of the thesis is discussed.

## 1.2 Research Motivation

This section aims to discuss the motivation behind the work presented in this thesis. Deep learning systems have been proven to have achieved performance in highly perceptive tasks such as image recognition to that of human-level perception. Then, there arise the questions that if deep learning systems perform so well on highly perceptive tasks, why should there be a need to model uncertainty in AI systems? and why is modelling uncertainty important regardless?

Despite the success of deep learning in achieving near-human level performance in tasks such as image recognition, the majority of the research in deep learning is blindly assumed to be correct from high confidence predictions. Furthermore, slight modifications in inputs that are imperceptible to the human eye, are shown to be enough to fool deep learning methods to output erroneous predictions. This is vital in mission-critical systems that require fast and reliable decision-making.

Another issue with deep learning methods is that they are not transparent. Specifically, learning in deep learning methods is a black-box. It is impossible to understand what
1.3 Research Application Areas

This section aims to link the research questions to the individual research areas tackled within the methods proposed in the thesis. It also explains the motivation behind the choice of these particular topics, why these topics were specifically chosen, what are some of the research gaps in these topics and how uncertainty can be applied in these topics as part of the contributions of this thesis.

Semantic Segmentation and Generator Adversarial Learning

The first research question aims to deal with using uncertainty to recover performance in the area of semantic segmentation. As part of scene understanding, semantic segmentation methods aim at classifying the input images on the pixel level. This task requires the location of the class of each pixel in an image. The semantic segmentation differs from traditional image segmentation as the model not only learns to segment the images into feature maps but also logically place the categories together. For example, in an outdoor scene of a car, road and a pedestrian, the segmented outputs should place the car on top of the road and a pedestrian in a corner.
In the past, this was accomplished using traditional methods that required expert knowledge in the manual extraction of features. Ever since the rise of popularity of deep learning, the trend in segmentation has shifted to adopting more deep learning-based methods.

Semantic segmentation is important for studying uncertainty quantification since there is already a large body of work in the form of Bayesian deep learning based segmentation that uses Bayesian methods to quantify uncertainty in popular architectures such as the SegNet [7] and the U-Net [149]. However, still, there is the research gap of testing deep learning based semantic segmentation systems with attacks that can be physical, adversarial or simply noise based ones. Another gap is that papers that use Bayesian methods for deep learning based semantic segmentation simply output uncertainty in the form of variance information. Without ever utilising uncertainty as a learning tool or at least including it in the learning process. In the proposed methods in Chapter 3, generator adversarial learning is used to enable uncertainty as a loss function. This field is discussed next.

In generator adversarial learning, two networks compete in a min-max game. This is a two-player game. One player knows the move of the other, while the other player does not know. The player with the knowledge competes by maximising its utility, the player without knowledge competes by minimising the utility of its competitor. Though utility has many meanings in different games, it can simply be interpreted as a score or the success rate. In deep learning, this is exemplified by a generator (usually a decoder) that attempts to fool a discriminator (usually a classifier) into thinking that its outputs do not resemble the training distribution. The game is finished when the discriminator fails to differentiate between the output of the generator and the training distribution.

**Robust Learning**

The second research question aims to use regularisation to improve the sensitivity and the performance of deep learning systems in the presence of adversarial attacks, Gaussian white noise and blurring. The application is related to robust learning in image classification. Robust learning, also known as adversarial learning, is often confused with training in
generator adversarial learning. The difference is that in adversarial, or robust learning, the learning system is under attack from an adversary that aims to fool the system by exploiting the weakness in the internal representation learned from set training samples. In a classifier, for example, this representation is the decision boundary.

Robust learning is important for studying uncertainty quantification as the literature in this field entail various attacks and defences that not only apply to image classification but also to cyber-physical systems as part of cybersecurity. A possible application of this can be from the point of sensor networks, where for example, a successful attack on the hub (the main sensor) will affect whatever sensor it communicates with.

The field of robust learning is suitable for the methods adopted in the thesis for reasons including a wealth of literature on adversarial attacks. Still, there is plenty of research gap in robust learning on developing attacks that can be easily generated utilising the feature space of the deep neural networks. The study from robust learning [191] shows that training on an individual type of adversarial attack will only guarantee robustness on that particular attack. There is a large gap in the research for attacks that can be easily generated and help in building a defense on numerous other attacks that can be either adversarial or noisy ones. The methods presented in Chapter 3 deal with proving robustness to noisy attacks, motion blurring and a white-box attack fast gradient sign method. These methods aim to fill the aforementioned gap in robust learning by using simply the learned feature space of the deep learning system. The final research question and its relation to its area of research are discussed next.

**Continual Learning**

The third research question aims to use the uncertainty, or the variance information to update the learning rate of the deployed system to improve performance in dynamic datasets. Dynamically evolving datasets change in terms of categories per task in continual learning, or life-long learning. In this type of learning, the main objective is to prevent forgetting knowledge learned from previous tasks. Task, in image classification based continual learning terminology, refers to a certain portion of the training set that contains a unique set of images
and their labels that are used separately for training. In dynamic datasets, tasks are presented sequentially and the objective of continual learning is to perform accurately on both present and previously introduced tasks.

Continual learning is inspired by the learning mechanisms in the human brain that consolidate past knowledge and maintain their retention of previous tasks. During training, the learning agent is assigned to learn the current task or tasks without losing accuracy on previous ones. From the point of view of the thesis, using uncertainty quantification to study continual learning is important so that it can be investigated how modelling uncertainty can be used to improve performance in continual learning. There is a research gap in the application of uncertainty in continual learning, with works like [121] and [32] that all utilise a multi-classifier approach to continual learning. None of these methods applies a single classifier approach. The methods proposed in Chapter 3 aim to fill this gap using a single Gaussian processes classifier that performs on all tasks. This is a novel contribution to this field since there has not been a study that differentiates the performance of the single vs multi-classifier approach to continual learning problems. The next section studies the outline of the thesis while outlining the flow between the chapters.

### 1.4 Thesis Outline

This section details the content layout of this thesis. Specifically, this section discusses how are the chapters in the thesis organised, how are they related and what are the main contents of each chapter. The content detail regarding each of the chapters is arranged in separate paragraphs starting from Chapter 1 to Chapter 5. The link between Chapter 1 and Chapter 2 is that the latter provides the literature behind the key research questions highlighted in Chapter 1. The literature review from Chapter 2 is then used to motivate the methods proposed in Chapter 3 and the experiments in Chapter 4. This links Chapter 2 to Chapter 3 and 4. The final Chapter 5 provides the summary. It links to Chapter 3 as it provides the limitations of the methods proposed in this thesis. Furthermore, the final chapter also highlights the application of the proposed methods and concludes with future works and
areas where the methods can be improved. The in-depth details regarding the content of the chapters are discussed next. Each paragraph discusses the individual chapters separately.

**Chapter 1** introduces the research topic of this thesis. Firstly, it considers the three key research questions that are investigated in the thesis. Then, it proceeds to motivate the methodologies proposed in this thesis. It then describes the various fields tackled as well as provides the outline of the thesis and key contributions. Finally, this chapter ends by listing the publications as part of the contributions of this thesis.

**Chapter 2** focuses on providing the literature behind the areas discussed in the research questions provided in Chapter 1. It also provides the background knowledge relevant to the subjects tackled in this thesis. Firstly, this chapter begins by providing a brief overview of the literature surrounding the methods. Here, the introduction to deep learning, Bayesian methods in deep learning and Gaussian processes are provided in Sections 2.1 and 2.1.13 respectively. Specifically, Section 2.1.1 outlines the difference between machine learning and deep learning, Section 2.1.3 outlines the vulnerabilities of deep learning networks and Section 2.1.4 discusses how the linearity in deep learning systems can be used to highlight the cause of their vulnerability to adversarial attacks and Section 2.1.5 introduces to the white-box adversarial attack the fast gradient sign method.

The focus of the chapter then changes to Bayesian methods in deep learning. Here, Section 2.1.6 begins by highlighting the importance of modelling uncertainty, the ethical perspective of AI and how Bayesian methods formalise uncertainty quantification and finally relating Bayesian methods to interpretability in AI. Then, Section 2.1.7 deals with the formal definition of Bayesian principles and in Section 2.1.8 the variational inference methods are introduced as an approximation to true posterior distribution as well as highlighting the advantages and disadvantages of variational inference. Further approximation methods in the form of reparameterisation trick and Monte Carlo integration that assist in simplifying variational inference are addressed in Section 2.1.9 and Section 2.1.10 respectively. Furthermore, Section 2.1.11 discusses how uncertainty can be modelled in Bayesian neural
networks and the challenges of doing so are highlighted in Section 2.1.12. This is followed by Section 2.1.13 which details the introduction to Gaussian Processes.

Next, the focus of the chapter shifts to providing literature in the subject areas tackled in this thesis. This is organised into three essential key sections of this chapter. One discusses the literature behind semantic segmentation. This is in Section 2.2. The second discusses the literature behind robust learning. This is in Section 2.4. The third considers the literature behind continual learning in Section 2.5.

Section 2.2 begins by providing the background in the problem of scene understanding and segmentation. This is followed by Section 2.2.1 that reviews several deep learning based methods in segmentation. Also, this section goes in-depth in reviewing various architectures in deep learning based segmentation literature. The focus then slightly shifts to uncertainty based methods in segmentation, specifically in Bayesian SegNet discussed in Section 2.2.3. The use of generator adversarial neural networks is then discussed in Section 2.3.1. The improvements to basic generator networks in the form of convolutional architectures and least-squares generator networks are reviewed in Section 2.3.2 and Section 2.3.3 respectively. The semantic segmentation literature section ends with Section 2.3.4 which reviews the literature for adversarial learning methods in generator networks.

Considering the robust learning part of this chapter. First, Section 2.4 begins by providing a brief overview of the field of robustness, the motivations behind it as well as highlighting several issues in the applications of robust learning. The definition of robustness is provided in Section 2.4.1. Specifically, this section discusses both the informal definition and the formal definition of robustness. The formal definition is provided in Section 2.4.2 and the diagrammatical explanation of this is provided in Section 2.4.3. The next section (Section 2.4.4) addresses some of the challenges of robustness. The robust learning portion of Chapter 2 finishes with the literature survey on uncertainty and meta-learning based defences techniques in robust learning. This is presented in Section 2.4.5.

The final portion of this chapter concentrates on the area of continual learning. Firstly, Section 2.5 and 2.5.1 begin by providing a brief introduction and the motivation for continual learning. This is then followed by a discussion on Bayesian methods in continual
learning. This is presented in Section 2.5.2. Finally, the summary of the entire reviewed literature in Chapter 2 is provided in the final section of this chapter, i.e. Section 2.6.

Chapter 3 focuses on providing the methods proposed by thesis on the subject of semantic segmentation, robust learning and continual learning. First, the proposed AdvSegNet is presented in Section 3.1.2. This section discusses the layer structures as well as the loss functions used in Section 3.1.3 and the optimisation and training in Section 3.1.4. Then, in Section 3.1.5, 3.1.7 and 3.1.8 the specifications regarding the outdoor dataset CamVid and the indoor dataset Sun RGB-D as well as the evaluation metrics used to measure the performance of the proposed architecture AdvSegNet are presented. The CamVid and Sun RGB-D datasets are mentioned in Section 3.1.5 and Section 3.1.7, and the evaluation metrics in Section 3.1.8.

The methods on the subject of robust learning are presented in Section 3.2. Specifically, the architecture used for the experiments is detailed in Section 3.2.2. This is a combination of a convolutional network and a Gaussian process. The proposed training procedure for the architecture is discussed in Section 3.2.3. Then, the proposed loss functions used as part of the training as regularisers are presented in Section 3.2.4. These are Kullback-Leibler, Wasserstein distance and maximum correntropy. This is followed by Section 3.2.5 that overviews the evaluation metrics used for the experiments in Chapter 4. It discusses further in-depth how precision-recall and receiver operator characteristics curves are computed from confusion matrices. The section ends with details on the datasets used for the experiments for robust learning. This includes details on datasets MNIST, Fashion-MNIST, CIFAR-10 and CIFAR-100 in Section 3.2.6.

Finally, the methods for the continual learning area of the thesis are discussed in Section 3.3. Then, Section 3.3.2 discusses the changes and modifications used for the combined architecture of a convolutional network and a Gaussian process. The learning rate update rule for the architecture is discussed in Section 3.3.3. In this section, the two settings adopted for the combined architecture of the convolutional network and Gaussian process: a deterministic and a Bayesian setting. In the prior, all the weights of the convolutional
network are set to scalar and only the parameters of the Gaussian process are updated. In the Bayesian setting, the weights of the convolutional networks are probabilistically distributed and both the learning rate of the convolutional network and Gaussian process are updated. The Sections 3.3.4 and Section 3.3.6 discuss the datasets used, the algorithm for updating the learning rates as well as the detail regarding the methods used for adding noise to the datasets. Then, finally, the chapter ends with the summary in Section 3.4.

Chapter 4 focuses on the experimental work for the proposed methods in Chapter 3. It begins with Section 4.2 which presents results for the proposed methods in segmentation and the discussion on these results in Section 4.2. Then, the results for the methods proposed in robust learning are presented in Section 4.3 and discussed in Section 4.4. Lastly, Section 4.5 presents results for methods proposed in continual learning and Section 4.6 discusses these results. The summary for Chapter 4 is provided in Section 4.7.

Chapter 5 outlines the main contributions, the limitations of the contributions as well as possible future directions and applications of the methods proposed in the thesis. Firstly, the limitations of the contributions are presented in Section 5.1. Secondly, Section 5.2 discusses the possible applications of the thesis and lastly, Section 5.3 discusses the future works.

1.5 Key Contributions and Dissemination

The contributions of this thesis to the scientific research community include:

1. The thesis demonstrates the importance of learning from uncertainty in the application of semantic segmentation with the SegNet architecture. Furthermore, there is the problem of applying deep learning systems in small-scale datasets (< 100 samples) where model uncertainty is substantial.

   • This thesis overcomes the issue by using Monte Carlo sample variance and an adversarial trainer in order to reduce model uncertainty by adapting the Bayesian...
SegNet for outputting uncertainty maps that are further from a perfect solution of a 2D blank white image.

• The thesis proposes the solution of training Bayesian SegNet to learn to reduce uncertainty without any addition of extra training samples. The purpose is to reduce model uncertainty without using large datasets with samples greater than 1000.

• The thesis investigates the performance of the proposed model AdvSegNet compared to the non-Bayesian counterpart (the SegNet) that is more uncertain in its predictions.

• The thesis further tests the proposed model AdvSegNet with a custom attack that reduces its receptive field from 360x480x3 to 128x128x3. This is done to simulate an attack on the sensor that damages its resolution. The aim is to investigate whether the model can recover from the drop in performance over time.

• The thesis also provides a comparison of performance between the proposed model AdvSegNet as well as with the state-of-the-art DeepLab segmentation network as well as other versions of both SegNet and Bayesian SegNet.

The paper written based on this contribution was published as a conference paper in IEEE Sensor Data Fusion and was awarded the Best Paper Award. The publication details are listed below.


2. The second contribution of this thesis is in the area of robust learning as well as sensitivity to attack strength. The thesis deals with the problem of operating machine
learning and artificial applications in uncertain conditions. These involve erroneous predictions and vulnerability to adversarial attacks.

- The thesis overcomes this issue by proposing a combined model of a convolutional network and a Gaussian process. The model performance is validated both with gradual and abrupt uncertainties and is compared to the state-of-the-art approach i.e. the Monte Carlo dropout.

- The thesis evaluates the model on four types of datasets with increasing complexity: MNIST, Fashion-MNIST, CIFAR-10 and CIFAR-100. Furthermore, the thesis demonstrates that backpropagation of maximum likelihood loss regularised with similarity losses is vital for developing CNNs and DNNs with strong robustness against noisy images and white-box adversarial attacks.

- The results presented from the performance evaluation are further justified in the thesis by analysing the uncertainty of the GP classifier as a bar graph. The thesis then demonstrates that backpropagating the regularised maximum likelihood loss affects the reduction of uncertainty on the dataset attacked with Gaussian noise and motion blurring.

- The accuracy of the proposed solution is further analysed using precision-recall and receiver operating characteristics curves

- The proposed solution provides reliable uncertainty estimates and has an increased computational efficiency compared to the state-of-art Monte Carlo dropout approach. The validation is performed with increasing strength of the noisy images and white-box attacks

- The paper shows that explainable AI is linked to robust AI, such that robustness in AI can be achieved by accounting for uncertainty measures in both the model and datasets
The paper written based on this contribution was published as a journal paper in the International Journal of Machine Learning (IJMLC). The publication details are listed below.


3. The third contribution of the thesis is in the area of continual learning. The problem tackled in this situation is that modern deep learning systems are trained on datasets presented in one go. When the same network is made to train with another dataset, the past learning representations are overwritten. The network forgets previously learned tasks.

- The thesis overcomes this issue by proposing a modified extension of the CNN-GP framework that is not only capable of characterising the impact on uncertainties but is also able to use the uncertainty values to update the learning rate of the GP.
- The thesis proposes a single-classifier (i.e. the GP) and compares its performance with the multi-classifier in the continual learning application known as UCB. The thesis evaluates this on two datasets: sequential-MNIST and permuted-MNIST.
- The thesis further tests with two separate configurations of the CNN-GP framework: the deterministic and the Bayesian setting. In the deterministic setting, the weights of the CNN component in the CNN-GP framework are kept constant while only the weights of the GP are updated. In the Bayesian setting, the weights of the CNN are replaced with prior Gaussian mixture and both the weights of the CNN and the GP are updated. The thesis further investigates the efficiency of using either the deterministic or the Bayesian weights setting.
The paper written based on this contribution was published as a conference paper in proceedings of the International Conference of Information Fusion (FUSION’21). The publication details are listed below.

Chapter 2

Literature Review

Chapter Overview

• Provide the background knowledge in pixel-wise labelling in semantic segmentation, all as operating as part of scene understanding

• Introduce to the Bayesian SegNet architecture and investigate the use of uncertainty quantification in the Bayesian SegNet

• Introduce to the notion behind generator adversarial neural networks and discuss how adversarial learning can be used to leverage uncertainty quantification

• Discussion on the role of robustness in artificial intelligence.

• Discussing the field of adversarial attacks, including discussion on uncertainty and meta-learning based methods in adversarial defense.

• Relating learning from noisy labels to meta-learning.

• Introducing the field of continual, including discussion on catastrophic forgetting and sequential task incremental learning.

• Literature survey of different methods in variance guided continual learning and other regularisation-based approaches.
2.1 Background Knowledge

It has long been a common goal in scientific research to model natural systems. However, natural processes are very complex. Their complexity is attributed to the interdependencies within their interacting sub-systems. Modelling learning is an attribute of modelling natural processes. Consequently, it is a challenging task. The human brain is one example of a learning hub. Deep learning attempts to model the brain’s learning capabilities to a certain extent. This section aims to introduce the field of deep learning which is a sub-topic in machine learning. It also discusses the difference between the two approaches, some of the recent architectures in deep learning research, the vulnerabilities of deep learning to adversarial attacks and introducing the popular white-box attack that is the fast gradient sign method.

2.1.1 Data Driven Algorithms: Machine and Deep Learning

This section aims to introduce the key concepts behind data-driven learning algorithms. Data-driven algorithms in statistical learning aim to understand the underlying correlations and statistical structures within the input data. These properties are often latent and interdependent [58], [153]. If the representation of the model is weak and/or not complex enough, then such features are missed during the learning process. This can result in an incorrect representation of the data. Deep neural networks (DNNs) are one example of data-driven algorithms [5], [12], [58], [153].

It is often assumed that the data can take any form or shape [5]. This also helps to differentiate the definitions of machine learning and statistics. Even though they are considered to be closely related, their definition digresses from the point of view of data. As the machine learning community is very little interested in modelling the data generation process, the field of statistics is. Nevertheless, the end goal of both fields remains the same. That goal is to ensure that the learning process efficiently captures the underlying features within the data. Furthermore, it should be capable of accurately predicting in the presence of uncertainty, noise and adversarial attacks.
2.1 Background Knowledge

When a learning algorithm is capable of changing its states to respond correctly to data, it is then said to have learned the correct representation of the data [5]. This is evaluated using a loss or an objective function. An objective function defines the cost required to optimize the model outputs (predicted labels) to the desired output (ground-truth labels) [5].

The process of learning is noisy and uncertain. This argument is well-supported in the recent findings in neuroscience where researchers have claimed that the animal brain adjusts learning strategies based on the level of uncertainty (see Introduction section of [109]). However, the field itself is diverse. There are many types of statistical learning methods. However, the focus of this thesis is specifically on deep learning methods. Next, the difference between deep learning and machine learning methods are discussed.

The main aim of artificial intelligence is to develop intelligent software. Specifically, AI applications tend to solve tasks that human beings are easily capable to do but cannot define such problems mathematically. Machine learning methods allow computers to learn from experience, gather concepts knowledge from them and in the process, be able to extract input from raw data [48]. Hence, learning from representation is a fundamental aspect of all machine learning algorithms, including deep learning.

What makes deep learning more attractive from the point of view of current AI applications as opposed to other machine learning methods is that these representations are rich. Traditional machine learning methods cannot learn these representations to the level of depth and flexibility as deep learning methods.

DNNs learn representations from inputs in a compositional manner. Specifically, high-level representations can be explained by simpler low-level representations. This hierarchical style of learning allows DNNs to build complex concepts out of simpler ones, allowing learning representations in a much more rich and flexible manner compared to other machine learning methods.

An example can be in the form of classifying images of cats and dogs. Here, DNNs can learn to join simpler features such as edges, blobs and corners to learn high-level features such as whiskers of cats. Equipped with this knowledge, in the next section it is seen how typical
DNN architectures are not suitable for image classification, but rather the convolutional family of architectures are suitable for the problem of image classification.

2.1.2 Review of Traditional Convolutional Network Architecture: LeNet

This section explores the concepts behind convolutional neural networks. These are specific types of neural networks that are used in image classification tasks. Classifying images into separate categories is a challenging task. Some of the challenges include viewpoint variation, scale variation, deformations, occlusion, high illumination, background clutter, intra-class variation, noise corruption and motion blurring [92].

Typical image classification datasets researched in the field of deep learning [84], [90] contain large number of pixels. These can amount to millions if the image dimensions are for example in high-definition (i.e. 1280x720). If one was to adopt a standard DNN approach with, for example, having an architecture with the first fully connected layer with 100 units. It will follow that these layers alone will contain approximately several, tens of thousands of weights. This is without considering the rest of the architecture.

As a result of this application, the capacity of the system would increase substantially and so will the demand for more training samples. Storing this information will also consume a lot of memory. Additionally, standard DNNs cannot encode translations of objects in an image and neither any local distortions. Hence most of the datasets used to train standard DNNs such as [90], [84] are pre-processed in the form that they are size-normalized, as well as forced to the centre of the image. In the author’s opinion, this cannot always be possible for all datasets since the real-world scenes have objects that the majority of the time are varying in size, angle and position.

An important deficiency in standard DNN architectures also comes from the fully connected layers that are unable to capture the 2D local structures and local correlations of pixels. An image presented in a given order would be classified similarly if presented again, once the order is changed over time. This is contrasting to the structure of image datasets.
Pixels in an image dataset have a strong 2D local structure with a grid-like topology. Unfortunately, the fully connected layers ignore any form of topology in the input images [89].

Given the expensive computational cost and lack of local feature capturing in standard DNNs, these architectures are not ideally used for image classification. The research in deep learning for image classification inclines more towards the convolutional neural networks (CNNs). This particular family of DNNs are capable of capturing the aforementioned features much more easily. This is partly due to their architecture design which is functionally closer to how neurons operate in the visual cortex.

The most standard type of convolutional network is LeNet-5 [89], the very first convolutional neural network. This is studied in this section since the layer configuration adopted in this architecture is inspired by most modern convolutional architectures. The LeNet-5 architecture comprises six computational layers in total as shown in Figure 2.1. LeNet-5 is organized into an input layer, two convolutional layers, two fully connected layers and an output layer. The next paragraph will discuss each of these layers individually.

**Fig. 2.1** The LeNet architecture consists of a total of six computational layers. S1, S2 and S3 layers represent the subsampling layers while C1, C2 and C3 represent the convolutional layers. F5 and F6 are the fully connected layers. Image inspired from [89].

The hidden layers in LeNet-5 are responsible for computing the convolution between the respective kernels and the image. Convolution is a mathematical operator that expresses the amount of overlap [47] of one function $g$ as it is made to shift over an alternate function $f$. 
The operator is shown in equation (2.1)

\[ f(t) * g(t) = \int_{0}^{\tau} f(\tau)g(t - \tau)d\tau, \]

(2.1)

where, \( f \) and \( g \) are the two functions that are convolved, the symbol ‘\(*\)’ represents the convolutional operator [47]. Both functions are time dependent. This is, however, not true in the case of networks since the input comes in the form of an image which is a multi-dimensional array (often termed tensor) [48]. These arrays capture the spatial correlations in the input.

The reason for the difference in terminology is that the expression given above is a standard version of the convolution operator. This is used more often in the field of signal processing. Here, the variable ‘\( \tau \)’ represents the decay constant of a signal. An example of this can be a decaying voltage signal. For a more in-depth review, readers can refer to “Fast Convolution and Filtering” (Section 8) of [159] for a more signal processing perspective.

Conversely in the field of computer vision, the same operator is used to ‘blur’ and detect edges in an image [47]. It is defined in (2.2), where a discretized version of (2.1) is used. This is because a majority of the algorithms in deep learning are performed on digital computers that perform calculations on time steps. Convolutions are usually performed on 2D images. Hence the operator has two dimensions. The convolutional filter is also referred to as a kernel in deep learning research [48], [159]. The notation of the elements is as follows; if one is to compute the \( i^{th} \) row and the \( j^{th} \) column element of the feature matrix \( S \), then the \( m^{th} \) row and \( n^{th} \) column element of the kernel would be multiplied by the \( (i + m - 1)^{th} \) row and the \( (j + n - 1)^{th} \) column element of the image matrix. This would be summed across the entire width \( (M) \) and height \( (N) \) of the kernel. The size of the feature matrix \( S \) would be equal to the size of the image matrix minus the size of the kernel matrix. This is then summed with one for both height and width dimensions respectively. The equation is shown in (2.2)

\[ S(i, j) = (I * K)(i, j) = \sum_{m}^{M} \sum_{n}^{N} I(i + m - 1, k + n - 1)K(m, n). \]

(2.2)
Convolutional layers are responsible for the feature decomposition of the input images. Feature learning can also be misguided. An example of this can be when redundant features are learned during the training process. A local translation invariant feature is one such example [92]. These are types of features that do not alter in the feature description w.r.t their local axis. Even when translated ever so slightly. The below paragraph discusses this aspect in detail.

When considering, for example, the case of face recognition, the distance between the eyes is a type of a local translation invariant feature. The example is illustrated in Figure 2.2. The feature map represents a higher-order feature that consists of a human face presented at time step $t$. The distance between the eyes, represented as $\delta s_t$, is one of the local features in the map. As the time step increases, the image is translated such that the eyes are shifted by vectors $w_1$ and $w_2$. The distance feature, however, remains the same i.e. $\delta s_{t+1} = \delta s_t$. This occurs if the assumption that only the translation shift is applied. If the inputs were to be scaled, the assumption would break. Consequently, the features would not be local translation invariant. The figure does apply very little scaling as part of the augmentation process, but it is negligible. Hence, the assumption partially holds.
Pooling (or Subsampling) Layers

The key point for mentioning the aforementioned features is for discussing the concept behind subsampling layers in LeNet-5. The layers are also referred to as the pooling layers in DNN literature [48], [5]. The logic behind placing these layers after activated convolutional layers are to prevent the learning of redundant features. With this form of dimensionality reduction, one can drop feature size by aggregating features in a rectangular non-overlapping window. Then, the reduced features can be applied differently between max-pooling [140] and average pooling [98]. In one type, the aggregated elements are averaged within the window region. On the other, the maximum element from the window region is taken. The difference between the approaches is also illustrated in Figure 2.3.

Max-Pooling Vs Average Layers

Consider an example of a feature layer $l$ that is split into non-overlapping window regions. A single $j^{th}$ window region is in the vector space $R^l_j$. Each window contains the pixel elements $a^l_j$ which range from 1 to $n$. For example, in Figure 2.3, the examples have a total of $j = 4$ windows, shown as $R_1, \cdots, R_4$. Each window as four elements $a_1, \cdots, a_4$ (e.g. $R_1$ has 7,1,4 and 0). For brevity, the example does not index the windows according to the feature layer number $l$. This can change from one architecture to another. Then, the pooling operations can be formalized collectively as shown in equation (2.3)

$$a^{l+1}_j = \text{pool}(a^l_1, \cdots, a^l_i, \cdots, a^l_n) \text{ where } i \in R^l_j,$$

if $\text{pool} = \text{mean}(.),$ then $a^{l+1}_j = \frac{1}{n} \sum_{i=1}^n (a^l_1, \cdots, a^l_n), \quad (2.3)$

if $\text{pool} = \text{max}(.),$ then $a^{l+1}_j = \max(a^l_1, \cdots, a^l_i, \cdots, a^l_n).$

In the mean configuration, the elements of the region are averaged according to their total number $n$. In the maximum setting, the element with the highest pixel value is considered. Both pooling settings provide dimensionality reduction and are especially useful for large scale architectures, e.g. with more than sixteen convolutional layers. A further empirical study is considered in [154] where it is proven that max-pooling has overall better performance.
Fig. 2.3 A simple example that considers two popular types of pooling schemes. The top half represents the ‘max pooling’ scheme. The bottom half for the ‘average pooling’ scheme. Four rectangular regions partition the feature matrix. These are represented as $R_1$, $R_2$ (first two) and $R_3$, $R_4$ (lower two).
advantages than average pooling. The study conducted experiments based on pooling configurations on the NORB dataset [91]. They found that max-pooling gives more robustness on local features translation than average pooling with about 4.57% on normalized NORB and about 5.6% on jittered cluster version of NORB. [154].

**Batchnormalization & Dropout Layers**

The final two layers that are frequently used in modern DNN architectures are batch normalisation [70] and dropout [172]. The purpose of batch normalisation layers is to improve the training process by standardising the feature layers batch-wise. The purpose of dropout is to regularise the training process and prevent overfitting by simply shutting down the activations of random nodes (along with their connections) during each forward pass.

Batch normalisation deals with the issue of *internal covariate shift* while dropout deals with *overfitting*. One way to imagine the internal covariate shift is to think of a target distribution that is continuously *shifting* its *covariance* (how much it spreads). The target distribution describes the optimal configuration of weights. If this is evolving after every weight update step, then the weights will be continuously updating to meet the requirements posed by this distribution. This would be akin to tracking a continuously moving target. This will slow down the training process. Batch normalization aggregates the nodal activation outputs of previous layers (a.k.a batch statistics) and standardises it to zero mean and a unit standard deviation. As a result, the optimization process is considerably accelerated. Batch normalization can also be interpreted as a technique to reduce noisy updates of weights based on the gradient information.

Dropout layers, on the other hand, deal with overfitting. Overfitting occurs when the number of parameters is higher than what is required to explain the data [12]. However, it is mentioned in the work of [70] that using batch normalisation layers can also assist in regularisation. Avoiding the need to use dropout layers.

In summary, this section reviews the various types of layers used in a standard CNN architecture. These included convolutional layers, max and average pooling layers, batch normalisation and pooling layers. It is seen that convolutional layers are responsible for
the hierarchical decomposition of features, pooling for dimensionality reduction, batch normalisation for standardising and improving training and dropout for regularisation. Two more layers have not been mentioned in this section, fully connected and softmax layers. These will be discussed in Chapter 2. In the next section, the vulnerabilities of DNNs and CNNs are explored. Specifically, how adversarial attacks can be used to fool DNNs and CNNs into outputting erroneous predictions.

### 2.1.3 Adversarial Attacks

Modern approaches in deep learning show that the performance of DNN and CNN architectures on image classification tasks is on par with human-level recognition [176]. However, it also has been proven in research [175], [49], [128], [115], [173] that if such architectures are presented with examples that perturb the inputs imperceptibly, i.e. very close to the dataset distribution, then these examples would be classified incorrectly with high confidence. The question of course remains how can these attacks be generated?

In adversarial attack literature, a portion of works exploit gradient information from the loss functions to update input images instead of network parameters [49], [175]. A popular example of this is the fast gradient sign method (FGSM) [49] discussed in Section 2.1.5. Another portion of work instead computes directly the mapping between the input and the output. Specifically, the work from [128] computes the forward derivatives of the input-output mapping with respect to the inputs. Using the input and the gradient information, the attacker can, to an extent, control the attack strength based on the type of perturbation. This method of generating adversarial attacks is defined in Definition 1, taken from [128].

**Definition 1** Suppose that a DNN model can be defined as a function that maps a raw input vector to an output vector, such that $F : X \rightarrow Y$. Then an adversarial example can be considered as a sample $X^*$ that is obtained once $X$ is perturbed by a perturbation vector $\delta_X$. Then hence the problem of optimization this attack involves minimising its strength so that it is undetectable by the DNN.
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\[ \text{argmin}_{\delta_x} \| \delta_x \| \quad \text{s.t} \quad F(X + \delta_x) = Y^*, \]

(2.4)

where \( X^* = X + \delta_x \).

Here, \( X^* \) is referred to as the adversarial example and \( Y^* \) is the desired adversarial output.

However, there are disadvantages to using this approach to generate attacks. This is because solving this optimization problem is difficult as the above optimisation problem is non-convex (i.e. global optimal not guaranteed). Hence, there is a possibility that the attack may be detected by the DNN. However, this is not the only way to generate adversarial attacks. In the next sub-section, the reason behind the vulnerability of DNNs to adversarial attacks is discussed.

Vulnerability of Deep Neural Networks to Adversarial Attacks

In literature, there are two general explanations for why DNNs and CNNs are vulnerable to adversarial attacks: the non-linear view in the work of [175] and the linear view in the work of [49]. The linear view is more relevant to the proposed methods in this research. It is discussed separately in Section 2.1.4.

The non-linearity review states that the vulnerability of DNNs to adversarial attacks is a result of DNNs being too expressive. The more expressive the model, the better it can represent data. DNNs with deep architectures are more expressive. It is observed that the deeper the DNN architecture, the more expressive the DNN model [139].

Additionally, the non-linear view explores various counter-intuitive properties that arise during learning in DNNs. One example is that the semantic meaning of the activation (or features) of an arbitrary layer is unchanged whether projected from its natural domain or a random neighbouring domain. This suggests that, given an input image, DNNs do not learn the features entirely, but rather a subset of the input distribution. They are unable to differentiate features in the neighbouring vicinity of the natural domain of the feature vector. It is later seen in Chapter 3 how this property inspires the technique of swapping images with
Fig. 2.4 An example of an image $X$ perturbed by fast gradient sign method attack with perturbation vector $\delta_X$. The original image is classified with the category “panda” with confidence 57.7%. It is then perturbed by the vector $\delta_X$. The resultant perturbed image $X^*$ is classified incorrectly as ‘gibbon’ with high confidence of 99.3%. Figure inspired from [49]. The image of the panda is reprinted from [134].

nearest neighbours can be used to teach DNNs to learn the features space fully. Visualising an example of an adversarial perturbation is discussed next.

Adversarial Perturbation Example

An example of an adversarial perturbation of an input image can be illustrated as shown in Figure 2.4, taken from [49]. Here the original input image $X$ can be seen being classified into the correct category of $Y$: “panda”. Furthermore, the output is given with a less confident prediction of $p(Y) = 57.7\%$. Then, the image is perturbed by $X + \delta_X$ via the perturbation vector $\delta_X$ shown in Figure 2.4. This vector carries the values based on the sign of the gradient of the loss function w.r.t the inputs. The sign function resembles the hyperbolic tangent, except it is more constricted in the center region while the hyperbolic tangent is more curve-like in the center region. Then, it can be seen that the resulting image $X^*$ is almost imperceptible to the human eye. The sign function is shown as

$$
\text{sign}(x) = \begin{cases} 
-1, & \text{if } x < 0 \\
0, & \text{if } x = 0 \\
1, & \text{if } x > 0
\end{cases}
$$

(2.5)
Despite the perturbations, human perception would still classify the adversarial example as a panda. However, it is seen that the network prediction has been completely altered into believing that the adversarial example consists of a gibbon i.e $Y^* : \text{"gibbon"}$. On top of that it is classified with a high confidence of $p(Y^*) = 99.3\%$. This is prediction is erroneous.

Though the above definition points to the non-linearity property of the DNNs that is the cause of the highly-confident, erroneous predictions, research has shown that even the linear property of DNNs has a contributing factor to this problem [49]. Section 2.1.4 considers this linear explanation in-depth. The next section formalizes the strength of adversarial attacks.

### 2.1.4 Linear Growth of Adversarially Perturbed Activations

The linear nature of learning in DNNs and CNNs is considered to be one of the many explanations behind their vulnerability to adversarial inputs. Section 2.1.3 highlighted the weaknesses of DNNs and CNNs. It is seen that examples that are imperceptibly different from the original input images are enough to cause DNNs and CNNs to be fooled. Making them erroneously predict with high confidence. This section explores in-depth the possible explanations as to why such behaviours in DNNs and CNNs exist. In particular, discussing the works of [49] that interprets this problem from the perspective of the linear properties of DNN and CNN architectures.

**Definition 2** Suppose that a DNN model is defined to have weights in the form of a vector $w$ holding weight information on all nodes. This model is then presented by an input image or a feature matrix $X$. Then, the linear growth of the change in activation $w^T \delta_X$ perturbed by $\delta_X$ is related to the adversarial output $X^*$ activated by $w^T$ via the sum relationship of the dot products of the weight vector $w^T$ with the input matrix $X$ and the perturbation vector $\delta_X$. The dimensions can be arbitrarily defined in this definition

$$w^T X^* = w^T X + w^T \delta_X.$$  \hfill (2.6)

Given the above definition of this growth, it is then possible to acknowledge the important role of linearity in the vulnerability of DNN and CNN architectures. Given that the norm
constraint $\|\delta_X\|$ does not grow with the dimensionality of the problem, it follows that even a small change in activations perturbed by $\delta_X$ can grow linearly with the dimensions of the vector $w$. This would mean that infinitesimal changes to the input image matrix $X$ will amplify the linear growth of the activations. In doing so, the output predictions will be incorrect and with a high confidence value ($\approx 90\%$).

The advantage of this linear view of the vulnerability of DNNs is that it allows easy and cheap generation of adversarial examples that can be quickly be generated for testing the desired CNN architecture. Additionally, they can be used to train architectures on adversarial attacks. One such example is the FGSM [49], which forms the subject of the next section.

### 2.1.5 Fast Gradient Sign Method

In the previous section, it was discussed that the linearity view of the vulnerability of DNNs to adversarial examples allows simple, infinitesimally changes in activations to build up with the weight configurations and lead to erroneous, highly confident predictions. In this section, the previous definition is extended to accommodate techniques like FGSM, as means of generating adversarial attacks.

**Relating Linear View of Vulnerability in Deep Neural Networks and Fast Gradient Sign Method**

The linear view of adversarial examples helps in constructing a fast, cheap and simple method of generating such instances. This is important since the deployment of artificial intelligence systems require that they are reliable in their predictions, especially in mission-critical systems such as self-driving cars. Generating adversarial examples is a good way of assessing models as well as assisting them to tackle malicious inputs. One such example of an attack is the FGSM.

Considering a DNN or a CNN model that receives the input image matrix $X$ with arbitrary dimensions and outputs the prediction as a vector $Y$. The desired labels take the form of the vector $\bar{Y}$. Given the parameters of this DNN model are considered as $\theta$, the loss function
used for training this model can be denoted as the function $J(\theta, X, Y)$ in equation (2.7)

$$\delta_X = \varepsilon \text{ sign}(\nabla_X J(\theta, X, \bar{Y})).$$ \hspace{1cm} (2.7)

The FGSM can be then used to output an adversarial noise by maximising the gradient of the loss function. Here, $\delta_X$ refers to the perturbation vector. The adversarial input $X^*$ can then be computed by simply adding the original input with this perturbation vector i.e. $X^* = X + \delta_X$.

The illustration in Figure 2.4 in Section 2.1.3 is an example of an FGSM attack.

In summary, the past section has so far introduced the field of deep learning for computer vision. It is seen how DNNs have advanced the field of computer vision. However, DNNs have limitations in dealing with adversarial attacks. The literature considers the explanation behind this in both a linear view and a non-linear view. The non-linear view studies the vulnerability of DNNs to adversarial attacks from the point of view of expressiveness and the number of non-linear layers in DNN architectures. The linear view studies the growth of adversarial perturbations as a result of minute changes to the activation layers in DNN architectures. Apart from adversarial attacks, DNNs are also unable to operate in uncertain environments and leave no trace of whether they are uncertain in their predictions or confident. One way to tackle this is to have DNNs account for their predictions using confidence measures (or error bars). The next section considers the Bayesian treatment of DNNs that allows DNNs to account for uncertainty in their predictions.

### 2.1.6 Review of Bayesian Methods in Deep Learning

Deep learning as a field has become widely popular in majority of real-life applications such as medical imaging [174], [186] and autonomous driving [141]. Despite the widespread adoption of CNN and DNN architectures, the performance of deep learning frameworks tends to drop when operating in highly uncertain environments [79]. This section discusses the recent surge of Bayesian methods being adopted in deep learning systems as well as providing an introduction to the field of Bayesian deep learning.
Limitations of Deep Neural Networks

The majority of times in literature [85], [59], [192], the high performance of deep neural networks in tasks such as object detection and image classification is blindly taken to be exact and accurate. To highlight a few examples, there have been two specific incidents that have exposed the weakness of DNNs in an uncertain environment. The first is a fatality that occurred in an accident involving a self-driving car, as reported in [179]. This occurred as a result of a direct influence from the false perception in the classifier algorithm within the self-driving car which classified the white side of the incoming trailer to the white sky category. Furthermore, [72] reports another incident involving a classifier that considered a human couple as animals, leading to a racial discrimination concern.

Importance of Modelling Uncertainty

From the aforementioned examples, it is evident that a DNN system needs to do more than simply achieve high accuracy in its predictions. Ideally, it should also be capable of explaining its predictions. It should be able to explain questions like why it has failed? which category does it struggle to recognise the most? In literature, one way to accomplish this is to model uncertainty.

Modelling uncertainty allows AI systems to express confidence in their predictions. This is important since AI systems will be ubiquitous in the future. The number of AI-powered systems will increase as AI technology beings to be predominant in major sectors such as education, military, vehicle systems, transport and medical applications.

Ethical Perspective of Decision Making in Artificial Intelligence Applications

The question in the use of AI systems will not only depend on the accuracy but also the trust in the system, especially when considering the ethics in medical areas where patients might question or even doubt whether a human should perform their operation or a robot. In these scenarios, it would be more useful for AI systems to report on circumstances where they have doubts or difficulty in making decisions so that the human observer may take control.
in this situation or the system may try to generate several possibilities and decide the best course of action.

**Bayesian Methods and Uncertainty Quantification**

Bayesian methods formalize the quantification of uncertainty. It is a probabilistic paradigm that has been studied for many years in the area of statistics as a primary method behind many predictive stochastic models for applications such as weather forecasting, stock market exchange, banking business and recommendation systems. What differentiates these applications from other examples in image classification or face recognition is that these make intensive use of uncertainty quantification. Bayesian methods quantify uncertainty via the variance information during inference. Here, inference refers to the process of using a test sample from a data to query a statistical model by inferring the properties of its posterior distribution conditioned on the test sample [13].

**Relating Bayesian Methods to Interpretable Artificial Intelligence**

Using this value, one can infer the model’s learning criteria and reveal whether the task has been learned or not. More importantly how it has been learned can be revealed. This is impossible in the traditional deep learning setting where the models studied are usually black-box. This means that they do not transparently express how they have learned the problem.

On a side note, exposing these black-box models is studied separately in the area of deep learning known as *interpretable AI* [31], [108], [18]. Bayesian methods, on the other hand, can express the certainty of a model’s prediction of a solution to a problem. In doing so, they expose the underlying learned features in the model. However, such methods require formal definitions of probabilistic quantities. Though this section introduces these informally, the next sections go in-depth in discussing the formal half of uncertainty quantification in Bayesian methods in deep learning. Interpretability of AI applications is discussed further in Chapter 3.
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2.1.7 Bayesian Methods for Probabilistic Modelling

This section formalizes the discussion on uncertainty quantification in Bayesian deep learning. It relies heavily on probabilistic models in Bayesian theory that endows the field of deep learning to develop tools for expressing uncertainty in predictions. The section begins by formalizing the Bayesian theorem, defining the inference stage, then later discussing the challenges in posterior computation in Bayesian methods.

Given a dataset of size $N$ that consists of a set of training inputs $X = \{x_1, \cdots, x_N\}$ and a set of ground truth labels $Y = \{y_1, \cdots, y_N\}$, the function defining the relationship between the inputs and outputs can be shown as $y = f^\theta(x_i)$ where $i \in \{1, \cdots, N\}$. This is a common regression case. Here, the parameters of the function are denoted as $\theta$. For example if a DNN has $L$ layers then $\theta = \{\theta_1, \cdots, \theta_L\}$, assuming there is one node in each layer. The Bayesian theorem can be formalized as shown in equation (2.8)

$$p(\theta|X,Y) = \frac{p(Y|X,\theta)p(\theta)}{p(Y|X)} = \int_\theta p(Y|X,\theta)p(\theta)d\theta.$$  

(2.8)

The term $p(\theta|X,Y)$ refers to the posterior distribution, $p(Y|X,\theta)$ denotes the observation likelihood, $p(\theta)$ is the prior distribution and $p(Y|X)$ is the marginal (a.k.a the normalizer or the model evidence [13]). The prior distribution $p(\theta)$ captures beliefs regarding the parameter configurations that have generated the dataset before the observation of the data takes place. At the point of observing new data, the prior information is updated according to the likelihood of how the parameters are distributed given this observation (i.e. $p(\theta|X,Y)$). This is modelled by the observation likelihood which is chosen by the user according to the task. For example, for regression a Gaussian likelihood is used, for classification, the outputs of the Gaussian likelihood is passed through a softmax function [143]). The posterior distribution describes the most probable parameters given the observed data. This notion is opposite to observation likelihood. The above can also be simplified informally to equation (2.9)

$$\text{posterior} = \frac{\text{observation likelihood} \times \text{prior}}{\text{marginaliser}}.$$  

(2.9)
During inference, a new observation point $x^*$ is introduced and the inference stages aim to evaluate the posterior accordingly. The posterior update involves the integration of the new observation likelihood $p(y^*|x^*, \theta)$ and the former posterior $p(\theta|X,Y)$ with respect to the parameters. This is shown in the equation (2.10)

$$p(y^*|x^*, X,Y) = \int p(y^*|x^*, \theta) \ p(\theta|X,Y)p(\theta) \ d\theta$$

In Bayesian statistics literature [148], the above integration is formally referred to as the marginalisation. The above expression does have an analytical solution but only for simple models. For more complex models, such as large neural network architectures [59], [85], the above computation is intractable. This means that closed-form solutions for posterior distribution from such models are difficult to compute.

However, research has shown [52] that even for simple models such as radial basis networks, DNNs that use squared exponential kernels (see Section 2.1.15) as activation functions [9], the posterior computation is intractable.

### 2.1.8 Variational Inference: Casting the Problem of Marginalisation for Posterior Approximation as a Simpler Optimisation Problem

The previous section mentioned that evaluation of the true posterior distribution for complex models is intractable. As a result approximation methods are adopted to provide a close estimate to the posterior. One of the popular approximation methods is known as variational inference (VI) [52].

Variational inference methods approximate the posterior distribution $p(\theta|X,Y)$ with a simpler parameterized distribution. The variational parameters can be optimised by minimising the Kullback-Leibler divergence between the approximate and the true posterior. This way, variational inference casts the approximation problem in the form of optimization [52]. As a result, Bayesian methods using variational inference are easier to optimize and scale well with both training set and architecture size. Furthermore, this
approach can be easily applied in popular deep machine learning libraries like Tensorflow [1] and Torch [131].

In variational inference methods, a separate approximating distribution is considered. This distribution is termed variational distribution (a.k.a variational posterior) \( q_\psi(\theta) \) and is parameterised by \( \psi \), also known as the variational parameters [143]. This distribution is selected so that it is easier to evaluate than the true posterior and is tractable.

Tractable means that during inference, when a new data point \( x^* \) is introduced, computing the predicted variational posterior \( q_\psi(y^*|x^*,X,Y) \) by integrating the new observation \( q_\psi(y^*|x^*,\theta) \) with variational posterior \( q_\psi(\theta|X,Y) \) has an analytical (exact) solution.

During the optimisation part in variational inference, the parameters of the variational posterior \( \psi \) are altered to make the variational distribution match closely to the true posterior \( p(\theta|X,Y) \) by reducing the difference between the true posterior and the variational distribution. This difference quantity refers to as the Kullack-Leibler divergence (KLD) [87]. The equation is shown in (2.11)

\[
KL(q_\psi(\theta)\|p(\theta|X,Y)) = \int q_\psi(\theta) \log \frac{q_\psi(\theta)}{p(\theta|X,Y)} d\theta. \tag{2.11}
\]

Here, the symbol for KLD is \( KL \). Hence, minimizing the Kullback-Leibler divergence brings the variational posterior closer and closer to the true posterior. The inference stage of variational approximation is shown in equation (2.12)

\[
\begin{align*}
\text{real prediction} & \approx \int \underbrace{p(y^*|x^*,\theta)}_{\text{new observation}} \underbrace{q_\psi(\theta)}_{\text{variational posterior}} \, d\theta =: q_\psi(y^*|x^*,X,Y) \quad \text{approximate prediction}.
\end{align*}
\tag{2.12}
\]

This term is often re-written [148] in the format of a loss function as shown in equation (2.13). Here, the idea is that the minimization of the KLD between the true posterior and the variational posterior is mathematically equivalent to maximising the model evidence (observation likelihood) with respect to the change in the parameters \( d\theta \). This form is also known as the evidence lower bound, or ELBO [13], as the difference between the variational
posterior and the KLD between the variational posterior and the prior is strictly bounded by the log of observation likelihood \( \log p(Y|X) \). This formal representation is commonly used to describe variational inference loss or ELBO in (2.13). It comprises two terms: the integral of the product of the maximum likelihood and the variational posterior and the KLD between the variational and the true posterior

\[
\mathcal{L}_{ELBO} := \int q_\psi(\theta) \left( \log p(Y|X, \theta) d\theta - KL(q_\psi(\theta) \| p(\theta|X, Y)) \right) \leq \log p(Y|X), \quad (2.13)
\]

\[
\psi^* = \arg\min \left[ KL[q_\psi(\theta) \| p(\theta|X, Y)] \right] - \arg\max \left[ \mathbb{E}_{q_\psi(\theta)} [\log p(Y|X, \theta)] \right]. \quad (2.14)
\]

The first term of the equation is referred to as the log-likelihood loss or the maximum likelihood loss. This is given as \( \log p(Y|X, \theta) \) [39]. This term optimises the ELBO so that it can best describe the data. The second term of the equation aims to minimize the KLD between the variational posterior and the true posterior distribution. This term also has been claimed to simplify the hypothesis space of the variational posterior [52], [39]. In doing so, models that best differentiate between the true and the variational distribution are favoured, as opposed to ones too complex to compute. Such behaviour in statistics is widely considered to be the Occam Razor [52] a model selection criteria that favour the simplicity of the models as opposed to their complexity.

To recap, the optimisation of the variational parameters involves minimising the KLD term or maximising the log observation likelihood term to obtain the optimal variational parameters \( \psi^* \). This is shown in equation (2.14). The KLD term can be considered as a regularisation of the maximum likelihood term. Variational inference replaces computing the intractable integral of the marginal during marginalization in Bayesian inference with a simpler optimization problem. Additionally, the minimization step makes the process of finding the simplest solution faster than marginalising, as part of Occam’s Razor.
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Advantages and Disadvantages of Variational Inference

To consider the advantages of variational inference, literature shows that variational inference is useful in defining a “balance between complex models and models that explain the data well” [39]. The disadvantage of this approach is that it is difficult to scale with large datasets (i.e. > 1000 samples) and to adapt to complex models. The former is because the first term (i.e. log-likelihood) requires the calculation with respect to the entire dataset $X$. This can become computationally expensive with the increase in the size of the dataset. For the latter, the reason is that for a complex model there may not exist an analytical solution to the integral. Furthermore, differentiating the KLD term is difficult as using a sampling-based estimation (e.g. Monte Carlo sampling) will result in gradients with high variance. There have been many alternative approaches that attempt to circumvent these issues in variational inference. One particularly popular method in Bayesian methods in deep learning is the re-parameterisation trick [82]. The next section considers how the re-parameterisation trick helps with the circumventing of this issue.

2.1.9 Simplifying Variational Inference with Re-parameterisation Trick

This section aims to introduce the re-parameterisation trick. This is adapted from the derivation in the work of [39], [82] and of [83]. The motivation behind this technique is that gradients of the variational loss or the ELBO (specifically the KLD term $KL(q_\psi(\theta)\|p(\theta|X,Y))$) do not have closed-form solutions. Furthermore, if one was to use an estimator for differentiating the KLD term (i.e. a differential estimator), the gradients would be noisy if the estimator had high variance. For this reason, architectures that involve image generation, e.g. autoencoders [83], cannot backpropagate through stochastic nodes because of high variance. This can affect the learning in DNN architectures that use variational inference. One way to deal with high variance gradients is to use the re-parameterisation trick. This forms the subject of this section.
Re-parameterisation Using Differential Estimator

To begin with the formalisation, first consider the equation of ELBO loss function in (2.13). To recap, the term $\log p(Y|X, \theta)$ represents the log of observation likelihood and the term $q_\psi(\theta)$ represents the variational posterior. Note that $\log p(Y|X, \theta)$ has to be real and differentiable in order to compute the gradients. Then, assuming that there exists a finite integral for which $\log p(Y|X, \theta)$ is independent of $\theta$, the derivative of $\log p(Y|X, \theta)$ with respect to the input can be written as $f'$, for simplicity.

It is also assumed that $q_\psi(\theta)$ is distributed in a Gaussian fashion, such that $q_\psi(\theta) = \mathcal{N}(\mu, \sigma^2)$ where the parameters of this distribution can be defined as $\theta = \{\mu, \sigma\}$. The mean is given as $\mu$ and the standard deviation of the distribution is $\sigma$.

It is further assumed that $q_\psi(\theta)$ can be re-parameterised by a parameter-free distribution, also referred in literature as the auxiliary distribution [82], [39], $p(\epsilon)$ where $\epsilon$ represents auxiliary variables that are related to the parameters $\theta$ via a differentiable, deterministic transformation function $g(.)$ that is bivariate (depends on two variables), such that $\theta = g(\psi, \epsilon)$.

Given the above simple case, consider the example of a Gaussian distribution where $q_\psi(\theta) = \mathcal{N}(\mu, \sigma^2)$ and the parameter-free distribution takes the form $p(\epsilon) = \mathcal{N}(0, I)$. Then, the deterministic function is $g(\psi, \epsilon) = \mu + \sigma \epsilon$. With this definition, one can estimate the integral $I(\theta)$ with the differential term as shown in equation (2.15), taken from [39]. In brief, the technique uses the differential $\hat{I}(\theta)$ to estimate the integral $I(\theta)$ where $I(\theta) = \int q_\psi(\theta) \log p(Y|X, \theta) d\theta$, the equation is shown in (2.15)

$$\hat{I}(\theta) = \frac{\partial}{\partial \epsilon} p(\epsilon)f'(g(\psi, \epsilon)).$$

(2.15)

Here, the term $\hat{I}(\theta)$ refers to as the differential estimator. The estimation considers the average of all the realisations $\mathbb{E}_{p(\epsilon)}[\hat{I}(\theta)]$ of the estimator to be equal to the differential integral $I(\theta)$, i.e. $\mathbb{E}_{p(\epsilon)}[\hat{I}(\theta)] = I(\theta)$. It is worth noting that the above formulation is for a continuous variable case. In DNN training, this is often discretized to be dependent on the mini-batch sample. This is considered next.
Substituting the Differential Estimator In the Variational Loss Equation

Following from equation (2.13), each of the integrals is re-parameterised to be integrated with respect to the auxiliary random variable $\varepsilon$. The variational posterior is replaced with the auxiliary distribution and $\theta$ with the deterministic function $g$. This step is shown in the equations below, taken from [39]. It is important to note that $\varepsilon_i$ is the discrete variable that is sampled from the parameter-free distribution $p(\varepsilon)$. After the substitution, the equation takes the form

$$L_{ELBO}(\psi) = -\frac{1}{M} \sum_{i=1}^{M} \int q_\psi(\theta) \log p(y_i|f^\theta(x_i)) \, d\theta + KL(q_\psi(\theta)\|p(\theta|X, Y)), \quad (2.16)$$

The discrete versions of the variational parameters $\psi_i$ are indexed by indices $i$ of the mini-batch. The variational loss $L_{ELBO}$ with the re-parameterised observation likelihood contains the sum over the inputs in the mini-batch, for a total of $M$ inputs (i.e. $i \in \{1, \cdots, M\}$). A single mini-batch is indexed by a subset of $\{1, \cdots, N\}$, where $N$ denotes the total number of samples in the dataset.

When considering solving the integral in (2.16), it is seen that solving for the entire dataset $N$ is computationally expensive. Instead using a mini-batch is easier. However, still, there is the issue of solving the intractable integral over the likelihood which is taken with respect to the entire hypothesis. Regardless of using the re-parameterisation trick which can make the integral term differentiable and participatory in backpropagating, the problem is partially solved. In the next section, it is seen how Monte Carlo methods can help approximate this integral.

2.1.10 Approximating the Integral Term in the Variational Loss with Monte Carlo Integration

This section aims to discuss in detail the use of Monte Carlo methods to approximate the integral term in the variational loss. The advantages of using Monte Carlo methods for
approximating the posterior is that it offers the simplicity of approximating the log-likelihood term in variational inference $\int q_\psi(\theta) \log p(y_i|f_\theta(x_i))d\theta$. It is also useful for large and complex datasets, which can result in a multi-dimensional integral. Monte Carlo integration uses random sampling to estimate the integral. Later it is seen in Section 2.1.11 how this can be used in the context of dropout to estimate the mean and the variance in BNNs. This section begins with defining Monte Carlo estimation techniques.

**Definition of Monte Carlo Methods**

Monte Carlo methods are an example of stochastic sampling techniques that generate a sequence of random samples. Their application is mostly in the area of numerical approximation. Especially, when analytical solutions are not available. Their application can be for numerical integration, estimation or approximation and optimisation.

In Monte Carlo methods, the generated samples have Markovian property [24], meaning that the successive samples probabilistically depend on the previous samples. Once sampling is performed for a set sampling rate ($\approx 100$ runs), the sequence of samples eventually distributes accordingly to the shape of the desired distribution specified by the user.

One disadvantage of sampling-based approximation methods is that they require a certain amount of time during deployment for the samples to converge to the desired distribution [73]. This can lead to another problem with sampling-based approaches where samples start producing a repeating pattern. To be specific, samples produced will be auto-correlated [73], i.e. there is no statistical difference between them. This can limit the ability of the sampling process to accurately capture the underlying distribution. Using sampling-based techniques also requires many iterations for generating a large number of samples and is computationally expensive with large architectures. There is a trade-off between accuracy and computational expense. Also, sampling methods are very sensitive to large perturbations in input. This can result in uncalibrated uncertainty outputs. This attribute is also used to explain some of the results in Chapter 4.
Approximating the Variational Loss with Monte Carlo Approximation

Monte Carlo methods can be used as a numerical approximation to the integral of the maximum likelihood term in the variational loss. However, in the interest of optimizing the variational inference process, the derivatives of log-likelihood with respect to the re-parameterised discrete variational parameters \( w_i \) are required. To recap, the loss can be formalised as shown in equation (2.17).

To recap, variational inference helps circumvent the problem of optimising for \( \psi \) which is impossible since \( p(\theta|X,Y) \) is unknown. Instead, Monte Carlo sampling is used to optimise for the variational parameters \( \psi \). Using the re-parameterisation trick in the previous section, re-parameterising each of the variational parameters of the distribution \( q_\psi(\theta) \) with \( \theta = g(\psi, \epsilon) \), it is then possible to approximate the variational loss with a Monte Carlo integration.

The term \( \psi_i \) is the discrete version of \( \psi \) since training is done batch wise w.r.t each inputs samples in a mini-batch. These range from \( i = \{1, \ldots, M\} \) for mini-batch \( M \), a random subset of the entire dataset. Approximating VI with Monte Carlo integration helps to avoid integration of the entire hypothesis space with respect to \( \epsilon \). In other words, the computation of \( \int p(\epsilon) \log p(y_i|f_g(\psi_i, \epsilon_i)(x_i))d\epsilon \) is avoided. The final discrete version of the variational loss (or ELBO) takes the form in equation (2.17)

\[
\hat{L}_{MC}(\psi) = -\frac{1}{M} \sum_{i=1}^{M} \log p(y_i|f_g(\psi_i, \epsilon_i)(x_i)) + KL(q_\psi(\theta)\|p(\theta|X,Y)).
\] (2.17)

It is assumed that Monte Carlo estimates are simulating the posterior distribution over the parameters. According to [39], the Monte Carlo estimate of variational loss \( \hat{L}_{MC} \) will closely approximate the true variational loss \( \mathcal{L}_{VI} \) for all realisations of the estimate, i.e. \( \mathbb{E}(\hat{L}_{MC}) = \mathcal{L}_{VI} \), as the number of sampling runs is increased. The equation for weight update can be shown as

\[
\Delta \psi_i \leftarrow -\frac{1}{M} \sum_{i=1}^{M} \frac{\partial}{\partial \psi_i} \log p(y_i|f_g(\psi_i, \epsilon_i)(x_i)) + \frac{\partial}{\partial \psi} KL(q_\psi(\theta)\|p(\theta|X,Y)).
\] (2.18)
The rest of the optimisation in VI involves repeatedly sampling from the auxiliary distribution \( p(\varepsilon) \) to produce \( \varepsilon_i \). Followed by differentiating both the maximum likelihood and the KLD term with respect to the variational parameters \( \psi \) in order to obtain the change in estimate parameters \( \Delta \hat{\psi}_i \). This is shown in equation (2.18) taken from [39]. The weights are updated according to \( \Delta \hat{\psi}_i \). The model outputs \( f(\psi_i, \varepsilon_i) \) are also re-parameterised with the deterministic function \( g \). This is done so that the gradients with respect to the model outputs can be obtained. The terms \( f(\psi_i, \varepsilon_i) \) and \( f^{(i)} \) are equivalent. Given that variational inference can be used to approximate the ELBO, the next section discusses how uncertainty can be obtained from the variational Bayes (i.e Bayesian methods that use variational inference to approximate the integral of the log observation likelihood).

### 2.1.11 Modelling Uncertainty Using Monte Carlo Dropout in Bayesian Neural Networks

The previous sections considered that Bayesian methods offer an alternative to the regular DNN architectures. It was seen how Bayesian methods can be difficult to infer from. This is because inferring from such methods requires calculating integrals of intractable distributions. It was later seen that VI can offer an alternative solution by casting the problem of inference to optimisation with respect to parameters of a pseudo-distribution that is easy to manipulate. Once this variational distribution is optimised, approximations of posterior distribution can be obtained.

It has still not been discussed how Bayesian methods can be used to characterise uncertainty. This section focuses on this aspect in-depth. Specifically, this section looks at how variational Bayes can be used to model uncertainty in a classification setting by using dropout layers as an approximation of Monte Carlo integration, this is also termed Monte Carlo dropout (MC dropout) [41]. Before getting to the discussion, it is worth mentioning to the reader that neural networks trained by Bayes by Backprop [15] are an example of variational Bayes. Hence, the characterisation of uncertainty using variational Bayes also applies to Bayesian neural networks.
Deep neural network architectures have the limitations that they output erroneous predictions with high confidence and are vulnerable to imperceptible attacks [49]. In order to account for uncertainty, DNN architectures must be able to model both the posterior and the observation likelihood. This is lacking in traditional DNN architectures where the weights are deterministic and are limited to the scalar representation only. Bayesian Neural Networks (BNN) framework, on the other hand, focuses on shifting the deterministic setting to a stochastic one [118], [117]. In this setting, the DNN architectures can be used to model uncertainty. In BNNs, the scalar DNN weights are replaced with prior distributions. Though previous sections dealt with the inference part, this section will particularly focus on the uncertainty modelling in BNNs.

**Defining Weights in Bayesian Neural Networks**

The difference between DNNs and BNNs is that the former employs a scalar value-based representation of weights, whereas the latter replaces this with a prior distribution over the network’s parameters [117]. This time, the parameters \( \theta \) introduced in the previous sections can be defined as the weights of the BNN \( \theta = \{W_j\}_{j=1}^L \). Here, \( W_j \) represents the \( j^{th} \) BNN layer, with \( L \) being the total number of layers.

In a classic example of placing a Gaussian likelihood over the parameters, it is possible to define the weights of a BNN as \( p(W_j) \sim \mathcal{N}(0,I) \), where the matrix \( W_j \), is associated with the \( j^{th} \) layer of the BNN architecture. Here, the \( \mathcal{N} \) is a symbolic representation of a Gaussian distribution [143] and \( I \) refers to the identity matrix. It is worth mentioning that the bias \( b_j \) associated is considered a point estimate in both DNN and BNN architectures. The choice of placing a likelihood over the parameters is user-dependent.

**Monte Carlo Estimation of First and Second Moments**

To recall, the predictive variational distribution \( q_{\psi}(y^*|x^*,X,Y) \) takes the form as shown in equation (2.19) and the parameters for a BNN architecture with a total of \( L \) layers can be denoted as \( \theta = \{W_j\}_{j=1}^L \). The model output is denoted as \( f^{\theta}(x^*) \) and the variational posterior as \( q_{\psi}(\theta) \). The uncertainty from the posterior variational distribution can be derived via
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estimation of both the first and the second moments. Here, the first moments correspond to the mean and the second moments to the variance. The uncertainty is characterised by the variance value as shown in

\[
q_\psi(y^*|x^*, X, Y) = \int p(y^*|f^\theta(x^*)) q_\psi(\theta) \, d\theta. \tag{2.19}
\]

First, consider the estimation of the first moments. Taking example of a traditional regression setting with a Gaussian likelihood, the observation likelihood takes the form

\[
p(y^*|f^\theta(x^*)) = \mathcal{N}(y^*; f^\theta(x^*), \tau^{-1} I)
\]

for some \(\tau > 0\). Since the posterior \(q_\psi(\theta)\) does not depend on \(y^*\) it can be isolated and taken outside of the second (inner) integral term. The inner integral \(\int y^* \mathcal{N}(y^*; f^\theta(x^*), \tau^{-1} I) \, dy^*\) can be integrated using parts. This leaves the term \(y^*\) which is defined as \(y^* = f^\theta(x^*)\). Then, using the Monte Carlo integration leads to the last line in equation (2.20), taken from [39]. Increasing the sampling rate \(T\) will improve the estimation of the mean, this is shown in

\[
E_{q_\psi(y^*|x^*)}[y^*] = \int y^* q_\psi(y^*|x^*) \, dy^* \\
= \int \int y^* \mathcal{N}(y^*; f^\theta(x^*), \tau^{-1} I) \, q_\psi(\theta) \, d\theta \, dy^* \\
= \int \left( \int y^* \mathcal{N}(y^*; f^\theta(x^*), \tau^{-1} I) \, dy^* \right) q_\psi(\theta) \, d\theta \\
= \int f^\theta(x^*) \, q_\psi(\theta) \, d\theta;
\] \tag{2.20}

\[
\hat{E}[y^*] := \frac{1}{T} \sum_{t=1}^{T} f^\theta_t(x^*) \xrightarrow{T \rightarrow \infty} \int f^\theta(x^*) \, q_\psi(\theta) \, d\theta.
\]

Finally, consider the estimation of the variance, the steps to follow will be similar to estimation of mean. In here, the quantity of interest is \(E_{q_\psi(y^*|x^*)}[(y^*)^T (y^*)]\) and it is now known from previous derivation that \(y^* \mathcal{N}(y^*; f^\theta(x^*))\) integrates to yields \(E_{p(y^*|x^*, \theta)}[y^*]\). Then using integration by parts, the term \((y^*)^T \mathcal{N}(y^*; f^\theta(x^*))\) will in the same fashion get integrated to yield \(E_{p(y^*|x^*, \theta)}[(y^*)^T]\). The added term in the third line of equation (2.21) \(Cov_{p(y^*|x^*, \theta)}[y^*]\) represents the covariance of the prediction \(y^*\). The terms in the brackets in the third line of equation (2.21) correspond to the mean and standard deviation of a Gaussian
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likelihood example which takes the form \( \tau^{-1}I + f^\theta(x^*)^T f^\theta(x^*) \), this is shown in

\[
\mathbb{E}_{q^\psi(y^*|x^*)} (y^*)^T (y^*) = \int (y^*)^T (y^*) \, q^\psi(y^*|x^*) \, dy^*
\]

\[
= \int \left( \int (y^*)^T (y^*) \, \mathcal{N}(y^*; f^\theta(x^*), \tau^{-1}I) \, dy^* \right) q^\psi(\theta) \, d\theta
\]

\[
= \int \left( \tau^{-1}I + f^\theta(x^*)^T f^\theta(x^*) \right) q^\psi(\theta) \, d\theta. \tag{2.21}
\]

From here, to yield the estimator in the correct form, an additional step is taken for the MC integration with respect to \( T \) samples. Here, \( \hat{\theta}_t \) is the Monte Carlo estimator of \( \theta_t \). It is also important to note that the above estimate of the uncertainty is the MC approximate of the posterior distribution. Finally, the model’s predictive mean can be obtained as shown in equation (2.22), and the posterior variance as shown in (2.23)

\[
\mathbb{E}[(y^*)^T (y^*)] := \tau^{-1}I + \frac{1}{T} \sum_{t=1}^{T} f^\hat{\theta}_t(x^*)^T f^\hat{\theta}_t(x^*), \tag{2.22}
\]

\[
\text{Var}[y^*] := \tau^{-1}I + \frac{1}{T} \sum_{t=1}^{T} f^\hat{\theta}_t(x^*)^T f^\hat{\theta}_t(x^*) - \mathbb{E}[y^*] \mathbb{E}[y^*]. \tag{2.23}
\]

All derivations in this section are adapted from [39]. This section introduced the modelling of first and second moments from the variational posterior distribution in a BNN network. In particular, it was seen how the second moment estimates can be used to model uncertainty. The important point that the reader should note is that the Monte Carlo integration step is dependent on the sampling rate \( T \). If the sample rate is small, the estimates will be inaccurate. This will later be used to explain results from Chapter 3 and 4. Additionally, there are many other disadvantages of using MC dropout based uncertainty estimation using dropout layers. The next subsection discusses in-depth all of these disadvantages.
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2.1.12 Challenges in Modelling Uncertainty in Bayesian Neural Network with Monte Carlo Dropout and Variational Inference

So far it has been considered that modelling uncertainty in BNN architectures can be approximated using Monte Carlo estimation and dropout layers. There are many caveats of using this type of approximation. Firstly, it is worth noting that the test time scales with the sampling rate $T$. This is because MC dropout techniques require several stochastic forward passes through the architecture. Consequently, the testing time is scaled with the sampling rate $T$. In the experiments in Chapter 4, $T$ is set to 100.

Another issue with Monte Carlo dropout methods is that the uncertainty estimate obtained is not calibrated [40]. A model’s uncertainty is calibrated if a given uncertainty prediction from the model is reliable [27].

Compactness and Tightness Limitations in Variational Inference

For considering the last few disadvantages, it is important to recall that Monte Carlo methods are used to approximate integral term in variation inference $\int q_\psi(\theta) \log p(y_i | f_\theta(x_i)) d\theta$. Hence, the limitations of the variational inference apply to Monte Carlo approximation as well. There are two that are heavily discussed in literature [182], i.e. the compactness and the tightness problems with variational inference. The prior is straightforward to describe, the latter has been mostly found through empirical means in Bayesian methods literature [182], [105].

To consider the first case, it is worth first recalling the formulation for variational inference from (2.11). It can be seen that the variational form $KL(q_\psi(\theta) || p(\theta|X,Y))$ is compact. This means that wherever in the density approximation process if a region occurs such that it has zero density, it follows that the KLD divergence term will be infinite in that region. Though this sounds rather trivial and to some extent may be ignored for cases with the uni-modal distribution. The flaw of this limitation becomes more apparent when extending to let’s say approximation of a bi-modal distribution. In this example, if a bi-modal distribution was distributed in a way that the two modes are separated by a region of zero density. The
variational inference scheme will approximate only with a uni-modal distribution. Hence, it will distribute mass only on the regions that are distant from the zero density region. This would lead to a less accurate approximation of the true observation likelihood when compared to an estimate that would approximate a density by averaging the two modes.

**Biasness Problem in Variational Inference**

Secondly, to consider the bias issue in variational inference. This particular problem has been observed empirically in literature [182], [105]. In brief, the issue arises from the nature of the objective function that is the KLD term $KL(q_\psi(\theta)\|p(\theta|X,Y))$. To recap, this term forces the variational posterior to be as close as possible to log-likelihood for all possible observation likelihood parameters $\theta$.

Studies have reported that the influence of the bounds in the KLD can lead to pruning (or removing) components from a range of chosen models and can lead to underestimation [182], [105]. Particularly, [182] found that when given a known true observation likelihood and a parameter to estimate (in their example the parameter is termed $\lambda$ as the time decay constant for their time-series problem), increasing the number of parameters to be estimated leads to an increase in bias in the parameters. They also observed that this increase in bias was rejecting models from hyperspace that was comparatively more useful in terms of information.

A similar observation was considered in the works of [105], where a mixture of Gaussian distributions was made to fit a 1D dataset and it was found that as the model estimated more parameters, it simultaneously began to prune out the mixture models. Both the works have agreed that the consequences of this *spontaneous* Occam’s razor [52]. In brief, this is not beneficial in terms of modelling and can damage the propagation of uncertainty in models that leverage variational inference schemes.

This section reviews the challenges involved in using sampling-based methods, such as MC dropout, in the modelling of uncertainty. It is seen that sampling methods are affected by the rate. The higher the rate, the better the approximation. However, the higher the computational time. Furthermore, there is also the issue of lack of calibration in MC dropout.
methods. The next section considers the use of Gaussian processes as an alternative approach to Bayesian methods in deep learning.

2.1.13 Gaussian Processes in Machine Learning

In the previous sections, a thorough review of Bayesian techniques that use approximation schemes like variational inference and Monte Carlo methods were given. This was followed by a discussion on how such models approximate uncertainty through the variance information. However, the models discussed in the previous sections are parametric. This is because they can be defined by a finite set of parameters. There exist a probabilistic family of models that are not restricted by parameters. These are Bayesian non-parametric models [143].

Bayesian non-parametric models are important to investigate for the work in this thesis since such models are capable of representing the input dataset much more accurately than parametric ones, as a result of their vast hypothesis space. One particular Bayesian non-parametric model that is of interest in this section is the Gaussian process (GP) model [143].

This section begins by giving an overview of the importance of Bayesian non-parametric models from a modeller perspective. It then provides a mathematical description of Gaussian Processes including what are the major components of a typical GP model. It then follows up with the section on kernel choices in GP and then finally ends with the section on the challenges in GP modelling.

2.1.14 Reviewing the Importance of Bayesian Non-Parametric Modelling

Before reviewing the drive towards non-parametric models it is of essential value that such techniques are discussed from the point of view of a modeller rather than a statistician. This is because a statistician merely looks for the intricacies in the data, perhaps not giving too much attention to the modelling aspect. It is important to remind oneself that though learning from data is the utmost goal of machine learning, the modelling side of things should also
be given prominence. Hence, the tone in this subsection is slightly tilted towards modelling. This is because the author firmly believes that understanding the basics of modelling will act as a perfect foundation for justifying the importance of Bayesian non-parametric modelling.

**Definition of a Model**

Firstly, how can one define a model? A model can be considered as a representation of data [44]. The more expressive the model the better its representation of data, however, at the cost of deeper architectures that can introduce non-linearity [139]. The purpose of modelling is to predict events. Two properties allow probabilistic models to differ from other types of models; learning from data and stating the confidence in predictions. The latter is used to account for uncertainty.

**Properties of Bayesian Models**

Bayesian methods differ from other types of models in it that they seldom suffer from the problem of overfitting. However, this only applies to fully Bayesian methods. Monte Carlo dropout methods with deterministic DNN weight setting, e.g. Bayesian SegNet (see Chapter 3), are an exception since these methods use approximation schemes. They do not model their parameter space probabilistically but instead use point samples representation. This representation can be termed as the deterministic weight setting for brevity.

**Occam’s Razor**

Fully Bayesian methods model a probability mass function over their parameter space, e.g. BNNs (see Section 2.1.7) instead of using point-estimates. Additionally, Bayesian methods benefit from Occam’s Razor principle [142] whilst marginalising over the parameter space (see Section 2.1.7). Such principle allows Bayesian methods to pick models that are simple enough to describe the data, but are not too complex or not too simple altogether.

Bayesian methods inherit this property from the laws of probability that they are derived from. Specifically, one of the rules stated by these laws is that probability distribution must
always sum to one [114]. This is one example of Occam’s Razor behaviour present inherently in Bayesian methods.

**Neural Architecture Search**

In the author’s opinion, this can give the impression to the reader that standard deterministic DNN architectures may not benefit from this. However, there has been research on this topic on enforcing Occam’s principles on DNNs using search algorithms that compute the complexity of the model selection process in DNNs. Mainly analyzing weight matrices. This study is popularly known as the neural architecture search. Though this is outside the scope of the thesis, the readers are encouraged to consider the survey paper on neural architecture search [33].

**Functional Space View of Non-Parameteric Models**

To compare the two approaches further, according to to [46] and [67], Bayesian non-parametric models differ from their parametric counterpart in it that it is assumed that the data distribution can no longer be described by a finite set of parameters alone. It is often the case that in Bayesian non-parametric modelling, the weights would take the form of a function. This can cause ambiguity in defining non-parametric models. Though these models are referred to as not having any parameters, it is more correct to define them as having infinitely many parameters [39]. This will be later considered in the next section.

This freedom in parameter choice means that Bayesian non-parametric are more flexible than their parametric counterparts. As a result, Bayesian non-parametric models have more expressive power than parametric models. In statistics, the word *expressivity* refers to the ability to model high-level concepts as well as being able to efficiently represent the data distribution [119].

**Uncertainty Quantification Perspective of Non-Parametric Models**

Having the ability to choose from an infinite space of parameters is very important to consider from the point of view of uncertainty quantification. This is because the more expressive the
model, the more accurately it will approximate uncertainty. The reason behind this is that it will have a better representation of the data. This type of uncertainty is also referred to sometimes as the aleatoric uncertainty [79].

**Linear Growth of Uncertainty**

Another advantage of having an infinite space of parameters is that the amount of information the parameters can capture will grow with the size of the data. This is also important once again from the point of view of uncertainty quantification because it is easier to calibrate uncertainty in a model that grows with data. In the sense that one can place the calibration of uncertainty in a linear framework, which makes calibration very easy to do. In doing so, the uncertainty can be calibrated synchronously with data growth, as seen in Figure 2.5.
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Works from [80] and [138] discuss the advantages of having uncertainty in models and parameters grow linearly. Here [80] shows that it is possible to place calibration in a linear model that allows easy calibration of uncertainty in GP. On the other hand, [138] accomplishes the calibration through averaging predictions from a variety of models that they employ in their system. Both works agree in their approach of placing calibration in a linear framework. However, the underlying difference in their approach is that one uses model averaging and the other uses the GP model.

Calibration of Uncertainty

In statistics literature, other calibration techniques make use of Bayesian non-parametric models apart from GP e.g. in [10] that uses sampling procedures to calibrate uncertainty in a mixture model of latent distributions to which they refer to as beta mixtures. However, from the author's point of view, calibration is outside the scope of this thesis since all models presented in this work assume perfect calibration. For an in-depth view, one may review the aforementioned works that give a more thorough review of calibration in Bayesian statistics.

This section focused on reviewing Bayesian non-parametric systems. The approach was taken from the point of view of modelling. Firstly, the issues with Bayesian parametric models were discussed. Then moving to Bayesian non-parametric methods. In particular, the advantages of using non-parametric models were taken into account. It was seen that one of the advantages was that Bayesian non-parametric can choose from an infinite parameter space. This is shown to be vital for uncertainty quantification. Though in literature, other advantages of using Bayesian non-parametric models are mentioned in-depth (e.g. exchangeability and projectivity), not all of them are useful in the context of uncertainty quantification. Interested readers are encouraged to consider Chapter 1 from [46] and [67] for an in-depth analysis. For a quick review of Bayesian non-parametric approaches, readers are encouraged to review the work from [44]. The next section will consider discussing an example of a Bayesian non-parametric relevant to this thesis, i.e. the Gaussian Process.
2.1.15 Review of Basic Components of a Gaussian Process with a Squared Exponential Kernel: The Mean and the Covariance Function

This section aims to formalise the Gaussian process learning framework. From the previous section, it was seen that Bayesian non-parametric methods extend their parameter space on the entirety of the dataset. In other words, by spreading their parameter space, the finite space of their parameters is transformed into infinite space. This is also known as the functional space view of non-parametric models. This functional space view of parameters has not only been discussed in the study of Bayesian non-parametric, but also in deep learning.

Examples of Studies on Functional Space View of Non-Parametric Models and Deep Neural Network Models

An example of functional form study on DNNs can be seen from the works of [126] and [117]. Both the works agree on the phenomenon that DNNs with a large network (large in terms of their magnitude rather than the amount) have the capability of fitting any function. Hence, such architectures with large depth start exhibiting behaviour that is more akin to non-parametric methods. In particular, [117] claims that if one was to increase the depth of any BNN architecture, with the caveat that each weight takes the Gaussian likelihood form, then the network would behave as if it is a Gaussian process. So along with this argument, it can be supposed that a Gaussian process model is an extension of its finite form, that is the Gaussian distribution.

Defining a Gaussian Distribution

A Gaussian distribution can be defined with it’s mean and variance for say for example a distribution $p(x) \sim \mathcal{N}(\mu, \sigma)$. A GP model, on the other hand, is defined by its mean function and a covariance function. It is a form of a stochastic process, specifically, a class of models that place distribution in place of a function [143].
2.1 Background Knowledge

These distributions model a finite space of functions, say $f = \{f(x_n)\}_{n=1}^N$. Here, $x_N$ is considered to be an input sample from a sequence, which comes from a sub-sample $X$ of size $N$ such that $X = \{x_n\}_{n=1}^N$. The parameters of the distribution $p(f)$ are also referred to as latent variables in literature [63].

**Defining a Gaussian Process**

The Gaussian process can then be defined by the posterior probability as shown in equation (2.24)

$$p(f|X, \theta) = GP(\mu, k(x_n, x_n')).$$

(2.24)

Here, the symbol $GP$ is used to define the Gaussian process. Furthermore, $x_n$ and $x_n'$ are two consecutive data points. The term $k(x_n, x_n')$ is the covariance function, sometimes also referred to as the kernel function [143]. Also, $\theta$ refers to the parameters of the kernel $k(x_n, x_n')$. For example, the parameters of a squared exponential kernel [143] are the amplitude and lengthscale. These can be defined as

$$\mathbb{E}[f(x_n)] = \mu(x_n),$$

(2.25)

$$\text{Cov}[f(x_n), f(x_n')] = \mathbb{E}[(f(x_n) - \mu(x_n))(f(x_n') - \mu(x_n'))] = k(x_n, x_n').$$

(2.26)

In the mean function of the Gaussian process (in equation (2.25)), $\mathbb{E}$ is defined as the expected value. The $x_n$ and $x_n'$ are any two consecutive datapoint samples from $X$ e.g $(x_1, x_2)$ or $(x_3, x_4)$. Before the GP is conditioned upon the dataset, the mean function is the only parameter that can be used to define the GP. Once the dataset is introduced, the kernel function is taken into the account.

**Properties of the Kernel Function**

Majority of times in research, the prior mean will be set to zero [63], [143]. This would result in all of the structure of the input data being determined by the covariance function of the GP model only. The kernel decides how a GP model generalises and extrapolates to new
data. Moreover, the kernel decides the hypothesis space of the GP model. This affects the model selection behaviour of the GP as well (see Section 2.1.14). There is a limit to the type of functions that can be chosen. This is set to a condition so that the kernel function chosen must return the covariance matrix as a positive definite matrix. A positive definite matrix is defined to be a matrix that satisfies the condition $z^T M x > 0$. Where, $z$ refers to each vector entry, $M$ being the positive definite matrix and $z^T$ the transpose of that vector.

**Choosing a Kernel Function**

Though many kernel functions can be used for a GP model, there is a simple rationale that can be adopted when choosing one. Since the kernel function is used to define the similarity between two consecutive data points ($x_n, x'_n$), then observing the nature of the data would guide the choice of the kernel. For example, if the data is structured (e.g. in decision trees), then it makes sense to use a tree-structured kernel [26].

**Uncertainty Quantification Perspective of a Squared Exponential Kernel**

From the point of view of uncertainty quantification, the choice of kernel should be motivated by the way uncertainty should be modelled. For example, if one was to model uncertainty such that that the uncertainty should increase away from the training data samples, then a squared exponential kernel should be used [39], [143]. A squared exponential kernel is also referred to as the radial-basis function (RBF) kernel in literature [143]. This takes the form

$$k_{RBF}(x_n, x'_n) = \sigma^2_{RBF} \exp \left( - \frac{x_n - x'_n}{2L^2} \right).$$

(2.27)

Here, the parameters $\sigma^2_{RBF}$ and $L$ are referred to as the amplitude and the lengthscale respectively. The prior can be considered as a scaling factor that determines the average distance between the function and the mean. The latter describes the smoothness of the function. This means that the smaller the lengthscale, the faster the function value will change. Furthermore, it also determines how far it is possible to extrapolate from the new training input.
In this section, the basic components of a GP model were introduced. Firstly, it was discussed how GP is a Bayesian non-parametric model that extends itself from its finite form, that is the Gaussian distribution, to an infinite space of parameters. Then a basic GP model was considered along with a mean and a covariance function. Different properties of these parameters were discussed. The next section considers some of the challenges of using Gaussian process models, specifically from the point of view of computational expense.

### 2.1.16 Challenges in Gaussian Process Inference

This section reviews the challenges of inferring from Gaussian processes. First, it must be brought to the attention of the reader that a GP, like BNN architectures, is a Bayesian model. The rules of marginalisation apply to GP as well as BNNs. The quantity of importance are both the posterior \( p(f|X, \theta) \) and the predictive distribution \( p(y_*|x_*, X, y, \theta) \) based on a new testing point \( x_* \) and output \( y_* \) and the observations \( y = \{y_n\}_{n=1}^N \).

The problems that were addressed to BNNs in the previous sections, also apply to the GP models. Hence, to recap, these include; the complexity of computing intractable integrals of observation likelihood multiplied by prior, scalability issues, long inference times and calibration of uncertainty.

The difference now is that in GP, the parameters to optimise belong to the kernel function \( k(x_n, x'_n) \). Whereas, in BNNs, these would be the weights of the neural network. To recap, for an RBF kernel, the parameters are defined as \( \theta = (\sigma^2_{RBF}, L^2) \).

Though the scope of this thesis is around uncertainty quantification, this section focuses more on the problems relating to inference in GP. This is because the calibration of uncertainty is not as important as problems from inference in non-parametric models, as discussed before. Calibration becomes vital when data is scarce (e.g. less than 100 samples) [39].

To discuss this issue, this section considers inference in GP from the point of view of both regression and classification. In regression case, the observations/labels are related to the inputs in the way that \( y = f(X) \). Then, the predictive distribution based on a sample test point \( f(x_*) \) takes the form \( p(f(x_*)|y, X, \mu(x_*), k(x_*, x'_*)) \).
For regression, if the conditional likelihood \( p(y|f) \) and the prior \( p(f) \) are Gaussian distributed, then the predictive posterior will have a closed-form solution. However, two particular challenges arise when dealing with both the inference and when using non-Gaussian likelihood. The latter is the case with classification.

Firstly, the challenge in inference comes from the computation of the predictive posterior \( p(f(x^*)|y, X, \mu(x^*), k(x^*, x'_*)) \). This involves computing the inverse of the determinants of the kernel matrix \( k(x^*, x'_*) \). Such operations have a complexity of \( O(N^3) \) flops, where \( N \) is the total number of training data points. This limits the scalability of GP to large datasets as well as the speed of forward pass.

Secondly, another challenge comes from scenarios where the conditional likelihood \( p(y|f) \) is non-Gaussian. In such cases, a tractable analytical solution to the integral of the conditional and the prior \( p(y) = \int_{f} p(y|f)p(f)df \) which is a crucial part in marginalisation. Though many approximations are provided in the literature, this thesis specifically uses a sparse variant of the variational inference method [63]. This method is also ideally preferred since it tackles both these challenges collectively. The next section discusses the literature regarding semantic segmentation.

### 2.2 Review of Methods in Semantic Segmentation

Semantic segmentation, as part of scene understanding [55] in computer vision, is an extension of classification. Classification involves placing objects or tasks into categories [12]. Segmentation, on the other hand, requires more of the semantic meaning from the classes. An example of a semantic feature would be the location of each of the categories relative to each other. For example, the car category should be present on top of the road category [113], [183]. Some of the common applications of semantic segmentation are in the area of medical imaging [75], [186] autonomous driving [34], [43], [25], machine translation [123] and weather forecasting [2]. What is common among these applications is that they all require reliable decision making. This has driven the field of deep
learning-based segmentation to consider architectures that not only predict but also state the confidence in their predictions. The Bayesian SegNet [78] is one example of this movement.

Now, looking at scene understanding in depth. Firstly, this problem can be understood from the point of view of a simple classification example. If one was to classify an image that contained a digit ‘1’, then the predictions from the classifier would not change if the position, angle and orientation of the digit ‘1’ are changed. This is because simple classifiers, like LeNet-5 [89] or AlexNet [85], cannot capture the semantic meaning behind labels. Additionally, problems of scene understanding require that predictions must change accordingly to the change of input.

The question yet remains, how can one define scene understanding?. Scene understanding involves establishing the contextual relationship between the object and the environment [55]. A scene can be considered as a combination of objects, semantics and the environment. The task of scene understanding is to make a useful interpretation and an abstraction of visual content. The task should extend recognising of objects to include the spatial distribution and the topology of the multiple objects present in the scene [55].

To summarize, semantic segmentation is an example of scene understanding. One example of semantic segmentation is pixel-wise or pixel-level labelling [55], [77], [180], [183]. Pixel-wise labelling problems are segmentation problems defined on a pixel level. The task builds on the classification of images along with localising the objects at original image pixel resolution. The segmented outputs contain pixel-level maps that localise different objects in the input image. The next section reviews the most common deep learning based methods in segmentation.

### 2.2.1 Review of Deep Learning Based Methods in Segmentation

Since the rise of the popularity of deep learning, the field of segmentation has gradually adopted methods in the study of deep learning. As reported in [113], there have been more than 100 research works in deep learning-based segmentation from 2019 to 2020. This section aims to review the techniques used in segmentation from the point of view of DNN and CNN based architectures. In particular, this sections reviews the fully connected architecture,
the idea of skip connections [101], combined methods of both CNN and traditional CRF techniques, the global context concatenation method in ParseNet [100] and finally the encoder-decoder architectures like SegNet [7], U-Net [149] and the DeconvNet [122].

**Fully Connected Architectures**

Firstly, to consider the fully-connected architectures (FCNs) [101]. Unlike AlexNet [85], this type of architecture contains only convolutional layers. The later fully-connected layers for classification are replaced with convolutional layers. As reported by [101], this type of architecture overcomes the problem of non-fixed sized inputs and outputs which can be problematic for fully connected layers. This problem is common in architectures such as AlexNet [85] and LeNet [89] as these models have fully-connected layers that have fixed dimensions and also discard spatial information. This is not ideal for segmentation since it was discussed previously that spatial information between categories is a semantic feature. Using convolutional layers, the FCN model outputs spatial segmentation maps as opposed to classification scores in standard CNN architectures. Convolutional layers average and then sum all the inputs present in the *receptive field* (filter window) of the filter, this preserves spatial information as weights are shared across the field/window.

**Review of Skip Connection Architectures in Segmentation**

Apart from architectural contribution, the work of [101] also introduced the notion of skip-connections. The purpose of such techniques is to combine the semantic information and the appearance information from the convolutional layers. The semantic information comes from the deep and coarse layers while the appearance information comes from the shallow and fine layers [180].

In simple classification, most objects are ignored and only the targeted ones are considered for learning. For example, a network trained to classify cats and dogs will not consider input samples containing say e.g. birds in the distant background. In segmentation, each pixel needs to be localised with respect to the objects in its surrounding [113], [183] and [180]. This motivates the need to capture the differences between local and global features. Having
an exchange of information from fine layers and coarse layers helps make accurate local and global predictions. This means that a small object would be segmented in the correct size and shape with respect to large objects [113], [183]. The same applies in the relation of distance (i.e. objects in distance).

**Limitations of Fully Connected Architectures**

Despite these features introduced from the works of [101], it has been shown by [100] and [21] that FCNs are limited in terms of localisation as well as preserving global context features. Specifically, [21] highlights that FCN “ignores useful scene-level semantic context” [21], while [100] highlights that FCN architectures are slower compared to traditional CNN methods. They also do not take into account the global context information in segmentation.

**Global Vs Local Contextual Information**

Briefly, contextual information encodes *contextual relationships*. These relationships formalise the contextual information as a measure of *semantic compatibility* relationships between a given object and its neighbouring object (global context) and the relationship between features within an object (local context). An example of global context was seen previously as spatial correlations like a car is more likely to be semantically compatible to a road as a pedestrian is more compatible to a side-walk category. Consequently, spatial correlation is an example of global contextual information.

According to [97] global context information involves changes in spatial information while local context information deals with the local multi-scale information [96], i.e. the information between features within an object category. However the key idea remains the same, that is the objects to be segmented by a classifier must establish a semantic relationship between themselves and neighbouring objects.
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Loss of Global Contextual Problem and Vanishing Gradient Problem in Fully-Connected Architectures

Going back to the limitations of FCNs, the reason behind the loss of global context information in FCNs, as highlighted in [100], is that the architecture utilises consecutive pooling operations, this reduces the resolution of features over time. The idea is similar to the problem of vanishing gradients in training large scale neural networks like ResNet [59] since that also involves loss of information (in this case gradients) in layers further from the output layer. The difference is that one causes degradation of feature information from consecutive pooling while the latter causes degradation of gradient information from consecutive non-linearities.

Combining Convolutional Architectures with Conditional Random Fields for Post-Processing and Refinement

Given the aforementioned limitations of the FCN, several methods in the segmentation literature have provided solutions in the light of better localisation accuracy and global feature preservation. Particularly, the works of [156] and [196] aim to improve the CNN responses from the final layer by training traditional methods from CRFs place after CNN based architectures.

Such methods have been proven to give accurate localisation results for object segmentation by integrating more context into the architectures. The difference in their approaches is that [156] uses a VGG based architecture while [196] uses a recurrent type neural network architecture [110]. These types of DNN architectures can incorporate memory components that are mainly used for time-series data. They both show improved performance when compared to FCN, however, they have been reported to be difficult to train [100]. In the author’s opinion, a much better solution is proved by the work of [97] where patch-based global and local information is incorporated separately in their CNN architecture. This simplifies training since the learning is done on a small subset of the input image. The obvious downside is the difficulty of preserving the contextual relationships while observing the input partially.
ParseNets

A different approach to using a mixture of CNN and the traditional CRF technique is the idea of adding global context using averaging features. This is specifically explored in the works of [100] that term their architecture as ParseNet. This architecture explores one way to overcome the issue arising from the limitations of FCN. ParseNet aims to use global concatenation methods for efficient parsing of global features into local features. It improves the work of FCN by adding global context information to the feature maps in each of the convolutional layers.

As detailed in [100], ParseNet works by using the average feature for a layer and using this to augment the features at each layer location. A context vector is obtained by pooling the features over the entire image and is later unpooling (opposite operation to pooling) it produces feature maps of sizes similar to previous features. In this way, the global information in terms of size is preserved.

Mixture of Experts

The mixture of experts is another popular deep learning based method that is used in segmentation methods. This technique is a type of ensemble based learning technique. In ensemble based learning, multiple models with different sets of hyperparameters are trained on an input task [8]. The predictions from the respective models are combined to give one reliable prediction.

In the mixture of experts, first proposed in [71], the inputs are decomposed into separate sub-tasks. Each expert model is trained on a separate input task. A separate gating model is trained separately for which the inputs are fed directly. The task of the gating network is to learn which experts to trust based on a given input. For example in [71], gating networks can assign probabilities to each expert. The higher the probability the more reliable the expert on an input task.

The challenge in using the mixture of experts is to partition the input domains. This requires some domain knowledge. Specifically, in the application of segmentation, the works of [132] and [184] both use a maximum of two expert architectures and both divide their
inputs by different semantic modalities. This means that a subset of input may contain classes that represent more of the category sky or pedestrian (in the case of an outdoor dataset like CamVid [16]). Therefore, the experts in either of the works get separate input tasks.

The main difference in their approach is that [184] also uses segmented images as inputs to their second expert network and [132] subdivides the inputs into their difficulty and different scenarios e.g. windy, rainy or stormy etc. Additionally, the work of [132] use ResNet [59] as backbone architecture for both its expert networks while [132] uses a 13-layered variant of the U-Net [149] architecture they term UpNet. The difference in their architecture is that in [132] each expert network comprises two streams: pooling and residual. The pooling stream is kept for the encoding and decoding architectures. The residual units are present in the residual stream. Furthermore, in the work of [132], each expert network is capable of the whole input image while the experts in [184] partially observe the input. Furthermore, [132] performed a separate experiment to judge which layer from the expert network to extract the features. They concluded on choosing layers closer to the encoding end.

In terms of gating network architecture, both the works of [132] and [184] feed the entire input to the expert architecture and in both, the outputs of the experts are weighted by the gating network. The difference in their approaches is that [184] only uses a single-gated network architecture and the combined feature maps from the experts are passed through an additional convolutional layer which they claim to improve the performance of the gating network. This is further empirically proven in [132] which supports the rationale behind using a separate convolutional layer after the outputs of each of the experts are combined. However, they also pointed out that using a convolutional layer is only useful when the gating network predicts separately for each class. Lastly, both approaches achieve better performance than the state-of-art. However, [132] extend their experiments further to incorporate challenging environments with different lighting and weather effects.
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**SegNet, U-Net and DeconvNet**

Finally, the last methods to consider are the encoder-decoder based architectures. Encoder-decoder methods employ both the use of a series of hidden layers that compress the input information down to a latent dimension (often a 1D vector). These can be either FC or convolutional layers followed by pooling operations for dimensionality reduction. Followed, by a series of layers that decompress these features back to the original input dimensions (commonly a 4D input tensor). These can be either deconvolutional layers, similar to those used in ZFNet [192], or upsampling layers [7].

The architectures SegNet [7], U-Net [149] and DeconvNet [122] are popular examples of encoder-decoder architectures. They all utilise a set of hidden layers for encoding information, e.g. [149] uses this information to determine the location of objects to segment. Furthermore, they all use the decoding half to determine the pixel position. Lastly, they are all derivatives of the original VGG [164] networks.

The difference between them is that the DeconvNet, compared to both [7] and [149], uses fully-connected layers for both encoding and decoding hidden layers. This increases the model parameters greatly. The work from [7] reports that DeconvNet is more substantial than both the SegNet and the U-Net, requires plenty of computational resources and is hard to train via end-to-end means.

**Comparing State-of-Art U-Net with SegNet Architecture**

The SegNet and the U-Net, on the other hand, use only convolutional layers. The architectures are roughly the same, with U-Net only lacking the fifth convolutional and max-pooling layer compared to the SegNet. The major difference between them is the SegNet reuses information from pooling layers (specifically the pooling indices) from the encoder half, and feeds them to the upsampling layers in the decoder half. U-Net, on the other hand, simply feeds the entire feature map from the encoder to the decoder. Hence, as reported in [7], U-Net uses more memory than the SegNet.

This section aims to review the modern, widely adopted methods in semantic segmentation. Architectures such as FCN, ParseNet, SegNet, U-Net and DeconvNet are
considered. These architectures, despite showing high performance in segmentation tasks, cannot model uncertainty in their predictions. The next section reviews methods in segmentation that make use of uncertainty quantification.

### 2.2.2 Review of Uncertainty Quantification Methods in Semantic Segmentation

Previously, it was seen that segmentation methods can capture feature information from each input image and then later segment images on a pixel level. However, these methods do not account for the uncertainty in their predictions. Awareness of prediction is a vital task in mission-critical and decision-making systems e.g. autonomous vehicle navigation and medical systems. Uncertainty is an innate and natural characteristic that every DNN system should model. This is important for both developing trust and decision making in the semantic segmentation system.

DNNs are capable of mapping from data in high-dimensions to a low-dimensional output vector. However, the majority of the applications consider these mappings blindly. High accuracies on test sets can confirm good performance, but can also be misleading, as reported in [78]. This leads to disastrous consequences. Two vital ones are outlined below.

There have been real-life examples that have motivated the drive towards uncertainty modelling. For example, applications that have used segmentation in real-life applications have reported erroneous predictions and fatal decision making in the case of [179]. In this example, a perception system placed on a vehicle confused the white side of a trailer for the category bright sky. In the author’s opinion, this is a typical example of class intersection and self-occlusion. This is also a major motivation for the technique outlined in this chapter which aims to use uncertainty to deal with class-intersection regions.

Another important example is in the case of [72]. Here, an image classification system in zoo-based security erroneously classified two African-American citizens as ‘gorillas’. This leads to racial concerns in the social community, leading to the public questioning the use of AI.
Given the aforementioned incidents, AI systems must express uncertainty in their predictions. This is vital for reliable predictions and good decision-making skills. This is even more in demand in mission-critical systems. The question then of course remains, how can this be implemented? The approaches to modelling uncertainty in deep learning-based segmentation that aim to answer the aforementioned questions are reviewed next.

Firstly, the works of [14] and [60] are considered. These methods utilise the modelling of uncertainty in a non-deep learning setting. The difference in their aim is that [60] studies on the specific problem of automatic labelling of input images while [14] uses tracking of segmented contours. The work from [60] applies an algorithm that looks for contrasting information in the images and aims to generalise the conditional random field [21] approach to image labelling. It aims to model uncertainty to improve feature information so that the localisation of segmented boundaries is more precise. Work from [14], on the other hand, deals with uncertainty in a more systematic way using a sequential Monte Carlo sampling method. The aim is to apply a tracking of on a single segmented contour for gesture tracking.

In comparison, both works mention a performance improvement when modelling uncertainty. Particularly, [60] can obtain a consistent measurement of confidence that outperforms methods that explicitly model generative distributions between inputs and labels while [14] shows that modelling uncertainty allows their approach to account for distortions in input images from noisy labels. The limitations from both works are that [14] is high computational complexity from matrix multiplication of observation matrices (these carry the segmented contour pose information) and [60] struggles with the requirement of contextual understanding within the input images.

On the other hand, deep learning-based methods for modelling uncertainty focus on two techniques that are heavily adapted in this field; Bayes By Backdrop (BBB) [15] and Monte Carlo dropout [41]. These techniques are popular in uncertainty aware segmentation literature as they provide a quick and easy solution to modelling uncertainty without having to change the architecture in operation. They both build on the idea of BNNs (see Section 2.1.11). BNNs consider distributions in place of weights. The other approach is to use Monte Carlo dropout (see Section 2.1.11).
In comparison, BBB focuses on placing prior distribution on each weight and updating the posterior of weights using backpropagation. Both Monte Carlo dropout and BBB scale with the number of layers. However, some works like [133] have tested that BBB has better robustness to adversarial attacks like FGSM (see Section 2.1.5) when compared with Monte Carlo dropout.

Although there are plenty of works in segmentation literature that leverage uncertainty, the most relevant ones that use BBB and/or Monte Carlo dropout are from the works of [68], [188] and [120]. Particularly, [68] uses temporal information from video-based input to model the Monte Carlo dropout simulations. They use the average output of a set number of consecutive frames to model the sample runs in Monte Carlo dropout. The movement of objects on consecutive frames is measured from the shift of pixels.

The work of [188], on the other hand, focuses on using uncertainty to model interpretability so that the model can understand the regions where inaccurate segmentation has taken place. Their work modifies both the architectures of FCN and SegNet by placing batch normalisation layers after each convolutional layer.

Similar in terms of motivation, the work of [120] also aims to use uncertainty for the detection of inaccurate segmentation regions. However, they employ Monte Carlo dropout and BBB at different initialisation. For example, they use multiple dropout rates (from 0.5, 0.3 and 0.1) and BBB with different variance priors (from 0.1, 1.0, 10 and 30). When modelling uncertainty, the aforementioned works agree on observing improvement in performance in segmentation. Additionally, [68] improves the speed of Monte Carlo dropout sampling by ten times (compared with 5 sample runs) and only requires to sample once to generate uncertainty. Furthermore, they both criticise BBB and Monte Carlo dropout in their works differently.

Some of the examples along this line include the work of [68]. It claims that both BBB and Monte Carlo dropout are impractical for real-time applications while [120] mentions that adding BBB to U-Net and the SegNet architecture increases the number of parameters twice as many times as adding Monte Carlo dropout.
In summary, though traditional methods are capable of stating uncertainty in predictions, it is challenging to model the same phenomenon in deep learning-based classification methods. This is because such methods only output vector based scores for each of the categories. One way to overcome this is to use Bayesian methods. On the other hand, modelling uncertainty has been proven to be more computationally expensive in deep learning-based methods [77] from the point of view of scalability. In the author’s opinion, though traditional methods have the advantage of explicit modelling of uncertainty, such methods do not suffer from scalability issues as deep learning approaches do. This is especially a difficult scenario with BBB methods since they model uncertainty over each network weight. The next section specifically explores how to sample variance can be used to model uncertainty in weights in segmentation architectures. Specifically, discussing how this is achieved in the probabilistic extension of the SegNet architecture, the Bayesian SegNet [78].

### 2.2.3 Review of Modelling of Epistemic Uncertainty

Modelling epistemic uncertainty gives insight into how the model selection is performed in neural networks [79]. It captures the uncertainty in the parameters and can be explained away given more training samples [78]. However, it is also used in literature to explain inputs that are outside the training distribution [79]. This is ideal for detecting attacks or anomalies in the training set. Hence, it is a great tool in understanding why neural networks output erroneous predictions with high confidence. This section aims to discuss how epistemic uncertainty is utilised in the literature of segmentation.

**Review of Modelling of Epistemic Uncertainty in Segmentation Literature**

Modelling epistemic uncertainty has been accomplished through various methods in segmentation literature. The papers that are more relevant to this research are those that specifically use predictive variance to model epistemic uncertainty (Monte Carlo dropout (see Section 2.1.11)). These can be considered from the works of [161], [135], [158] and [88]. All of these works consider the Monte Carlo dropout technique or an improved variant of it.
Firstly, considering the examples of [161] and [135]. These works improve the Monte Carlo dropout technique by removing the need to sample as well as removing the need to generate an auxiliary dataset. They all use the predictive variance to model epistemic uncertainty. They also confirm that using epistemic uncertainty is ideal for detecting out-of-training distribution samples.

Another portion of works, [161], [88] and [135], observe an improvement in their results when modelling epistemic uncertainty. The main difference in their approach is that both [161] and [88] aims to model epistemic and aleatoric uncertainty using the predictive variance. To recap, epistemic uncertainty captures the uncertainty of model parameters. Aleatoric uncertainty, on the other hand, captures the uncertainty in the data [79]. In doing so, [161] is capable of accounting for both types of uncertainties. However, the work from [161] differs from the aforementioned methods, in it that they employ the use of Generator Adversarial Networks (GANs) (see Section 2.3.1).

The rest of the works apart from [161] model epistemic only. Specifically, [135] uses error propagation [178] technique to account for uncertainty. This involves holding the classes at test time and using noise injection and forward propagating the model to obtain the variance information.

On the other hand, [158] uses a post-processing scheme to relate labelling to epistemic uncertainty, essentially providing a solution to weakly supervised segmentation. This is because the work involves using a surrogate segmentation network to automatically label the out-of-training distribution samples.

In the case of [158], this network is a pretrained Bayesian U-Net. The Bayesian version of U-Net that uses Monte Carlo dropout to output predictive variance, very akin to the methods in the Bayesian SegNet [78], the Bayesian version of the SegNet. Both works use auxiliary training samples to reduce their epistemic uncertainty but the prior aims to automate this process while the latter uses a well-crafted noise injection scheme.

The advantages from each of the aforementioned works are that [161] and [88] prove that modelling both epistemic and aleatoric is more advantageous since each can be dealt with individually to highlight a different property of the model. This is beneficial in the
application of medical imaging fields where model interpretability is in high demand [174]. This is also the case for both the works [161] and [88], although [88] is more focused on segmentation of medical images for stroke detection.

Furthermore, [161] benefits from the use of GANs for automatic selection of auxiliary datasets which allows their model to reduce the epistemic uncertainty. Reducing epistemic uncertainty has been argued by both the works in segmentation literature to improve the prediction from the segmentation network in operation (e.g. the SegNet or the U-Net) on samples that are out-of-training distribution. On the other hand, [88] claims the benefits from avoiding estimation of extra-parameters for the variance by accounting for both epistemic and aleatoric uncertainty. Then, [135] benefits from free sampling methods while [158] can generate training data with more relevance and with appearance availability by reducing uncertainty in their model.

However, despite the advantages in their approach, they have their shortcomings as well. Particularly, [161] states difficulty in training while [135] is unable to achieve performance greater than the state-of-the-art. Additionally, [158] is limited in performance from the assumptions that epistemic uncertainty will correlate from auxiliary training set similar to the original set and finally [88] suffers from limitations in uncertainty estimate which they reason to be because of using a restricted group of variational distributions. In the author’s opinion, all of these works agree that modelling epistemic uncertainty improves performance in segmentation. Also, modelling predictive variance via Monte Carlo dropout is the easiest and the simplest method. Despite that, they also together agree that Monte Carlo dropout methods are not suitable for real-time applications. This is a little different in the case of [161] that leverages a GAN to simulate the training behaviour of an automatic out-of-distribution sampler. Which although may not serve well for real-time applications but does offer great improvements in the correct representation of uncertainty, as proved by the results of [161]. This rather brings the focus of this chapter towards an adversarial style of learning that has been recently adopted in the segmentation literature. They also are relevant to the methods proposed in this chapter. The purpose of this section is to discuss the
importance of using the adversarial learning method in segmentation to the reader. It also forms the subject of the next section.

2.3 Review of Methods in Adversarial Learning

This section aims to introduce the field of adversarial learning in the context of segmentation applications. The section begins by discussing GAN based learning, the major underlying components, the training methods and literature that builds upon the standard GAN architecture. Then, the section moves to review various methods that use GANs in the application of high-resolution images, followed by a further discussion on the use of optimal transport in improving learning in GANs. This is continued with a review of various adversarial learning methods in segmentation, the pros and cons of each method. Finally, ending with the summary.

2.3.1 Generator Adversarial Networks

Earlier, it was mentioned that much of the success in deep learning has originated from achieving human-level accuracy in supervised learning-based tasks, such as classification. In particular, the success of discriminator models such as CNNs. However, DNNs have witnessed very little success in generative modelling.

The task of deep generative modelling involves replication of the input data distribution as well as learning representations from unlabelled data [48]. This task is more challenging than discriminative modelling. It entails that the model can approximate several distributions that are intractable. Many approaches [54], [82] have attempted at modelling distributions using probabilistic backpropagation with maximum likelihood methods.

GAN training circumvents the problem of learning for image generation using backpropagation, by adopting a mini-max game-based training approach. Mini-max game [23] is a strategy that aims at minimizing the maximum possible loss obtained from the player’s move. In the analogy of GANs, this is accomplished using the loss function in
equation (2.28) (taken from [48])

\[
\min_G \max_D V(D, G) = \mathbb{E}_{x \sim p_{data}(x)}[\log D(x; \theta_d)] + \mathbb{E}_{z \sim p_z(z)}[\log(1 - D(G(z; \theta_g)))]. \tag{2.28}
\]

The aim is to train the generator function \(G\) to minimize the term \(\log(1 - D(G(z; \theta_g)))\) and the discriminator function \(D\) to maximize \(\log D(x; \theta_d)\). The discriminator takes the input vector \(x\) and outputs a scalar which can be either ‘0’ or ‘1’. The output ‘0’ is obtained if the discriminator considers \(x \sim p_{data}\) and ‘1’ if \(x \sim p_g\). Here, the terms \(p_{data}\) and \(p_g\) refer to the data and the generator distribution respectively. The terms \(\theta_d\) and \(\theta_g\) are the parameters of the discriminator and the generator respectively.

The generator, on the other hand, takes input from noise variables \(z\) and outputs an input vector \(x \sim p_g\) of an image. The distribution \(p_z(z)\) is used to define a prior on the input noise variables. The generator is then learns to define a mapping from noise to distribution \(p_g\) i.e. \(G : z \sim p_z \rightarrow x \sim p_g\). The generator is said to have learned if outputs \(x \sim p_{data}\) mimic samples from the data distribution.

The training is performed in alternating steps. The reason provided by [48], is so as to avoid overfitting if \(D\) is allowed to maximize in a separate inner loop. Instead, training is done jointly (both \(D\) and \(G\)), in a step-wise fashion. Firstly, the discriminator is optimised for \(k\) steps on \(m\) mini-batches of \(\{x^{(i)}\}_{i=1}^m\) inputs and \(\{z^{(i)}\}_{i=1}^m\) noise samples. This is shown in equation (2.29)

\[
\nabla_{\theta_d} \frac{1}{m} \sum_{i=1}^{m} \left[ \log D(x^{(i)}) + \log (1 - D(G(z^{(i)}))) \right]. \tag{2.29}
\]

The parameters of the discriminator and the generator are updated via backpropagation. However, gradients of the min-max loss function are ascended for the discriminator and descended for the generator. Additionally, the loss penalty for the generator’s outputs only consists of the second half of the min-max loss. This is shown in equation (2.30)

\[
\nabla_{\theta_g} \frac{1}{m} \sum_{i=1}^{m} \log (1 - D(G(z^{(i)})))]. \tag{2.30}
\]
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In summary, adversarial learning is an example of unsupervised learning. In this type of learning the system being trained is presented with a challenge by an adversary (called the discriminator). It penalizes the system for producing fake or undesired outcomes (labelled ‘0’ by the discriminator) as opposed to real or desired outcomes (labelled ‘1’). Learning is accomplished when the learning system successfully manages to confuse the discriminator so that it always predicts 0.5. However, the standard GAN architecture has limited resolution on the output window. The large resolution requires capturing of rich feature information. Especially for applications in semantic segmentation. The next section discussed the solution for this problem using the convolutional style approach.

2.3.2 Deep Convolutional Generator Adversarial Networks For Higher Resolution Images

This section aims to discuss the convolutional based architectures in GANs for outputting high-resolution images. Standard GANs are limited in their ability to output images of high resolution. Standard GANs [51] can maximum output 64x64 window size. The problem of generating high-resolution images is difficult. It requires learning complex representations from unlabeled samples. Additionally, as pointed in [76], it adds a bias in the training of GANs which is in the favour of the discriminator. The reason given is that high-resolution images are easy to differentiate from training images than low-resolution ones.

Furthermore, [124] reports that the problem of generating high resolution outputs “drastically amplifies the gradient problem” [124]. Tipping the min-max game in favour of the discriminator. Other minor problems are highlighted in [76], which states that large resolution training would constrain training to small mini-batches as such images would have high memory consumption.

Per-pixel segmentation requires understanding the semantics behind class labels for accurate results (see Section 2.2). High-resolution images are vital for preserving these features. Deep convolutional generator adversarial networks (DCGANs) [137] circumvent
this issue using several architectural modifications on the standard GAN architecture. Some of these changes are discussed next.

DCGANs focus on an all-convolutional approach. This trend has seen great improvement in CNN based image classifications as well, for example in the work of [171]. The only exceptions are the input layer of the generator and the output of the discriminator. These are strictly kept FC and sigmoidal respectively. The reason for prior is because of simple matrix multiplication in the generator input, the reason for latter is for binary classification.

In terms of pooling layers, DCGANs avoid having any form of spatial pooling functions. These include both average and max pooling. These pooling features are replaced with convolutional layers with a stride value set to an arbitrary value greater than 0. The purpose behind, as stated in [137], is to teach the GAN network to downsample correctly, to prevent loss of spatial information.

Another modification in the case of the DCGANs approach is the addition of batch normalisation layers. These are placed after every convolutional block. Here, the term block refers to a collection of layers that begin with a feature decomposition layer, a dimensionality reduction layer and then an activation layer. For example, in AlexNet [85], this block would be convolutional-batch normalisation-ReLU. In DCGANs, the purpose behind using batch normalisation, as stated in [137], is for remedying problems that can arise from poor initialisation of weights as well as assisting in gradient flow (i.e. continuous descent/ascent).

It also stated, in [137] that using batch normalisation prevents mode collapse [137] in GANs. Mode collapse refers to the phenomenon that occurs when the generator collapses all the samples to a single point. It is summarized in Figure (2.6). It occurs when the generator, at the start of learning, learns to fool the discriminator by outputting a single category of images. The discriminator responds by considering these as the only fake set. Then generator shifts to another category until the discriminator considers these as fake. This keeps repeating in a loop. This results in the lack of diversity of samples generated. The solution to modal collapse is ensuring that the generator does not stick to a single solution in the early stages of learning. According to [137], the batch normalisation layer ensures this by stabilizing the learning process via normalising each input to a block that has a zero mean and unit variance.
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However, [137] warns that if the batch normalisation layer is kept at the generator’s output layer and discriminator’s input layer, it can result in model instability and sabotage learning.

This section reviews the architectural improvements proposed in DCGANs to deal with high-resolution images. First, the importance of dealing with high-resolution images is discussed. Then, some of the challenges involved in using GANs for this application. Various methods proposed by DCGANs to improve GANs is considered, as well as considering issues related to this, e.g. mode collapse. In the next section, further improvements in GAN training is considered from the point of view of loss functions and stability. It also introduces the GAN architecture that heavily inspires the proposed methods in Chapter 3, i.e. the least-squares GAN.

2.3.3 Least Square Generator Adversarial Neural Networks

This section aims to highlight the limitations of GANs. The section also aims to discuss the use of least squares GANs and how it builds improves the two major limitations of standard GANs: vanishing gradients and poor resolution of output images.
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Although GANs have seen wide success in image generation [51] as opposed to other methods such as autoencoder [82] which require approximation of the real sample distribution, e.g. variational autoencoders use VI to approximate the distribution of real samples. GANs, on the other hand, can be trained end-to-end using gradient descent. Other methods would require the reparameterisation trick to overcome the non-differentiable stochastic nodes as opposed to differentiable deterministic nodes in standard DNN or CNN architectures.

Despite this, GANs are difficult to train. Several works have highlighted this issue from the point of view of the loss function [6], [107]. The standard GAN training involves minimising of the Jenson-Shannon divergence (JSD) loss function $C(G)$ (in equation (2.31)) between the real sample distribution $p_{data}$ and the distribution of generated samples $p_g$. The equations for the loss function for both discriminator (in equation (2.32)) and generator (in equation (2.33)) are shown as

$$C(G) = KL(p_{data} || \frac{p_{data} + p_g}{2}) + KL(p_g || \frac{p_{data} + p_g}{2}) - \log 4, \quad (2.31)$$

$$\min_D V_{LSQGAN}(D) = \frac{1}{2} \mathbb{E}_{x \sim p_{data}}[(D(x) - b)^2] + \frac{1}{2} \mathbb{E}_{z \sim p_z}[(D(G(z)) - a)^2], \quad (2.32)$$

$$\min_G V_{LSQGAN}(G) = \frac{1}{2} \mathbb{E}_{z \sim p_z}[(G(G(z)) - c)^2]. \quad (2.33)$$

KLD divergence has desirable properties such as being symmetric and always finite, as pointed in [6]. However, the problem in using this for training GANs is that it is not continuous and therefore will not provide usable gradients everywhere. Specifically, [6] shows that if one was to vary $p_g$ from -1 to 1 for JSD ($p_{data} || p_g$), then the graph lands (0,0) when $p_g = 0$. At this point, gradient computation is impossible and therefore learning in GAN will fail. This is also elaborated further in the work of [107] which shows that the loss function of JSD saturates for a large number of data samples. This is termed as the vanishing gradient problem in [6] and [107].
Another issue with GAN training, as highlighted in [107], is the lack of quality, from the point of view of both resolution and diversity, of outputs samples, generated. As the generator learns to produce fake samples that can fool the discriminator, the generated output samples may all look similar, which is in the case of mode collapse (see Section 2.3.2), or the samples may look completely different from the real samples. The reason behind this, as pointed in [107], is that during generator training, the fake samples are not penalised by the JSD loss function to be close to the real samples. This can be exemplified when comparing the decision boundary of the regular GAN and the solution proposed by [107], known as the least-squares GAN (LSQGAN) in Figure 2.7. The fake samples are categorised in the positive quadrant and the real samples in the negative quadrant. As the generator updates, it produces fake samples that are classified as real by the discriminator (i.e. in the negative quadrant). However, these lie far away from the decision boundary, far from the real sample distribution. The LSQGAN critic penalty function in equation (2.32) regresses the fake samples closer to the boundary decision line, i.e. closer to real samples. Hence, the quality of
output images from the generator trained using LSQGAN is claimed by [107] to be superior to regular GANs [51]. The next section considers the use of GANs in segmentation literature.

### 2.3.4 Adversarial Learning in Semantic Segmentation

This section aims to review the literature on the use of GANs in segmentation applications. Previous sections have discussed the concept of GANs, how they can be utilised in problems of generative modelling. A convolutional extension of the GAN architecture has also been studied in the form of DCGANs for dealing with images with large resolutions. Then, improvements to GAN training in the form of Wasserstein distance have also been considered. The focus of this chapter now shifts to the more application side of things.

In the field of semantic segmentation, GANs have led to the development of supervised and semi-supervised (or weakly supervised) learning algorithms that either improve the segmentation performance or assist in producing labelled examples.

This section specifically focuses on a few notable examples that are close to the proposed architecture in the methodology section (see Chapter 3, Section 3.1). These works include [69] in weakly-supervised and [102] in a supervised setting. Both the works treat the segmentation network as a generator network and propose a coupling of adversarial loss with standard cross-entropy.

Furthermore, they propose a fully convolutional discriminator that learns ground truth label maps from probability maps of segmentation predictions. Similar to DCGANs, in terms of architecture. The only difference between their approaches is that [102] focuses more on the label quality and uses the adversarial framework as a supervisor for improving the accuracy of the segmentation network, while [69] proposes a semi-supervised setting where the prior framework adds additional input images without labels, thus increasing segmentation accuracy. This also avoids the manual construction of dataset samples.

The work adopted in this chapter follows a similar approach to [102]. The difference is that Bayesian methods to output uncertainty are utilized and then used as part of adversarial learning to teach the network to learn to deal with uncertainty. Specifically, two discriminators are used; one penalizes the segmentation network for output labels that differ from ground
truth (QC) and the other penalizes if there is uncertainty in the prediction (UC). The next section focuses on literature relating to the robust learning area tackled in this thesis.

2.4 Review of Robust Learning in Artificial Intelligence

This section aims to introduce the idea behind robust artificial intelligence systems. Specifically, robustness against noise and adversarial attacks. The past decade of AI research has witnessed a substantial leap in the progress of algorithms that can achieve near-human level performance. This is witnessed, for example, in the field of computer vision where architectures like AlexNet [85], VGG [164] and other CNN architectures such as ResNet [59] have achieved performance closer to human vision. Furthermore, a trend observed by [151] shows a drop of top-5 error rate from 28.2% in 2010 to 6.7% in 2014. A similar trend has also been observed in the application of speech and language processing. A popular example of this is the evaluation of the Bilingual Evaluation Understudy (BLEU) [130], scores used to evaluate machine-translated texts, which has been reported by [160] to have risen from 14.6 in 2007 to 23.6-24.7 by 2014.

Despite the achievements, the works of [31] and [108] in AI research have reported a new design requirement for the building of future AI systems. This requirement is robustness and interpretability. The requirement has risen after the applications from the previous decade have reported outright flaws in procedures and the transparency of their thinking abilities (as seen in Chapter 2, Section 2.2.2). Specifically, invoking questions like how does the AI system learns the problem? Why does it give erroneous predictions? Why does it fail with small changes in input despite showing near-human performance on the evaluated datasets?

A major criticism has been remarked from areas of situational awareness [181], mission-critical [181] and/or medical surgery [162]. A common point linking the aforementioned applications is their similar design requirement (or desideratum). The requirements are that the system on-site must be able to carry out swift and rational decisions in a short period. These applications also have high-stakes at hand, with consequences deciding between life and death. Take for example the case of robot-assisted medical surgery in the work of [162]
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and military coordination in [181]. In such cases, a wrong decision or delayed response can have fatal outcomes, e.g. a faulty stitch from the robot surgeon or an incorrect command issued by the drone responsible for reconnaissance in military outposts.

Further addressing this issue are the works from the AI research in [31], [181], [4], [108] and [56] who have all acknowledged that though the performance of AI has seen substantial improvement, the quality is not on par with rational human decision making. Such systems lack the capability of correct perception, reasoning and plan execution. This is notified critically by the remarks from [31] who have advocated the regulation of autonomous weaponry systems to prevent fatalistic effects in the coming future of robotics technology.

Apart from the design requirement from high-stakes applications, there is also exists the issue of adversarial attacks [128], [115], [173], [49]. These attacks also motivate the development of robust AI systems. This is because deep learning has been proven in literature [129] to be sensitive to small changes in the input that may be imperceptible to human beings but is sufficient to confuse the system.

Given the aforementioned reason, the research in AI has adopted a new trend in developing AI systems that are of broader intelligence as opposed to narrow intelligence, termed in [108]. The motivation now is to force AI systems to be capable of extrapolating their knowledge to samples outside the training distribution. Furthermore, systems should be robust to minute and imperceptible changes in the input. Given the key concepts of robustness, the next section considers the definition of robustness in both a formal and informal manner. This forms the subject of the next section.

2.4.1 Defining Robustness

This section aims to formally define robustness in AI as stated in the literature [31], [4], [61] and [187]. The section begins with reviewing three different definitions of robustness in the AI literature: a generic and a specific view-based definition and a formal version that uses the Lipschitz metric [62]. Then, a visualisation of the definition of robustness from the work of both [61] and [187] is briefly reviewed.
The previous section discussed the key concepts behind robustness in AI. In literature, there are several definitions for robustness. For example, [108] considers robustness to be a quality of a model that considers intelligence from a wide perspective, as opposed to a narrow one. According to [108], a narrow system is capable of performing a single goal, vice versa for the wider case. The wider intelligent systems do not require extensive retraining.

When considering robustness, the work by [108] considers the narrow intelligent system to be less robust to wider systems. They also lack the capability of transferring knowledge to other models and output erroneous predictions even with modest changes in inputs [108]. From this definition, it can be seen that a vital component of robustness is consistency in predictions.

This form of definition is also known as the globalist definition of robustness [56]. It gives a generic view of robustness. Alternatively, a more specific definition of robustness is defined in the works of [61] and [187]. This defines robustness as the “variation of prediction with respect to the changes in the input leading to that prediction” [56]. However, this definition does not specify the meaning of the variation information. A formal definition of robustness studies the meaning of variation in-depth and is discussed next.

### 2.4.2 Formal Definition of Robustness

The formal definition is proposed in [4]. This definition is based on the variation of the predictions of the classifier. According to this definition, a robust classifier must be able to predict correctly despite modest changes being made to the input. These modifications slightly perturb the input to the classifier. According to this definition, the outputs of a robust classifier should not be altered in the presence of such small changes to input.

Furthermore, to test the stability of the classifier function, this definition also studies the continuity of the classifier function. These works define robustness based on functional stability. Specifically, in the works of [4], [61] and [187] use the Lipschitz criterion [62] to assess the stability of the classifier function. The Lipschitz metric originates from the study of uniform calculus and real analysis [62]. It is also studied in fields outside of AI, e.g. for readers with a background in fluid mechanics, the Lipschitz continuity is used to
study airfoils in [45]. However, in the context of robustness, it is used to define the formal definition of robustness as shown below.

**Definition 3** Given a function, \( f \) that maps an input space in real dimension \( n \) to \( m \) dimensions, such that \( f : X \subseteq \mathbb{R}^n \rightarrow \mathbb{R}^m \). This function is locally Lipschitz if for a vector \( x_0 \) there exist a constant \( \delta > 0 \) and a constant \( L \in \mathbb{R} \) such that the norm of the difference between an arbitrary input point \( x \) and \( x_0 \) is bounded by \( \delta \), i.e. \( \| x - x_0 \| < \delta \), and that the norm of the difference of the neural network output functions \( \| f(x) - f(x_0) \| \geq L\| x - x_0 \| \) must not exceed the Lipschitz bound \( L \) based on the norm of the difference between \( x \) and \( x_0 \).

Here, \( x_0 \) is the focal or the anchor point from which the changes in the input space are measured. The quantity \( \delta \) denotes the amount of perturbation to the input \( x \) while \( L \) defines the Lipschitz bound. The term \( \delta \) decides how much the adversarial image should resemble an arbitrary input image \( x_0 \).

**Remark** An important point to note is that both the quantities \( x_0 \) and \( L \) are pre-determined. Since \( x_0 \) is seldom a known prior (i.e. initial value is unknown), it needs to be estimated along with \( L \) separately.

Given the above definition, it can be seen that defining the robustness of \( f \) can be quantified in terms of the bound \( L \) on the inputs. Adversarial examples are only classified incorrectly if they lie inside this bound. Outside this bound, they are classified as anomalies. The problem of course is then how to define these bounds ?, as well as what distance measure to use to differentiate both outputs \( f(x) \) and inputs \( x \) from adversarial samples ?. The requirements can be listed in the following way.
Robustness Requirements

- Defining the bounds on input $L$.
- Defining how much the adversarial images should resemble the input images by $\delta$.
- Defining the anchor $x_0$, a representative set of input samples from which the difference between the adversarial images are measured. The $x_0$ must lie within the decision boundary line to ensure it is a correctly classified example.

This is essential for generating adversarial attacks as well as for deciding robustness either through accuracy measures or optimisation of bounds, as in [4]. The methods in this chapter use accuracy measures to define robustness.

Though it is difficult to estimate $L$ at first, several papers adopt different approaches. One approach from the work of [4] involves taking the quotient of the $l_2$ norm of the deviation between the outputs and the $l_2$ norm of the deviations of inputs. The problem with this approach is that it involves computing distance for each of the data samples. This can be computationally expensive for large datasets, e.g. Sun RGB-D [169]. Other distances include $l_1$ or $l_\infty$ norms.

Specifically, the proposed framework in this chapter generates adversarial examples by selecting and randomly ranking samples from the dataset. Then, using the Euclidean distance between the feature outputs based on the original mini-batch and the feature outputs from the selected ranked batch, the top 10 closest neighbours with respect to each sample are randomly selected and replaced with the samples. This is done for the entire mini-batch until a new mini-batch is made up of neighbouring samples. This technique is inspired from [94], except they used this to generate noisy labels, the work in this chapter focuses on input images. The evident advantage of this method is that the bound $L$ and the anchor point $x_0$ need not be defined explicitly. Each mini-batch sample acts as $x_0$ and $L$ is not needed since nearest neighbours are used. In brief, the $l_2$ norm between the neighbourhood and original features implicitly defines $L$ and the randomly selected samples define the term $x_0$. It will
be later seen how this method of automatically learning to be robust by replacing samples of mini-batch with nearest neighbours is convenient. It avoids the difficulty of having to manually invent an attack, as this is outside the scope of this thesis.

### 2.4.3 Figurative Explanation of Local Robustness in Linear and Non-Linear Classifier

The definition of robustness can also be diagrammatically explained, as studied in the work from [145] and [103]. This work provides a qualitative description of how robustness can be locally defined using the predictions of a linear classifier in Figure 2.8 and a non-linear classifier in Figure 2.9. Both systems are trained on a 2D dataset of two classes. Class 1 is represented as red circles while class 2 is represented as blue crosses.

**Fig. 2.8** Predictions from the linear classifier provided in the works of [103] and [145]. Image re-printed from [4]

From the figures, it can be seen that the darker shades of the colour bands define how distant the predicted category is from the decision boundary represented as the blank white
region. Given that the dataset is 2D, the x-axis plots the first dimension and the y-axis plots the second dimension of the data. Observing the figures, the linear correctly classifies more samples than the non-linear classifier. Having the correct representation of data and correct decision boundaries can affect the robustness of the classifier. Additionally, considering the case of the non-linear classifier, if one was to consider any point in the boundary line as the anchor, then as the distance away from the boundary increases, the predictions begin to vary and are more inconsistent with each other. On the other, the predictions from the linear classifier are very stable away from the decision boundary.

Fig. 2.9 Predictions from the non-linear classifier provided in the works of [103] and [145]. Image re-printed from [4]

In summary, the key messages that can be taken from this section are that robustness can be defined in both a global and local sense. Robustness can be defined for a minute and imperceptible changes in the input. This is an important property in a robust AI system. Furthermore, the figurative explanation of robustness gives the message that for
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A classifier to be robust, it must have an accurate and well-defined decision boundary that distinctly separates dataset points. However, it is difficult to design robust systems. This is discussed further in the next section.

2.4.4 Challenges in Developing Robust Artificial Intelligence Applications

This section aims to introduce various challenges involved in the development of robust AI systems. The previous section discussed the definition of robustness both in the global and local settings. It was discussed that being consistent in predictions while dealing with minute changes in the input is an essential requirement for robustness.

Designing robust systems entails plenty of challenges. Some of these are highlighted in [31] and are briefly reviewed in this section. The highlighted challenges include tackling human user error, adversarial attacks, misspecified goals, incorrect models and unmodeled phenomena.

Considering first the human-user error, an example for this is provided in [31] for the case of a robotic surgery and weapon automated system. Here, the human in the loop system may commit an error e.g. out of oversight or inconsistency which can result in a wrong surgical action or false weapon deployment in the case of the weapon automated system. Therefore, in this case, it should be vital for the system to be robust to human-user error.

Next, considering misspecified goals, these can arise from conflicting requirements between the original intended AI system design goals and the end-user goal. An example of this is provided in [31] as commanding a self-driving car to “get to the airport as soon as possible”. One possible fatal outcome of such command can be that if the system such as the self-driving car interprets it without reasoning the outcome, then carrying the command may result in breaking of laws, injuring of pedestrians and/or the driver. To avoid this scenario, the system must be able to account for aleatoric uncertainty for rational decision making. In doing so, the system must take into account both the human laws and the laws set for the autonomous system. On the other hand, it is worth noting that if the laws do not take
into account aleatoric reasoning, the result can be catastrophic and may lead to the case of misspecified goals.

Next to consider is incorrect modelling. Such examples are the exact opposite of misspecified goals. These can occur if the epistemic reasoning (reasoning based on knowledge) of the system is incorrect. This is caused when the AI system is not robust to errors within the model it builds of the real world. Consequently, the system can generate a prediction that is outside its actions. For example, the case of uncertainty in the positional data in mobile robots can lead to errors in precision [31].

Lastly, unmodeled phenomenon challenges arise if the system is not able to account for the knowledge needed to solve a problem. This is different to incorrect modelling since in that case the knowledge is present but incorrectly models the world. On the other hand, error because of the unmodeled phenomenon is more difficult to deal with since not all AI systems are modelled incorporating knowledge of everything in the world. If this was true then the model would be too complex for the problem it needs to solve. Additionally, it will require large amounts of the training set. This balance of model complexity and training dataset decides the error in decisions [31]. It is formalised in [31] in the equation (2.34)

\[ \text{error rate} \propto \frac{\text{model complexity}}{\text{training datasize}}. \]  

(2.34)

From the equation it can be seen modelling every aspect of the world would increase the complexity of the model and this, in turn, would take an extremely large amount of dataset to compensate. This of course is limited by computational expenses as well.

This section explores the various challenges highlighted in the AI literature [108], [31] in designing robust AI systems. These include adversarial attacks, human user error, unmodeled phenomena, misspecified goals and incorrect modelling. This section does not include detail for adversarial attacks, however, Section 2.1.5 discussed a common type of white-box attack, i.e. the FGSM. In the next section, it is seen how uncertainty and meta-learning can be used to achieve defense against such attacks.
2.4.5 Uncertainty and Meta-Learning Based Methods For Adversarial Robustness

This section aims to discuss methods in uncertainty and meta-learning for adversarial robustness. Uncertainty is a valuable tool in highlighting confidence in predictions. The future trends in AI technologies aim towards endowing robustness and interpretability to DNN architectures [108]. Thus, having an interplay of robustness and interpretability would be advantageous from the standpoint of AI safety and establishing trust in AI technology.

The fields of uncertainty based learning and meta-learning can be used to explain the link between interpretability and robustness. Briefly, uncertainty based learning focuses on the interpretability of AI systems and meta-learning allows multiple learning objectives to be learned at the same time. In this thesis, the additional objective is robustness and the proposed solution in this chapter uses regularisation to enable this objective as a separate training step (see Section 3.2). This section begins with a brief introduction to both fields. It then provides a survey of the various techniques, the pros and cons of each and finally end with a summary section. This section also highlights ways in which robustness can be linked to the interpretability of DNNs. This can be summarized as follows.

**Linking Interpretability to Robustness**

- Uncertainty allows models to be interpretable
- Uncertainty can be used as a tool to highlight the impact of adversarial attacks and/or noisy images
- Uncertainty can be used to explain the robustness against attacks with different strengths

Learning from uncertainty is an actively developing field in Bayesian deep learning. It is practised in many forms under different fields. The most widely adopted ones are Bayesian deep learning and meta-learning [155]. Meta-learning treatment of uncertainty-based
learning consists of recognizing that learning from uncertainty is a meta step (an additional objective) that operates along with the standard gradient descent step. Meta-learning also forms part of continual learning.

In literature, meta-learning is applied to semi-supervised tasks, carried out in noisy, uncertain conditions. In this type of learning, the dataset comes with limited labels. This can be seen in the works of [177] and [94]. The difference in their approach is that [177] adopts a global averaging scheme on DNN weights as a means of modelling noise in the labels, while [94] generates an external noise model and a student-teacher learning scheme (as in [195]) to teach their network to be consistent in predictions. Other methods along these lines [195] adopt a similar strategy by using consistency as a means of teaching reliability. However, these methods involve implicit noise generation which requires alteration of DNN architectures. They are also difficult to scale in terms of the number of layers, whether it is convolutional or fully connected.

In uncertainty based learning, the emphasis is given to the correct use of the variance information. This variance information is then utilised for learning in the presence of adversarial attacks. A few notable works in literature include [181], [144] and [106]. Considering the work from [181], it emphasises the relationship between interpretability and robustness to adversarial attacks. Their approach is to use saliency methods to determine whether uncertainty is a good measure of attack strength. They test their results on CWA attacks. Their results show that saliency maps do not provide good measurements of attacks. The author claims that they are not sensitive enough to detect the attacks. However, the author concludes by foretelling that other more robust Bayesian methods in DNNs may provide a stronger relationship between explainable AI and robust AI.

An improvement on the approach by [181] is carried out in the work of [144]. The method likens adversarial perturbations to random Gaussian perturbation (or Gaussian noise) and provides evidence of a clear relationship between increased attack strength and the increase of model uncertainty (or epistemic uncertainty).

The work of [144] also compares detection methods from both MC dropout, standard DNNs and prior networks. For a quick recap, MC dropout is a Bayesian deep learning
technique that uses dropout layers to obtain uncertainty. Prior networks, on the other hand, generate distribution implicitly as learning representations [106]. Results show that MC Dropout and standard DNNs behave similarly to both black-box and white-box attacks. Both are good at detecting FGSM attacks but are ineffective against black-box. Prior networks are found to be robust against FGSM attacks but perform worse on black-box ones. Furthermore, it is proven that standard DNNs perform best under adversarial learning objectives.

On another side of the application, a further study in the use of uncertainty to mitigate the effects of adversarial attacks is carried out in the works of [152], [165] and [57]. These works aim to reduce the effects of adversarial attacks. Major differences between their approaches are that [152] uses a GAN to train their main network to resist attacks while [165] and [57] uses Bayesian methods. Specifically, [165] uses softmax variance to account for uncertainty while [57] uses MC dropout. GAN methods don’t discriminate between black-box or white-box attacks. Therefore such methods are flexible and applicable to any form of classifier. MC dropout, on the other hand, can scale well with network architecture.

In [165] the softmax variance is an approximation to the measure of mutual information [104]. Mutual information measures the KLD between the joint and the marginal distributions of two random variables. A random variable is a function that maps an event to the real space. Comparing this with sample variance obtained from MC dropout, it is shown that mutual information accurately represents uncertainty in predictions in the presence of attacks.

The drawbacks of these approaches are that GAN based methods are difficult to train since they involve optimizing two separate DNN models. These are the discriminator and the generator. MC dropout is very slow at uncertainty computation due to continuous sampling of variance and the quality of uncertainty measure is also dependent on the sampling rate. Another important factor is the issue of calibration. Both GAN and MC dropout methods poorly calibrate uncertainty as opposed to the slightly better softmax variance.

There also exist a line of papers that focus on placing distribution on each layer and propagate the probabilities across all the layers of their respective DNN architectures [150], [189], [64], [42], [29], [17]. For brevity, these can be termed as density
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propagation methods [29]. They differ from the aforementioned ones as those only consider placing distributions on outputs or using sampling-based methods. These methods are not reliable and cannot generate well-calibrated uncertainties, especially those that involve the use of softmax probabilities [41]. They also have the issue of scalability. It can take longer to run large architectures (e.g. > 10 layers). The advantage of using density propagation methods is that they inherently compute expected predictions along with the uncertainty estimates. These are computed at the outputs for every layer. This is beneficial from the standpoint of computation since standard Monte Carlo based VI methods require continuous sampling.

Some methods use Bayesian methods for propagating density functions. To recap, the goal of Bayesian inference in BNNs is to infer the posterior distribution over the weights of the neural network. There is also the need to compute the expectations w.r.t posterior. In the earlier sections, it was seen that VI methods can be used to approximate posterior distribution in BNNs. Despite it has been shown in the literature that this can be scaled to large architectures [52] such as ResNet [59], certain limitations render the practicality of VI unfeasible. Although these have been discussed in the previous sections, the below paragraph provides a quick recap.

First, the variational loss in equation (2.13) (see Chapter 1) is intractable. It does not have a closed-form analytical solution. Solutions often rely on approximations such as the reparameterization trick (see Chapter 1, Section 2.1.9). However, these results in approximations of gradients that are stochastic (i.e. high variance). Secondly, the KLD term in the variational loss does not have a close form analytical solution except for Gaussian priors [150]. This limits the choice of the prior distribution and also adds on a heavy computational budget [189]. Thirdly, the VI approach is very sensitive to the choice of prior [117].

The limitations of methods in density propagation [150], [189], [64], [42], [29], [17] can be discussed as follows. Firstly, [150] focuses on obtaining a closed-form solution to the KLD term while [189] aims to develop methods for automatic selection of prior variance via empirical means. From the point of view of the author, both [189] and [150] attempt
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This section aims to review the field of continual learning. Continual learning aims to provide solutions in key areas of machine learning where tasks are presented consecutively. The
motivation behind this is that real-world tasks continually evolve and the size of datasets often prohibits frequent batch updating. This is a difficult objective in machine learning since many learning algorithms rely on batch-wise learning of the entire dataset. Real-life applications often involve solving a set of related tasks that need to be jointly handled, e.g. in learning multiple tasks consecutively. This is an issue that can become problematic as AI technologies become more and more prominent in applications worldwide.

Neural networks can be vulnerable to catastrophic forgetting [38]. A phenomenon in which a substantial drop in performance is observed when a network is presented with a new task. This is true whether the new task resumes a portion of the current operating dataset or switches to a completely new one. Continual learning (CL) targets solutions to deal with forgetting.

The past two decades of AI witnessed a rise in algorithms that can learn from stationary datasets and perform with near, or in some cases beyond, human-level accuracy [85], [59]. A further study on the vulnerabilities of DNNs, in the form of erroneous predictions and sensitivity to imperceptible input changes, has led to several works in research advocating the importance of robustness and interpretability [108], [31].

In the real world, data comes in a dynamic, stream-like format. This is a huge issue for DNNs because, apart from vulnerability to imperceptible attacks, DNNs have been reported to be only capable of learning static or stationary datasets [38]. Consequently, they may only be able to operate on data streams temporarily, becoming obsolete as soon as the data stream is changed. From the standpoint of cybersecurity, continuous hacks and attacks can contribute to the dynamic changes in data streams. This can worsen the situation.

When solving for continual learning, it can be helpful to take inspiration from learning dynamic methods. Learning in the human brain is one example of continual learning. In literature, [38], a study on dynamic learning in the brain shows that learning concepts sequentially is an inherent phenomenon in the human brain. However, literature also shows that even the brain can suffer from catastrophic forgetting. For example, a study by [127] shows that a group of adults of Korean descent underwent a shift in the environment once adopted by French families. The analysis of their brain’s linguistic capabilities showed that
their behavioural pattern did not discriminate regardless of the language they were presented with. Thereby, approaching the conclusion that there is an absence of residual knowledge as a result of catastrophic forgetting.

Despite this, studies have shown that though the human brain gradually forgets old information, a complete loss of all of the previous knowledge is rarely observed [38]. This, on the other hand, is not the case with DNNs. DNNs cannot learn in this manner. As they are presented with the new data (knowledge), learning by backpropagation completely overrides knowledge of the previous data. One may even argue that this can be the reason why some fine-tuning techniques require the freezing of earlier layers [85], [59]. To study this in detail, CL aims to investigate ways to circumvent this problem. Hence, the next section aims to give a brief overview of this field and the types of techniques adopted.

2.5.1 Defining Continual Learning

This section aims to give a brief introduction to the field of continual learning, the underlying problem, how it is approached, the concept of stability-plasticity phenomenon and some examples of the types of approaches in CL. Particularly, those dealing with regularisation. Continual learning is defined as the type of learning in which the learner acquires knowledge from an infinite stream of data/tasks [28], [193]. Continual learning is also known with various monikers such as lifelong learning and continuous learning [22]. Meta-learning is also considered as a type of continual learning [155] (see Chapter 4, Section 2.4.5).

The main challenge of CL is that the learner must be able to acquire knowledge gradually. It also must be capable of extending this knowledge to tasks incoming in future. Additionally, it should not suffer from catastrophic forgetting [38]. This requires that the learning system retains knowledge from previous tasks. Catastrophic forgetting is observed when there is an abrupt drop in performance on previously learned tasks at the onset of receiving a new task.

The vulnerability of neural networks to dynamically changing datasets can also be explained as a result of the stability-plasticity dilemma [53]. The term plasticity refers to the ability to integrate a vast amount of knowledge and the stability of the acquired knowledge refers to its conservation [53], [111]. This phenomenon explains forgetting in DNNs in
two folds; a) it establishes as a constraint for distributed learning systems, b) highlights the weakness of overlapping internal representations as a direct consequence of the excess of stability. It is challenging to achieve a balance between adapting to recent data and retaining knowledge from old data. Too much plasticity leads to catastrophic forgetting and too much stability leads to an inability to adapt to new knowledge. Consequently, the ability of DNNs to train on a continuous stream of data can be constrained by their plasticity and stability. Furthermore, [37] suggests that DNNs have highly distributed internal representation, resulting in overlapping patterns of activation at hidden layers. This causes override of previously attained knowledge at the onset of receiving new information.

Several research works have aimed at circumventing the issue of forgetting in DNNs. Some target the overlapping internal representation problem using dynamically shifting representations, e.g. in the work of [37]. Also referred to as parameter isolation methods [28]. Others retain portions of training set whilst training new tasks [163], [147]. This is also referred to as replay methods [28].

Finally, some methods make use of regularisation techniques. Such methods focus on constraining the weight update rule. The underlying idea is to encourage learning new concepts while learning on the current task. At the same time, retaining and consolidating prior knowledge and memory. The advantages of these methods are that they do not require storage of raw inputs. This alleviates the problem of memory consumption to a certain extent. Regularisation methods are also flexible since restrictions can be placed on inputs or loss functions. In literature, regularisation methods can be sorted into two types; data-focused and prior focused methods.

Data focused methods work on refining knowledge gained from previous models trained on former tasks. In literature, this is also known as knowledge distillation [65]. The first solution in CL literature to use distillation is from the work of [163]. This involves using previous model outputs to consolidate knowledge of the model acting on new inputs. This work is further improved by [95] which aims at using outputs of the previous model trained on the prior task as labels. This requires that network outputs are stored separately.
The disadvantage of this approach is that storing knowledge from previous model configurations can consume large amounts of memory depending on the number of tasks. Further disadvantages of this approach include; a large overhead for forwarding combination of new tasks and gradual build-up of errors to the prior tasks if the relationship between the new and prior task is not strong.

An improvement in the direction of better distillation and consolidation can be seen from the works of [74] and [194]. The difference in their approaches is that [74] works with using all of the datasets and maintains the original feature space of the source domain (i.e. the domain of the dataset). It is more applicable to popular gradient descent techniques. On the other hand, [194] works similarly to [74]. The difference in their approaches is that [194] performs training in three steps; first, they deploy a separate model that trains only on the new classes, secondly, they combine their two individual models (one trained on previous tasks and the other on the current task) by training them jointly using a double distillation training objective, then finally they consolidate both their models using stored auxiliary dataset. Samples in the auxiliary dataset have rich and robust feature representation which best describes what is required to learn the task.

The main idea behind the double distillation approach by [194] is that this type of distillation allows their model to learn from two separate pretrained ones (termed teachers). This has two major benefits over other methods like [74]; one is that it helps get rid of intrinsic bias caused by over-regularisation and secondly, it improves the generalisation of the learning system. Regardless, both the works [194] and [74] are capable of using their algorithm in the presence of the entire training set.

This section considered the definition of continual learning while exploring the challenges and various methods in combating catastrophic forgetting. In particular, the regularisation methods were emphasised. These methods focus on additional constraints on weight updates as well as inputs. In the author’s opinion, these methods generally aim at using regularisation based on the inputs and either use distillation or penalise inputs directly. However, regularisation methods are promising since they provide solutions for overfitting. It is difficult to achieve the same with other methods that require memory storage.
consumption. In the next section, a more Bayesian approach to regularisation methods is explored.

2.5.2 Bayesian Methods for Continual Learning

This section aims to focus on methods that use Bayesian approaches to CL. The aforementioned techniques in the previous sections focused on weight parameter based loss or input regularisation. Though promising, such techniques often require careful crafting of loss function penalties. This is done so to avoid overfitting [19].

An alternative approach to regularisation is to adopt Bayesian methods. This section will begin by discussing the choice of Bayesian approaches in CL. It then proceeds to discuss how the Bayesian methods can act as regularisation based solutions to continual learning. It also briefly recaps Bayesian learning. Finally, it reviews two of the most popular techniques used in Bayesian CL; variance guided continual learning (VCL) [121] and the Uncertainty Guided Continual Bayesian Networks (UCB) [32].

The main idea behind CL is that the model should keep itself up to date with the changing data. The concept of updating weights while observing data changes is similar to learning in Bayesian methods. Bayesian learning is an exemplary candidate for continual learning. To recap, Bayesian models, update using the distribution over model parameters (i.e. the posterior). When the new data is encountered, the combination of what is learned from the previous data (based on the old posterior) and what is learned from the current data (based on the observation likelihood) is used for updating the posterior. The downside of Bayesian approaches is that the posterior inference is intractable for large datasets and complex distributions. In literature, several approximations can be used. These include VI [52] and Laplace approximation [166]. VI has been briefly reviewed in earlier chapters and Laplace approximation is outside the scope of the thesis. The next subsection will review two of the most recent techniques in continual learning that inspire from both VI and Laplace approximation, i.e. the VCL and UCB. First, the use of VI approximation as a regularisation based solution in continual learning is discussed.
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UCB and VCL were inspired by Bayesian methods in continual learning. Bayesian methods act as regularisation based solutions for continual learning. The objective function used for training can be seen in equation (2.35). The main aim is to optimise the objective function in equation (2.35) (taken from [121]). The posterior update is performed using the prior and the posterior w.r.t the former task (2.36). On a side note on notations, previous chapters dealt with examples of stationary datasets. When considering the equations in this chapter, data samples $x$ or labels $y$ are indexed with $t$, since the difference now is that these quantities are task dependent. Therefore, $\theta_t$ represents the parameters estimated based on task $t$ and $\theta_{t-1}$ represents those estimated on the previous task. The equations for the loss function for Bayesian methods for continual learning and the posterior update is shown in equations

$$
\mathcal{L}^t(\theta_t) = \sum_{n=1}^{N_t} \log p(y_i^{(n)} | \theta_t, x_i^{(n)}) - \frac{1}{2} \lambda_t (\theta_t - \theta_{t-1})^T S_{t-1}^{-1} (\theta_t - \theta_{t-1}),
$$

(2.35)

$$
p(\theta | \mathcal{D}_{1:T}) = p(\theta) \prod_{t=1}^{T} p(\mathcal{D}_t | \theta) p(\theta | \mathcal{D}_{1:T-1})
$$

(2.36)

where $\prod_{t=1}^{T} p(\mathcal{D}_t | \theta) \propto p(\mathcal{D}_T | \theta)$.

The maximum likelihood, as discussed in Chapter 1, Section 2.1.8, involves optimizing the parameters $\theta$ of the Bayesian model so that the output distribution matches closely to the training set. In other words, maximising the probability of observing the data. The additional regularisation term is added as part of CL training to prevent catastrophic forgetting [194]. Briefly, this term adds a loss term that directs the change of parameter configuration based on the current task $t$ towards those estimated in the previous task $t-1$. This is also referred to in the literature as knowledge consolidation [194] since it encourages the learning system to retain knowledge from previous tasks.
The hyperparameter $\lambda_t$ is used to control the level of contribution from the previous data and the diagonal matrix $S_{t-1}$ controls the strength of the regularisation, e.g., a diagonal of twos will result in twice the regularisation strength as opposed to unit diagonals of the matrix $S_{t-1}$. Ideally, it would be good to have high values of $\lambda$ to enforce consolidation, however, one must be reminded about the stability-plasticity dilemma (see Section 2.5.1).

**Variance Guided Continual Learning and Uncertainty Guided Continual Bayesian Networks**

The VI and the Laplace approximation has inspired two of the most popular works in Bayesian methods for continual learning; VCL [121] and UCB [32]. In comparison, VCL differs from UCB in that it uses both VI and Monte Carlo sampling-based techniques for both discriminative and generative setting. UCB, on the other hand, focuses on discriminative and weight pruning tasks. Though Bayesian in setting, VCL also exploits replays which they term core-sets [121] in their paper. UCB, on the other hand, does not use any form of representative data from previous tasks. The objective function of both the approaches is given in equations (2.37) and (2.38) taken from [121] and [32]

$$\mathcal{L}_{\text{VCL}}(q_t(\theta)) = - \sum_{n=1}^{N_t} \mathbb{E}_{\theta \sim q_t(\theta)} \left[ \log p(y_t^{(n)} | \theta, x_t^{(n)}) \right] + \text{KL}(q_t(\theta) \| q_{t-1}(\theta)), \tag{2.37}$$

$$\mathcal{L}_{\text{UCB}}(\theta, D) = -\mathbb{E}_{q(w | \theta)} \left[ \log (p(D | w)) \right] + \text{KL}(q(w | \theta) \| p(w)). \tag{2.38}$$

Here, the terms $\theta$ and $w$ correspond to the parameters of the variational posterior and the weights of the BNN respectively. Though they both exploit VI as their approximation scheme. However, the UCB approach uses the BBB algorithm for training their BNN based architecture. VCL, on the other hand, updates the posterior of the new task by multiplying the prior with their posterior on the previous task. This is similar to the method mentioned in equation (2.36).

Furthermore, VCL also compares their update scheme using Laplace propagation [166] as opposed to VI. Another important difference in the approaches of VCL and UCB is
the use of sufficient statistics. Particularly, UCB uses the variance information from the probability distribution on weights to update the learning rates for each of the layers of their BNN architecture. In particular, given that the weights of the variational posterior $q(w|\theta)$ are represented by a Gaussian pdf. Then, using the reparameterisation trick (see Chapter 2, Section 2.1.9), the weights can be obtained using the function $g(\varepsilon)$. This is shown as

\[
\theta = (\mu, \sigma^2) \quad \text{where} \quad \sigma = \log(1 + \exp(\rho)), \\
g(\varepsilon) = w = \mu + \sigma \circ \varepsilon. \tag{2.39}
\]

Here, $\varepsilon$ is a random variable sampled from a Gaussian distribution of unit variance and zero-mean. Additionally, $\theta$ defines the parameters of the Gaussian pdf. This represents the variational posterior. The sufficient statistics are denoted by $\mu$ and $\sigma^2$ and the term $\varepsilon$ is a noise drawn from a unit Gaussian. The Gaussian distribution has diagonal covariance where $\rho$ represents the diagonal elements. The noise is multiplied point-wise (i.e. $\circ$) with the standard deviation $\sigma$. The learning update rule is defined using the standard deviation which represents the uncertainty. In particular, the UCB approach adopts two separate approaches to learning rate updates. In one, the learning rate is updated by dividing with $\frac{1}{\sigma}$ and in the other by $\frac{|\mu|}{\sigma}$. The second quantity is also known as the Signal-to-Noise ratio (SNR). In signal processing, SNR can be used to outline the desired part of a signal as opposed to the noisy part [47]. The higher the SNR value of a signal, the less noisy and more informative the signal. The opposite for a noisy signal when considering the vice versa.

When considering the disadvantages for each of the approaches, it follows that VCL has the disadvantage that it is not flexible. VCL works only for limited types of variational distributions [121]. If the user does not exploit the suggested type, then the repeated iterations for each task can accumulate errors. According to [121], this alongside the approximation of the KLD step can cause catastrophic forgetting. For this reason, the VCL approach uses episodic memory. The concept is similar to auxiliary datasets (see Section 2.5.1). For each task, a core-set is computed. This set can be chosen at random, however, VCL uses a clustering method that centers the set according to its importance. Furthermore, there a couple of caveats with the VCL approach: a) specification of posterior (Gaussian posterior)
is needed, b) it is required that posterior remains close to prior and explanation of why this is important in variational approximation growth, c) the KLD is available for closed-form but the likelihood is not, hence why MC with reparameterisation is utilised which can suffer from biased gradients [39]. On the other hand, though UCB outperforms VCL, it utilises a multi-classifier approach to continual learning. This means that for each task a separate classifier is used. According to [28] and [116], techniques that employ a multi-classifier approach do not fully solve the problem of continual learning. A much better investigation would be so that what will be the performance difference on a single classifier. This is studied in the methods proposed in this Chapter, they also form the subject of the next section.

This section reviews the Bayesian methods in continual learning. It is seen how VI approximation in Bayesian methods can act as a regularisation based solution to continual learning. In particular, two different approaches adopted from Bayesian methods are reviewed: UCB and VCL. Additionally, the advantages and disadvantages of each of the approaches are considered. It is seen that VCL uses additional memory to store auxiliary datasets while UCB uses different classifiers for different tasks. The next section discusses the summary of this chapter and the proposed methodologies in each of the three areas reviewed in this chapter are provided in Chapter 3.

### 2.6 Summary

The chapter provided background knowledge on deep learning. This included the difference between machine learning and deep learning. Then, the convolutional architecture LeNet was reviewed. This was followed by the limitations of standard neural networks in computer vision applications. Then, some of the common layer configurations in convolutional networks were also covered. The focus of the chapter then shifted to adversarial attacks. Here, it was mentioned that despite the success of deep neural networks in image recognition, CNNs and DNNs are known to be easily tricked to output erroneous predictions despite minute changes in the input that are imperceptible to the human eye. Furthermore, both the non-linear and the linear views of the vulnerability of CNN and DNNs were
reviewed, followed by the review of the fast-gradient sign method. The chapter then focused on providing background information on Bayesian methods. These methods allow the impact of uncertainties which can be used to deal with both erroneous predictions and vulnerability to adversarial attacks. In particular, approximation methods for the Bayesian approach such as variational inference and Monte Carlo methods were reviewed. Finally, the non-parametric Bayesian methods, in particular, the Gaussian process was discussed. The chapter then shifted to the background literature for the methods proposed in this thesis for the area of semantic segmentation, robust learning and continual learning. Firstly, it was seen that segmentation is an extension to classification. In the author’s opinion, it can be seen as a more category region-based localisation extension of classification. Then, some of the most popular architectures in deep learning were considered. It was seen that the deep learning approach learns features automatically. However, like most deep neural networks, it is vulnerable to erroneous predictions and adversarial attacks. This motivated the section on uncertainty-aware segmentation methods. Here, the deep learning based approaches to uncertainty modelling were reviewed. Then, the focus shifted to the use of generative adversarial learning and GANs. In particular, the architectures DCGAN and LSQGANs were reviewed, as well as reviewing how LSQGANs can be used to improve learning in generative networks and deal with the problem of mode collapse. Secondly, the chapter then focused on literature involving the robust learning area tackled in this thesis. This began with the introduction to the field of adversarial robustness. Firstly, it was seen that the definition of robustness varies for different fields. In particular, both the informal and formal view of robustness was given as well as using examples of a linear and a non-linear classifier to explain the formal definition of robustness. Then, the challenges of developing robust artificial intelligence were considered. In particular, the effects of the unmodeled phenomenon, the human-user error, misspecified goals and incorrect models. The challenges from adversarial attacks were then considered in a separate section. This was followed by the review of literature in uncertainty and meta-learning based adversarial defence methods. It was reviewed that these methods establish a link between interpretability and robustness. Lastly, the focus of the chapter shifts to the final area tackled in the thesis, i.e. continual
learning. Firstly, it was seen how DNNs are unable to learn dynamic datasets that are introduced sequentially in separate tasks. Furthermore, the definition of continual learning was introduced, including challenges in continual learning in the form of catastrophic forgetting and the stability-plasticity phenomenon that makes learning on continuous data. Then, it was also discussed that Bayesian methods can offer solutions to continual learning problems, specifically from variational inference in VCL and adaptive learning rate in UCB.
Chapter 3

Methodology

Chapter Overview

- Provide the background knowledge in pixel-wise labelling in semantic segmentation, all as operating as part of scene understanding.

- Introduce to the Bayesian SegNet architecture and investigate the use of uncertainty quantification in the Bayesian SegNet.

- Introduce to the notion behind generator adversarial neural networks and discuss how adversarial learning can be used to leverage uncertainty quantification.

- Discuss the uncertainty based solutions as part of the methodologies proposed in this section.

- Discussion on the role of robustness in artificial intelligence.

- Discussing the field of adversarial attacks, including discussion on both black box and white box.

- Relating learning from noisy labels to meta-learning.

- Role of Gaussian processes in adversarial robustness. Introducing the field of continual, including discussion on catastrophic forgetting and sequential task incremental learning.

- Literature survey of different methods in variance guided continual learning and other regularisation-based approaches.
3.1 Methodology for Semantic Segmentation

This section discusses the methods proposed for improving the performance of deep learning-based segmentation using adversarial learning, with a specific focus on the Bayesian SegNet [78]. The Bayesian SegNet is a popular architecture in segmentation that builds on the original SegNet [7]. The proposed architecture leverages model uncertainty obtained from the SegNet architecture at train time and uses adversarial based learning to obtain high-quality segmented maps. The novel contributions of this chapter in segmentation are discussed next.

3.1.1 Novel Contributions in the Area of Semantic Segmentation

The novelties of the proposed methods in the area of semantic segmentation are that for the first time, an add-on architecture that improves the performance of the popular architecture SegNet in the presence of a physical attack which reduces the receptive field size of the network. This architecture takes the form of two discriminator networks that are trained separately. These are termed uncertainty critic (UC) and quality critic (QC). One discriminates between segmentation maps coming either from the SegNet or the ground truth. The other discriminates between the model uncertainty obtained from the SegNet and an ideal solution that represents no uncertainty. The hypothesis regarding the proposed architecture approach states that uncertainty is a measure of confidence, learning from uncertainty can help improve the performance of neural networks. Furthermore, dealing with uncertainty is beneficial for decision making in neural networks for applications that pose as highly uncertain environments. Then, the second novel contribution is that the results, in Chapter 4, show that higher accuracies compared to the Bayesian SegNet are obtained. Training is performed on a small-sized dataset called CamVid [16] and a large-sized dataset Sun RGB-D [169]. The results show that dealing with uncertainties is beneficial for decision making in neural networks, especially in applications with highly uncertain environments. The next section goes further in-depth in studying the proposed architecture from the point of view of layer configuration and layout of the layers.
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3.1.2 The Proposed Architecture: AdvSegNet

Network Layers

The proposed architecture (the AdvSegNet) inspires greatly from the popular architecture SegNet architecture. As shown in Figure 3.1, this is a simplified version of the original the Bayesian SegNet [78]. The differences can be listed as follows. The input receptive field is reduced to 128 x 128 x 3 (height, width, depth). This is done to simulate an attack where the receptive field of the system is damaged from noise, adversarial attacks or even physical ones.

The encoder consists of a series of convolutional layers and 2 x 2 sized pooling layers inserted after every block of convolutional layers. The initial kernel size of the convolutional layers is set to 3 with 64 filters. The number of filters is doubled after every block.

Dropout layers are inserted after the 3rd, 4th and the 5th pooling layer. The probability of dropout is set to 0.5 for each dropout layer. Convolutional layers decompose the features of an image and hierarchically learn them, starting from simple features in the earlier layers and more complex ones in the later layers. Pooling layers downsample these features.

Batch normalization layers are added to the SegNet after every convolutional layer. These layers scale and adjust the activations of network layers and help in the stabilizing of the training process. These are followed by rectified linear units (ReLU) [85] that introduce the non-linearities in the network.

The decoder architecture follows a similar style. However, it uses upsampling layers that increase the window size back to 128 x 128. Dropout layers are added before the start of the decoder and before the 1st and the 2nd upsampling layer. This is then passed through a softmax layer. The softmax layer reduces the dimensions of the logits of the AdvSegNet to probabilities of class predictions. Then, the architecture is run several times to output dropout samples.
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Fig. 3.1 The AdvSegNet architecture. The dropout layers are placed after the third, fourth and fifth convolutional block in the encoder half and before the first and second upsampling layers in the decoder half. For the two critics UC and QC, dropout layers are placed after each convolutional block.

**Uncertainty and Quality Critic**

Once the dropout samples are obtained from the decoder, the sample mean and the sample variance is calculated as shown in the equations below. The output of the decoder is denoted to be $g_{n,t}$ for the $t^{th}$ run on the $n^{th}$ input image $x_n$. Here, $n = 1, \ldots, N$ and $N$ is the number of training images. Then the mean of the dropout samples is defined as $\mu_n$. The model uncertainty (variance) is defined as $\sigma_n$. These are shown in equation (3.1) and (3.2) respectively. The mean is fed to QC and the model uncertainty to UC. The mean and the variance are shown obtained as

$$\mu_n \approx \frac{1}{T} \sum_{t=1}^{T} g_{n,t}, \quad (3.1)$$

$$\sigma_n \approx \frac{1}{T} \sum_{t=1}^{T} g_{n,t}^T g_{n,t} - \mu_n^T \mu_n. \quad (3.2)$$

The QC is a discriminator that outputs the logits denoted by the term $d_n^{QC}$. QC learns to map the ground truth sample $y_n$ to ‘1’ (real) and dropout samples $\mu_n$ to ‘0’ (fake), this is so that
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$D_{QC} \colon \{y_n, \mu_n\} \to \{0, 1\}$. UC, on the other hand, is defined as a discriminator that learns to map the perfect solution (no uncertainty), $\sigma_p$, to ‘1’ (real) and the uncertainty coming from the SegNet, $\sigma_n$, to ‘0’ (fake). We represent its logits as $d_n^{UC}$. This can be shown as $D_{UC} \colon \{\sigma_p, \sigma_n\} \to \{0, 1\}$. The perfect solution is considered to be a blank white image of dimensions 128 x 128. Given the architecture, the loss functions are discussed in the next section.

3.1.3 Loss Functions for the Proposed Architecture

This section aims to discuss the loss functions used in the proposed architecture AdvSegNet. Conceptually, the losses in the training of the AdvSegNet follow a similar approach to [102]. There is a total of three loss functions used. Each with a different purpose. These can be listed as a) cross-entropy, b) adversarial loss on QC, c) adversarial loss on UC.

The cross-entropy loss takes the logits from the SegNet architecture. The adversarial losses take the logits from both the outputs of UC and QC. The cross-entropy loss is denoted as $L_{SEG}$, while the critic losses as $L_{UC}$ and $L_{QC}$. This is shown as

$$L_{SEG} = -x_n \log(\mu_n) + \frac{1}{2} \mathbb{E}[d_n^{QC} - 1]^2 + \frac{1}{2} \mathbb{E}[d_n^{UC} - 1]^2.$$  \hspace{1cm} (3.3)

The cross-entropy term encourages AdvSegNet to produce labels that match the ground truth observations. The first term in the square brackets in (3.3) defines the adversarial loss for QC and the term in the second square brackets for UC. These losses both encourage the AdvSegNet to a) improve the quality of segmented label outputs, b) learn to deal with uncertainty. Furthermore, the individual loss functions of the critics that ensure that both QC and UC discriminate effectively are calculated in (3.4) and (3.5) as shown

$$L_{QC} = \frac{1}{2} \mathbb{E}[d_n^{QC} - 1]^2 + \frac{1}{2} \mathbb{E}[d_n^{QC}]^2,$$  \hspace{1cm} (3.4)

$$L_{UC} = \frac{1}{2} \mathbb{E}[d_n^{UC} - 1]^2 + \frac{1}{2} \mathbb{E}[d_n^{UC}]^2.$$  \hspace{1cm} (3.5)
The adversarial losses associated to the AdvSegNet in (3.3) and the adversarial loss functions in (3.4) and (3.5) are trained separately. They differ from the standard GAN loss in (2.28) and are specifically used in Wasserstein GANs and Least Squares (LSQ) GANs [107]. LSQ GAN based losses are chosen in our experiment over the traditional loss because they provide stability in terms of training. The traditional GAN loss suffers from vanishing gradient problem [6] and is proven to output images of low-quality [137]. The next section considers the optimisation and the training half of the proposed architecture.

### 3.1.4 Optimization & Training of the Proposed Architecture

This section aims to discuss the optimisation and training half of training the proposed AdvSegNet architecture. Firstly, considering the type of optimisers used in the experiments, Adam optimizers [81] are utilised to train both the SegNet and the two discriminators: UC and QC. Ideally, the training of the discriminators is kept at a lower learning rate, compared with when training the layers in the segmentation network body (see Algorithm 4).

The choice of having a low learning rate for discriminator is taken for stabilising the training process [112]. The training regime adopted for training the discriminators is inspired from [6]. This entails that, for each episode, the number of optimization steps taken by both discriminators is denoted by $t_{critic}$. After that, the SegNet takes an optimization step. The default value of $t_{critic}$ is set to 5. However, for episodes less than 25 and on the 500th episode, $t_{critic}$ is set to 25.

Furthermore, after the discriminators take an optimization step, their weights (i.e. $\theta_{QC}$ and $\theta_{UC}$) are clipped to values in between -0.01 and 0.01. This is done to prevent the vanishing gradient problem in the training process [6]. The weights of the SegNet, represented as $\theta_g$, are not clipped in this experiment as part of the training requirements. The entire training algorithm is shown in Algorithm 4. The next section discusses the datasets used for the training of the proposed architecture.
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3.1.5 CamVid: Outdoor Scene Labels

This section aims to introduce the specifications of the two datasets used in the training of the proposed AdvSegNet architecture. These are the datasets: CamVid [16] and Sun RGB-D [169]. Firstly, this section deals with the specification of CamVid, followed by the second section on Sun RGB-D.

CamVid is an outdoor road scene understanding dataset consisting of a collection of videos in both day and evening settings taken from a camera-rigged automobile. It has a total of 367 training images and 233 validation images. The segmented classes amount to 12 and consist of common outdoor objects such as roads, cars, buildings, signs and poles. CamVid has been widely adopted across various segmentation based techniques as benchmark for studying motion-based segmentation [16], [7], [149], [122]. Though this dataset consists of 12 object categories, each object varying in size and shape, the dataset only contains 367 training images and is considered simple to validate on different architectures. The next subsection considers a much harder segmentation dataset, the Sun RGB-D.

3.1.6 Sun RGB-D: Indoor Scene Labels

Road scenes like in CamVid tend to have a limited variety of images and classes. Sun RGB-D, on the other hand, is a very challenging dataset. It is a large dataset, comprising 5825 training images and 5050 testing images of indoor scenes taken from different sensors with varying resolutions. The total number of categories is 37. They include categories such as floor, chair, wall, ceiling, table and sofa. Examples in Sun RBG-D entail various challenges including a variety of shapes, sizes and various poses. Indoor scenes also tend to be cluttered and as a result, can be severely occluded by objects that are larger in size and shape. This dataset also comes with depth information for 3D applications. However, since this work focuses more on segmentation in 2D images, depth information is not utilised during training.
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3.1.7 Pascal Visual Object Classes

Pascal Visual Object Classes (VOC) [35] is a dataset containing various objects that can be captured in day to day life. The dataset consists of a total of 20 categories/classes that vary from vehicles such as aeroplanes, bicycles, birds, boats, buses and cars to animals such as cats, cows to various objects such as chairs, beds and sofas. The Pascal VOC dataset comprises a total of 1464 images for training and 1449 images for validation. Each of the images in this dataset is accompanied by annotations that are separate for various object detection tasks. This includes object classes for classification, segmented label maps for segmentation and bounding boxes for detection. The diversity of the images in the Pascal VOC dataset makes it a challenging and attractive dataset for deep learning/AI researchers to benchmark their deep learning algorithms using various metrics for evaluation. Some of these metrics are discussed in detail in the next section.

3.1.8 Evaluation Metrics

This subsection considers the evaluation metrics used in the methods proposed in this chapter. To measure the performance of the proposed architecture, two accuracy measures and the mean intersection over union metrics ($mIoU$). The two accuracy measures are the global average accuracy and the class average accuracy [113], [183], [170].

The accuracy is measured by computing the frequency of predictions that match the labels. In general speaking, it highlights the correctness of the segmentation. There are two ways to compute the accuracy of segmentation: global average and class average.

The global average accuracy, also known as the per-pixel accuracy [113], [183], [170], calculates the ratio between the amount of correctly classified pixels and the total number of them. The class average accuracy, on the other hand, computes the ratio of the correctly classified pixels based on per-class value. This is then averaged over all the classes. Class average accuracy is also known as the mean pixel accuracy [113], [183]. The respective equations for both are shown in equation (3.6) and (3.7), taken from [170]. Here, the term $N_{ij}$ denotes the number of pixels that category $i$ that is predicted as category $j$, vice versa.
for $N_{ij}$ and $n_c$ represents the total number of different categories. The global, class average accuracies and the mIOU can be shown as

$$\text{Global Average Accuracy} = \frac{\sum_i N_{ii}}{\sum_i \sum_j N_{ij}},$$

(3.6)

$$\text{Class Average Accuracy} = \frac{1}{n_c} \sum_i \frac{N_{ii}}{\sum_j N_{ij}},$$

(3.7)

$$mIOU = \frac{1}{n_c} \sum_i \frac{N_{ii}}{\sum_j N_{ij} + \sum_j N_{ji} - N_{ii}}.$$  

(3.8)

The accuracy measurement alone does not provide any useful information regarding how much of the segmented ground truth map has been classified correctly in terms of shape. In other words, it is useful to know if the shape of the output segmented map matches the shape of the ground truth segment map. Hence, an additional evaluation metric in the form of intersection over union is considered [113], [183]. This metric computes the area between the predicted segmentation map and the ground truth. This is then divided by the area of the union between the predicted and the ground truth map. The mIOU is the average intersection over union over all of the classes and is shown in equation (3.8). The next section discusses the proposed methodology for robust learning in the CNN-GP portion of this chapter.

### 3.2 Methodology for Robust Learning

This section presents an architecture for image classification which comprises a convolutional neural network (CNN) feature map extractor combined with a Gaussian process (GP) classifier. It is further used to quantify the impact of gradual and abrupt uncertainties in the presence of adversarial attacks, Gaussian noise and blurred images. Uncertainty quantification is achieved by combining a CNN with a GP classifier algorithm. The variance of the post-softmax samples obtained from GP output characterises the uncertainty. The novel contributions of this section are discussed next.
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3.2.1 Novel Contributions in the Area of Robust Learning

The novelty of this contribution is two-fold. First, a novel regularisation method that comprises of three separate loss functions: Kullback-Leibler, Wasserstein distance and maximum correntropy is used to improve the performance of the CNN-GP classifier to noisy attacks and blurring. This also assists in improving the sensitivity of the uncertainty information to both noisy and adversarial attacks.

Secondly, a novel adversarial training method is used to train the CNN-GP network firstly with clean images and then with adversarial samples generated by replacing original images in the mini-batch with their nearest neighbours. The training is carried out in the following steps. First, the discrepancy between the GP classifier outputs and the ground truth labels is minimized. This is accomplished by updating the weights of the CNN-GP based on the maximum likelihood loss (see equation (2.13)) between the GP classifier outputs and ground truth labels. Then, images are replaced with their nearest neighbours in the mini-batch. This is done by computing the Euclidean distance (or $l_2$ norm) between the features obtained by forward propagating the mini-batch and a randomly ranked mini-batch. Based on the distances, a sample is picked randomly from the nearest 10 neighbours and is used to replace the input image. This is repeated until the entire mini-batch is replaced with their neighbours. This technique is inspired from [94]. The difference is that their method focuses on noisy labels, this method focuses on the neighbour replacement of images. The choice of the number of samples to replace with neighbours is dependent on the mini-batch. For example, in the case of the experiments, the mini-batch size is 16. The chosen value should not be too high so that the system is unable to detect the clean samples from perturbed and not too low so that it is unable to detect perturbations. Hence, the value 10 is reasonably in between the two extreme cases.

The samples from the new mini-batch are forward propagated to obtain the new predictions from the CNN-GP. These predictions are compared with ground truth labels with one of the three similarity losses: Kullback-Leibler divergence, Wasserstein distance and maximum correntropy. These losses regularise the maximum likelihood loss. The proposed
model is tested separately on the datasets: MNIST [90], Fashion-MNIST [190], CIFAR-10 and CIFAR-100 [84].

Additionally, tests on robustness to noisy, blurred images and white-box attack FGSM are also carried out for the MNIST dataset case. The results show that the test accuracy improves the performance of the proposed model, compared to using methods that do not quantify the impact of uncertainties. A comparison with a state-of-art Monte Carlo dropout method is made. Furthermore, it is shown that the CNN-GP model outperforms the version of the network without regularisation, in terms of reliability and computational efficiency. In particular, accuracy measures, precision-recall and receiver operating characteristic curve (ROC) are used for performance evaluation. The system is tested under three settings: Gaussian noise, motion blurring and adversarial attacks (specifically FGSM [49]).

### 3.2.2 Architecture Detail: Convolutional Network Gaussian Process

The architecture used in the methods proposed in this section consists of a CNN feature extractor, the outputs of which are fed to a GP classifier (see Figure 3.2). Combining CNNs with GP is not a new idea. It has been previously been explored for example in the work of convolutional Gaussian processes in [185].

The main difference between their approach and the one implemented in this thesis is that in [185], the convolution operation is performed as part of the kernel function and in this thesis, this is externally applied via the deterministic convolutional layers (the CNN component). As a result, the advantage of the approach by [185] is that the inputs are directly fed to the kernel and the feature decomposition (as part of convolution operation) is performed directly on the inputs as part of computing the covariance matrices of the GP. Another advantage of this is that it does not require training of the CNN component separately. This is unavoidable in the CNN-GP architecture used in the methodology of this chapter. Furthermore, this alleviates the need to tune a large number of parameters that as is the case whenever training deep neural networks [89].

To consider the CNN-GP architecture used in the methods of this chapter in more detail. Firstly, the CNN has two convolution layers of 32 and 64 filters of 3x3 kernel size.
The padding size of convolutional layers vary. This is because MNIST [90] and Fashion-MNIST [190] datasets share the same input size of 28x28x1 as opposed to CIFAR-10 and CIFAR-100 [84] i.e. 32x32x3. For MNIST and Fashion-MNIST padding size is set to 2 and 1 for CIFAR-10 and CIFAR-100. Secondly, a max-pooling layer is introduced between the second layer and two dropout layers each with probability 0.5 and 0.25, respectively. Pooling layers downsample the features and dropout layers are used as a regularizer. Lastly, the fully connected layer, on the other hand, converts the flattened outputs to a 16x128 feature vector, as the batch size is set to 16 and the number of feature units is set to 128 as defaults.

The CNN architecture can be seen in Figure 3.2. The output from the GP is a categorical distribution, from which an $N \times 1$ vector (where $N$ is the batch size) is then approximated with softmax function to obtain a vector of size 16x10 containing a prediction for each of the 10 classes in MNIST and FMNIST dataset, 10 and 100 classes for CIFAR-10 and CIFAR-100 respectively.

The architecture is presented in two levels: the high-level and the low-level. The high-level description is presented in Figure 3.2, and the low-level description in Figure 3.3. The high-level description displays only the layer inputs and outputs with a brief overview of the system. The low-level description, on the other hand, goes further in-depth. It explains each input and output in detail, highlighting the connections and providing a description of the post-softmax sampling performed towards the end of the GP classifier component.

### High-Level View Description

- Highlights connection between layers
- Provides brief description of each layer
- Defining the total number of layers
- Does not provide description of the sampling procedure
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Fig. 3.3 The CNN-GP model at test time. It consists of a CNN base feature extractor with a GP after it. This diagram represents the deterministic version i.e. scalar weights. In the Bayesian setting, the weights of the convolutional layers are replaced with prior distributions. The input has size 16x1x28x28 for its batch size, depth, height and width respectively. The output dimensions are shown for each output.

Fig. 3.2 A high-level view of the proposed model, the CNN-GP

Low-Level View Description

- Highlights the outputs and in the inputs in detail
- Includes feature sizes of inputs and outputs
- Displays kernel sizes for convolutional layers
- Specifies the sampling procedure towards the end of the classifier layers
3.2 Methodology for Robust Learning

3.2.3 The Training Algorithm for CNN-GP

The training set is divided into mini-batches. Each mini-batches consist of 16 samples, as batch size is set to 16. In the first step, the input images from the mini-batch are forward propagated to obtain the CNN-GP labels. The maximum likelihood of the GP function is used to update the weights of both the CNN and the GP components. Then, backpropagation of the regularised maximum likelihood is performed. Before this step, the input images in the mini-batch are replaced with their nearest neighbours. This is done by taking a sample after randomly ranking the mini-batch and computing the Euclidean distance between its corresponding feature and the features from the entire mini-batch. Given the distance measures, the nearest 10 neighbours are selected. The size of neighbours cannot exceed the batch size and cannot be less than 5 since the effect will be too small, hence this is a sensible choice for the number. It can be set to 16 which is the size of the mini-batch but ideally, it is good to leave some clean samples so the algorithm can differentiate between the perturbed and the clean samples while still learning to classify the clean samples correctly. Then, from these neighbours, a single sample is randomly chosen to replace the original sample in the mini-batch. This is repeated until the entire mini-batch is changed.

The new mini-batch is forward propagated to obtain the new CNN-GP labels. These labels, predicted by the GP classifier, are compared with the actual labels using a maximum likelihood error. The maximum likelihood loss is regularised with one of the similarity losses (i.e. KLD, Wasserstein and maximum correntropy). These are used to encourage CNN-GP to remain consistent in its predictions. The error obtained is then backpropagated and the parameters of the GP (the lengthscale and amplitude and the variational parameters) and weights of the CNN (convolutional and fully connected layers) are updated.

An approximated variational inference is used since categorical likelihood is needed for classification. A softmax function converts the functional vector from the GP into a vector of probabilities for each of the classes. A full description of the algorithm is provided in Algorithm 1 along with notation definitions in Table 3.1. The next section considers these losses in depth.
Table 3.1 Notations and Definitions

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
<td>Total number of episodes</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Learning rate of the CNN-GP architecture</td>
</tr>
<tr>
<td>$K$</td>
<td>Number of nearest neighbours to pick a new sample from</td>
</tr>
<tr>
<td>$N$</td>
<td>Batch size</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Kullback-Leibler divergence scaling factor</td>
</tr>
<tr>
<td>$m$</td>
<td>Episode number</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Lengthscale parameters of the GP classifier</td>
</tr>
<tr>
<td>$A$</td>
<td>The amplitude for the squared exponential kernel</td>
</tr>
<tr>
<td>$u_i$</td>
<td>Variational free parameters for the $i^{th}$ batch of data</td>
</tr>
<tr>
<td>$q(u_i)$</td>
<td>Variational likelihood based on the $i^{th}$ batch of data</td>
</tr>
<tr>
<td>$p(u_i)$</td>
<td>Expected real likelihood based on the $i^{th}$ batch of data</td>
</tr>
<tr>
<td>$\theta^m_{\text{CNN}}$</td>
<td>Weights of the CNN feature extractor for the $m^{th}$ episode</td>
</tr>
<tr>
<td>$\theta^m_{\text{GP}}$</td>
<td>Parameters of the GP classifier for the $m^{th}$ episode</td>
</tr>
<tr>
<td>$x_i$</td>
<td>Data sample from the $i^{th}$ batch of data</td>
</tr>
<tr>
<td>$y_i$</td>
<td>Label sample from the $i^{th}$ batch of data</td>
</tr>
<tr>
<td>$X$</td>
<td>4D-data tensor holding the data samples</td>
</tr>
<tr>
<td>$Y$</td>
<td>4D-data tensor holding the labels samples</td>
</tr>
<tr>
<td>$D$</td>
<td>Dataset ordered pair holding X and Y</td>
</tr>
<tr>
<td>$Z$</td>
<td>Number of units passed from CNN</td>
</tr>
<tr>
<td>$\delta x_i$</td>
<td>The difference between the $i^{th}$ data point and the CNN-GP</td>
</tr>
<tr>
<td>$f^\text{GP}$</td>
<td>The Gaussian process function</td>
</tr>
<tr>
<td>$f^\text{CNN}$</td>
<td>The CNN function</td>
</tr>
<tr>
<td>$\hat{y}_i^{\text{CNN}}$</td>
<td>Softmax prediction from the CNN base</td>
</tr>
<tr>
<td>$\hat{y}_i^{\text{CNN}}$</td>
<td>Prediction from the $i^{th}$ node from the CNN base</td>
</tr>
<tr>
<td>$L_{\text{MLE}}$</td>
<td>Maximum likelihood loss</td>
</tr>
<tr>
<td>$L_{\text{MM}}$</td>
<td>Similarity loss</td>
</tr>
</tbody>
</table>
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Algorithm 1 CNN-GP Training algorithm for robustness analysis

1: Require $M$: episodes, $\gamma$: learning rate (GP), $k$: number of nearest neighbours for choice of new sample, $N$: batch size, $\beta$: KLD scaling factor

2: Do initialization of weights: $\theta_{\text{CNN}}^{m}, \theta_{\text{GP}}^{m}$
3: for $m = 0, \ldots, M$ do
4: Sample mini batch $(x_i, y_i)$, of length $N$ from dataset $D = X, Y$ where $X$ and $Y$ are 4-D tensors holding images and labels from the entire dataset, where $x_i \in \mathbb{R}^{h \times w \times c}$ (image height, width and channel) and $y_i \in \mathbb{R}^{1 \times c}$ ($C$ is total number of classes).

5: BEGIN Updating the weights of the CNN-GP based on the maximum likelihood loss $\mathcal{L}_{\text{MLE}}$
6: do $\rightarrow$ forward pass of CNN base $f^{\text{CNN}} : x_i \rightarrow z_i$, where $z_i \in \mathbb{R}^{Z \times C}$ and $Z$ is the number of hidden units’ feature outputs passed from final fully connected layer of CNN base feature extractor
7: do $\rightarrow$ forward pass of GP $f^{\text{GP}}(z_i)$ to obtain the posterior likelihood $p(y_i | f^{\text{GP}}(z_i); \mu_i, \sigma_i^2) = \mathcal{N}(\mu_i, K_i)$ where $\mu_i$ represents the mean of the GP and $K_i$ is the kernel (i.e. squared exponential $K_i = A \exp \left[-\frac{1}{2} \left( \frac{\delta_i}{\lambda} \right)^2 \right]$ and $\mathcal{N}$ represents the Gaussian distribution
8: do $\rightarrow$ Compute the maximum likelihood loss: $\mathcal{L}_{\text{MLE}} \approx \sum_{i=1}^{N} \mathbb{E}_q \left[ \log \left( p(y_i | f^{\text{GP}}(z_i); \mu_i, \sigma_i^2) - \beta D_{KL}(q(u_i) || p(u_i)) \right) \right]$
9: do $\rightarrow$ Compute gradients of loss w.r.t weights of CNN base feature extractor and GP $\frac{\partial \mathcal{L}_{\text{MLE}}}{\partial \theta_{\text{CNN}}}, \frac{\partial \mathcal{L}_{\text{MLE}}}{\partial \theta_{\text{GP}}}$
10: do $\rightarrow$ Update the parameters of GP and CNN feature extractor for $m^{th}$ episode:

$$\theta_{\text{CNN}}^{m+1} \leftarrow \theta_{\text{CNN}}^{m} - \gamma \frac{\partial \mathcal{L}_{\text{MLE}}}{\partial \theta_{\text{CNN}}} \cdot \mathcal{L}_{\text{MLE}} + \theta_{\text{GP}}^{m+1} \leftarrow \theta_{\text{GP}}^{m} - \gamma \frac{\partial \mathcal{L}_{\text{MLE}}}{\partial \theta_{\text{GP}}} \cdot \mathcal{L}_{\text{MLE}}$$

11: BEGIN backpropagation of the regularized loss $\mathcal{L}_{\text{MLE}} + \mathcal{L}_{\text{SIM}}$
12: do Replace input samples with top-10 neighbours $\hat{x}_i$
13: do $\rightarrow$ forward pass of the CNN base feature extractor $f^{\text{CNN}} : \hat{x}_i \rightarrow \hat{z}_i$
14: do $\rightarrow$ forward pass of the GP $f^{\text{GP}} : \hat{z}_i \rightarrow p(\hat{y}_i | f^{\text{GP}}(\hat{z}_i); \hat{\mu}_i, \hat{\sigma}_i^2) = \mathcal{N}(\hat{\mu}_i, K_{\hat{z}_i})$
15: do $\rightarrow$ Calculate $\mathcal{L}_{\text{MLE}} + \mathcal{L}_{\text{SIM}}$ between the labels $y_i$ and the GP classifier posterior mean $\hat{\mu}_i$ using the KLD
16: do $\rightarrow$ Update the new parameters of $\hat{\theta}_{\text{GP}}, GP : \hat{\theta}_{\text{GP}}^{n} \leftarrow \theta_{\text{GP}}^{m} - \gamma \frac{\partial \mathcal{L}_{\text{MLE}} + \partial \mathcal{L}_{\text{SIM}}}{\partial \theta_{\text{GP}}} \cdot \mathcal{L}_{\text{MLE}} + \mathcal{L}_{\text{SIM}}$
17: do $\rightarrow$ Update parameters of CNN feature extractor : $\hat{\theta}_{\text{CNN}}^{n} \leftarrow \theta_{\text{CNN}}^{m} - \gamma \frac{\partial \mathcal{L}_{\text{MLE}} + \partial \mathcal{L}_{\text{SIM}}}{\partial \theta_{\text{CNN}}} \cdot \mathcal{L}_{\text{MLE}} + \mathcal{L}_{\text{SIM}}$
18: end for
3.2.4 Proposed Loss Functions: Kullback-Leibler, Wasserstein Distance and Maximum Correntropy

Consider two sets of probability mass functions $p(x)$ and $q(x)$ that take a data point $x$. Finding the shift of mass from one set to the other requires calculating the discrepancy between the two. The Kullback-Leibler divergence [87] $KL$, shown in equation (3.9), represents this discrepancy as a measure of entropy difference, where entropy is defined as the sum of the log of the possible outcomes for a random variable. It quantifies the shift of probability mass by taking the difference of entropy across the distributions.

The Wasserstein distance, on the other hand, [125], solves the problem from the point of view of optimal transport. These problems are divided into two parts: assignment and cost. The assignment strategy determines how much mass is moved across the supports of the distributions. The cost measures the effort required for the assignment strategy. Two versions of the Wasserstein metric are used. One is an approximation in equation (3.10), where matrices $P$ and $C$ represent assignment and cost respectively. The total cost can be obtained by taking the Frobenius (i.e component-wise) inner product of the two (i.e. $\langle C, P \rangle$). The transport plan is to obtain the minimum of the product. This is subtracted from the entropy of $p(x)$ (i.e. $\sum x p(x) \log p(x)$) in equation (3.10). Here, $\eta$ is a scalar multiple whose default value is set to $\eta = 0.1$ in the experiments. Additionally, a quadratic distance-based cost function is used as an approximation to the full Wasserstein distance formulation. The full form (in equation (3.11)) takes the infimum of the absolute difference between the masses where $\gamma$ denotes the transport plan. This work uses the differences between the pair of successive values across two masses $p(x)$ and $q(x)$ as the transport plan.

Finally, the maximum correntropy loss function [136] has also been implemented in the backpropagation of secondary losses step. The maximum correntropy loss function uses a kernel to compute the difference across two variables instead of using entropy-based methods such as in KLD and Wasserstein functions. The formulation can be seen in (3). The Gaussian kernel is a popular one: $k_\sigma(p(x) - q(x))^2 = \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{(p(x) - q(x))^2}{2\sigma^2}\right)$ where $\sigma^2$ represents
the variance of the distribution. The aforementioned cost functions are given as

$$\mathcal{L}^{KLD} = KL(p(x) \| q(x)) = - \sum_x q(x) \log q(x) + \sum_x p(x) \log p(x),$$  
(3.9)

$$\mathcal{L}^{WASS} = \min\langle C, P \rangle - \eta \sum_x p(x) \log p(x),$$  
(3.10)

$$\mathcal{L}^{WASS-FIRST} = \inf \int |p(x) - p(y)| \gamma (p(x) - p(y)),$$  
(3.11)

$$\mathcal{L}^{MC} = V_\sigma(p(x), q(x)) = \mathbb{E} \left[ k_\sigma(p(x) - q(x)) \right] = \frac{1}{N} \sum_{x=1}^{N} k_\sigma(p(x) - q(x)).$$  
(3.12)

The term $V_\sigma$ refers to the MC and $\mathbb{E}$ refers to the expected value. This measure has been proven to be less sensitive to outliers [136]. This is found in many second-order statistics measures such as cross-entropy. It is heavily studied in outlier suppression [136]. The next section considers the performance evaluation metrics.

### 3.2.5 Evaluation Metrics: Precision-Recall and ROC Curves

This section aims to review the evaluation metrics used for the performance validation of the proposed model CNN-GP. It begins with motivating the problem of imbalance classification. Then, it gives details on how the confusion matrix can be used to extend the usual accuracy measure on classification performance evaluation. Finally, it overviews how precision-recall and ROC curves can be calculated.

#### The Importance of Class Imbalance in Classification Study

The majority of DNN algorithms are designed assuming that they will be trained on a training set with an equal number of samples for all categories. In reality, this is not the case. The majority of the datasets in AI research [16], [169] vary from a slight bias, leading to a skewed number of categories.

Class imbalance can be caused by the introduction of bias in the data capturing process, this is also known as biased sampling [86]. In other cases, external noises can also play an influential role. Take for instance the CamVid dataset (see Section 3.1.5) as an example.
for motivating the explanation of class imbalance and influence of environmental factors. Since this dataset is based on outdoor scenes, the majority of the samples have the category ‘sky’. The presence of the category of say for example ‘pole’ and ‘sign symbol might not be as frequent as the ‘sky’ category. The same can be said about the ‘pedestrian’ category. For example, in instances when the images are shot at a specific time of day, there can be examples where the ‘pedestrian’ category might not be visually clear e.g. in shadows. A similar case can be observed in the time of day when the roads are overcrowded. In this case, there would be more number of ‘pedestrians’ category samples than those of ‘vehicles’ (e.g. car or truck). Hence, in brief, it can be said that a dataset with a perfect balance of classes is extremely rare to capture, especially in image classification applications.

The Confusion Matrix

In terms of predictive classification performance, this can cause misinterpretation of categories. In particular, those categories that are in the minority. This type of bias then forms an inherent defect in the classification system. In these instances, it is often not sufficient to simply quote the ‘accuracy’ on the dataset. Since claiming a classifier is 80% accurate does not reflect this performance on all categories. In the previous example of methods in segmentation, i.e. the AdvSegNet (see Section 3.1.2), this was dealt with using per-class accuracy. In this section, the use of confusion matrix is adopted [86]. This is shown in Figure 3.4.
Fig. 3.4 An example of a confusion matrix. The categories are placed on the x-axis and the predictions on these classes are placed on the y-axis. The true positive and the false-positive samples are in the top half red and green quadrants respectively. The false-negative and the true negatives are presented in the lower half white and blue quadrants respectively. Image reprinted from [3]

The above example shows a confusion matrix applied to binary classification. This, of course, can also extend to multi-class examples. The process of computing a confusion matrix involves first organising predictions on the test set into two categories: the number of correct predictions and the number of incorrect predictions. These need to be obtained for all the categories. Based on this, the predictions are sorted w.r.t the true labels on two separate axes.
Fig. 3.5 An example of a confusion matrix for a multi-class setting. The categories are placed on the x-axis and the predictions on these classes are placed on the y-axis. The table below the figure tabulates the TP, FP, TN and FN for each of the categories. Image re-printed from [3].

![Confusion Matrix](image)

<table>
<thead>
<tr>
<th>Actual Class</th>
<th>Sky</th>
<th>Pedestrian</th>
<th>Vehicles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sky</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Pedestrian</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Vehicles</td>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sky</th>
<th>Pedestrian</th>
<th>Vehicles</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP = 1</td>
<td>TP = 5</td>
<td>TP = 9</td>
</tr>
<tr>
<td>FP = 2+3</td>
<td>FP = 4+6</td>
<td>FP = 7+8</td>
</tr>
<tr>
<td>TN = 5+6+8+9</td>
<td>TN = 1+3+7+9</td>
<td>TN = 1+2+4+5</td>
</tr>
<tr>
<td>FN = 4+7</td>
<td>FN = 2+8</td>
<td>FN = 3+6</td>
</tr>
</tbody>
</table>

The true positive (TP) stands for instances where the classifier predicts the correct labels for the positive class (i.e. the class being inspected). The true negative (TN) instances are where the predictor correctly classified categories that are different from those that are positive. In false positive (FP) instances the classifier misclassifies negative classes as positives and vice versa for false negative (FN) instances. The extension to multi-class confusion matrix can be seen in the Figure 3.5.
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Receiver Operating Characteristic Curves

To further evaluate the predictive performance of the classification system, the evaluation metric precision-recall and ROC curves can be used. The ROC curves are plots that can be used to summarise the results of classification for positive classes only. Specifically, the ROC curves are obtained by first computing the true positive rate (TPR) and false-positive rate (FPR) [3]. The TPR is defined as the total number of false positives divided by the sum of true positive and false negatives. On the other hand, the FPR is defined as the total number of false positives divided by the sum of false positives and true negatives. These can be seen in equations (3.13) and (3.14). The ROC curve is then plotted as FPR (on the x-axis) versus TPR (on the y-axis). These are computed as shown

\[
TPR = \frac{TP}{TP + FN}, \tag{3.13}
\]

\[
FPR = \frac{FP}{FP + TN}. \tag{3.14}
\]

The TPR terms are also referred to as the sensitivity or the recall of the classification system. Ideally, the classifier should have a TPR value of 1, starting at the top of the ROC curves, and the FPR to be 0, at the left-hand side of the ROC curve. On the other hand, a classifier with no judgement of the categories will appear as a straight line on the ROC curve.

Precision-Recall

One more diagnostic tool for studying imbalanced classes, which is also used in the experiments in this chapter, is the precision-recall curve [86]. The principles behind are similar to ROC, they are often used interchangeably, depending on the application and the field. The precision of a classification system is a metric that defines the number of correctly predicted positive categories. It is calculated by taking the total number of TPs divided by the sum of all TPs and FPs. The recall, on the other hand, is used to define the number of correct positive predictions that are achievable from all of the positive predictions. These can
be seen in equations (3.15) and (3.16) as shown

\[
\text{Precision} = \frac{TP}{TP + FP}, \tag{3.15}
\]

\[
\text{Recall} = \frac{TP}{TP + FN}. \tag{3.16}
\]

This section reviews the performance evaluation metrics used in the experiments performed in this chapter. It begins with an explanation of why the problem of imbalanced categories is important in classification. It then gives an overview of the concept behind the confusion matrix as well as provides an example of computing the matrix for multi-class labels. Finally, the section ends with explaining precision-recall and ROC curves. The next section briefly reviews the datasets used in the experiments.

### 3.2.6 Datasets

This section entails the description of the datasets used in the evaluation of the proposed model CNN-GP. These include the MNIST [90], Fashion-MNIST [190], CIFAR-10 and CIFAR-1000 [84]. The section reviews the three respectively. In particular, this section includes details regarding the sizes of the images in the set, whether the images are coloured or grayscale, the pre-processing techniques used benchmark status in AI and DNN literature.

**MNIST**

The MNIST dataset [90] consists of images of secluded handwritten digits. Each of the images has a size of 28x28 pixels. The total number of images is 70,000, of which 60,000 are used for training and 10,000 for testing. All of the images in MNIST are size-normalized and centered to a fixed size of 20x20. In doing so, the aspect ratio of the images is preserved. Original images were black and white (i.e. binary or bi-level images). However, applying anti-aliasing techniques via the normalization process results in images being in greyscale. The 28x28 size images are computed using the center of mass of the pixels and later translating images so that the position of the center matches the 28x28 field. MNIST is an ideal go-to
dataset for beginners to try learning methods and pattern recognition techniques on a real-world dataset since users need not spend time and effort on the pre-processing and formatting of the data. All of the images in MNIST are labelled according to the digits that vary from 0-9, therefore, there are a total of 10 classes. As of the writing date of this thesis, the current state-of-art performance accuracy on MNIST is 99.75% by Capsule Convolutional Neural Networks [66].

**Fashion-MNIST**

Fashion-MNIST [190] is a dataset of images taken from the article images of fashion garment brand Zalando\(^1\). Each shot of the product is made to demonstrate various visual aspects of the product, e.g. taking shots at various angles, front or back. The original images are photographed in a light-grey background and shot as coloured images. These are then stored in a 762x1000 JPEG format, saved in different resolutions ranging from 51x73 (large size) to 11x28 (thumbnail size). For preparing Fashion-MNIST images, however, only the front angle of the thumbnail-sized version of images is taken, which are later resized to 28 x 28 images in the post-processing stage. There are a total of 60,000 training images and 10,000 testing images. There are a total of 10 classes. The labels range as follows : 0; T-shirt, 1; Trouser, 2; Pullover, 3; Dress, 4; Coat, 5; Sandal, 6; Shirt, 7; Sneaker, 8; Bag, 9; Ankle boot. Fashion-MNIST shares similarities with MNIST in terms of size and structure. Hence, it can be used to evaluate machine learning algorithms since MNIST is an easy dataset to work with. The work from [99] achieves the state-of-art performance on Fashion-MNIST with the test accuracy of 96.91%.

**CIFAR-10 and CIFAR-1000**

Roughly similar to MNIST [90] and Fashion-MNIST [190], CIFAR-10 [84] consists of 50,000 images and 10,000 test images. The difference is that the size of each image is 32x32x3 instead of 28x28x1 in MNIST and Fashion-MNIST. The extra number in the channel suggests that the images from CIFAR-10 are coloured unlike greyscale ones from [190].

\(^1\)https://corporate.zalando.com/en/
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MNIST and Fashion-MNIST. Furthermore, there are a total of 10 classes in CIFAR-10, ranging from aeroplanes, frogs, cars, birds, cats, dogs, ships, deer, horses and trucks. To prevent an imbalance of classes, there are a total of 6,000 images for each class. The classes are mutually exclusive which means there is no overlap between them for a particular image. CIFAR-100, on the other hand, is similar to CIFAR-10, except that the number of classes is 100, each class having 600 images each. There are a total of 500 training images and 100 test images for each of the classes. Currently, the work from [36] has the state-of-art performance on CIFAR-10 with a test accuracy of 99.70%.

3.3 Methodology for Continual Learning

Previous sections discussed the definition of continual learning as well as various techniques used in regularisation methods in CL [28]. In particular, the Bayesian approaches to regularisation were explored. Here, two of the popular methods VCL [121] and UCB [32] were reviewed. Then, it was considered that these approaches adopt a multi-classifier approach. A setting in which there exists a separate classifier for each of the categories. The next section details the novel contributions in the area of continual learning.

3.3.1 Novel Contributions in the Area of Continual Learning

The method proposed in this section aims to provide a single-classifier solution to continual learning by using a Gaussian process with a base convolutional network architecture (CNN-GP) (see Chapter 4). Post softmax samples are used to estimate the variance. The variance is used to update the learning rate parameters. Here, two settings are adopted. In one, the weights of the CNN are deterministic and only the GP learning rate is updated. In the second setting, prior distributions are used to replace the standard scalar weights of the CNN and both the learning rates of the CNN and the GP classifier are updated. The algorithm is trained on two variants of the MNIST dataset [90], i.e. split-MNIST and permuted-MNIST [193], as well as on sequential CIFAR-10 and CIFAR-100 [84]. Results are compared with UCB’s [32] multi-classifier approach. These show that the proposed algorithm in the Bayesian setting
outperforms the UCB in some tasks with a comparable accuracy alongside robustness to images perturbed with Gaussian noise.

### 3.3.2 Architecture Detail: Convolutional Network Gaussian Process

Compared to the model presented in the previous chapter, this version of the model is slightly modified in terms of weight settings, but overall it follows the same architecture format. For a quick recap, this is a base model CNN with GP placed after. The CNN has two convolution layers of 32 and 64 filters of 3 x 3 kernel size and one fully connected layer. Convolution of images results in the decomposition of features. These features are learned hierarchically, starting from simple features (e.g. edges) in earlier layers and more complex at the end [48].

A max-pooling layer is introduced between the second layer and two dropout layers. The dropout layers are assigned the probability 0.5 and 0.25 respectively. Pooling layers downsample the features and dropout is used as a regularizer. The fully connected layer, on the other hand, converts the flattened outputs to a 16 x 128 feature vector. The softmax function outputs a vector of size 16 x 10 containing a prediction for each of the 10 classes in the permuted-MNIST [50] dataset, a 16 x 2 is made to output for split-MNIST [193].

The training algorithm consists of two components a) updating of the weights of CNN and parameters of GP based on the maximum likelihood loss and b) backpropagating the maximum likelihood loss regularised with KLD. The loss compares the ground truth labels and the predictions from the GP classifier. In the first step, the prediction from the GP classifier is compared with the ground truth labels using maximum likelihood error. The error obtained is then used to update the parameters of the GP (the lengthscale $L$, amplitude $\sigma_{RBF}^2$ and the variational parameters $\psi$ from $q_\psi(\theta)$). It is also used to update the weights of the CNN, specifically the weights of the convolutional and the fully connected layers. For inferring from the GP, an approximated variational inference is used since categorical likelihood is needed for classification. This is followed by a softmax function that converts the features into a vector of probabilities for each of the classes.

In the second half, the images of the mini-batch are replaced with their nearest neighbours [48] but the labels are kept the same. This step is inspired by the work of [168].
The difference is that they focus on noisy labels while the methods adopted in this section focus on replacing images in the mini-batch. Firstly, the randomly sampled mini-batches are ranked. This is followed by the random selection stage where the top 10 nearest neighbours of the mini-batch samples are selected to replace the original samples. The noisy artificial samples are then fed to both the CNN and GP. The KLD loss is used to encourage both the GP and the CNN to remain consistent in their predictions. These losses are used to train both models to be less influenced by the noisy images. In doing so, they learn to be robust. A full description of the algorithm is provided in Algorithm section 3.3.6 along with notation definitions in Table 3.1. Details on the learning rate updates based on the uncertainty measures are provided in the section.

### 3.3.3 Learning Rate Update Rule in CNN-GP

This section discusses in detail how the CNN-GP adapts to the change in the dataset by updating the learning rates using the uncertainty outputs. To recall, there are two versions of the CNN-GP architecture used in this chapter. These are the deterministic and the Bayesian setting.

In the deterministic setting, the weights of the hidden layers in the CNN component of the CNN-GP model are scalar. When the dataset is made to change, the learning rate updates are only performed on the weights of the GP classifier. To recall, these are the lengthscale, the amplitude and the variational parameters. For a further recap, readers are encouraged to read Chapter 2 and Section 2.1.15. Collectively, these can be denoted as \( \gamma_{GP} \).

In the Bayesian setting, the weights of the CNN are sampled from a prior distribution. This distribution is specified as a scaled mixture of two Gaussian distributions with variance 0.0 and 6.0, respectively. The scaling coefficient of this mixture is set to 0.25. The above specification is inspired by the approach in UCB [32]. The full algorithm for the learning rate update for both sets is given in Algorithm 2.

The key thing to note here is that both the learning rates of the CNN and the GP components are updated separately, using their uncertainty measures. To be more specific, the GP classifier uses the post-softmax sample variance \( \sigma_{GP} \). The CNN feature extractor
uses the variance from the scaled mixture of Gaussian distributions to model uncertainty. This is captured in all of the CNN layers with weights: convolutional and fully connected. For brevity, this can be collectively termed $\kappa_{CNN}$.

The problem with using the variance $\kappa_{CNN}$ to update the learning rate is that it can output a negative value. One solution is to use a soft-plus normalisation, as adopted in UCB [32]. Therefore, the normalised uncertainty in CNN is represented as $\sigma_{CNN} = \log(1 + \exp(\kappa_{CNN}))$.

Then finally, updating the learning rates of both the GP ($\gamma_{GP}$) and the CNN ($\gamma_{CNN}$) involves multiplying the uncertainties with the learning rate. This approach is also adopted in UCB [32]. However, for the GP, the proposed learning rate update algorithm follows computing the proportionality factor $\mathcal{P}$. This is calculated as computing the fraction of the max and mean of the post-softmax sample variance. To recap, the samples from the GP posterior distribution are made to pass through the softmax function. Only the variance of the correctly classified samples is taken (see Section 4.3.2). This is then multiplied by the proportionality factor.

During the learning rate update process, care is taken not to update the learning rate on each step of validation. This is done to avoid drastic changes in the learning rate. Instead, a separate variable, denoted as $\rho$, is used to monitor the learning update as changes in the
validation loss are observed. If the validation loss fails to lessen for five episodes, then the value of $\rho$ falls to 0. After that, the learning rate, depending on the setting, is updated for both the CNN and GP components. Once updated, the default value of $\rho = 5$ is recovered. The next section discusses the datasets used in this chapter of the thesis.

### 3.3.4 Datasets: Split-MNIST and Permuted-MNIST, sequential CIFAR-10 and CIFAR-100

The CNN-GP architecture is further tested on the datasets split-MNIST and permuted-MNIST [193]. These are modified versions of the original MNIST dataset [90]. The idea is to split the MNIST dataset into a separate collection of categories. These are then supplied in a sequence. The architecture is also tested on sequential CIFAR-10 and CIFAR-100 [84]. The former consists of 10 categories while the latter consists of 100 categories.

The split-MNIST introduced by [193], divides the full MNIST training set into five tasks of consecutive classes. Each task contains two classes. With split-MNIST, there is a total of five tasks each with categories: 0-1, 2-3, 4-5, 6-7, 8-9. Each task is further divided into training and validation set by 80-20% ratio. Training is performed by first introducing task 1 with categories 0-1. Once the CNN-GP model is trained on task 1, the weights are saved and the next task is introduced. This is repeated until the final task 8-9 is learned. To further test the proposed model the system is introduced to the permuted-MNIST [193]. In permuted-MNIST, all of the pixels in the MNIST dataset are randomly permuted. This is done separately for ten tasks. Permuted-MNIST is more challenging than split-MNIST.

This work follows the configuration adopted in UCB [32]. Here, the default setting contains ten permutations set from a seed number of 100 for the random number generator used in the Torch library. Furthermore, for both split-MNIST and permuted-MNIST, the averaged accuracies are computed by dividing the correctly classified samples by the total number of samples. This is done separately for each task in per-task accuracy evaluation and collectively on all tasks when testing on noisy images. The next section discusses the method used for generating noisy images.
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The sequential CIFAR-10 and CIFAR-100 are divided into five different tasks. Each task contains 10,000 examples. Each task is split further into training and validation examples. The ratio between training and validation sets are 80 – 20%, like with split and permuted-MNIST. Then, the training is only performed on the training set. After the CNN-GP architecture is tested on each task, it is then validated based on the validation set. During validation, multiple forward passes (100 times) of the GP are used to obtain the post-softmax sample variance. The variance is used to update the learning rate. However, this is only performed if the patience value approaches zero. The patience value is dropped by 1 after every validation step, provided the validation loss is less than that lowest error stored from previous episodes. Performance validation on each task is obtained through accuracy measures on each task averaged across mini-batches. For robustness analysis, each task is perturbed by Gaussian noise, this is discussed further in the next section.

3.3.5 Robustness Analysis with Gaussian Noise

This section aims to discuss in detail the experiments that test the performance of both the UCB and the CNN-GP solution in the presence of noisy images. Gaussian white noise is a popular example that is widely adopted across DNN and robust learning literature [29], [17]. This is also used as an extension to the performance validation experiments used in this chapter.

A most common way to add Gaussian noise to training set samples is by computing the standard deviation of a unit Gaussian distribution and then adding it to the training images. The strength of the noise can be changed by varying the standard deviation. However, using SNR to measure the strength of the noise can be more useful. The SNR has to be computed for each mini-batch of the testing set. This can be calculated as shown in equation (3.17) (taken from [47])

\[
SNR = 10 \cdot \log_{10} \left[ \frac{\sum_{x=0}^{n_x-1} \sum_{y=0}^{n_y-1} [r(x, y)]^2}{\sum_{x=0}^{n_x-1} \sum_{y=0}^{n_y-1} [r(x, y) - t(x, y)]^2} \right].
\] (3.17)
Here, \( r(x, y) \) and \( t(x, y) \) refer to the training and test images respectively. Then, \( n_x \) and \( n_y \) refers to respective sizes of training and test images. The terms \( \sum_{0}^{n_x-1}, \sum_{0}^{n_y-1} \) refer to the summation of both numerator and denominator elements w.r.t the sizes values.

### 3.3.6 Algorithm Description

This sub-section aims to briefly describe the training algorithm used in this chapter. The steps followed here are similar to those adopted in the previous chapter. The main difference is that instead of using the three secondary losses: KLD, Wasserstein distance and maximum correntropy, only the KLD loss is backpropagated along with the maximum likelihood. All experiments in this version of the training algorithm use the following default arguments; batch size=16, episodes=200, the initial learning rate of the GP classifier=0.1, number of neighbours to replace with images in the mini-batch=10, KLD scaling factor = 1, \( \rho = 5 \).

### 3.4 Summary

This chapter provided the proposed methods for areas tackled in this thesis: semantic segmentation, robust learning and continual learning. Firstly, this chapter focused on presenting the proposed architecture AdvSegNet. It was seen how AdvSegNet utilises generative adversarial learning and uncertainty-aware learning to aim to improve the performance of the Bayesian SegNet, one of the popular architectures used in semantic segmentation, in the presence of a physical attack. This attack damages the input resolution (i.e. receptive field) of the SegNet architecture. Then, the focus of the chapter focused on introducing the CNN-GP architecture. The chapter considered various layers configurations within the architecture. Secondly, the proposed training algorithm for the CNN-GP was discussed, followed by the discussion on the three proposed loss functions used for regularisation, i.e. KLD, Wasserstein distance and maximum correntropy. The final portion of the chapter discussed the proposed methods for continual learning. In particular, proposing methods for comparing the training of a single-classifier in continual learning to the state-of-the-art multi-classifier methods UCB.
Algorithm 3 CNN-GP Training algorithm for continual learning problem

1: Require $M$: episodes, $\gamma$: learning rate (GP), $k$: neighbors sampling number, $N$: batch size, $\beta$: KLD scaling factor, $\rho$: patience

2: Do initialization of weights: $\theta^{m}_{CNN}$, $\theta^{m}_{GP}$

3: for $m = 0, \ldots, M$ do

4: Sample mini batch $(x_i, y_i)$, of length $N$ from dataset $D = X, Y$ where $X$ and $Y$ are 4-D tensors holding images and labels from the entire dataset, where $x_i \in \mathbb{R}^{h \times w \times c}$ (image height, width and channel) and $y_i \in \mathbb{R}^{1 \times C}$ (C is total number of classes).

5: BEGIN Update the parameters of the GP and the weights of the CNN using the maximum likelihood loss $\mathcal{L}_{MLE}$

6: do $\rightarrow$ forward pass of CNN base $f^{CNN}(x_i) \rightarrow z_i$, where $z_i \in \mathbb{R}^{Z \times C}$ and $Z$ is the number of hidden units’ feature outputs passed from final fully connected layer of CNN base feature extractor

7: do $\rightarrow$ forward pass of GP $f^{GP}(z_i)$ to obtain the posterior likelihood $p(y_i | f^{GP}(z_i); \mu_i, \sigma_i^2) = \mathcal{N}(\mu_i, K_i)$ where $\mu_i$ represents the mean of the GP and $K_i$ is the kernel (i.e. squared exponential $K_i = A \exp \left( -\frac{1}{2} \frac{\delta_i^2}{\lambda} \right)$) and $\mathcal{N}$ represents the Gaussian distribution

8: do $\rightarrow$ Compute the expected log likelihood to obtain max likelihood loss: $\mathcal{L}_{max} \approx \sum_{i=1}^{N} \mathbb{E}_q \left[ \log \left( p(y_i | f^{GP}(x_i); \mu_i, \sigma_i^2) - \beta D_{KL}(q(u_i) || p(u_i)) \right) \right]$

9: do $\rightarrow$ Compute gradients of loss w.r.t weights of CNN base feature extractor and GP

10: do $\rightarrow$ Update the parameters of GP and CNN feature extractor for $m^{th}$ episode: $\theta^{m+1}_{CNN} \leftarrow \theta^{m}_{CNN} - \gamma \frac{\partial \mathcal{L}_{max}}{\partial \theta_{CNN}} \mathcal{L}_{max}$, $\theta^{m+1}_{GP} \leftarrow \theta^{m}_{GP} - \gamma \frac{\partial \mathcal{L}_{max}}{\partial \theta_{GP}} \mathcal{L}_{max}$

11: BEGIN backpropagation of KLD regularised with maximum likelihood

12: do $\rightarrow$ Replace input samples with top-10 neighbours $\hat{x}_i$

13: do $\rightarrow$ forward pass of the CNN base feature extractor $f^{CNN}(\hat{x}_i) \rightarrow \hat{z}_i$

14: do $\rightarrow$ forward pass of the GP $f^{GP}(\hat{z}_i) \rightarrow p(\hat{y}_i | f^{GP}(\hat{z}_i); \hat{\mu}_i, \hat{\sigma}_i^2) = \mathcal{N}(\hat{\mu}_i, K_{\hat{\mu}_i})$

15: do $\rightarrow$ Calculate similarity loss $\mathcal{L}_{GP}$ between the labels $y_i$ and the GP classifier posterior mean $\hat{\mu}_i$ using the KLD

16: do $\rightarrow$ Update the new parameters of $\hat{\theta}_{GP}$, $GP$: $\hat{\theta}_{GP} \leftarrow \hat{\theta}_{GP} - \gamma \frac{\partial \mathcal{L}_{GP}}{\partial \hat{\theta}_{GP}} \mathcal{L}_{GP}$

17: do $\rightarrow$ Update parameters of CNN feature extractor: $\hat{\theta}_{CNN} \leftarrow \hat{\theta}_{CNN} - \gamma \frac{\partial \mathcal{L}_{GP}}{\partial \hat{\theta}_{CNN}} \mathcal{L}_{GP}$

18: end for

=0
Chapter 4

Experimental Results

Chapter Overview

• Detail the experiments carried out and benchmark the performance evaluation for AdvSegNet

• Introducing and testing the proposed model CNN-GP in presence of adversarial attacks and noise.

• Introducing and testing continual learning with the CNN-GP model.

• Discuss results relating to robustness analysis between CNN-GP and UCB.
4.1 Results on Semantic Segmentation

The previous sections discussed the methodology adopted in the proposed framework AdvSegNet as well as the evaluation metrics. These considered perspectives from the architecture details, the individual loss functions, the training regime and various training specifications e.t.c. This section, however, will consider the results. Specifically, the proposed framework is tested on a small-sized dataset CamVid [16]. An extensive experiment is also performed on the dataset Sun RGB-D [169].

4.1.1 Performance Validation of Bayesian and the AdvSegNet on CamVid, Sun RGB-D and Pascal VOC

First, the weights of a pretrained Bayesian SegNet are fed to the encoder and decoder layers of the AdvSegNet. In particular, the convolutional ones. Then, the network is simulated with an attack. The involves reducing the input receptive field of the SegNet. Though there are many forms of such attacks in the literature of machine learning security [173], [49], the exploited method uses a simple reduction of the receptive field. Particularly, the input size of the Bayesian SegNet is reduced from 360x480 to 128x128. This is introduced in the first episode (Epoch = 0).

The network is then trained to 2000 episodes. There are two configurations used within the experiments. The first one, termed the classical training method, involves training the AdvSegNet with simple cross-entropy loss, without considering the discriminators. Considering the second setting, termed the adversarial training method, this involves training the AdvSegNet in the presence of the discriminators UC and QC. Both configurations are trained on CamVid [16] (see Figure 4.1A). A separate experiment is performed on Sun RGB-D [169] and Pascal VOC [35] (see Figure 4.1B). Each of the experiments was carried out 100 times, the points represent the average values obtained at each episode, while the vertical bars represent the standard deviation (≈ 3 – 5%). Experiments carried out in Figure 4.1B are trained from scratch rather than using pretrained weights. It is only performed with a single configuration that involves the use of discriminators. The result for the change in
validation accuracy w.r.t the episode number is presented in Figure 4.1 A and B. The dashed line in Figure 4.1A sets the Bayesian SegNet performance benchmark on CamVid.

4.1.2 Evolution of Loss Functions in the AdvSegNet on CamVid

This experiment aims to evaluate the evolution of the adversarial losses for the critics UC and QC. The result is plotted in Figure 4.2. The training procedure involved here follows similar steps to the performance validation experiment. However, in this experiment, the values of both the critic loss functions for UC (3.5) and QC (3.4) are monitored after each episode for 2000 total episodes. Additionally, the cross-entropy loss function for training the AdvSegNet is also monitored. This is plotted as the blue line in Figure 4.2. The loss value of QC is plotted as the red line and the loss value of UC is plotted as the dashed green line.

4.1.3 Effect of Changing the Learning Rate on the Performance on Sun RGB-D

In the previous sections, it was reviewed that GAN training is very sensitive to learning rate changes. This is especially difficult with complex datasets. To train effectively on the Sun RGB-D dataset, choosing the optimum learning rate is crucial. Hence, a separate experiment is performed that observes the sensitivity of validation accuracy on various learning rate configurations. This is shown in Figure 4.3. The configurations of the learning rate are split into three parts in this experiment. At first, the learning rate of the segmentation network half of the AdvSegNet is fixed at 1 and the learning rate of the critics UC and QC is fixed at 0.2. Then, the validation accuracy is observed as it evolves with the increasing number of episodes. This is plotted as the crossed green line in Figure 4.3.

In the second configuration, the learning of the segmentation half of the AdvSegNet is decreased to 0.1 and the learning rates of the critics UC and QC are decreased to 0.02. In the third, this is further decreased to 0.01 and 0.002 respectively. These are plotted as the crossed blue line and the crossed red line respectively. The experiment is carried out for 2000 episodes.
Fig. 4.1 Results for training the pretrained Bayesian SegNet for 2000 episodes in both scenarios of using the AdvSegNet and without discriminators UC and QC in classical training. Here, (A) shows results for experimenting with dataset CamVid [16] and (B) shows results for Sun RGB-D [169] and Pascal VOC [35].
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**Fig. 4.2** The evolution of loss functions for the AdvSegNet versus the number of episodes. The light blue line shows loss values for the cross-entropy loss, the loss values of the critics QC and UC are shown as red line and dashed green line respectively.

![Loss Function Evolution](image1)

**Fig. 4.3** Validation accuracy comparison for various learning rate configurations of the AdvSegNet on the Sun RGB-D dataset. The term SEG lr corresponds to learning rate associated with the AdvSegNet and DISC lr for the learning rate of the discriminators.

![Validation Accuracy Comparison](image2)
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4.1.4 Comparison of Performance with State-of-the-Art and Other SegNet Architectures

To recap, the main objective of this research is to improve the performance of the Bayesian SegNet by utilising the variance information from the dropout samples. Hence, a separate experiment is performed to compare the performance of the AdvSegNet with various variants of the Bayesian SegNet as mentioned in [7]. In this experiment, the Bayesian SegNet variants are trained using the same hyperparameters using the AdvSegNet training. The list of these along with their default values is provided in Algorithm 4.

Furthermore, the proposed framework is then compared with the state-of-the-art segmentation architectures including DeepLab [20] and the original SegNet [7] in Table 4.1. The SegNet-Basic version is a smaller sized version of the original SegNet [7]. It consists of 4 encoder layers and 4 decoder layers. Similar to the original SegNet, max-pooling and subsampling is performed after every layer in the encoder of SegNet-Basic. Furthermore, the decoder layers of SegNet-Basic also use pooling indices from the encoder to upsample in the decoder network. Batch normalisation layers are also placed after every convolutional layer in the encoder and the decoder network. In both the networks, the SegNet and SegNet-Basic, no biases are added after the convolutional layers and no ReLU activations are used in the decoder network.
Algorithm 4 AdvSegNet, our proposed algorithm. All experiments in our paper use the following default arguments. batch size $= 1$, $t_{critic} = 5$ or 25, $\gamma_{seg} = 0.005$, $\gamma_{disc} = 0.0005$, $c = 0.01$, $epochs = 2000$

Require: $t_{critic}$: critic episodes, $\gamma_{seg}$: AdvSegNet learning rate, $\gamma_{disc}$: critic learning rate, $clip$: clip parameter for critic weights, $epochs$: training episodes for AdvSegNet

Do initialization

\begin{verbatim}
for epoch = 0, ..., epochs do 
    if epoch < 25 or epoch = 500 then $t_{critic} = 25$
    else $t_{critic} = 5$

    Sample an image batch $x_n$ from the dataset of $N$ training samples

    for epoch = 0, ..., $t_{critic}$ do Obtain mean prediction: $\mu_n$ from (3.1)
    Compute loss $\mathcal{L}_{QC}$ from (3.4)
    Update loss: $\theta_{QC} \leftarrow \theta_{QC} + \gamma_{disc} \cdot Adam (\theta_{QC}, \mathcal{L}_{QC})$
    Clip weights: $\theta_{QC} \leftarrow clip (\theta_{QC}, -c, c)$

    end

    for $t = 0, ..., t_{critic}$ do Obtain uncertainty: $\sigma_n$ from (3.2)
    Compute loss $\mathcal{L}_{UC}$ from (3.5)
    $\theta_{UC} \leftarrow \theta_{UC} + \gamma_{disc} \cdot Adam (\theta_{UC}, \mathcal{L}_{UC})$
    $\theta_{UC} \leftarrow clip (\theta_{UC}, -c, c)$

    end

    Compute SegNet loss $\mathcal{L}_{SEG}$ from (3.3)
    Update loss: $\theta_g \leftarrow \theta_g + \gamma_{seg} \cdot Adam (\theta_g, \mathcal{L}_{SEG})$

end
\end{verbatim}

4.1.5 Comparison of Predicted Labels and Variance on CamVid

Example

The purpose of this experiment is to compare both the prediction and the variance maps (model uncertainty) obtained from two different configurations of the AdvSegNet. These
Fig. 4.4 Segmented output labels and uncertainty map results from both the Bayesian SegNet trained with classical training (A, C, E, G) and the Bayesian SegNet trained with adversarial training (AdvSegNet) (B, D, F, H). The figures on the left column (A, C, E, G) represent results for the Bayesian SegNet trained classical training and the column for the AdvSegNet (B, D, F, H). The first row represents input images (A, B), the second row ground truths (C, D), the third row segmented output labels (E, F) and the final row model uncertainty outputs (G, H).
Table 4.1 Comparison of accuracies of state-of-art and SegNet based architectures included those made in this experiment highlighted as bold

<table>
<thead>
<tr>
<th>Method</th>
<th>Building</th>
<th>Tree</th>
<th>Sky</th>
<th>Car</th>
<th>Sign-Symbol</th>
<th>Road</th>
<th>Pedestrian</th>
<th>Fence</th>
<th>Column-Pole</th>
<th>Side-Walk</th>
<th>Bicyclist</th>
<th>ClassAvg</th>
<th>GlobalAvg</th>
<th>MeanIU</th>
</tr>
</thead>
<tbody>
<tr>
<td>SegNet-Basic [7]</td>
<td>80.6</td>
<td>72.0</td>
<td>93.0</td>
<td>78.5</td>
<td>21.0</td>
<td>94.0</td>
<td>62.5</td>
<td>31.4</td>
<td>36.6</td>
<td>74.0</td>
<td>42.5</td>
<td>62.3</td>
<td>82.8</td>
<td>46.3</td>
</tr>
<tr>
<td>SegNet [7]</td>
<td>88.0</td>
<td>87.3</td>
<td>92.3</td>
<td>80.0</td>
<td>29.5</td>
<td>97.6</td>
<td>57.2</td>
<td>49.4</td>
<td>27.8</td>
<td>84.8</td>
<td>30.7</td>
<td>65.9</td>
<td>88.6</td>
<td>50.2</td>
</tr>
<tr>
<td>BayesianSegNet-Basic [78]</td>
<td>75.1</td>
<td>68.8</td>
<td>91.4</td>
<td>77.7</td>
<td>52.0</td>
<td>92.5</td>
<td>71.5</td>
<td>44.9</td>
<td>52.9</td>
<td>79.1</td>
<td>69.6</td>
<td>70.5</td>
<td>81.6</td>
<td>55.8</td>
</tr>
<tr>
<td>BayesianSegNet [78]</td>
<td>80.4</td>
<td>85.5</td>
<td>90.1</td>
<td>86.4</td>
<td>67.9</td>
<td>93.8</td>
<td>73.8</td>
<td>64.5</td>
<td>50.8</td>
<td>91.7</td>
<td>54.6</td>
<td>76.3</td>
<td>86.9</td>
<td>63.1</td>
</tr>
<tr>
<td>DeepLab [20]</td>
<td>81.5</td>
<td>74.6</td>
<td>89.0</td>
<td>82.2</td>
<td>42.3</td>
<td>92.2</td>
<td>48.4</td>
<td>27.2</td>
<td>14.3</td>
<td>75.4</td>
<td>50.1</td>
<td>60.7</td>
<td>89.7</td>
<td>54.7</td>
</tr>
<tr>
<td>BayesianSegNet-128x128</td>
<td>11.4</td>
<td>93.8</td>
<td>88.0</td>
<td>81.7</td>
<td>47.1</td>
<td>90.8</td>
<td>22.8</td>
<td>5.5</td>
<td>3.3</td>
<td>86.0</td>
<td>38.0</td>
<td>55.7</td>
<td>63.4</td>
<td>30.0</td>
</tr>
<tr>
<td>AdvSegNet</td>
<td>77.9</td>
<td>95.8</td>
<td>98.1</td>
<td>75.5</td>
<td>36.6</td>
<td>95.8</td>
<td>52.5</td>
<td>77.6</td>
<td>6.2</td>
<td>92.6</td>
<td>84.6</td>
<td>72.1</td>
<td>87.1</td>
<td>52.8</td>
</tr>
</tbody>
</table>

configurations are similar to those adopted in the performance validation experiment, i.e. one where the AdvSegNet is trained without the critics and one with. Then, a sample from the test set is chosen as input for each configuration of the AdvSegNet separately. These samples share a majority of the categories. In the case of Figure 4.4, these include road, trees, sky, pole, car, bicycles, buildings and pedestrians. In the example, Figure 4.4A is fed to the classical training example and Figure 4.4B is fed to the adversarial training example. The respective ground truth labels are shown in Figure 4.4C and Figure 4.4D. The predictive labels are presented in Figure 4.4E for classical training example and 4.4F for adversarial training example. Finally, the respective variance (uncertainty) maps are shown in Figure 4.4G and Figure 4.4H. These maps are obtained by taking the variance of the dropout samples and averaging the channel number dimension to get a 2D greyscale image of size 128 x 128 (height and width).
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Considering the results, from Figure 4.1, it is seen that the validation accuracy of the Bayesian SegNet trained under classical training method, shown as the crossed blue-line, approximately drops from 82% to 28% for the first 250 episodes. It takes up to 1000\textsuperscript{th} episode for the Bayesian SegNet trained under classical training to adapt to the sudden change in the receptive field. In contrast, the AdvSegNet adapts much faster and performs substantially better than the Bayesian SegNet trained with classical training. The validation accuracy of the AdvSegNet, shown as the crossed red line, also remains higher (approximately \( \geq 80\% \)) than the baseline the Bayesian SegNet shown as the dashed green line. On the other hand, training on Sun RGB-D is more challenging than CamVid. The AdvSegNet does not improve in validation accuracy from approximately 375\textsuperscript{th} to 1800\textsuperscript{th} episode.

When considering the test for the sensitivity of validation accuracy on various learning rate configurations for the Sun RGB-D dataset, Figure 4.3 shows that increasing the learning rate from 0.1 to 1.0 for both the SegNet and the discriminators leads to unsteady performance, with accuracies shifting from 10\% to 15\% after every 250\textsuperscript{th} episode. The accuracies shift more for large learning rates. For example for the learning rate value of 1, the accuracies shift from 5\% to 30\%. The shift is less when compared with low learning rates. For example for the learning rate of 0.01 the accuracies shift from 14\% to 18\% approximately.

Then, observing the change in loss functions for the discriminators UC and QC in Figure 4.2, it is observed that both the losses for training QC and UC, shown as the dashed-green and the solid orange line respectively, follow a similar trend. They decrease at a steeper rate than the SegNet loss, shown as the solid blue line. This observation strengthens the hypothesis which states that highlighting the impact of uncertainties improves the performance of neural networks.

Considering the comparison of the AdvSegNet with the state-of-the-art network the DeepLab and the Bayesian SegNet (128x128) in Table 4.1, it is seen that the performance in terms of global average accuracy of the AdvSegNet is similar to the Bayesian SegNet (with receptive field 128x128) in the majority of the class such as tree, road, column-pole and side-walk. In some classes, the validation accuracy of the AdvSegNet is higher than the
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Bayesian SegNet (with receptive field 128x128) for example in building, pedestrians, fences and bicyclists. In brief, the AdvSegNet can outperform the Bayesian SegNet versions but loses performance in classes sign-symbol and column-pole.

The results from Figure 4.4 outline the impact of uncertainty on the performance of the Bayesian SegNet and the AdvSegNet. The uncertainty analysis in Figure 4.4F also supports the tabulated results that compare with the state-of-art. Considering the uncertainty maps for the Bayesian SegNet in Figure 4.4G and the AdvSegNet in Figure 4.4H, these results show that the amount of the uncertainty (grey levels of the uncertainty map) around the group of classes building, fence and trees is much higher in classical training of the Bayesian SegNet as opposed to the AdvSegNet. One possible conjecture is that this is the result of erroneous prediction of the fence category that is labelled building in the ground truth labels. A similar case appears for the Figure 4.4H. This is the uncertainty map for the AdvSegNet while Figure 4.4F is the segmented output label map. Here, it is evident that the AdvSegNet fails to detect the two poles present in the ground truth label in Figure 4.4D.

From the above observation, it can be conjectured that since the uncertainty is less in the AdvSegNet, it is more successful in isolating the tree class from the fence. Another key point to note is that the performance of the AdvSegNet is achieved with the receptive field less than half of those employed for the Bayesian SegNet and the Deep Lab, making it much easier and faster to train. On the system of GPU cluster (NVIDIA Tesla K80) provided by ShARC in the University of Sheffield which is used for training the AdvSegNet, the wall clock time to train AdvSegNet is approximately three hours. This is fast compared to training the Bayesian SegNet with a full receptive field of 256 x 256. Training the Bayesian SegNet at half the receptive field 128 x 128 is faster than the AdvSegNet but the performance of the AdvSegNet is superior. The AdvSegNet also learns to adapt to the drop in receptive field. This type of attack is black-box (see Chapter 4). These attacks do not have access to the entire training system but can harm the inputs of the system. Hence, the AdvSegNet is ideal for applications that require accurate results while in the presence of black-box attacks. In the authors’ opinion, this is perhaps a very important test result obtained from the experiments since it shows how uncertainty is linked to performance and also how the
impact of uncertainties changes the performance of neural networks but more importantly it agrees with the hypothesis. In the coming chapters, this relationship of reduced uncertainty and less erroneous prediction is studied furthermore, as well as exploring further ways to obtain uncertainty and experiment with different Bayesian architectures such as BNNs and Gaussian processes.

4.3 Results for Robust Learning

This section aims to consider the results based on the methods provided in the previous section. In particular, the proposed model CNN-GP is evaluated with respect to performance, variance sensitivity, the evolution of sensitivity to attack strength and computational time. Each of the experiments follows a certain aim. For example, the performance validation experiment aims to investigate whether adding a GP unit after a CNN improves its performance in the presence of noise (specifically AWGN) and motion blurring effects. The purpose of the uncertainty analysis experiment is to justify the results of the performance validation test by observing the uncertainty values from the post-softmax samples. Then, the purpose of the sensitivity test to attack strength is in two folds: one is to see if the proposed model is sensitive to increasing strength of adversarial attacks and two is to observe if this change is abrupt so that it can be used as an early-warning detection system for applications that can benefit from the last-minute manual intervention. Finally, the computational time experiment is carried out to test the speed of the system with the state-of-art MC dropout techniques widely adopted in standard DNN architectures.
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4.3.1 Performance Validation: Accuracy Measures, Precision-Recall and Receiver Operating Characteristics Curves

This section aims to discuss the performance validation of the CNN-GP algorithm, the precision-recall curve and the ROC curve for evaluation on three datasets: MNIST [90], Fashion-MNIST [190] and CIFAR-10 [84]. This section first begins by describing how the above three evaluation procedures are carried on the proposed model, then moving to provide details about the results. This includes the presented plots and tables.

Before the experiments, the CNN-GP classifier is trained with the three different secondary losses. The purpose is to observe accuracy as a means of performance evaluation. The average results are calculated by dividing the averaged correct samples by the total number of samples. Experiments are run ten times and accuracy values are averaged. The standard deviation is ±2. Then, the system is disrupted using the following two methods: a) an additive white Gaussian noise (AWGN) and b) motion blur (MB). The results are compared with the system version where no secondary losses are used (i.e. without regularization). These results are presented in Table 4.2. Next, the precision-recall and the ROC results characterize the accuracy of the proposed CNN-GP model. The precision-recall curves are plotted for each dataset in Figures 4.5, 4.7 and 4.9. The ROC curves are plotted in Figures 4.6, 4.8 and 4.10. The average precision (AP) and ROC area are two quantities that are obtained by averaging the individual curve entities. In the figures, the AP and the ROC area are placed in bracketed terms after the ‘loss type (e.g KLD)’ and the ‘attack type (e.g MB)’. They help in grouping entities that give similar results and make it easy to read the curves individually.
Table 4.2 Performance Validation Based on Test Accuracy for Each Attack Type on Four Datasets and Three Conditions

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Loss Type</th>
<th>No Attack(%)</th>
<th>AWGN(%)</th>
<th>Blur(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MNIST</strong></td>
<td>No Regularisation</td>
<td>88</td>
<td>51</td>
<td>65</td>
</tr>
<tr>
<td></td>
<td>KLD</td>
<td>97</td>
<td>89</td>
<td>72</td>
</tr>
<tr>
<td></td>
<td>WASS</td>
<td>86</td>
<td>77</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td>MC</td>
<td>97</td>
<td>78</td>
<td>75</td>
</tr>
<tr>
<td></td>
<td>WASS-FIRST</td>
<td>97</td>
<td>85</td>
<td>88</td>
</tr>
<tr>
<td><strong>Fashion-MNIST</strong></td>
<td>No Regularisation</td>
<td>85</td>
<td>32</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>KLD</td>
<td>88</td>
<td>53</td>
<td>76</td>
</tr>
<tr>
<td></td>
<td>WASS</td>
<td>81</td>
<td>56</td>
<td>72</td>
</tr>
<tr>
<td></td>
<td>MC</td>
<td>89</td>
<td>35</td>
<td>80</td>
</tr>
<tr>
<td></td>
<td>WASS-FIRST</td>
<td>89</td>
<td>54</td>
<td>77</td>
</tr>
<tr>
<td><strong>CIFAR-10</strong></td>
<td>No Regularisation</td>
<td>67</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>KLD</td>
<td>73</td>
<td>26</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td>WASS</td>
<td>40</td>
<td>28</td>
<td>28</td>
</tr>
<tr>
<td></td>
<td>MC</td>
<td>65</td>
<td>25</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td>WASS-FIRST</td>
<td>68</td>
<td>26</td>
<td>40</td>
</tr>
<tr>
<td><strong>CIFAR-100</strong></td>
<td>No Regularisation</td>
<td>24</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>KLD</td>
<td>30</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>WASS</td>
<td>27</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>MC</td>
<td>28</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>WASS-FIRST</td>
<td>27</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>
Fig. 4.5 Precision-recall for CNN-GP trained on the MNIST dataset. The plots are arranged according to their average precision. The plots are for each of the three losses: KLD, Wasserstein and maximum correntropy and for the three configurations: no attacks, Gaussian noise (shown as AWGN) and motion-blurring (shown as MB).
Fig. 4.6 ROC curve for CNN-GP trained on the MNIST dataset. The plots are arranged their ROC area. The plots are for each of the three losses: KLD, Wasserstein and maximum correntropy and for the three configurations: no attacks, Gaussian noise (shown as AWGN) and motion-blurring (shown as MB).
Fig. 4.7 Precision-recall for CNN-GP trained on the Fashion-MNIST dataset. The plots are arranged according to their average precision. The plots are for each of the three losses: KLD, Wasserstein and maximum correntropy and for the three configurations: no attacks, Gaussian noise (shown as AWGN) and motion-blurring (shown as MB).

The graph shows the precision-recall curves for different configurations. The legend indicates the type of loss and the configuration with their respective average precision (AP).
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Fig. 4.8 ROC curve for CNN-GP trained on the Fashion-MNIST dataset. The plots are arranged their ROC area. The plots are for each of the three losses: KLD, Wasserstein and maximum correntropy and for the three configurations: no attacks, Gaussian noise (shown as AWGN) and motion-blurring (shown as MB)
Fig. 4.9 Precision-recall for CNN-GP trained on the CIFAR-10 dataset. The plots are arranged according to their average precision. The plots are for each of the three losses: KLD, Wasserstein and maximum correntropy and for the three configurations: no attacks, Gaussian noise (shown as AWGN) and motion-blurring (shown as MB).
**Fig. 4.10** ROC curve for CNN-GP trained on the CIFAR-10 dataset. The plots are arranged their ROC area. The plots are for each of the three losses: KLD, Wasserstein and maximum correntropy and for the three configurations: no attacks, Gaussian noise (shown as AWGN) and motion-blurring (shown as MB).
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4.3.2 Uncertainty Analysis

The following experiment aims to further support the performance evaluation results in the previous subsection by investigating the individual uncertainty values of the different experiment settings adopted in Table 4.2. The purpose of this experiment is to justify the improved performance with the reduced amount of uncertainty on Gaussian noise and motion-blurring. These experiments consider the MNIST datasets only. The mean output of the post softmax samples from the GP classifier and the variance is plotted as bar graphs. Given the predictions, for each time the label is correct, the appropriate variance is computed from the likelihood. Blue bars represent the variance of correct samples and orange for the incorrect. This is carried out for each of the samples in the test set (10000 MNIST images). The proposed model is tested with three examples. One on clean MNIST images (column 1), the other two on MNIST corrupted by AWGN (column 2) and MB (column 3). This is true for all the Figures 4.11, 4.12, 4.13 and 4.14. The instruction in which these graphs can be read is that the more the number of blue bars, the more accurate the model is, the lower the height of the blue or orange bars, the more reliable the model is. If the predictions have higher orange bars than blue, it is more susceptible to Gaussian noise and motion blurring. The term ‘a.r.b’ stand for arbitrary units.
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**Fig. 4.11** The uncertainty output bar graphs for the CNN-GP model with secondary loss type set to no regularisation setting. The Figures A, B and C correspond to the three attack settings: no attack, Gaussian noise and motion blurring. The blue bars represent variance on correctly classified samples, the orange for the incorrect ones.

**Fig. 4.12** The uncertainty output bar graphs for the CNN-GP model with secondary loss type set to KLD setting. The Figures A, B and C correspond to the three attack settings: no attack, Gaussian noise and motion blurring. The blue bars represent variance on correctly classified samples, the orange for the incorrect ones.
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**Fig. 4.13** The uncertainty output bar graphs for the CNN-GP model with secondary loss type set to WASS setting. The Figures A, B and C correspond to the three attack settings: no attack, Gaussian noise and motion blurring. The blue bars represent variance on correctly classified samples, the orange for the incorrect ones.
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**Fig. 4.14** The uncertainty output bar graphs for the CNN-GP model with secondary loss type set to MC setting. The Figures A, B and C correspond to the three attack settings: no attack, Gaussian noise and motion blurring. The blue bars represent variance on correctly classified samples, the orange for the incorrect ones.
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4.3.3 Sensitivity of Variance to Attack Strength

This experiment aims to test the sensitivity of the variance information from the GP classifier of the CNN-GP model to both Gaussian noise and FGSM attack. This is performed on the MNIST dataset only. The plots for the case of Gaussian noise are shown in Figure 4.15 and Figure 4.16. The plots for the FGSM attacks are shown in Figure 4.17.

Considering the case of the Gaussian noise, the testing input mini-batch $X_{\text{TEST}}$ are perturbed and fed to the GP classifier. Then, using the post-softmax samples, the variance information of the samples is plotted. The experiment is then repeated for the Gaussian noise attacks with varying standard deviation $\sigma_{\text{AWGN}}$ from 0.0 to 2.0. The inputs are perturbed as shown in equation (4.1)

$$X^*_{\text{TEST}} = X_{\text{TEST}} \cdot \sigma_{\text{AWGN}} + \mu_{\text{AWGN}}.$$  

Here, $\sigma_{\text{AWGN}}$ and $\mu_{\text{AWGN}}$ represent the standard deviation and the mean of the Gaussian noise respectively and $X^*_{\text{TEST}}$ is the perturbed test mini-batch. Then, in a separate experiment, the system is attacked with the FGSM attacks. The FGSM attacks are made by using the gradients of only the CNN component of the CNN-GP model. The negative log of the output vector of size 16x128 (as shown in Figure 3.3) from the CNN feature extractor, i.e $\hat{y}_{\text{CNN}}$, is then computed. The gradients of this w.r.t. input test sample are then used to produce the perturbed data. The value of this is clamped between the range [0, 1]. This is also shown in equation (4.2)

$$X^*_{\text{TEST}} = X_{\text{TEST}} + \epsilon \cdot \text{sign}( - \nabla_{X_{\text{TEST}}} \log(\hat{y}_{\text{CNN}}) ).$$  

Here, the term $-\nabla_{X_{\text{TEST}}} \log(\hat{y}_{\text{CNN}})$ represents the gradients for computing the negative log-likelihood loss from the CNN-GP output based on the input test mini-batch $X_{\text{TEST}}$. Specifically, the nabla term $\nabla_{X_{\text{TEST}}} (y)$ is shorthand for $\frac{\partial y}{\partial X_{\text{TEST}}}$. In FGSM, computing the gradients of the output from the CNN feature extractor with respect to the mini-batch images through a sign function $\text{sign}(.)$, allows one to generate a new mini-batch of images $X_{\text{TEST}}$ that is imperceptible to the human eye. However, can easily mislead the system’s representation. Additionally, the term $\epsilon$ denotes the strength of the FGSM attack. In this experiment, this
variable is changed increased within the range 0.0 and 3.0 in steps of 0.5. This is plotted in Figure 4.17.

The highlighted region in Figure 4.17 denotes the vital change of state in the system that can alert the system of the attack. This serves as a region where a high variance can lead to early detection of the attack before its intensity builds over time. Beyond this region, any change in variance would not be beneficial for a safety-critical system.

The proposed CNN-GP approach is also compared with the standard MC dropout method [41] and results are presented in Figure 4.16. The MC dropout results are obtained by isolating the pretrained CNN feature extractor and running forward passes 100 times. From this, the variance is computed and later averaged across the samples.

**Fig. 4.15** Output variance computed from the GP classifier compared with the strength additive white Gaussian noise attack for three cases: training CNN-GP with no regularisation, training with KLD loss function and MC as regularisers.
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**Fig. 4.16** Output variance computed from the GP classifier using MC dropout compared with the strength of additive white Gaussian noise attack.

![AWGN Variance Vs Output Variance](image)

**Fig. 4.17** Output variance computed from the GP classifier compared with the strength of white-box FGSM attack for four cases: training CNN-GP with no regularisation, training with KLD loss function and MC as regularisers, using MC dropout for uncertainty output.
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4.3.4 Computational Time

The purpose of this experiment is to compare the computational run times of CNN-GP with MC dropout methods [41]. This experiment is important since uncertainty aware
learning applications in situational awareness and decision making require fast computation of uncertainty. In such applications, rational decisions made under fractions of seconds can have a substantial impact on the task. In some applications, such as medical robotics, decisions can result in life or death. Furthermore, the experiment compares the computational time with the MC dropout method. Comparison with MC dropout methods is important since MC dropout are applied frequently in standard DNN architectures [41], [78], [30] in order to account for uncertainty in results. To recap, MC dropout methods involve continuous sampling from several runs. The mean of the samples is taken as the prediction and the variance as uncertainty.

The experiment is carried out using the same architecture proposed in this chapter, i.e. the CNN-GP and then with the CNN component only with Monte Carlo sampling. Both models are made to output variance information on simple MNIST input images. The sampling rate for the MC dropout method is set to 100. The respective run-time for each is then computed on the University of Sheffield provided GPU cluster (NVIDIA K80). The experimentation process is carried out in the following way.

Firstly, the testing image set is divided into separate mini-batches. The initial timer based on the CPU clock is initialised to zero. Then, the test batches are forward propagated through both the CNN and GP components of the proposed algorithm and the timer is updated on each step. This is continued until the last batch-test from the test set is forward propagated. The results are averaged and the testing time is measured in minutes. The results are tabulated in Table 4.3.

Secondly, the CNN-GP architecture is taken again and the GP component is removed. The dropout values on both the dropout layers in the CNN component are set to 0.5 to prevent bias from either of the dropout layers. At test time, the MC dropout version of the CNN network is done so that the architecture is kept the same. In doing so, the test is kept fair between CNN-GP and UCB. In the next subsection, the convergence of each of the three similarity loss functions is considered.
### Table 4.3 Run Time Analysis For Proposed Model CNN-GP and MC Dropout

<table>
<thead>
<tr>
<th>Model Type</th>
<th>Run Time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN-GP</td>
<td>1.18</td>
</tr>
<tr>
<td>MC dropout</td>
<td>7.27</td>
</tr>
</tbody>
</table>

#### 4.3.5 Convergence of Similarity Losses Applied on CNN Only

The purpose of this experiment is two-fold: a) one is to study the convergence of each of the three similarity functions and b) evaluate the performance of the CNN only component of CNN-GP trained on the three losses separately. The GP component is removed since it is only trainable through maximum likelihood and not the similarity loss functions.

In this experiment, the three similarity loss functions: KLD, Wasserstein and maximum correntropy, are not used as regularizers, as in previous experiments, but are now used for training on maximising classification performance on each of the four datasets: MNIST, Fashion-MNIST, CIFAR-10 and CIFAR-100. It is important to note that the Wasserstein distance used in this experiment is the entropy regularised version labelled WASS in previous experiments, instead of the full Wasserstein distance, labelled WASS-FIRST in previous experiments.

This experiment is important since it investigates which of the loss function is more suitable for stable training in CNN-GP for the classification task. Additionally, it is important to understand how these loss functions behave as the classification task becomes more difficult, for example classifying from MNIST to Fashion-MNIST or CIFAR-10.

All of the experiments are carried out on the CNN only component of the proposed framework CNN-GP (see Section 3.2.2). In this case, the GP layer is removed and a softmax layer is added for converting the predicted feature vector into a vector of probabilities. This is considered for all three loss functions except the Wasserstein distance where instead a hyperbolic tangent activation is used.
**Fig. 4.18** Validation losses observed during training CNN on MNIST with the three similarity losses for 100 episodes.

- **Fig. 4.19** Validation losses observed during training CNN on Fashion-MNIST with the three similarity losses for 100 episodes.
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**Fig. 4.20** Validation losses observed during training CNN on CIFAR-10 with the three similarity losses for 100 episodes

![Validation Loss Vs Episode Number - CIFAR-10](image)

**Fig. 4.21** Validation losses observed during training CNN on CIFAR-100 with the three similarity losses for 100 episodes

![Validation Loss Vs Episode Number - CIFAR-100](image)

Each of the experiments on the three datasets is carried out separately. Within each of the experiments, the input training set is divided into mini-batches. These are then forward propagated through the CNN-GP to obtain the predictive vector of probabilities. The classified predictive outputs are compared with the labels using either of the loss functions
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Table 4.4 Test Accuracy of the CNN Component Trained on KLD, WASS and MC on MNIST, Fashion-MNIST, CIFAR-10 and CIFAR-100.

<table>
<thead>
<tr>
<th>Dataset Type</th>
<th>KLD</th>
<th>WASS</th>
<th>MC</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST [90]</td>
<td>98.75</td>
<td>96.48</td>
<td>8.92</td>
</tr>
<tr>
<td>Fashion-MNIST [190]</td>
<td>90.69</td>
<td>84.92</td>
<td>10.01</td>
</tr>
<tr>
<td>CIFAR-10 [84]</td>
<td>73.38</td>
<td>27.00</td>
<td>5.84</td>
</tr>
<tr>
<td>CIFAR-100 [84]</td>
<td>28.57</td>
<td>1.00</td>
<td>1.08</td>
</tr>
</tbody>
</table>

separately. Both the loss value and the accuracy are averaged for all mini-batches and recorded per episode. The experiments are carried out for a total of 100 episodes. The graphs in Figures 4.18 - 4.21 show the change of loss function w.r.t episodes. The test accuracy based on each of the loss functions for all datasets is tabulated in Table 4.4.

4.4 Discussion for Robust Learning

This section deals with the discussion on the results obtained on the robust learning methods in the thesis. The section is organised according to the results obtained in the previous sections. First, the discussion focuses on results from Table 4.2, then the focus shifts towards the precision-recall and ROC curves in Figures 4.5 - 4.10, then moving to the uncertainty analysis charts from Figures 4.11 - 4.14. Then, the results on sensitivity to adversarial and noisy attacks are discussed, these include the Figure 4.15, 4.16 and 4.17. This is followed by the discussion on the computational time taken for the CNN-GP and the MC dropout method in Table 4.3 and the results for the convergence of KLD, Wasserstein and maximum correntropy for the CNN component only in the Figures 4.18 - 4.21 and Table 4.4.

4.4.1 Discussion on Performance Validation

First to consider are the performance validation results in Table 4.2. Here, it is seen that dealing with a noisy AWGN attack is more difficult than dealing with images with motion blurring. This is evident with all of the dataset types, i.e. MNIST, Fashion-MNIST, CIFAR-
10 and CIFAR-100. Regardless of the dataset, experiments with or without regularisation perform better on motion-blurred images than AWGN. For example, considering the no regularisation case on the MNIST dataset, the performance on blurred images is 65% as opposed to 51% on images attacked by AWGN.

A second observation to note is that with regularisation, regardless of the type, the performance of CNN-GP is better than without regularisation. For example, in the MNIST case, results with no regularisation with AWGN attack and blurred images, the accuracies are 51% and 65% respectively, and with regularisation, it is 89% and 72% for KLD, 77% and 70% for Wasserstein distance, 78% and 75% for maximum correntropy.

The best performance, however, is obtained when the regularisation for the Wasserstein distance in the full form is used. Here, for example for the MNIST dataset, the regularisation with the full Wasserstein distance achieves 85% and 88%, 54% and 77% on Fashion-MNIST, 26% and 40% for CIFAR-10, This is the highest accuracy recorded compared to other forms of regularisation. Compared to maximum correntropy, regularisation with the full Wasserstein distance is much better at dealing with AWGN. For example on the MNIST dataset, regularisation with MC achieves 78% while with the full Wasserstein distance it achieves 85%. Additionally, on Fashion-MNIST, regularisation with MC achieves 35% while with the full Wasserstein distance it achieves 45%.

Another observation from the performance evaluation in Table 4.2 is that the complexity of the dataset is more influential than the difficulty of the inputs. For simple datasets e.g. MNIST and Fashion-MNIST, CNN-GP achieves better performance than on difficult datasets e.g. CIFAR-10 and CIFAR-100. Consider for example in the case training with no regularisation, the performance drops from 88% on MNIST to 85% on Fashion-MNIST, and then from 67% on CIFAR-10 to 24% on CIFAR-100. This is without considering AWGN attacks and blurring of images.

### 4.4.2 Discussion on Precision-Recall and ROC Curves

To characterize the robustness of the approaches, the recall function is calculated. Precision is heavily affected by uncertainties and impacts the results of all methods. However, the
approaches with the maximum correntropy and KLD maintain a good level of precision despite having poor recalls (e.g. in AWGN attacks for MC and KLD). Hence, it is possible to diagnose the recall aspect as a measure of sensitivity to the attack. Furthermore, the precision-recall and ROC curves explain and support the results from the performance evaluation in Table 4.2. Firstly, it can be seen that regardless of the dataset type configuration, the performance of CNN-GP on images attacked by AWGN is less than motion blurring. This can be seen in for example the case of MNIST in Figure 4.5, the average precision for the maximum correntropy regularisation with AWGN attack is 0.86 and 0.85 for Wasserstein distance regularisation with AWGN attack. This is less compared to the average precision when either configuration in the case of motion-blurred images (1.00 and 0.93 respectively).

The second important observation, which also supports and explains the results in performance evaluation in Table 4.2 is that when the images are perturbed by motion blurring, the performance of CNN-GP when using regularisation with MC and KLD is similar in terms of precision and recall but superior to regularisation with Wasserstein distance. This is evident in for example in the case of MNIST and Fashion-MNIST dataset, the average precision of CNN-GP regularised with both maximum correntropy and KLD is 0.07 units more than regularisation with Wasserstein distance (see Figure 4.5) and 0.06 units more in the Fashion-MNIST case (see Figure 4.7).

Another point to note is that, in the case of images perturbed by AWGN, the performance of CNN-GP with Wasserstein distance based regularisation is similar, in some cases, and sometimes better than regularisation with MC and KLD. This can be seen for example in Figure 4.5 where the average precision for using Wasserstein distance based regularisation is on par with maximum correntropy (i.e. 0.85 and 0.86) but is 0.28 average precision units less than using KLD regularisation. However, in Figure 4.7, the average precision of CNN-GP regularised with Wasserstein distance is on par with KLD (i.e. 0.58) but is also 0.28 average precision units more than with maximum correntropy based regularisation. In the case of the CIFAR-10 dataset in Figure 4.9, the average precision of CNN-GP with Wasserstein based regularisation is 3.00 units more than KLD and maximum correntropy based regularisation.
Lastly, the precision-recall results also show that the complexity of the dataset is more influential than the strength and type of the attacks. This also supports the results for performance evaluation in Table 4.2 which demonstrate the same concept. Additionally, this is also supported in precision-recall and ROC curves for the case of CIFAR-10 dataset in Figure 4.9 and 4.10. Here, it is seen that AWGN attacks affect the performance of CNN-GP regardless of the regularisation type ($\approx 0.26$ average precision units).

### 4.4.3 Discussion on Uncertainty and Sensitivity Analysis

The results for uncertainty analysis are presented in Figures 4.17 - 4.14 and the sensitivity analysis in Figures 4.15 - 4.17. These results do not emphasize performance as the results from Table 4.2 and precision-recall. However, these results focus on the sensitivity of the uncertainty (variance information) to the presence of attacks. Ideally, these results should highlight less number of samples in the high variance range (e.g. 0.10 - 0.25 in Figures 4.11 - 4.14). This would mean the network is confident in its predictions and is less likely to output erroneous predictions. Despite this, some of these values should be present so that the system can demonstrate that it can highlight when the attack is too severe to make any predictions at all. Some of these example cases are discussed next.

Firstly, focusing on uncertainty analysis in Figures 4.11 - 4.14, it is observed that CNN-GP shows sensitivity to noisy attacks and motion blurring. This is evident in all of the figures in uncertainty analysis results from Figure 4.11 - 4.14 where the number of incorrect samples increase (from 10 to 100) for all ranges of variances (0.00 - 0.25). This is true regardless of regularisation type. However, the lowest number of incorrect samples is observed in KLD and the maximum correntropy regularisation type. The issue is that the uncertainty results with the Wasserstein metric (in Figure 4.13) display samples classified with high uncertainty ($\approx 100$ in the range 0.10 - 0.25), regardless of the attack. It performs rather poorly than expected, unable to cope with the attacks. This agrees with the hypothesis of [11] which claims that the Wasserstein metric yields biased gradients that have a higher chance of leading to a false local minimum than the KLD during optimization.
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Then, considering the maximum correntropy and KLD based regularisation results, it is evident that using these losses results in high accuracies in motion blurring when compared with the Wasserstein metric results. The performances of the MC and KLD are similar, as evident in Figure 4.11 - 4.14 where uncertainty charts for both KLD and MC based regularisation have a greater number ($\geq 100$) of correct sample variance (blue) as compared to those for the Wasserstein metric (in Figure 4.13). For MC based regularisation, this is expected since this type of loss is ideal for robust algorithm design. This is further supported in Figure 4.5 - 4.10 where the precision-recall for both KLD and MC for motion blurring (MB) remain the highest (solid blue, green and yellow lines) as the dataset complexity increases (MNIST to CIFAR-10).

One possible reason for the results can be that an approximated version of the Wasserstein metric is implemented. An approximate implementation is performed to avoid the complexity and intractability of computing the infimum of double integrals in the full version [125]. This is further supported by the precision-recall diagram for the Wasserstein metric for all attacks which shows that the precision for these methods slowly drop when the dataset complexity is increased (from MNIST to CIFAR-10). The downward shift of blue, black and yellow dashed lines in Figure 4.9 - 4.10 visualizes these drops.

Regarding the variance sensitivity to attack strength, we can see from Figure 4.15 - 4.17 that CNN-GP trained on the MC similarity loss is more responsive than both KLD as well as the no regularization configuration. This also demonstrates that the MC is suitable for robust algorithm design. The graphs show that both the MC and KLD functions, start with higher confidence in predictions (i.e. low variance) before the attack strength is increased when compared to the case without regularization. This confirms both our hypothesis and our results in Figure 4.11 - 4.14 that backpropagation in the CNN-GP framework reduces the impact of uncertainties and attacks on the classification results and characterize the model’s confidence. For the MC dropout method, it is seen from both Figures 4.16 and 4.17 that this model is not representing the uncertainty estimates well when compared with the CNN model. Hence, it is less reliable for uncertainty quantification applications.
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4.4.4 Discussion on Computational Run Time

The results for the computational time for a single forward pass of the CNN-GP architecture and the state-of-art MC dropout is presented in Table 4.3. One important observation is that for the equal batch size of 16 MNIST samples, the time taken for a single forward pass of CNN-GP is approximately 6x faster than a single forward pass of MC dropout. This is an important observation from the point of view of mission-critical systems that require fast computation of uncertainty. However, neither of the models output uncertainty faster than a minute and therefore are not ideal for mission-critical scenarios where decisions are made in the order of seconds. One example of such systems include robotic surgeon [167], [162].

4.4.5 Discussion on Convergence of Kullback-Leibler, Wasserstein Distance and Maximum Correntropy Loss for the Convolutional Network Component of CNN-GP

The convergence of the three aforementioned similarity losses on the CNN component of the CNN-GP is studied in Figures 4.18 - 4.21. The purpose of these experiments is to investigate how the three similarity losses are to behave if they were applied separately instead of being used as part of the regularisation of the maximum likelihood loss. Since in these experiments the GP component is removed, regularisation of maximum likelihood is avoided. Then, looking at the results, it can be observed that for the three datasets MNIST [90], Fashion-MNIST [190], CIFAR-10 and CIFAR-100 [84], both the loss functions KLD and Wasserstein distance converge while the maximum correntropy does not regardless of the dataset type. However, it is seen that even in the case of the difficult dataset (e.g. CIFAR-100 in Figure 4.21) none of the losses converge. This supports both the performance validation (see Table 4.2) and the precision-recall (see Figures 4.5, 4.7 and 4.9) which highlight that the complexity of the data influences the performance of CNN-GP more than the impact of noise and motion blurring, regardless of the type of regularisation used.
4.5 Results for Continual Learning

This section aims to introduce the results for the proposed solution CNN-GP applied to the continual learning scenario. Several different experiments are performed. Some focus on performance-based tasks, while others investigate the computational run time and some focus on robustness analysis in the presence of noisy images. Experiments are performed on datasets split-MNIST, permuted-MNIST, sequential CIFAR-10 and CIFAR-100. In terms of performance evaluation, both the setting deterministic and Bayesian setting are compared separately. Additionally, the proposed solution, in the Bayesian setting, is also compared with the state-of-art UCB method. These experiments also analyse the number of episodes required for convergence and analysis of computational run-time between the deterministic and the Bayesian setting. A further test on the robustness to noisy images is also carried out for both UCB and the CNN-GP in the Bayesian setting.

4.5.1 Accuracy Comparison Per Task - Deterministic vs Bayesian Setting

This experiment aims to evaluate the performance of the CNN-GP framework. The experiment is carried out for both split and permuted-MNIST datasets. Furthermore, it compares performance for both the two settings of the CNN-GP, the deterministic and the Bayesian. It also compares with a version that is trained on the entire MNIST dataset (i.e. no continual learning setting). The experiments are carried out by training the framework on each of the tasks for a total of 200 episodes. This is followed by the validation step. The validation is carried out on each of the tasks a total of 100 times and this is done for each episode. Later, these values are averaged and stored.

The averaged accuracies are plotted for the no continual learning setting in Figures 4.22-4.26 with heading (A), the deterministic setting in Figures 4.22-4.26 with heading (B) and for the Bayesian setting in 4.22-4.26 with heading (C). The experiments on split-MNIST are plotted in Figures 4.22-4.25 and the experiments on permuted-MNIST are shown in
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Figure 4.26. The x-axis represents the task number ranging from 0-5 for the split-MNIST dataset and 1-10 for permuted-MNIST dataset.

**Fig. 4.22** Comparison of accuracy for no continual learning (A), deterministic (B) and the Bayesian setting (C) for the proposed framework CNN-GP validated on split-MNIST. The results are shown for the network trained on task 23 and validated on tasks 01 and 23.

**Fig. 4.23** Comparison of accuracy for no continual learning (A), deterministic (B) and the Bayesian setting (C) for the proposed framework CNN-GP validated on split-MNIST. The results are shown for the network trained on task 45 and validated on tasks 01, 23 and 45.
Fig. 4.24 Comparison of accuracy for no continual learning (A), deterministic (B) and the Bayesian setting (C) of the proposed framework CNN-GP validated on split-MNIST. The results are shown for the network trained on task 67 and validated on tasks 01, 23, 45 and 67.

Fig. 4.25 Comparison of accuracy for no continual learning (A), deterministic (B) and the Bayesian setting (C) of the proposed framework CNN-GP validated on split-MNIST. The results are shown for the network trained on task 89 and validated on tasks 01, 23, 45, 67 and 89.
Fig. 4.26 Comparison of accuracy for no continual learning (A), deterministic (B) and the Bayesian setting (C) of the proposed framework CNN-GP validated on permuted-MNIST. The results shown validation accuracy on each of the ten tasks. Here, ‘T’ refers to task on the x-axis.

4.5.2 Comparison of Episodes Required for Convergence of Training Loss on Permuted-MNIST - Deterministic Vs Bayesian

The purpose of this experiment is to compare the number of episodes required for both model configurations to converge on permuted-MNIST. This is carried out by training each task repeatedly 80 times. Then, the number of episodes required for each is averaged and tabulated for both the configurations in Table 4.5. Comparison for split-MNIST was not required since the results were closely similar (± 2 episodes).
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Table 4.5 Comparison of Episodes Required for Training on Permuted-MNIST for Both Deterministic and Bayesian Setting

<table>
<thead>
<tr>
<th>Tasks</th>
<th>Deterministic</th>
<th>Bayesian</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>26</td>
<td>45</td>
</tr>
<tr>
<td>1</td>
<td>33</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>112</td>
<td>22</td>
</tr>
<tr>
<td>5</td>
<td>74</td>
<td>9</td>
</tr>
<tr>
<td>6</td>
<td>40</td>
<td>10</td>
</tr>
<tr>
<td>7</td>
<td>54</td>
<td>14</td>
</tr>
<tr>
<td>8</td>
<td>95</td>
<td>29</td>
</tr>
<tr>
<td>9</td>
<td>18</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 4.6 Comparison for Average Time Taken for Running a Single Episode for Both Deterministic and Bayesian Setting

<table>
<thead>
<tr>
<th></th>
<th>Deterministic</th>
<th>Bayesian</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average time for a single episode (mins)</td>
<td>5.02</td>
<td>11.65</td>
</tr>
</tbody>
</table>

4.5.3 Comparison of Computational Time Taken on Single Episode on Permuted-MNIST - Deterministic Vs Bayesian

The focus of this experiment is to compare the computational time taken to train on a single episode of the permuted-MNIST testing set. Once again both the deterministic and Bayesian setting is compared. The testing time is measured in minutes and averaged across 50 repeats for each of the 10 tasks. The results are presented in Table 4.6.

Table 4.7 Per-Task Accuracy on Split-MNIST for Both UCB and Bayesian Setting

<table>
<thead>
<tr>
<th>Model Type</th>
<th>Task 0</th>
<th>Task 1</th>
<th>Task 2</th>
<th>Task 3</th>
<th>Task 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>UCB</td>
<td>99.52</td>
<td>93.23</td>
<td>93.23</td>
<td>95.59</td>
<td>97.87</td>
</tr>
<tr>
<td>BCNNGP</td>
<td>96.17</td>
<td>95.22</td>
<td>94.69</td>
<td>97.36</td>
<td>92.86</td>
</tr>
</tbody>
</table>
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Table 4.8 Per-Task Accuracy on Permuted-MNIST for Both UCB and Bayesian Setting

<table>
<thead>
<tr>
<th>Model Type</th>
<th>Task 0</th>
<th>Task 1</th>
<th>Task 2</th>
<th>Task 3</th>
<th>Task 4</th>
<th>Task 5</th>
<th>Task 6</th>
<th>Task 7</th>
<th>Task 8</th>
<th>Task 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>UCB</td>
<td>76.29</td>
<td>60.91</td>
<td>61.30</td>
<td>61.55</td>
<td>60.60</td>
<td>60.41</td>
<td>60.25</td>
<td>61.32</td>
<td>60.60</td>
<td>61.30</td>
</tr>
<tr>
<td>BCNNGP</td>
<td>40.78</td>
<td>43.65</td>
<td>34.25</td>
<td>35.77</td>
<td>37.20</td>
<td>34.89</td>
<td>32.31</td>
<td>33.74</td>
<td>36.50</td>
<td>39.11</td>
</tr>
<tr>
<td>BCNNGP-256</td>
<td>86.33</td>
<td>83.08</td>
<td>67.89</td>
<td>67.55</td>
<td>89.23</td>
<td>68.42</td>
<td>63.36</td>
<td>84.35</td>
<td>85.41</td>
<td>87.62</td>
</tr>
</tbody>
</table>

Table 4.9 Per-SNR Accuracy on Split-MNIST for Both UCB and Bayesian Setting

<table>
<thead>
<tr>
<th>Signal-to-Noise Ratio</th>
<th>20</th>
<th>12</th>
<th>6</th>
<th>2</th>
<th>0</th>
<th>-2</th>
<th>-4</th>
<th>-5</th>
<th>-6</th>
</tr>
</thead>
<tbody>
<tr>
<td>UCB</td>
<td>99.67</td>
<td>99.50</td>
<td>99.39</td>
<td>98.32</td>
<td>97.28</td>
<td>95.50</td>
<td>93.35</td>
<td>91.28</td>
<td>88.70</td>
</tr>
<tr>
<td>BCNNGP</td>
<td>94.95</td>
<td>93.35</td>
<td>95.59</td>
<td>95.22</td>
<td>96.40</td>
<td>96.67</td>
<td>95.91</td>
<td>91.33</td>
<td>97.91</td>
</tr>
</tbody>
</table>

4.5.4 Robustness Analysis - UCB Vs Bayesian Setting

The objective of this experiment is two-fold: a) to compare per-class accuracy on split-MNIST, permuted-MNIST and CIFAR-10 b) test robustness against Gaussian noise attacks, all for cases of Bayesian setting and UCB. The experiments are carried out by first training UCB on both split, permuted-MNIST and CIFAR-10 using the hyperparameters similar to those provided in [32] and also in Algorithm 3.3.6. In all experiments where CNN-GP is compared with UCB, the CNN component of CNN-GP is reduced to two fully connected layers. This is done since UCB architecture also uses only two fully connected layers. Furthermore, in the per-task accuracy experiments on permuted-MNIST, two versions of CNN-GP are tested. One where the input features are set to 128 and grid size to 16, termed BCNNGP. The other version uses 256 input features and a grid size of 64, termed BCNNGP-256.

Table 4.10 Per-SNR Accuracy on Permuted-MNIST for Both UCB and Bayesian Setting

<table>
<thead>
<tr>
<th>Signal-to-Noise Ratio</th>
<th>20</th>
<th>12</th>
<th>6</th>
<th>2</th>
<th>0</th>
<th>-2</th>
<th>-4</th>
<th>-5</th>
<th>-6</th>
</tr>
</thead>
<tbody>
<tr>
<td>UCB</td>
<td>87.90</td>
<td>86.97</td>
<td>83.07</td>
<td>75.06</td>
<td>63.63</td>
<td>52.80</td>
<td>43.60</td>
<td>37.26</td>
<td>31.77</td>
</tr>
<tr>
<td>BCNNGP</td>
<td>81.00</td>
<td>73.16</td>
<td>47.32</td>
<td>35.56</td>
<td>26.30</td>
<td>21.85</td>
<td>18.64</td>
<td>14.41</td>
<td>13.15</td>
</tr>
</tbody>
</table>
4.6 Discussion on Experiments of Continual Learning

Once trained, the system is perturbed with Gaussian noise. This noise is added by varying the value of the standard deviation from 0-2 in steps of 0.25. The images are perturbed with the noise and the respective SNR values are calculated using equation (3.17) for each batch per task. This is averaged across all batches and tasks to obtain the final SNR value.

Table 4.11 Per-Task Accuracy on CIFAR-10 for Both UCB and Bayesian Setting

<table>
<thead>
<tr>
<th>Model Type</th>
<th>Task 0</th>
<th>Task 1</th>
<th>Task 2</th>
<th>Task 3</th>
<th>Task 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>UCB</td>
<td>80.63</td>
<td>86.41</td>
<td>69.92</td>
<td>70.66</td>
<td>70.68</td>
</tr>
<tr>
<td>BCNNGP</td>
<td>61.20</td>
<td>93.55</td>
<td>67.24</td>
<td>61.29</td>
<td>67.14</td>
</tr>
</tbody>
</table>

Table 4.12 Per-Task Accuracy on CIFAR-100 for Both UCB and Bayesian Setting

<table>
<thead>
<tr>
<th>Model Type</th>
<th>Task 0</th>
<th>Task 1</th>
<th>Task 2</th>
<th>Task 3</th>
<th>Task 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>UCB</td>
<td>44.51</td>
<td>38.30</td>
<td>39.61</td>
<td>38.02</td>
<td>37.61</td>
</tr>
<tr>
<td>BCNNGP</td>
<td>45.87</td>
<td>54.44</td>
<td>11.29</td>
<td>13.71</td>
<td>8.14</td>
</tr>
</tbody>
</table>

As the results are obtained, the respective per-task and per-SNR accuracies are calculated. Per-task is obtained by averaging the accuracies across all SNR values for each task. Per-SNR accuracies are calculated by averaging across all tasks for each SNR value. The results are presented for split-MNIST in Tables 4.7 and 4.9, for permuted-MNIST in Table 4.8 and for CIFAR-10 and CIFAR-100 in Table 4.11 and 4.12. The next discusses the results.

4.6 Discussion on Experiments of Continual Learning

The results show that the performance of the deterministic and Bayesian settings is similar. The difference is approximately 5% in terms of accuracy. However, on the majority of the tasks, the deterministic setting takes more iterations to converge than the Bayesian setting. However, the computational time for the deterministic setting (5.02mins) is nearly half that of the Bayesian setting (11.65mins). When compared with the UCB approach, the CNN-GP can perform better than UCB in some tasks (Task 1 and 3) in split-MNIST. However, it is unable to perform in permuted-MNIST. In terms of robustness, for high SNR values (0-20) UCB
is more robust to Gaussian attacks than CNN-GP, for low SNR values (0 to -6) CNN-GP is more robust. However, UCB is more robust than CNN-GP in the permuted-MNIST dataset. Therefore, the main takeaway message of this study is that for relatively simple datasets and few tasks, a single-classifier can perform as good as a multi-classifier for continual learning, while being robust to noise. However, if the dataset is difficult to train and has more than, e.g. ten tasks, then a multi-classifier setting is better suited. For the interest of the readers, this study can be improved further with multiple GP classifiers or by testing with other forms of learning rate update methods such as momentum-based learning rate schedules [146]. The contributions of these experiments are as follows. For the first time, a study comparing the performance of a single-classifier approach with the state-of-art multi-classifier approach UCB [32]. Then, it is shown that the single-classifier approach achieves performance on par with the multi-classifier approach in some tasks (e.g. split-MNIST). However, it fails to achieve higher performance on complex tasks (e.g. permuted-MNIST).

4.7 Summary

This chapter detailed the experiments presented in the three areas tackled in this thesis: semantic segmentation, robust and continual learning. Firstly, the chapter focused on the experiments on the proposed AdvSegNet architecture for semantic segmentation application. The experiments were performed for both CamVid [16] and Sun RGB-D [169] datasets. Then, the performance of AdvSegNet was compared with state-of-art architectures as well as qualitative results and uncertainty maps were used to explain the impact of uncertainties on the performance of AdvSegNet.

The goal of the experiments was to develop an add-on architecture that would aim to improve the performance of the popular segmentation architecture SegNet. The purpose was to explore methods to use uncertainty to recover performance lost from a physical attack on the sensors. Additional objectives included achieving performance close to or better than the state-of-art. Based on the experiments, only some of these objectives were achieved. Firstly, it was shown that using AdvSegNet improved performance on classes that take a
large area as opposed to those that take up smaller space. For example, a sky category is larger than a column-pole category in terms of size. Secondly, using AdvSegNet does not improve performance on large and challenging datasets such as Sun RGB-D and Pascal VOC, however, AdvSegNet manages to achieve performance close to the original Bayesian SegNet despite having more than half the receptive field size of the Bayesian SegNet. Thirdly, the limitations of AdvSegNet included the slow speed of uncertainty inference which is not ideal for mission-critical applications.

The chapter then shifted the focus to detailing experiments for robust learning. In particular, CNN-GP architecture was evaluated on datasets MNIST [90], Fashion-MNIST [190], CIFAR-10 and CIFAR-100 [84]. Experiments were performed for performance evaluation, sensitivity to noisy and motion blurred images, sensitivity to white-box attack FGSM and computational run-time analysis. This was followed by the discussion section which showed how using KLD and MC regularisation helps in improving sensitivity to FGSM, noisy and motion-blurred images.

The aims and objectives of the experiments on robust learning were to: a) prove that regularisation can help improve performance of a DNN classifier and the sensitivity to noisy, blurred images and adversarial attacks, b) to investigate whether generating adversarial images using the learned feature space of the DNN classifier can be used to improve both robustness and sensitivity of the system too noisy, blurred images and adversarial attacks, and finally c) to prove that using regularisation along with feature space based adversarial learning can be used to drop uncertainty.

These objectives were accomplished as follows. Firstly, it was shown that regularisation from both KLD and MC improves the sensitivity to noisy, blurred images and white-box attack FGSM. Secondly, in terms of accuracy, the results from performance evaluation showed that using the proposed training methods and regularisation achieves better accuracies than without. However, this is partially accomplished since it works on simpler datasets such as MNIST, Fashion-MNIST, but not on complex datasets such as CIFAR-10 and CIFAR-100. Thirdly, the uncertainty analysis results do show that using the proposed loss functions and training does reduce uncertainty which supports the performance evaluation results.
Some of the limitations of the CNN-GP include, for example, it was shown that even in no regularisation scenario the sensitivity to noisy images works as good as with CNN-GP trained with the proposed loss function and training.

Additionally, some of the objectives were partially accomplished. For example, the results for performance evaluation could have been improved with a better CNN backbone architecture. Finally, it was not explained why simply using the MC loss function did not lead to convergence of the loss on the CNN component of the CNN-GP.

Finally, the focus of the chapter shifted to providing experiments in the area of continual learning. The experiments involved investigating the performance of a single-classifier (CNN-GP) in continual learning compared to the state-of-the-art multi-classifier method UCB. The learning rate updates were performed by scaling according to the post softmax sample variance obtained after GP output. Experiments were carried out on both split and permuted-MNIST. Two settings were adopted: deterministic and Bayesian.

The purpose of the experiments was to compare the performance of a single-classifier approach with a multi-classifier, state-of-art approach UCB. The results showed that the performance of both settings is on par. However, the Bayesian setting took fewer amount of episodes to converge. On split-MNIST, the performance of CNN-GP and UCB was on par but UCB outperformed CNN-GP in permuted-MNIST. However, some of the objectives were partially accomplished. For example, it could not be explained why for some tasks such as Task 1 for split CIFAR-10, the BCNNGP performed better than UCB. This was the same observation that existed for split-MNIST as well. Furthermore, it could also have been proven that BCNNGP may have performed better than UCB if larger grid-size were to be used. Lastly, some of the limitations of the work were that the Bayesian setting was slower than deterministic in terms of episodes required to converge. The methods only worked for simple datasets e.g. split-MNIST, with limited performance on complex datasets such as split CIFAR-10.
Chapter 5

Conclusion and Future Works

This chapter presents a summary of the main contributions of the thesis. It outlines new directions that can be considered for future research. It also highlights limitations in the proposed methods in the thesis. The chapter is divided into three sections: conclusions and limitations, application and future works.

The first section provides a summary of the main contributions of the thesis, reviewing the contributions of each of the chapters. Then, for each method proposed in the chapters, the limitations of the methods are provided. This outlines possible flaws in the proposed methods, including areas or conditions where the methods can or cannot be applied as well as highlighting how the methods can be improved upon in the future works section.

5.1 Findings and Limitations

This thesis aims to provide solutions in the area of uncertainty aware deep learning. The applications cover the four key areas in deep learning and Bayesian deep learning: semantic segmentation, generator adversarial learning, robust learning and continual learning. A brief introduction of the field of uncertainty aware deep learning is discussed in Chapter 1. Then, a further detailed review of both deep learning and Bayesian methods, as well as Gaussian processes, is provided in Chapter 1. This chapter mainly deals with the background information, it gives a generic overview of deep learning, Bayesian methods, adversarial
attacks and Gaussian processes. It is later further explored in later chapters how these fields can be applied to segmentation, robust learning and continual learning.

**Deep Learning-Based Semantic Segmentation**

The application of the proposed methods of this thesis in the area of semantic segmentation is discussed in Chapter 3. In particular, the main contribution from this chapter is the add-on architecture AdvSegNet. This improves upon the Bayesian SegNet, one of the many popular architectures in deep learning-based semantic segmentation. It provides a generator adversarial learning-based approach to improving the segmentation accuracy of the Bayesian SegNet as well as training it to recover from attacks that damage the input resolution of the network. The AdvSegNet builds on the Bayesian SegNet by utilising both the mean and the variance prediction. The variance prediction is a 2D greyscale image map.

In Chapter 3 it is seen that AdvSegNet trains two separate discriminators (binary classifiers) that penalise both the mean and the variance from the Bayesian SegNet. The former is termed quality critic and the latter the uncertainty critic. The quality critic loss function measures the discrepancy between the predicted mean labels from the Bayesian SegNet and the ground truth labels. The uncertainty critic measures the discrepancy between the variance image map and a perfect solution, a blank white image. The novelty of this approach is that it can use uncertainty information to update its weights. Previous approaches in segmentation merely used uncertainty information to highlight the confidence of their predictions. Furthermore, the approaches in the past dealt with model uncertainty in the presence of a small dataset by either increasing the size of the dataset or the network architecture. However, with AdvSegNet, it is possible to improve segmentation accuracy on a small-sized dataset (i.e. $\approx<1000$ samples) without needing to modify the dataset or the architecture. Another contribution of AdvSegNet is that it can outperform architectures that do not account for nor learn for uncertainty in their predictions. However, a major limitation of this approach comes from continuous sampling to obtain both mean and variance information. Hence, it can only be applied in areas that are not mission-critical since such
applications require an instantaneous measure of confidence in predictions for quick decision making e.g. in surgery in medical robotics.

**Robust Learning**

The application of the proposed methods of this thesis in the area of robust learning is discussed in Chapter 3. The methods used in this chapter make use of the combined architecture of a convolutional neural network and a Gaussian process, i.e. CNN-GP, where the convolutional network acts as a feature extractor and the GP component as the classifier. The main contribution is in the use of regularisation loss that improves robustness to noise and adversarial attacks. The second contribution is the proposed method for generating attacks easily and cheaply by using learned feature space.

The motivation behind the use of the architecture CNN-GP is that it allows rich feature extraction that makes use of the expressiveness of DNNs, along with the accounting of uncertainty from the GP classifier. Furthermore, the loss function for training (i.e. the maximum likelihood loss) is regularised separately with three functions: Kullback-Leibler divergence, Wasserstein distance and maximum correntropy. The results show that using the combined architecture of CNN-GP along with the regularisation improves the robustness to noisy, blurred images and white-box adversarial attacks such as the fast-gradient sign method.

This chapter also contributes to a new way of generating perturbations by using the learned feature space and swapping with images that are neighbours in the feature space. This is a novel contribution since previous approaches in adversarial training have involved training the network on a particular type of attack that is introduced in the training sample during training. However, this limits the performance of the DNN system as it learns to be robust to only the type of attack it is trained on. The proposed method of generating perturbations contributes a faster and simpler way of adversarial training DNN networks by replacing input samples with their nearest neighbours in feature space, without changing labels. This is an easier way to simulate adversarial attacks. Finally, unlike previous approaches, the proposed method of generating attacks is model agnostic.
Additionally, in terms of reliability of uncertainty outputs, previous approaches in adversarial defence utilised uncertainty as a measure of confidence but hardly considered well-calibrated and reliable uncertainties, e.g. in the MC dropout examples. In this architecture, a more reliable way of quickly obtaining uncertainty values is contributed, as results show that obtaining uncertainty from CNN-GP is more reliable and quicker than the state-of-art MC dropout. It is also tested on datasets: MNIST, Fashion-MNIST, CIFAR-10 and CIFAR-100. The limitation of this approach is that it does not perform well on a large and complex dataset. The performance of the CNN-GP is limited by the size of the CNN architecture. A larger number of layers can contribute to the performance, however, it needs to be cautiously picked since a large number of layers can impact the speed at which uncertainty is obtained.

**Continual Learning**

The application of the proposed methods of this thesis in the area of continual learning is discussed in Chapter 3. The main contribution of this chapter is the extension of the application of the CNN-GP architecture to the problem of continual learning. Continual learning differs from traditional deep learning methods that tend to supply the entire dataset at once or in mini-batches. With continual learning, the dataset is split into multiple tasks with each task containing a sub-set of the ground truth labels. The contribution of the proposed method is that a single classifier is used to train sequentially on all tasks, where each task is a multi-classification problem. This is a different step in the field of continual learning as previous approaches have focused on using a multi-classifier approach to continual learning. In the multi-classifier approach, for each task, a separate classifier is trained. The technique, inspired from UCB, one of the many popular approaches in continual learning, involves updating the learning rate of the architecture proportionally to the learning rate. Specifically, the learning rate is updated by multiplying it with the max by mean of the post-softmax sample variance.

Additionally, the contributions of the CNN-GP approach to continual learning also investigates the efficiency of both the deterministic and the Bayesian settings. In the
deterministic setting, the weights of the CNN component are set to scalar and only the learning rate parameters of the GP are updated according to the post-softmax sample variance. In the Bayesian setting, the weights of the CNN are distributed according to a scale Gaussian mixture prior. The variance of the distribution is used to update the learning rate of the CNN while the learning rate of the GP classifier is updated based on the post-softmax sample variance, similar to the deterministic setting. Additionally, another contribution of this method is that the performance of the CNN-GP is evaluated for datasets: split-MNIST, permuted-MNIST, sequential CIFAR-10 and CIFAR-100. Finally, additional tests based on the robustness to noisy images are carried out for split-MNIST and permuted-MNIST. The major limitations of this approach are that it can improve the results of the state-of-art UCB but in a few tasks only. Another limitation of the problem is that the robustness of the architecture to noisy images decreases as the number of tasks increases.

5.2 Application of Proposed Methods in Thesis

The methods proposed in this thesis can be applied to a wide range of purposes. This section aims to list some of the key areas based on the applied methods.

5.2.1 Robotics and Autonomous Vehicle Systems

The field of robotics and autonomous vehicle systems is evolving rapidly while adapting to changes in data, architectures and training algorithms. A common theme underlying applications in robotics and autonomous systems is the importance of such systems to make rational decisions. In doing so, autonomous systems must be able to understand their environment. This is also partly the objective in scene understanding. Scene understanding is also vital for navigation in autonomous systems. This includes the ability of the autonomous systems to avoid obstacles and be able to interact with the environment.

The proposed methods in Chapter 3 deal with scene understanding as part of the application in semantic segmentation. Here, methods adapted from deep learning based computer vision and segmentation can be used to enable robotic systems the ability to
interact with their environment. Segmented label maps allow correct classification and localisation of various objects in the scene. It can also help in the decision making of, for example, an autonomous vehicle. Furthermore, the proposed methods also allow both accounting and learning from uncertainty which can play a crucial role in decision making in navigating autonomous systems.

The challenge of applying scene understanding and semantic segmentation to robotics and autonomous systems is that the uncertainty values need to be reliable so that the autonomous system can make a correct sense and judgement of its surroundings. Additionally, the uncertainty outputs also need to be instantaneous or at least quick enough to allow plenty of time for the autonomous system to decide what to do next. This can also be the application for methods in Chapter 3 in robust learning since these builds up from MC dropout methods proposed in Chapter 3 in segmentation learning, from the perspective of both reliability and computational speed.

5.2.2 Medical Imaging

Deep learning based computer vision is currently leading as the most popular approach in medical imaging [174]. Some of the most popular architectures in medical imaging based segmentation are based on convolutional neural networks. The problem with the application of medical imaging is that the image acquisition stage is difficult as the field suffers from bias in the training set which favours one condition over the other. An example of this is that the dataset of patience with lung cancer would be higher in number for example individuals that are smokers. Hence, learning systems made to train on medical imaging are challenged with training on a limited small-sized dataset with high bias. The methods proposed in Chapter 3 in the area of segmentation can provide a solution to this problem as they can be used to improve DNN performance without additional datasets by reducing epistemic uncertainty. Furthermore, applications in medical imaging also require a reliable measure of uncertainty for correct decision making. This is for example in the case of robot surgeons like Da Vinci. In this case, methods proposed in Chapter 3 in segmentation can be used to
provide reliable uncertainty measures that are also quicker than sampling-based uncertainty which is popularly used in segmentation, e.g. MC dropout [30].

5.2.3 Security Systems

Having secure artificial intelligence systems is an ongoing challenge. As AI and deep learning technologies become more and more ubiquitous, the security of such systems would be evaluated by both the general public and the scientific research community. The trust of an AI system would be questionable in many applications that involve decisions that determine life and death circumstances such as autonomous driving vehicles and medical surgery. Therefore, the AI systems operating need to be robust to both systematic and physical adversarial attacks. This is in large deal in the field of cybersecurity. The methods proposed in Chapter 3 as part of robust learning can be applied to these application areas. Specifically, dealing with adversarial attacks of white-type, e.g. FGSM. These are more lethal than black-box types which do not have all of the information regarding the AI system.

5.2.4 Recommender Systems

As AI and deep learning technologies grow, the potential applications for such technologies in dynamic dataset based learning also increases. The dynamic style of learning allows models to learn incrementally. In doing so, they learn to change and adapt their behaviour with respect to changes in their inputs, while making sure that the past knowledge and information is not lost or forgotten. This is followed by the ever-changing and growing data in real-life example applications, bringing new challenges. A popular example of this is in recommendation systems. In this popular example such as Amazon and Netflix continuously change their inputs according to the user’s input feedback. For example, keeping updated with the kind of movies that the user is interested in. This type of example can also involve capturing various amounts and different types of data that varies every minute of the day. A typical example is theatrical releases of films that are available on the IMDb database.
Hence, methods proposed in Chapter 3 in continual learning can be used for applications in this scenario.

5.3 Future Works

The final section of this thesis concludes with the future works section. This section highlights various directions the thesis can take to further adapt the techniques presented. The majority of these areas are currently subjected to cutting-edge research that dominates the scientific research community’s interests. Moreover, the challenges posed by the field of uncertainty aware deep learning and AI remain unexplored and carry a large scope for research. Some of the extensions that can be applied to the methods proposed in the thesis are as follows:

5.3.1 Similarity Guidance in Few-Shot Learning

Few-shot learning is a learning paradigm that involves learning from a few data samples. The majority of the deep learning techniques involve learning from a wide range of training samples from 1000 - 10 million sized datasets. In practice, large datasets are not always available for some of the applications. Adding to this, inspiring from human intelligence, it follows that learning to recognize objects in human beings does not involve having to observe a million images. Usually, one or two images are sufficient for image recognition in human intelligence. The methods from Chapter 3 in segmentation and continual learning can be further improved for few-shot applications. This is because few-shot applications require similarity measures to differentiate the training set from the query set. The query set is the set of images that the network has to learn to differentiate the training samples from. Specifically, the proposed three loss functions: KLD, Wasserstein distance and maximum correntropy can be used to obtain the similarity measure. Another important point is that CNN-GP is a Bayesian model and is ideal for few-shot learning since Bayesian methods are known to be superior to traditional DNN approaches when it comes to training with few samples.
5.3.2 Improving Architectures

The methods proposed from this thesis can be improved in terms of architecture. One example is the use of capsule networks [66] instead of convolutional based architectures. Convolutional architectures, although are a popular choice for deep learning based computer vision, they have a certain number of limitations. One limitation is that they are not rotationally invariant, i.e. they categorize objects differently despite the same objects being made to rotate without changing other parameters such as position or lighting conditions. Additionally, the max-pooling operation (see Section 2.1.1) used in CNNs works by preventing neurons that have low activation values to pass from layer to layer. Briefly, neurons with the highest amount of activation are passed. Although this concept is inspired by the winner-take-all dynamics in the brain and it serves as a widely adopted method for feature dimensionality reduction, it is disadvantageous from the point of view of transferring useful spatial information [66].

In capsules networks, each weight component is a vector that captures two properties: the probability of an object present in an image and the instantiating properties (i.e. physical and geometrical properties such as shape, size and lighting condition). Additionally, the learning by maximising from softmax likelihood is replaced with a routing-by-agreement mechanism [66]. In CNNs, the activations from a higher layer do not communicate with the lower layer because of the max-pooling, this is different in capsule networks. In capsule networks, the higher layer passes its activation to the lower layer whose dot product of prediction vectors is the highest, when compared with the dot product of predictions with other lower layers. Capsule networks overall perform better than convolutional networks but the limitation is that they are difficult to train with. Improving training in capsule networks and its firm application in different learning paradigms is an open research question that can be a good direction for this thesis.
5.3 Future Works

5.3.3 Further Tests on Adversarial Attacks

Despite deep learning emerging as a suitable and efficient candidate for solving complex learning problems, it still suffers from the vulnerability to adversarial attacks. Well-crafted adversarial examples appear imperceptible to the human eye but are sufficient enough to compromise deep neural networks. The methods proposed in Chapter 4 can be tested to various adversarial attacks, of either black-box or white-box attacks.

5.3.4 Weakly Semi-Supervised Segmentation in Medical Imaging

Weakly semi-supervised learning deals with the problem of supervised learning where the labels are partially available or are labelled incorrectly. This is a common issue in data acquisition in medical imaging. The reason behind this is that pixel-wise annotation in medical imaging is laborious and expensive. Annotating medical images requires experienced physicians who take long hours (even days), to investigate the medical images for accurate segmentation. However, even this is not guaranteed to be perfect as the labels can contain defects. Defects in labels can have a substantial effect on the training of the DNN network being used. A solution to this is in the application of weakly semi-supervised segmentation. Methods in this field involve generating segmentation maps of unlabeled data using uncertainty measures. For example, [157] uses MC dropout to generate uncertainty maps, the confidence levels are used in a cross-entropy loss function to train the network to generate labels for the unlabelled examples. This is a good direction for the methods proposed in Chapter 3 which focus on leveraging uncertainty maps for improving segmentation performance.
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