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Abstract

Due to environmental concerns, the rise of renewable energy units is causing a paradigm change in the modern electric power system since bulky synchronous generators are being replaced by power electronic converters whose control algorithms are flexible but have low or no inertia. The inertia is a key concept for the power systems as it ensures frequency stability by balancing the generated and consumed power in case of system disturbances. To deal with the inertia problem in power electronic converters, research efforts have led to the formation of various control algorithms, such as droop control, virtual synchronous control, synchronverter, and virtual oscillator control. In addition, since the number of active players involved in power production significantly increases, system stability is another critical issue that should be considered for seamless power converter-based operations. Furthermore, power electronic converters are composed of semiconductor switches, which can be damaged if sudden changes, such as grid voltage sags and short-circuits, occur in the system. Therefore, advanced controllers are required to protect the power converter devices by limiting the key system states, i.e., currents and voltages, without increasing the total system cost.

In this thesis, the main aims are to propose novel nonlinear control algorithms that can ensure reliable operation of grid-connected inverter-fed units and microgrids via system state limitation without additional protection schemes for both single and parallel-connected three-phase inverters, investigate the system stability, and provide the analytic stability conditions that can guide the prospective designers. The proposed controllers are tested both in grid-connected and stand-alone modes for power inverter and microgrid systems considering several system faults including voltage sags and short-circuits. Initially, for the three-phase grid-connected inverters, inverter current limitation is achieved by embedding droop control dynamics into both nonlinear bounded integral controller (BIC) and state-limiting PI (sl-PI) controllers, the closed-loop system stability is examined, and the analytic stability conditions are provided. Furthermore, an improved virtual synchronous control structure is proposed by coupling DC-link voltage and AC frequency dynamics and applied to three-phase
grid-connected inverters. Finally, a nonlinear droop controller that can guarantee the current-limiting property and avoid the undesired circulating current issue in AC microgrids with parallel three-phase inverters is designed. The performances of proposed controllers are verified via simulation, experimental and hardware-in-the-loop studies considering both grid-connected and stand-alone modes. In all of the above cases, the proposed controllers are directly compared with the state-of-the-art control methods under both normal and abnormal (faulty) grid conditions to highlight the advantages of the proposed control frameworks in practice, in addition to the rigorous stability analysis.

Keywords: Nonlinear control, three-phase inverters, droop control, current limitation, stability analysis, virtual synchronous control, DC-link voltage control, grid faults, microgrids, circulating current, parallel inverter operation, grid-connected state, stand-alone state.
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Chapter 1

Introduction

1.1 Background and research motivation

1.1.1 Background

Starting from the beginning of 20th century, power generation is accepted as one of the most significant accomplishments that is achieved by humankind and affects societies from political, economic, and technological perspectives [1]. Due to the increasing speed of electricity-dependent technological advancements in recent decades, power production and management have become the most critical priorities in global communities. However, since the initial power generation tools utilize mainly fossil fuels, such as coal, gas, and petroleum, the CO₂ release into the atmosphere has reached detrimental levels and started threatening human life by causing natural disasters. Therefore, the green energy concept has gained universal popularity around the world in the last decades, and it is claimed that the decarbonization efforts can lead to ‘The Third Industrial Revolution’ [2].

Renewable energy sources (RESs), e.g., wind and solar photovoltaics, based distributed energy resources (DERs) are considered as best solutions to meet the ever-increasing power demand due to their green and sustainable characteristics. Therefore, both United Nations and European Union encourage and take measures to increase the percentage of DERs in total power production to achieve a considerable decrease of greenhouse gases by 2050 [3]. Nevertheless, as the traditional power generation systems, which have been used for over 100 years, are based on bulky synchronous generators (SGs), have obsolete infrastructures, and serve only as unidirectional sources, the integration of distributed energy resources (DERs) into the existing power system constitutes a significant challenge in terms of system reliability, and stability [4, 5, 6].
In order to deal with the issues mentioned above, the smart grid concept has emerged as a promising solution [1].

A smart grid is an intelligent interconnected electric system, which can integrate DERs into the existing power grid with high efficiency, allow bidirectional data transfer between customers and utility companies, dispatch energy storage systems in case of system faults with the help of information and communications technologies (ICTs) [6, 7, 8] as illustrated in Figure 1.1 [6]. Although the smart grid is the generic concept for the future power grid system, the main units to achieve a seamless, reliable, and economic transition from traditional to the smart grid are microgrids (MGs). After being introduced in [9], MGs have gained a great deal of attention in power electronics and control system communities since they can work both in grid-connected and stand-alone modes, appear in low and medium voltage applications, and contain DERs, energy storage systems (ESSs), and local loads [10, 11]. Therefore, it is important to examine the dynamics of MGs and their subsystems, and design proper control algorithms for them.

Since MGs are complex engineering systems that can include many DERs with power interface converters, AC and DC loads, as shown in Figure 1.2 [12], advanced
control systems should be designed to guarantee a reliable MG operation. As opposed to the traditional grid systems, which employ centralized controllers, the control algorithms of MGs are generally decentralized in the primary level, and they adopt a hierarchical structure [13]. This hierarchical architecture includes primary, secondary, and tertiary control layers, and every level has particular objectives to achieve in different time intervals [14, 15]. At the primary level, MG voltage and frequency are controlled via well-known droop and emerging virtual synchronous controllers without using communication infrastructures, while in secondary control, the voltage and frequency deviations caused by the converter output impedance differences are restored. In tertiary control, optimal power flow between the MG companies and grid utilities is aimed at considering economic benefits [16, 17, 18].

In modern power systems, primary control is responsible for the working principle imitation of conventional synchronous generators (SGs), and this is generally achieved using droop controllers [13]. However, traditional droop controllers, especially in grid-connected mode, may not guarantee the frequency stability in case of variable DC-link voltages and system disturbances [19, 20]. Therefore, virtual inertia based algorithms, such as synchronverter, virtual synchronous machine (VISMA), and synchronous power controller (SPC), are proposed for stability improvement, and smooth MG operations [21, 22].

The key elements of MGs are DC/DC, DC/AC, and AC/DC power converters as shown in Figure 1.2, since they work as interface devices between DER units and utility grid/loads [23, 24]. Power converters can be designed as grid-following, grid-
supporting, and grid-forming structures, and each structure is used to carry out specific tasks, such as active and reactive power control, synchronization, fault-ride through, current, voltage and frequency regulation [8, 25]. In order to achieve these tasks and guarantee a reliable MG application, the stability of MGs is mainly investigated in the primary layer, which requires the fastest control actions, through individual power converter dynamics [11, 26]. However, the stability is generally examined via eigenvalue analysis techniques without providing analytic stability conditions that can guide potential users in their designs [26, 27]. Besides, since power converters contain electronic switching components, such as IGBTs and MOSFETs, which have low fault voltage and current thresholds, proper protection algorithms should be designed without additional system costs [28, 29]. These algorithms should ensure that there will be no unnecessary protection trip due to over-current and over-voltage even in the cases of bidirectional operation, circulating current flow, and short-circuits in both grid-connected and islanded modes.

1.1.2 Research motivation and scope

Future power grids will include hundreds of thousands of power converter based DERs, and even single converter failure can cause local MG failures and power cuts. Therefore, special efforts are needed to model and analyse the power interface devices. The key topics that will lead us to the smart grid concept are summarised and the importance of advanced controller design for power converters to ensure stable and reliable MG operation is emphasized in the previous subsection.

In the present literature, linear controllers are generally used for nonlinear power converter systems and the closed-loop stability analysis of the system is generally examined considering a specific operating point, which is valid only for the given system parameters. The system stability may not be guaranteed if this operating point changes due to the different power reference values chosen by the operators or unexpected system disturbances. Therefore, nonlinear controllers should be designed to guarantee the system stability under large system faults. Besides, the existing stability analysis techniques may not result in analytic stability conditions that can guide the designers for choosing controller and system parameters. In addition, over-current protection is another critical aspect for power converter-based DERs, since power converters include semiconductor switches that can be damaged if exposed to high currents in case of faults, such as grid voltage sags and short-circuits. This issue is usually handled by using saturation blocks to limit the reference values, employing virtual impedances in
controller design process, and modifying the control algorithm structure when a fault occurs. However, these methods may require system parameter information and lead to the well-known integrator windup problem, system instability and current limit violation under severe faults.

In this thesis, advanced nonlinear controllers are proposed to ensure closed-loop system stability, inherent current-limiting and anti-windup properties in power converter-based DER applications. The proposed controllers are applied to single and parallel-connected three-phase inverters in both grid-connected and islanded modes. Opposed to the existing approaches that ignore detailed stability analysis, theoretical stability proofs are provided, and analytic conditions for stability are obtained to guide the potential users in their designs.

1.2 Challenges and contributions

1.2.1 Challenges

An efficient and reliable MG application can be achieved when easily implementable controllers are designed for the power interface converters. While designing these controllers, it should be considered that the mathematical models of power converters include nonlinear expressions, so their closed-loop system becomes nonlinear. In the existing literature, since linear controllers are generally employed for the nonlinear power converter systems, the closed-loop stability cannot be guaranteed when a large system fault, such as voltage sag and short-circuit, occurs. Thus, advanced nonlinear controllers are required to ensure fail-safe DER operations.

Below, a list of major challenges related to power converter control in future smart grids is provided.

- Linear controllers are designed for nonlinear power inverter systems, and therefore the system stability and grid synchronization may not be ensured during the entire operation, e.g., grid connection and disconnection, mode transitions, and large voltage sags.

- State-of-the-art controllers are examined via root locus and bode analysis, which are valid only for the given system parameters, without providing analytic stability conditions. Besides, these methods do not provide rigorous closed-loop system stability analysis.

- The existing power converter modeling techniques complicate the closed-loop
stability analysis by increasing the number of system states. New control techniques are required to decrease the number of system states and lead to easier implementation.

- Current limitation issue, which is critical for power converter protection, is generally realised using additional saturation units with PI controllers by ignoring the negative effect of integrator windup. However, unresolved integrator windup issue can cause system instability due to high integrator energy in case of faults.

- A composite virtual synchronous control method, which can inherently achieve both virtual inertia and current limitation features in power converter applications even under severe system faults and provide a rigorous closed-loop stability analysis with parameter selection guidance, is missing in the literature.

- In parallel-connected inverter applications, there are some controllers to prevent circulating current flow in the literature. However, a combined method that can avoid the current limit violation and circulating current, and ensure closed-loop system stability for individual inverters is needed for reliable microgrid operations.

### 1.2.2 Contributions

The main contributions of this thesis are outlined as below;

- Considering the nonlinear power converter dynamics, advanced nonlinear controllers that can guarantee current-limiting property, closed-loop stability, and grid synchronization under both normal and abnormal system conditions are proposed. Besides, the integrator windup issue is inherently solved via unique structure of the proposed controllers.

- The proposed controllers are designed in a distinctive way to decrease the complexity of power converter modeling. Therefore, the implementation can be easily achieved.

- Rigorous closed-loop stability analysis for the power converter systems is realised, and analytic stability conditions are provided without assuming specific set of system parameters.

- A unified method that combines droop dynamics and virtual synchronous control and ensures current-limiting property under severe grid voltage sags is proposed,
and detailed closed-loop stability analysis and analytic stability conditions are provided to guide the prospective designers.

- Circulating current issue in AC MGs with parallel-connected inverters is examined, and a controller is designed to avoid circulating current between inverters, protect individual inverters against over-currents, and ensure the closed-loop system stability.

- Comparison studies are realised to verify that the performances of proposed controllers are better than the existing methods.

### 1.3 List of published papers

#### 1.3.1 Journal publications


#### 1.3.2 Conference publications


on Industrial Electronics (ISIE), 2021, pp. 01-05, doi: 10.1109/ISIE45552.2021.9576298.


1.4 Thesis organisation

The remaining part of this thesis is organised as follows:

Chapter 2 presents a comprehensive literature review starting from smart grid and microgrid concepts. Then, the inertia issue in the future grid systems is examined considering well-known droop controllers and emerging virtual inertia algorithms. Next, the importance of power converter protection is highlighted, focusing especially on the state-of-the-art current limitation algorithms. In the final part, the stability issues in future power systems are discussed, and gaps in the existing literature are summarised.

Chapter 3 introduces advanced nonlinear controllers for three-phase grid-connected inverters and is divided into three sections. In the first section, a current-limiting controller considering inner voltage and current loops based on the bounded integral controller (BIC) is proposed. In the second section, a PLL-less control method is proposed by simplifying the system model via aligning the inverter current to the local d-axis. Finally, in the third section, a nonlinear current-limiting algorithm based on the state-limiting PI (sl-PI) controller is proposed for grid-supporting three-phase inverters, asymptotic stability analysis is proven, and detailed comparison and experimental results are provided.

Chapter 4 investigates the virtual inertia issue for the three-phase inverters and is divided into two sections. The first section explains the basics of the proposed hybrid method, which uses both droop and virtual synchronous controllers, and provides useful simulation results. In the second section, the proposed virtual inertia algorithm is detailed with asymptotic stability analysis. Comprehensive hardware-in-the-loop results are provided to verify the superior performance of the proposed method compared
to the existing methods.

In Chapter 5, the circulating current problem in AC microgrids is examined. A microgrid, which has three parallel-connected three-phase inverters, is modeled. Then, using the sl-PI controller and universal droop dynamics, a nonlinear algorithm to avoid circulating current and limit the system current is proposed. Simulation results validate the effectiveness of the proposed controller.

In Chapter 6, conclusions and future study directions are provided.
Chapter 2

Literature review

2.1 The future of power grid systems

Environmental concerns, power generation inefficiency, and grid reliability issues due to aging infrastructure are some of the important reasons for the paradigm change in the existing power grid systems [30, 31, 32]. In order to achieve this significant change, the future grid will be different from the existing grid in many ways, such as power generation approach, i.e., from centralized to distributed, equipment type, i.e., from electric machines to power electronics, communication method, i.e., from unidirectional to bidirectional as summarised in Table 2.1 [6, 33, 34, 35]. Besides, the existing power infrastructure is not capable of dealing with the modern grid problems, such as the continuous increase of demand, cyber-attacks, renewable energy-based DERs integration, interconnection requirements, since their initial design was completed considering obsolete specifications [35, 36, 37]. In this section, some critical topics and issues related to the future power systems, such as smart grid and microgrid concepts, the inertia problem, power interface protection, and system stability, are thoroughly reviewed.

2.1.1 Smart grid and microgrid concepts

2.1.1.1 Smart grid

Smart grid concept has initially emerged to increase energy efficiency, provide enhanced demand-side management capabilities via advanced metering infrastructures, and build reliable protection systems against natural disasters and cyber-attacks. However, as the technology improves and power demand increases, the initial concept has become more complicated, and it led to the creation of new standards and law regulations in various countries [34]. The main technological advancements required to achieve a
Table 2.1: Comparison of existing and future power grid systems

<table>
<thead>
<tr>
<th>Existing grid systems</th>
<th>Future grid systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotating machine based</td>
<td>Power electronics based</td>
</tr>
<tr>
<td>Unidirectional communication</td>
<td>Bidirectional communication</td>
</tr>
<tr>
<td>Limited active main sources</td>
<td>Large number of active sources</td>
</tr>
<tr>
<td>Low percentage of DERs integration</td>
<td>100% DERs based generation</td>
</tr>
<tr>
<td>Centralized control and generation</td>
<td>Distributed control and generation</td>
</tr>
<tr>
<td>Traditional metering infrastructure</td>
<td>Advanced metering infrastructure</td>
</tr>
<tr>
<td>Frequent blackouts and failures</td>
<td>Local blackouts and self-repairs</td>
</tr>
<tr>
<td>Aged sensing technology based</td>
<td>Advanced sensing technology based</td>
</tr>
<tr>
<td>Limited client choices</td>
<td>Many client choices</td>
</tr>
<tr>
<td>Long distance power generation</td>
<td>Short distance power generation</td>
</tr>
</tbody>
</table>

smart grid can be outlined as in the following [32],

1. New materials and alternative clean energy sources: As the efficiency of devices used in the applications increases, power system efficiency improves, and energy losses decrease [38]. Besides, high penetration of RESs, such as solar, wind, wave and tidal, biomass, small-scale hydro-electric plants [39], alleviates the harmful environmental impacts caused by the fossil-fuel-based power generation.

2. Advanced power electronics and devices: The power semiconductor components, such as IGBTs and MOSFETs, can significantly improve the power quality, system efficiency and decrease the circuit size and cost [40].

3. Sensing and measurement: Intelligent monitoring devices form the basis for communication and control systems, and they are the key devices to transform from the traditional grid to the smart grid [7, 41].

4. Communications: Accurate information transfer between DERs and MGs is critical for a reliable, stable and seamless operation. Loss of communication can lead to system instability, and efficiency decrease [4, 42, 43].

5. Advanced computing and control methodologies: The improvements in microchip technologies will encourage manufacturers to build more realistic real-time simulation and hardware experiment devices. Thus, novel controllers and methods can be easily implemented.

6. Mature power market regulation and policies: Encouraging market policies will
increase the competition and participation in the power industry. Thus, the power cost will be minimized for the users [44, 45].

7. Intelligent technologies: Smart grid components can gain self-learning and healing abilities with these technologies, and thus the possibility of power failure in case of system abnormalities can be decreased [35, 46].

![Diagram of a microgrid with several DERs.](image)

**Figure 2.1**: A microgrid with several DERs.

### 2.1.1.2 Microgrid

MGs are accepted as one of the key elements of smart grid, and many research efforts have been devoted to increase AC, DC, and hybrid MGs in grid-connected applications, since they improve grid flexibility and performance [29, 47]. There are two widely accepted MG definitions in the research community. The first one is ‘a cluster of loads, distributed generation (DG) units and ESSs operated in coordination to reliably supply electricity, connected to the host power system at the distribution level at a single point of connection, the point of common coupling (PCC)’ [10], and the second one is ‘an interconnection of DERs, such as microturbines, wind turbines, fuel cells and PVs integrated with storage devices, such as batteries, flywheels and power capacitors on low voltage distribution systems’ [48]. While MGs can be designed to feed the utility grid, they can also be used to provide power to specific fields, such as universities, military
bases, residential, remote and rural areas in islanded cases [49, 50]. An example MG, which includes several DERs is illustrated in Figure 2.1 [10].

In the design process of an MG, many research directions should be considered to feed the critical loads, achieve smooth grid connections, realise reliable and stable applications. Those directions can be summarised as; transmission, PCC, distribution, protections, monitoring, power converters, control, regulatory issues, and economic analysis [51]. In this thesis, the main focuses will be power converters, their control systems and protection algorithms.

2.1.2 Power interface devices

Power electronic converters are critical devices for high penetration of RES-based DERs into the power grids since they are used as interface components between DERs, ESSs, and loads [8] as shown in Figure 1.2. Power converters can be classified as DC/DC converters, AC/DC rectifiers, DC/AC inverters, and AC/AC converters, and they are used to realise different functionalities in different MG applications [52]. For instance, voltage step-up, step-down operations, and a constant DC voltage generation, even in the case of intermittent sources, can be achieved using DC/DC converters [53, 54], while active and reactive power production, synchronization, voltage and frequency control can be accomplished using DC/AC inverters [55, 56, 57]. In the following part, DC/DC converters and DC/AC inverters are explained in detail.

2.1.2.1 DC/DC converters

In some DER applications, the DC voltage that goes to the DC side of the inverters may need to be increased or decreased to the desired values. This process can be achieved using DC/DC converters by controlling the duty ratio signals that drive their power switches. If the ratio between the output and input voltages ($V_{out}/V_{in}$) is between 0 and 1, this converter is called as buck converter, and it is used to decrease the input voltage. In the case that $V_{out}/V_{in}$ is greater than 1, the converter is called as boost converter, and it is used to increase the input voltage [52, 58]. Besides, they can be designed to deliver both unidirectional and bidirectional DC powers in RES-based DER applications [53].

Due to extensive employment of DC power sources, such as ESSs, PVs, fuel cells, DC/DC converters have become critical components to achieve a reliable, stable, and efficient MG operation, which can include electric vehicles, data centers, and household electronics [59, 60]. These converters can be designed using simple power electronics
components, such as inductors, capacitors, diodes, and power switches. In Figure 2.2 and Figure 2.3, unidirectional and bidirectional DC/DC converter schematics are provided, respectively [53].

![Power flow](image)

**Buck converter**

![Buck converter](image)

**Boost converter**

![Boost converter](image)

Figure 2.2: Unidirectional DC/DC converters.

![Power flow](image)

**Bidirectional boost converter**

![Bidirectional boost converter](image)

Figure 2.3: Bidirectional DC/DC converters.
2.1.2.2 DC/AC converters

The main function of these converters is to generate AC voltage from a DC source, and they are generally called as inverters in the literature. Since RESs mostly produce DC power and the grid accepts only AC power form, inverters play a significant role in the integration of RESs-based MGs into the grid. The key functions that are achieved using inverters can be summarised as [61, 62, 63],

- Active and reactive power control.
- DC-link voltage control.
- Synchronization with the grid.
- High-quality current and voltage generation.
- Virtual inertia control.
- System stability support in case of faults.
- Contribution to the MG protection schemes.

Inverters can be designed considering both single-phase [64] and three-phase [55] configurations. A standard inverter schematic is given in Figure 2.4 [65]. The DC side of the inverters can include unidirectional or bidirectional DC/DC converters and input filters in different RES applications, and $L$, $LC$, or $LCL$ filters are used at their outputs to generate purely sinusoidal output voltage [65, 66].
In order to accomplish the key functions mentioned above, inverter operations have been organised under three main modes, grid-following (or feeding), grid-supporting, and grid-forming [8, 46]. In grid-following mode, the reference power or current is injected into the PCC irrespective of the grid voltage and frequency deviations. This mode requires a phase-locked-loop (PLL) to obtain the grid frequency [67, 68]. In grid-supporting mode, the main objective is to regulate the grid voltage and its frequency via controlling the active and reactive power delivered to the PCC. In this mode, the inverter can be designed as either voltage or current sources [8, 67]. Finally, in grid-forming mode, the inverter works as a controllable voltage source similar to the SGs and dictates the microgrid voltage without the need of a PLL [67, 68]. In this thesis, the main focus is the control of three-phase inverters in both grid-connected and islanded cases.

2.1.3 Control strategies and grid code requirements in smart power systems

2.1.3.1 Control strategies

Future power systems will be composed of a large number of grid-connected and islanded MGs, and this will highly increase the control complexity of the entire power network. Therefore, MG systems require the design of advanced control algorithms to achieve multiple functions for reliable and fail-safe DER operations [67, 69]. The main tasks that should be managed by the control systems can be summarised as below [17, 70, 71, 72]:

- Voltage and frequency regulation in both islanded and grid-connected modes;
- Seamless transition capability between islanded and grid-connected modes;
- Power exchange between MGs and utility grid;
- Accurate load sharing ability between DERs;
- MG synchronization with the utility grid;
- Optimization of the MG operation costs considering power demand/supply and energy forecast.

In future power systems, these tasks can be dealt with by using a hierarchical control structure in different time scales. Hierarchical control is divided into three
levels, which are primary, secondary, and tertiary controls and in each level, various control tasks are achieved [43]. Below, these levels are explained in detail.

1. **Primary control**: Converter level controllers, i.e., grid-feeding, grid-supporting, and grid-forming, are employed in this level to ensure voltage, current, and frequency stability under both normal and faulty conditions. In addition, the voltage and current references required for the DER operations are provided, active and reactive powers are regulated via well-known droop controllers, over-current and circulating current issues are investigated, frequency support is realised using virtual inertia algorithms, and DC-link voltage control is achieved at this level. Besides, since the primary level has the fastest time-scale in the hierarchical structure, the controllers used in this level should ensure a stable operation in case of faults until the higher control levels, i.e., secondary and tertiary, sense the abnormalities in the system. [17, 73, 74, 75].

2. **Secondary control**: The control actions employed in the primary control level can lead to the deviation of nominal voltage and frequency values of the MGs. In secondary control, the main goals are to remove these deviations and send proper commands to the DER units in MGs using monitoring and communication systems [8, 17].
3. Tertiary control: This level is both the highest and slowest control level in the hierarchical structure and focuses on the economic benefits in MG operations. Using advanced optimization, estimation algorithms and monitoring systems, the power generation, energy storage, power supply and demand capabilities of MGs are managed in a way to be profitable for the supplier companies [8].

In Figure 2.5, the hierarchical control structure is illustrated. As it is clear in Figure 2.5, while the primary level has a direct connection with the power converters without using communication systems, secondary and tertiary levels monitor abnormalities using communication infrastructures. In this thesis, the main focus is given to the primary control to investigate the dynamics of power converters (mainly three-phase inverters) and design advanced nonlinear controllers for them.

![Figure 2.6: FRT curves required by German and Danish grid codes [77].](image-url)

2.1.3.2 Grid code requirements

As the integration of RES based DERs to the grid increased in recent years, utility companies around the world have started to introduce grid codes to protect the power networks and ensure stable and reliable DER operations. The grid codes generally focus on the changes in frequency and voltage and can vary in different countries due to the specific power network characteristics and conditions. The grid code voltage requirements are called as either fault-ride-through (FRT) or low-voltage-right-through in the literature [76, 77]. In Figure 2.6, German and Danish FRT curves [77] are
illustrated as an example.

Grid codes dictate that power converter-based DERs should stay connected to the grid for a specified time even under severe voltage sags, as shown in Figure 2.6. Likewise, the power converters include semiconductor switches, which can fail instantly in case of fault transients; thus, proper protection schemes should be designed to avoid an undesired system failure [25]. After the fault is cleared, the power converter should be able to re-synchronize with the grid and recover to its normal operation as soon as possible [78, 79]. To this end, advanced controllers that can ensure current limitation, grid voltage and frequency support, re-synchronization with the grid, instant recovery to the normal operation points, and system stability even under severe grid voltage sags, should be designed for power converter-based DERs.

Figure 2.7: RE sourced SG and VSG based power plants.
2.2 The forthcoming inertia problem

In traditional power grid systems, the generation is based on large-scale SGs, which can provide rotational inertia to balance the power supply and demand and avoid frequency instability. However, power converters are static devices and cannot dispense physical inertia. Therefore, the large-scale integration of power converter-based DERs can lead to stability problems and system failures unless the converters are equipped with proper control algorithms [80, 81, 82]. It should be noted that even if some of the RESs, such as PVs and WTs, use power converters in their operations, there exist other RESs, such as hydropower, biomass, and geothermal, which rely on SGs [83] in the present AC power networks as shown in Figure 2.7 [84, 85]. In order to achieve 100% power electronic converter based generation without causing stability and inertia issues, advanced methods should be designed and employed in the DER applications [83]. It is agreed in the literature that the promising solution for solving these issues without increasing the system costs is to use virtual inertia concepts in the control design of power converter-fed DERs [20, 81, 86]. Virtual inertia can be implemented both using energy storage components, such as batteries and capacitors, and imitating SG dynamics via control algorithms [87]. The basic concept of virtual inertia algorithms is to produce the driver signals for the power inverter switches by using voltage and current measurements as feedback signals as visually presented in Figure 2.8 [82]. In this section, some of the well-known and emerging virtual inertia concepts, such as droop control, virtual synchronous machines, synchronverter, virtual oscillator control, and virtual synchronous control, are examined in detail.

Figure 2.8: Basic virtual inertia concept.
2.2.1 Droop control

Droop control is the most commonly used power control method in converter-based DER applications since it does not require a dedicated communication infrastructure [55, 88]. Recently, it has been proven that droop control and virtual inertia control can be equivalent under certain conditions [19, 89]. Therefore, in this thesis, droop control is assumed to be a virtual inertia method. In DC/DC converters, active power/voltage (P/V) regulation [90], in DC/AC inverters active power/frequency (P/f) and reactive power/voltage (Q/V) regulations are generally achieved using traditional droop controllers. However, as the power converter-based generation and power network complexity increase, several other droop controllers are proposed, such as robust, adaptive, and universal droop controllers, to ensure seamless grid-connected and islanded mode transitions, accurate load sharing, and synchronization [88, 90].

Although the traditional droop control imitates the SG behaviour by coupling P/f and Q/V assuming inductive converter output impedance, the future power networks will include many different load characteristics that can affect the output impedance in both grid-connected and islanded modes. In Figure 2.9, droop control dynamics for inverters that have resistive, inductive, and capacitive output impedances are illustrated [94]. In order to solve the output impedance dependency issue, robust [92] and universal [93] droop controllers have been proposed.

In grid-connected DER applications, a smooth connection can be achieved if the grid voltage and frequency are accurately measured or estimated. For this purpose, phase-locked loop (PLL) structures are mostly employed [61]. However, when there is a grid fault in the system, PLLs may not respond well due to their slow dynamics and lead to system instability [95]. Therefore, droop control can replace PLLs to ensure a stable and reliable DER operation [96]. Although droop control does not seem to include the swing equation of SGs, which includes damping and inertia dynamics, inertia property can be intrinsically added to droop control by using low-pass filters (LPFs) in active and reactive power measurements [89]. The active and reactive power droop coefficients can be arranged as inertia and damping coefficients; thus, droop control can support frequency dynamics and provide inertia [19, 97]. Below, this process is mathematically explained considering traditional droop dynamics and assuming inductive output impedance as given in [82].

\[
\omega_g = \omega^* - m_p (P_{out} - P_{in}) \quad (2.1)
\]
\[
E_g = E^* - m_q (Q_{out} - Q_{in}) \quad (2.2)
\]
Figure 2.9: Droop control dynamics considering different types of inverter output impedance.

where, $\omega^*$ is the rated frequency, $\omega_g$ is the grid frequency, $m_p$ is the active power droop coefficient, $P_m$ is the active power reference, $P_{out}$ is the measured output active power, $E_g$ is the grid voltage, $E^*$ is the reference voltage, $m_q$ is the reactive power droop coefficient, $Q_{out}$ is the measured output reactive power, $Q_m$ is the reactive power reference. After adding a LPF, which has $T_f$ as time constant, to (2.1), the relationship
between the input and output active powers can be arranged as [82, 89],

\[ P_{in} - P_{out} = \frac{1}{m_p}(\omega^* - \omega_g) + \frac{T_f s \omega^*}{m_p}. \]  

(2.3)

If the swing equation is considered as [89], the relationship between the active power droop coefficient \( m_p \) and damping \( K_D \) and inertia \( K_J \) gains can be found as [82],

\[ K_J = T_f \frac{1}{m_p} \quad K_D = \frac{1}{m_p}. \]  

(2.4)

Thus, the inertia provision capability of droop control is mathematically proven. It should be considered that the droop equations (2.1) and (2.2) may have slow dynamics, and the grid impedance may not have inductive characteristics. Therefore, enhanced droop methods [98, 99] based on the virtual impedance concept have been proposed to improve the system dynamics.

### 2.2.2 Virtual synchronous machines

Several virtual inertia methods are based on directly emulating the different orders of SG dynamics in the converter control algorithms, and the virtual synchronous machine (VSM or VISMA) concept is one of these methods [100]. In the employment of virtual inertia algorithms, the main objectives are to support the system frequency to avoid instability and eventually power outages and ensure a stable operation in both grid-connected and islanded modes without control method switch, and parameter changes [101]. VSM methods generally employ a PLL for initial grid synchronization, but then PLL is eliminated since the VSMs can ensure synchronization during normal operation via active power/frequency dynamics [102, 103]. VSM algorithm can ensure that the inverter current will follow the reference current generated via emulating the traditional SG dynamics; thus, the converter can supply virtual inertia and damping to the grid [104]. When VSM was introduced first time in [100], the control system of inverters was designed using the seventh order SG model [22]. However, due to its complexity, it was difficult to implement. Therefore, recently, simpler VSM algorithms have been proposed using lower-level SG models. In Figure 2.10, an easily implementable VSM method, which includes both inertia model and voltage controller, is provided. For the modeling and implementation details, the readers can refer to [101].
2.2.3 Synchronverter

Synchronverter is another virtual inertia implementation method that mimics the traditional SG dynamics. The main idea of this method is to embed the dynamic equations of SGs into the inverter control system so that the inverter can produce an output voltage. The critical parameters of synchronverters, such as the virtual inertia, field inductance, and friction coefficient, can be easily configured to achieve a smooth grid connection. Besides, the synchronverter can support the power network stability by acting as a voltage source as opposed to VISMA, which behaves like a current source [62, 104]. Although the synchronverter concept implements the dynamics of SGs in power inverters, it replaces the mechanical power exchanged with the prime mover with the DC bus power [62, 87].

Since synchronverter employs the second-order SG model, the system complexity is much less than the initial VSM design, which uses the seventh-order SG model. Thus, its implementation is easier compared to VSMs [87]. In Figure 2.11, the control part of synchronverter is illustrated. For the modeling and implementation details, the readers can refer to [62].

When the dynamics equations of the synchronverter [62] are examined, it can be
assumed as an improved version of the PLL since it can inherently synchronize with the grid voltage. However, as the first proposed idea [62] needs an additional PLL structure to synchronize with the grid at the beginning of the operation, it may have stability problems when the grid has non-stiff frequency and voltage [105, 106]. Therefore, self-synchronized synchronverter [107] concept has been proposed to solve this issue and has further been studied in [108, 109]. Synchronverter can also be used as grid-forming inverter in islanded distributed generator and microgrid operations to provide inertia. On the other hand, since synchronverter mimics the synchronous generator dynamics, which are differential equations, it can be computationally intensive and may result in analytical deviations. Besides, as it does not include any built-in protection unit against grid fluctuations, safety precautions should also be taken into account [82].

2.2.4 Virtual oscillator control

The virtual oscillator control (VOC) method has a different working principle compared to the previously mentioned virtual inertia methods. It can ensure the grid synchronization and power-sharing using the well-known nonlinear oscillators, such as Van der Pol and Andronov-Hopf oscillators, instead of mimicking the SG dynamics without employing any communication units [25, 82, 110, 111]. In the VOC method, converter dynamics are arranged in a specific way that they can behave like a weakly...
nonlinear limit-cycle oscillator to achieve synchronization with the other converters, and the grid using only the output currents as feedback signals [22, 26].

Due to its promising features, the VOC method has been implemented in both single-phase inverters [110], and three-phase inverters [112], and its performance has been compared with the droop control [113, 114]. According to [114], even if VOC shows a better performance compared to droop control in high-frequency ranges, droop control outperforms VOC in low-frequency ranges. It should be mentioned that the VOC schemes discussed in [113, 114, 115], have not considered the active and reactive power regulation, which makes them unsuitable for grid-connected operations. In order to solve this problem, a modified VOC scheme has been proposed in [112]. This scheme is illustrated in Figure 2.12 [25], and its technical details can be found in [112].

2.2.5 Virtual synchronous control

Virtual synchronous control (ViSynC) concept has been proposed in [116], is also called as matching control in [22, 117]. In this method, both the DC-link voltage control and grid synchronization are achieved via the DC-link voltage controller, and inertia is emulated via DC-link capacitor dynamics. The main control strategy is presented in
as,

$$\omega^* = \omega_g + \frac{s + K_T}{K_J s + K_D} [V_{dc}^2 - V_{dcref}^2]$$  \hspace{1cm} (2.5)$$

where $\omega^*$ is the converter angular frequency used for $dq$ transformation, $\omega_g$ is the frequency setting value, $V_{dc}$ is the DC-link voltage, $V_{dcref}$ is the reference value of DC-link voltage, $K_T$ is the DC-link voltage tracking gain, $K_D$ is the damping gain, and $K_J$ is the inertia emulation gain. The frequency setting value $\omega_g$ is designed as [116],

$$\omega_g = m \times \omega_{PLL} + (1 - m) \times \omega_0$$  \hspace{1cm} (2.6)$$

where $m$ is the weighting gain, $\omega_0$ is the nominal grid frequency, and $\omega_{PLL}$ is the grid frequency obtained using a PLL. It is important to note that this method can work without a PLL if $K_T$ and $K_D$ gains are chosen properly. The value of $m$ can cause the DC-link voltage deviation at the steady-state if the grid frequency changes. The new DC-link voltage value in case of grid frequency deviation can be calculated as [116],

$$V_{dc}^2 - V_{dcref}^2 = \frac{(1 - m)K_D}{K_T} (\omega^* - \omega_0).$$  \hspace{1cm} (2.7)$$

Thus, a relationship between DC-link voltage and system frequency is established to provide inertia without using communication units. For more information, the readers can refer to [116].

To this end, although virtual inertia properties can be added using the previously explained methods, the converters, which are equipped with those algorithms, can be vulnerable against high currents in case of grid faults [25]. Therefore, proper protection methods should be designed to protect the converters from possible damages. In the next part, the commonly used current limitation techniques in the literature are discussed in detail.

### 2.3 The protection of power interface devices

A reliable MG operation can be ensured if the power converters, which are the main components of MGs, are protected against high voltage and current values during the entire system operation. Over-voltages and over-currents can occur in case of grid voltage sags, short-circuits, islanded to grid-connected or grid-connected to islanded mode transitions, and large load changes, and they can lead to converter hardware
damages and system instability [25, 118, 119, 120]. Besides, the circulating current between parallel inverters is another critical issue that can distort the voltage and current quality, increase the power losses, and decrease the system efficiency [121, 122]. Therefore, advanced control algorithms should be designed for the power converters to avoid the previously mentioned undesired phenomena. In the existing literature, the strategies employed for the current-limiting property can be summarised as reference current saturation, virtual impedance-based algorithm, and $d$-axis priority-based saturation [123, 124]. Also, the circulating current problem has been investigated via the DC-link voltage controllers [125, 126]. In this thesis, both the current limitation and circulating current issues for grid-connected three-phase inverters and MGs with parallel inverters are examined, and advanced nonlinear controllers, which can guarantee current-limiting property and system stability, and avoid circulating current between parallel-connected inverters even under faulty cases, are proposed. In the following part, the existing current limitation and circulating current prevention strategies are critically assessed.

### 2.3.1 Existing current limitation strategies

#### 2.3.1.1 Reference current saturation

This method is commonly used in the literature due to its simplicity. As given in Figure 2.13, the inner voltage PI controller provides the reference $d$- and $q$-axis currents to the inner current PI controller. These reference values are limited via saturation units when a fault occurs in the system. The upper and lower limits for the saturation units are $-I_{\text{max}}$ and $I_{\text{max}}$, where $I_{\text{max}} = \sqrt{I_{\text{dmax}}^2 + I_{\text{qmax}}^2}$ [127]. If the limitation of RMS current is required, the limits should be chosen as $\pm \frac{I_{\text{max}}}{\sqrt{2}}$.

Although this method is simple to implement, there are two important problems that should be considered.

1. Since the reference values of $d$- and $q$-axis currents are limited, this may not ensure that the instantaneous currents will be limited to those values.

![Figure 2.13: Reference current saturation concept.](image-url)
2. The employment of saturation units can lead to the well-known integrator windup issue in the inner PI controllers and cause system instability [25, 124].

### 2.3.1.2 Virtual impedance-based algorithm

In this method, a virtual impedance is designed to decrease the voltage reference in case of faults so that the voltage controller does not send unrealistic values to the current controller [128]. There are three critical steps in the design process: over-current detection, virtual impedance calculation, and AC voltage drop computation, as shown in Figure 2.14 [123]. If the current magnitude violates the predefined threshold value, virtual impedance value is increased, and thus the voltage is decreased as explained in [123, 128]. However, this method may not guarantee the instantaneous current limitation since the maximum current value is chosen greater than the current threshold value [128]. Besides, since the process includes three steps, it may cause computational issues.

![Figure 2.14: Virtual impedance based current limitation concept.](image)

### 2.3.1.3 \( d \)-axis priority-based saturation method

This method is also based on the current reference saturation, but it has slightly different implementation. Instead of sending same reference values for both \( d \)- and \( q \)-axis currents, the \( d \)-axis current is prioritised via the dynamics given below [129, 130],

\[
\begin{align*}
|I_{d,\text{ref}}| &= \min(I_{\text{max}}, |I_{d,\text{ref}}|) \\
|I_{q,\text{ref}}| &= \min(\sqrt{I_{\text{max}}^2 - I_{d,\text{ref}}^2}, |I_{q,\text{ref}}|)
\end{align*}
\] (2.8)

If the inverter current magnitude reaches \( I_{\text{max}} \) under system faults, this mode is defined as current saturation mode; otherwise, the inverter works in current unsaturation mode [130]. Although anti-windup methods in inner PI loops can be employed to avoid the system instability, this method may still lead to current limit violation, and undesired responses in the transients [123, 130].
2.3.2 Circulating current prevention strategies

Power inverter devices are generally connected in parallel to deliver higher-level powers when required in MG applications [72, 121]. Therefore, in order to ensure reliable and stable parallel DER operations, the control algorithms of individual inverters should achieve several challenges, such as high-quality power supply, fast regulation of voltage and current, current limitation, and circulating current prevention among parallel-connected converters [46]. In general, different inverter filter and output impedance values can cause the circulating current issue [121, 122]. In this part, the existing methods to avoid circulating currents in MGs are critically examined.

The main reason behind the circulating current problem is improper active and reactive power control [16]. Therefore, modified droop controllers have been proposed for power-sharing purposes [131, 132]. However, since the droop control performance can be significantly affected by the inverter output impedances, the virtual impedance concept has been embedded to droop control to solve this issue [133]. In order to design accurate virtual impedances, the system parameters are generally required, but in reality, the system parameters may not be available, or they may change due to the environmental factors [121].

In [125], the circulating power problem has been related to the DC-link voltage increase. This paper has emphasized that the circulating power can cause undesired increases in the DC-link voltage, and therefore, the protection relays can be tripped to disable the inverters. To avoid this situation, a proportional derivative (PD) DC-link voltage controller has been designed for parallel-connected three-phase inverters in islanded mode.

To this end, even if the previously mentioned methods have examined the circulating current and power problems using different system configurations, they have not considered the current limitation issue under the system transients, such as islanded to grid-connected and grid-connected to islanded transitions, and short-circuits. Therefore, advanced control algorithms that can ensure circulating power prevention, current limitation, and system stability in parallel-connected inverters should be designed.

2.4 Stability and control issues in power converter-based DER systems

As the integration of power converter based DERs increase, conventional SGs, which possess large inertia and damping capabilities, are gradually being removed from the
power networks, and power grids are evolving into the power converter dominated systems. This alteration will negatively affect the stability of traditional grid systems since grid systems require SGs as a power reserve in case of disturbances to achieve supply-demand balance and ensure voltage and frequency stability. Therefore, the stability and modeling of the power converter based MGs have become the key topics for reliable and sustainable future power grids [12, 11, 80].

The dynamics of the power converter based MGs exhibit distinctive, complex, and highly nonlinear behaviours compared to the traditional systems, so they can be sensitive against small and large system disturbances [134, 135]. Therefore, advanced control techniques should be designed, and rigorous stability analysis should be conducted to avoid undesired situations, such as hardware damages and power outages [136, 137, 138]. Besides, MGs can exist both in islanded and grid-connected cases, and their control systems should be able to achieve seamless transitions, fast synchronization with the grid, and economical source management without losing the system stability and unnecessarily tripping the protection relays [29, 139]. These control objectives are accomplished through a hierarchical control structure in different timescales, as briefly explained in the previous parts. Since the main focus of this thesis is designing advanced controllers for power inverters, in the next part, the issues that should be achieved in the primary control layer will be explained in detail.

The primary control includes the fastest control actions, and it is responsible
for power-sharing, voltage and frequency control, and inverter protection. Besides, primary control techniques should also support the grid voltage and frequency using droop control and virtual inertia methods in grid-connected mode and form the system voltage, and frequency employing grid-forming inverters in islanded mode [11, 140, 141]. In addition, since the RESs are intermittent sources and power flow can be bidirectional in some applications, DC voltage regulation, power balance, and device protection are other important issues that should be considered in the primary control layer. In order to achieve those tasks and ensure a reliable MG operation, the stability of individual power converters existing in MGs should be investigated under small and large faults. In Figure 2.15, MG stability concepts are summarised [11], and in the following part, these concepts will be briefly explained.

Power source and balance stability: MGs consist of converter-based DERs, and the main power supplies for these DERs are RESs. Since the RESs are intermittent sources, system voltage and frequency can be distorted if proper control algorithms and power reserves are not considered. For instance, in a grid-connected inverter operation, if the DC-link voltage is fluctuating more than the suggested levels, this can decrease the generated AC voltage quality by increasing the undesired harmonics and also cause higher frequency oscillations than the allowed limits. Therefore, DC-link voltage stability should be supported using bidirectional power converters, power reserves, such as capacitors and batteries, and virtual inertia and droop control algorithms [142, 143, 144]. Besides, the proposed techniques should ensure the system stability even under large disturbances, such as short-circuits, and support the grid according to the guidelines given by the related grid codes.

Control system stability: In the existing literature, a cascaded control scheme, as shown in Figure 2.16 [20, 145, 146] in synchronous rotating $dq$ frame, is generally employed to control the power inverters. Inverter currents and PCC voltages are measured...
and used to calculate the active and reactive powers. Then, either droop controllers or virtual inertia schemes serve as outer control loops to generate the voltage references for the inner voltage controller. Angular frequency ($\omega^*$), which is required for dq transformation, can be obtained using PLL schemes or via droop and virtual inertia algorithms. The inner voltage controller sends the current reference values to the inner current controller. Finally, the PWM signals are generated to drive the inverter switches. PI controllers, whose outputs are limited, are mostly utilised in inner voltage, and current control loops [116, 130].

Poor tuning of controller gains and the slow dynamics of PLL schemes can lead to system instability in case of large system faults, such as short-circuits and mode transitions [95, 147, 148]. Besides, since the outputs of inner PI controllers are limited via saturation blocks, the integrator windup problem, which can be defined as the integrator swelling due to the addition of high error values, can occur and cause overshoots and system instability if the voltage sags are experienced or unrealistic reference values are transferred between the control loops [124, 149]. Thus, advanced controllers, which can inherently solve the integrator windup issue, are needed for the inverters to ensure a stable and reliable DER operation even under large and long term system disturbances.

2.5 Open challenges in the existing literature

As it has been emphasized in the literature review, power interface devices, particularly inverters, are critical for efficient, reliable, and stable power transfer between RESs and utility grids. Power inverters can enable high integration of RESs-based DERs into the grid if their control algorithms are properly designed, and accelerate the transition from traditional SG-based power grids to RESs-based future power grids. The control algorithms of inverters should ensure accurate control of active and reactive powers, support grid voltage and frequency even under severe grid faults, limit the system states (specifically inverter current) for hardware protection, prevent circulating powers between parallel inverters, and avoid unnecessary protection relay trips for a reliable DER operation. These control objectives are considered in the primary control layer using droop control and virtual inertia techniques. However, in the existing literature, the system stability is generally examined via root locus, eigenvalue, and bode analysis, which are valid only for the given (specific) system and controller parameters, may not result in analytic and generic stability conditions for design guidance, do not offer rigorous closed-loop stability analysis, and may not ensure the system stability in case
of large grid faults. Besides, current limitation is achieved via external saturation blocks used together with PI controllers, but this can lead to the swelling (windup) of integrator component and eventually the system instability when the power inverters have to operate in different equilibrium points. Therefore, advanced control techniques, which can inherently accomplish the tasks mentioned above under both normal and faulty conditions, and simplify the system dynamics and analysis, are required for both the grid-connected and islanded inverters. Below, the open challenges in the literature are summarised:

- Advanced control schemes that inherit the droop control concept, take into account the nonlinear dynamics of the inverters, and offer easy implementation are needed.

- Current limitation under large and long term disturbances should be included as an inherent feature to the grid-connected inverters. Advanced current-limiting controllers that can inherently solve the integrator windup problem should be designed.

- Grid voltage and frequency should be supported via controller algorithms according to the guidelines given by the grid codes, and grid synchronization should be ensured when the grid connection and disconnection occur.

- The negative impact of PLLs on the system stability should be avoided using PLL-less schemes.

- Closed-loop system stability should be rigorously investigated, and analytic stability conditions should be provided without assuming specific set of system and controller parameters to guide the potential designers.

- Virtual inertia and droop control methods should be combined to ensure power balance, frequency and voltage stability, and the interaction of this unified scheme with the grid-connected inverters should be investigated.

- The existing circulating current studies in parallel-connected inverters generally ignore the current-limiting property of individual inverters. Therefore, controllers that can prevent circulating current and limit the inverter current are required.

- Control schemes, which can ensure closed-loop system stability and grid synchronization in the islanded to grid-connected and grid-connected to islanded transitions, should be designed.
Chapter 3

Nonlinear control of three-phase grid-connected inverters

As mentioned in Chapter 2, the existing linear controllers may not implement the droop methods, and ensure the integrator-windup free current-limiting property and system stability at the same time for three-phase inverters in case of severe grid faults. Linear controllers assume specific set of system and controller parameters in the process of stability analysis, and they cannot ensure stable inverter operation if the system parameters or equilibrium points change. Besides, power inverter applications are highly dynamic due to the variable input source, load, and grid characteristics, and may require to operate for wide range of equilibrium points. In order to address these issues, the nonlinearities that exist in the dynamic equations of the power inverters should be considered and nonlinear controllers should be designed. Therefore, in this chapter, advanced nonlinear controllers for the three-phase grid-connected inverters are proposed. This chapter is divided into three sections, and each section focuses on solving specific issues related to the grid-connected three-phase inverters. In the first section, a nonlinear current-limiting controller is designed considering both inner and outer control loops as previously explained, and simulation results are provided [150]. In the second section, a PLL-less control scheme is introduced, closed-loop stability analysis is realised, and simulation studies are performed [151]. Finally, in the third section, a novel nonlinear droop controller is proposed for three-phase grid-supporting inverters that rigorously guarantee RMS inverter current limitation and closed-loop system stability under both normal grid conditions and balanced voltage sags. The effectiveness of the proposed method is compared with the existing techniques, extensive simulation and experimental studies are realised [152].
3.1 Nonlinear current-limiting controller for three-phase inverters

3.1.1 Background and motivations

As the integration of RESs-based units into the grid increases, power system stability has weakened due to the fluctuations in the supply and demand, which affect the frequency and voltage of the grid [153]. Thus, in order to increase the system reliability and realise large-scale utilization of DG units and seamless transition between islanded and grid-connected modes without violating the voltage and frequency limits [154], the design of advanced control methods for the inverter devices that integrate DG systems to the utility grid has major importance [52, 62, 155].

Although droop control has been used to manage the active and reactive power flows, in many studies, such as [141, 156, 157, 158], the nonlinear system dynamics are generally neglected, and the system stability analysis is conducted based on linearization techniques. Since linearization methods confine the stability regions of the systems, the nonlinear dynamics of a droop controlled grid-connected inverter should be considered to realise a rigorous stability analysis [23, 159].

The system stability and the protection of inverter switches and filters against high currents should be ensured in grid-connected DER applications. To embed the current limitation functionality to the inverters, additional saturation blocks or limiters [124, 128, 129] are mostly used in combination with the droop controller. However, these techniques can lead to system instability due to the integrator windup issue. This problem can be handled using anti-windup methods [160, 161], but most of the state-of-the-art anti-windup methods require information of the system parameters, which are generally unknown, and traditional anti-windup techniques cannot rigorously guarantee closed-loop system stability. To this end, a nonlinear current-limiting controller that overcomes these issues has been recently proposed for single-phase grid-connected inverters in [162, 163] and ensures current limitation without suffering from integrator windup under both normal and faulty grid conditions. However, this controller cannot be directly applied to three-phase inverters using the dq synchronously rotating reference frame modeling [52] and can only limit the current on the inverter side and not the grid-side, which can be desired in grid-connected applications.

Therefore, there is a need for designing a novel controller that can be applied to three-phase inverters connected to the grid and achieve a rigorous grid current limitation. Based on the synchronously rotating \( dq \) reference frame modeling of the inverter,
a novel controller is proposed in a cascaded control structure with two inner current and voltage loops and an outer power control loop (droop control). For the inner control loops, traditional PI controllers are used with decoupling terms to guarantee fast regulation of the inverter currents and voltages, as commonly done in three-phase inverter applications [116]. However, for the outer power loop, a new nonlinear droop controller is proposed with bounded voltage dynamics and constant virtual resistance to guarantee closed-loop system stability and the desired current limitation. Using nonlinear Lyapunov methods [164], the boundedness of the controller voltages are analytically proven and then using input-to-state stability, the $d$- and $q$-axis grid currents are proven to be limited below a given maximum value independently from each other or the power demand. Hence, the proposed controller introduces a droop control structure to support the voltage and frequency of the grid, and at the same time, maintains a limited injected current to the grid to protect the inverter under unrealistic power demands. This process is investigated in the sequel.

### 3.1.2 Problem statement and system modeling

The system under investigation is a three-phase grid-connected inverter that has an LCL filter at the output as shown in Figure 3.1. In this system, filter resistance, inductance and capacitance are shown as $R_f$, $L_f$, and $C_f$, grid-side resistance and inductance are shown as $R_g$ and $L_g$, respectively. Inverter input voltage is given as $V_{dc}$, three-phase balanced grid-side voltages are given as $V_a$, $V_b$, and $V_c$. Considering the synchronously rotating $dq$ frame [165], the dynamic equations of the system can be obtained as;
\[
\frac{d}{dt} I_{fd} = -\frac{R_f}{L_f} I_{fd} + \omega I_{f_q} + \frac{m_d}{2L_f} V_{dc} - \frac{V_{Cd}}{L_f} \tag{3.1}
\]
\[
\frac{d}{dt} I_{f_q} = -\frac{R_f}{L_f} I_{f_q} - \omega I_{fd} + \frac{m_q}{2L_f} V_{dc} - \frac{V_{Cq}}{L_f} \tag{3.2}
\]
\[
\frac{d}{dt} V_{Cd} = \frac{I_{fd}}{C_f} - \frac{I_{gd}}{C_f} + \omega V_{Cq} \tag{3.3}
\]
\[
\frac{d}{dt} V_{Cq} = \frac{I_{f_q}}{C_f} - \frac{I_{gq}}{C_f} - \omega V_{Cd} \tag{3.4}
\]
\[
\frac{d}{dt} I_{gd} = -\frac{R_g}{L_g} I_{gd} + \omega I_{g_q} - \frac{V_{gd}}{L_g} + \frac{V_{Cd}}{L_g} \tag{3.5}
\]
\[
\frac{d}{dt} I_{gq} = -\frac{R_g}{L_g} I_{gq} - \omega I_{gd} - \frac{V_{gq}}{L_g} + \frac{V_{Cq}}{L_g} \tag{3.6}
\]

where, \(I_{fd}, I_{f_q}\) and \(V_{Cd}, V_{Cq}\) represent \(d\)- and \(q\)-axis inverter currents and voltages, \(I_{gd}, I_{gq}\) show \(d\)- and \(q\)-axis grid currents. \(m_q\) and \(m_d\) are pulse width modulation (PWM) signals which are the control inputs of the system. The real and reactive power of the system can be calculated as below;

\[
P = \frac{3}{2}(V_{Cd}I_{gd} + V_{Cq}I_{gq}), \quad Q = \frac{3}{2}(V_{Cd}I_{gq} - V_{Cd}I_{gd}). \tag{3.7}
\]

As the system states are multiplied with each other in (3.7), the closed-loop system becomes nonlinear. Therefore, stability analysis should be realised using nonlinear control theory to provide a seamless operation for the inverter. To this end, the main aim of this section is to design a nonlinear droop controller that assures system stability and limits the grid currents below the given values. In the following part, the controller design process has been explained.

### 3.1.3 Controller design and analysis

In order to design the nonlinear droop controller for the inverter, a cascaded control structure that includes inner current and voltage control loops and an outer power control loop is adopted. For the inverter side currents and voltages, the inner loops introduce PI controllers with decoupling terms, while a novel nonlinear droop controller is proposed as the outer loop to limit the grid currents in \(dq\) reference frame, as presented below in detail.
3.1.3.1 Inner PI control loops

Based on the dq dynamic model of the grid-connected inverter, where $m_d$ and $m_q$ are the control inputs, the inner current controller that regulates the inverter currents $I_{fd}$ and $I_{fq}$ to the desired values $I_{dref}$ and $I_{qref}$, respectively takes the form:

$$m_d = \frac{(I_{dref} - I_{fd})(K_{p_v} + \frac{K_{L_v}}{s}) + V_{Cd} - \omega L_f I_{fq}}{0.5 V_{dc}}$$

$$m_q = \frac{(I_{qref} - I_{fq})(K_{p_v} + \frac{K_{L_v}}{s}) + V_{Cq} + \omega L_f I_{fd}}{0.5 V_{dc}}. \tag{3.8}$$

Here, a PI controller with additional decoupling terms is applied at the duty-ratio inputs $m_d$ and $m_q$, while the reference values $I_{dref}$ and $I_{qref}$ are obtained from a voltage controller that can be expressed as:

$$I_{dref} = (V_{Cdref} - V_{Cd})(K_{p_v} + \frac{K_{L_v}}{s}) + I_{gd} - \omega C_f V_{Cq}$$

$$I_{qref} = (V_{Cqref} - V_{Cq})(K_{p_v} + \frac{K_{L_v}}{s}) + I_{gq} + \omega C_f V_{Cd}. \tag{3.9}$$

The desired values for the capacitor voltages $V_{Cdref}$ and $V_{Cqref}$ are obtained from the outer power control loop. Assuming the current controller is much faster than the voltage controller (at least ten times as a rule of thumb) and the voltage controller is much faster than the power controller, the PI controller gains can be chosen using the pole placement method as commonly done in cascaded systems [166].

3.1.3.2 Proposed nonlinear controller (Outer loop)

Since the fast inner control loops have been extensively investigated in the literature [129] and [166], this part will focus on designing the outer droop control loop, which represents the novelty offered in this section. Based on the fast current and voltage controllers, it is considered that the capacitor voltages $V_{Cd}$ and $V_{Cq}$ are regulated to their reference values $V_{Cdref}$ and $V_{Cqref}$ in (3.5) and (3.6). Then, the proposed controller takes the form

$$V_{Cdref} = V_{gd} + E_d - r_v I_{gd} - \omega L_g I_{gq} \tag{3.10}$$

$$V_{Cqref} = V_{gq} + E_q - r_v I_{gq} + \omega L_g I_{gd}. \tag{3.11}$$

In (3.10) and (3.11), the parameters $E_d$ and $E_q$ represent two controllable voltage terms (controller states), while $r_v$ acts as a positive constant virtual resistance. Inspired by
the universal droop control expressions [93], and the bounded controller proposed in [167], the controller states $E_d$ and $E_q$ are dynamically formed as

$$
\dot{E}_d = c_d (K_e (E^* - V_C) - n (P - P_{set})) E_{dq}^2 \tag{3.12}
$$

$$
\dot{E}_{dq} = - \frac{c_d E_d E_{dq}}{E_{max}^2} (K_e (E^* - V_C) - n (P - P_{set})) - k_d \left( \frac{E_d^2}{E_{max}^2} + E_{dq}^2 - 1 \right) E_{dq} \tag{3.13}
$$

$$
\dot{E}_q = - c_q (\omega^* - \omega_g + m (Q - Q_{set})) E_{qq}^2 \tag{3.14}
$$

$$
\dot{E}_{qq} = \frac{c_q E_q E_{qq}}{E_{max}^2} (\omega^* - \omega_g + m (Q - Q_{set})) - k_q \left( \frac{E_q^2}{E_{max}^2} + E_{qq}^2 - 1 \right) E_{qq} \tag{3.15}
$$

where $E_{dq}$, and $E_{qq}$ are two additional control states and $c_d$, $c_q$, $E_{max}$, $K_e$, $k_d$, and $k_q$ are positive constants. The expression $K_e (E^* - V_C) - n (P - P_{set})$ introduces the $P \sim V$ droop expression, which should be zero at the steady-state, and $E^*$ is the rated RMS voltage of the grid, $V_C$ is the RMS voltage of the filter capacitor given as $V_C = \sqrt{V_{C_d}^2 + V_{C_q}^2}$, $P_{set}$ is the reference value of the real power and $n$ is the real power droop coefficient. Similarly, $\omega^* - \omega_g + m (Q - Q_{set})$ represents the $Q \sim -\omega$ droop expression, where $\omega^*$ is the rated angular frequency, $\omega_g$ is the grid frequency, $Q_{set}$ is the desired injected reactive power and $m$ is the reactive power droop coefficient.

The $P \sim V$ and $Q \sim -\omega$ droop expressions are adopted in this section due to the introduction of the virtual resistance $r_v$ in the output via the proposed control design [93]. The initial conditions of the controller states $E_d$, $E_{dq}$, $E_q$, and $E_{qq}$ are selected as 0, 1, 0, and 1, respectively, and the nonlinear dynamics (3.12)-(3.15) have been proposed in a way to guarantee the boundedness of the controller states $E_d$ and $E_q$ in the range $E_d, E_q \in [-E_{max}, E_{max}]$ as explained below.

For the controller dynamics (3.12) and (3.13), one can consider a Lyapunov function candidate as

$$
W_d = \frac{E_d^2}{E_{max}^2} + E_{dq}^2 \tag{3.16}
$$

(3.16) should be chosen considering a) $W_d > 0$ for all $E_d, E_{dq} \neq 0$, b) $W_d = 0$ only if $E_d, E_{dq} = 0$, and c) $\dot{W}_d \leq 0$ for all $E_d, E_{dq} \neq 0$ [164] to be used as a proper Lyapunov function candidate in the analysis.

The time derivative of (3.16) is

$$
\dot{W}_d = \frac{2E_d \dot{E}_d}{E_{max}^2} + 2E_{dq} \dot{E}_{dq}, \tag{3.17}
$$
By replacing (3.12) and (3.13) in (3.17), then

\[ \dot{W}_d = -2k_d \left( \frac{E_d^2}{E_{max}^2} + E_{dq}^2 - 1 \right) E_{dq}^2. \]  

(3.18)

As can be seen from (3.18), \( \dot{W}_d = 0 \) when \( E_{dq} = 0 \) or for every values of \( E_d \) and \( E_{dq} \) on the ellipse:

\[ W_{d0} = \left\{ E_d, E_{dq} \in R : \frac{E_d^2}{E_{max}^2} + E_{dq}^2 = 1 \right\}. \]

(3.19)

Based on the initial conditions of the controller states, \( E_d \) and \( E_{dq} \) will always stay on the ellipse \( W_{d0} \) as mathematically expressed below:

\[ \dot{W}_d = 0 \Rightarrow W_d(t) = W_d(0) = 1, \quad \forall t \geq 0. \]

(3.20)

Hence, \( E_d \in [-E_{max}, E_{max}] \), \( \forall t \geq 0 \). By considering the transformation

\[ E_d = E_{d_{max}} \sin \phi \quad \text{and} \quad E_{dq} = \cos \phi \]

(3.21)

then taking into account (3.12)-(3.13), \( E_d \) and \( E_{dq} \) will remain on the ellipse \( W_{d0} \) with an angular velocity

\[ \dot{\phi} = c_d \left( K_e (E^* - V_C) - n(P - P_{set}) \right) \frac{E_{dq}}{E_{max}}. \]

(3.22)

From (3.22), when \( K_e (E^* - V_C) - n(P - P_{set}) \) is zero, the angular velocity becomes zero and the controller states can converge to the desired equilibrium point defined by the \( P \sim V \) droop control. Considering a similar analysis for the controller dynamics (3.14)-(3.15), then \( E_q \) and \( E_{qq} \) are proven to remain on a similar ellipse

\[ B_{q0} = \left\{ E_q, E_{qq} \in R : \frac{E_q^2}{E_{max}^2} + E_{qq}^2 = 1 \right\} \]

(3.23)

and travel with an angular velocity

\[ \dot{\psi} = -c_q \left( \omega^* - \omega_g + m(Q - Q_{set}) \right) \frac{E_{qq}}{E_{max}}. \]

(3.24)

Therefore, the \( Q \sim -\omega \) droop can be implemented in a similar way, while \( E_q \) satisfies \( E_q \in [-E_{max}, E_{max}] \), \( \forall t \geq 0 \). It should be noted that, the proposed controller can easily change from the droop control to accurate regulation of \( P \) and \( Q \) at their reference values by removing the term \( K_e (E^* - V_C) \) from (3.12)-(3.13) and the term \( (\omega^* - \omega_g) \)
from (3.14)-(3.15). Thus, real and reactive power can be set to their desired values at any time, and transition between the two modes can be seamlessly realised.

### 3.1.4 Stability analysis and current-limiting proof

By implementing the proposed controller (3.10)-(3.11) into the grid-side current equations (3.5)-(3.6) and taking into account the fast regulation of the inner current and voltage loops, the closed-loop grid-side current equations are expressed as

\[
L_g \frac{dI_{gd}}{dt} = -(R_g + r_v)I_{gd} + E_d 
\]

(3.25)

\[
L_g \frac{dI_{gq}}{dt} = -(R_g + r_v)I_{gq} + E_q. 
\]

(3.26)

It is clear that the dynamics of \(I_{gd}\) and \(I_{gq}\) can be handled independently taking into account that \(E_d, E_q \in [-E_{max}, E_{max}]\) for all \(t \geq 0\), as proven in the previous subsection. Hence for \(d\)-axis grid current dynamics (3.25), one can consider the Lyapunov function candidate as

\[
V = \frac{1}{2} L_g I_{gd}^2. 
\]

(3.27)

The time derivative of (3.27) is calculated using (3.25) as

\[
\dot{V} = -(R_g + r_v)I_{gd}^2 + E_d I_{gd} \leq -(R_g + r_v)I_{gd}^2 + |E_d||I_{gd}|. 
\]

(3.28)

Thus,

\[
\dot{V} < 0, \forall |I_{gd}| > \frac{|E_d|}{R_g + r_v}, 
\]

(3.29)

which proves that system (3.25) is input-to-state stable by considering \(E_d\) as the input. Since it is proven that \(|E_d| \leq E_{max}, \forall t \geq 0\), then \(I_{gd}\) will be bounded for all \(t \geq 0\). In particular, if initially \(|I_{gd}(0)| \leq \frac{E_{max}}{R_g + r_v}\), then from the input-to-state stability analysis, there is

\[
|I_{gd}(t)| \leq \frac{E_{max}}{R_g + r_v}, \forall t \geq 0. 
\]

(3.30)
In order to limit the current $I_{gd}$ below a maximum value $I_{max}$, the controller parameters $E_{max}$ and $r_v$ can be selected to satisfy

$$E_{max} = (R_g + r_v)I_{max}. \quad (3.31)$$

By substituting (3.31) into (3.30), it is proven that

$$|I_{gd}(t)| \leq I_{max}, \quad \forall t \geq 0, \quad (3.32)$$

which proves the desired current-limiting property. A similar approach for the $q$-axis grid current dynamics (3.26) can be applied to show that if initially it holds true that $|I_{gq}(0)| \leq \frac{E_{max}}{R_g + r_v}$, then

$$|I_{gq}(t)| \leq I_{max}, \quad \forall t \geq 0. \quad (3.33)$$

As a result, the grid $d$- and $q$-axis currents are proven to remain below a defined maximum value $I_{max}$ independently from each order or the nonlinear droop control expressions by selecting the controller parameters $E_{max}$ and $r_v$ according to (3.31). This is achieved without using any saturation units, which is a common approach in conventional controllers and can lead to instability [124, 129]. Since the current-limiting property is achieved using nonlinear Lyapunov theory and input-to-state stability analysis, then the grid current limitation is guaranteed at all times, even during transients.

In low voltage applications, since the value of filter capacitors are small, grid-side and inverter-side currents are almost equal. Limiting any of them can ensure the safe converter operation. Therefore, in this section, grid-side current limitation is preferred. It is worth mentioning that if $|I_{gd}| \to I_{max}$ or $|I_{gq}| \to I_{max}$, then $|E_d| \to E_{max}$ or $|E_q| \to E_{max}$, respectively, which leads $E_{dq} \to 0$ or $E_{qq} \to 0$ since the controller states are restricted on the ellipses $W_{d0}$ and $B_{q0}$. Then, from (3.12) and (3.14), it becomes clear that $\dot{E}_d \to 0$ and $\dot{E}_q \to 0$, which proves that the integration slows down near the limits resulting in an inherent anti-windup property of the proposed controller. This highlights the superiority of the proposed controller with respect to the existing approaches that introduce saturation limits and require additional anti-windup mechanisms that further complicate the controller implementation and closed-loop system stability analysis.
Table 3.1: System and controller parameters for the examined inverter system

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_f, L_g$</td>
<td>0.0139 H</td>
<td>$C_f$</td>
<td>1.8186 $\mu$F</td>
</tr>
<tr>
<td>$R_f, R_g$</td>
<td>0.8752 $\Omega$</td>
<td>$r_v$</td>
<td>2 $\Omega$</td>
</tr>
<tr>
<td>$n$</td>
<td>0.0661</td>
<td>$m$</td>
<td>0.0019</td>
</tr>
<tr>
<td>$\omega_g$</td>
<td>2$\pi$49.97</td>
<td>$k_d, k_q$</td>
<td>1</td>
</tr>
<tr>
<td>$V_{dc}$</td>
<td>700 V</td>
<td>$I_{max}$</td>
<td>2.5 A</td>
</tr>
<tr>
<td>$K_{Pi}, K_{Ii}$</td>
<td>0.3, 10</td>
<td>$K_Pv, K_{Iv}$</td>
<td>2.10</td>
</tr>
<tr>
<td>$K_e$</td>
<td>10</td>
<td>$\omega^*$</td>
<td>2$\pi$50</td>
</tr>
<tr>
<td>$c_d$</td>
<td>0.65</td>
<td>$c_q$</td>
<td>22.5</td>
</tr>
<tr>
<td>$E^*$</td>
<td>218 V</td>
<td>$E_{max}$</td>
<td>7.188</td>
</tr>
<tr>
<td>$V_{gd}$</td>
<td>220$\sqrt{2}$ V</td>
<td>$V_{gq}$</td>
<td>0 V</td>
</tr>
</tbody>
</table>

3.1.5 Simulation results

In order to validate the effectiveness of the proposed control strategy, a three-phase grid-connected inverter is simulated using the Matlab/Simulink software. The system and controller parameters are given in Table 3.1. In this section, the main aim is to illustrate that the proposed controller can change between set mode, i.e. accurate real and reactive power regulation and droop control mode and at the same time limits the grid currents when an unrealistic power reference value is provided to the controller.

Initially, the set control mode is enabled by removing the terms $K_e(E^*_d - V_{Cd})$ and $(\omega^* - \omega_g)$ from (3.12)-(3.13) and (3.14)-(3.15), respectively, where $P_{set}$ and $Q_{set}$ are set to zero. At the time instant $t = 1s$, the active power reference value $P_{set}$ changes to 400 W and at $t = 2s$, it is further increased to 1650 W. As it can be seen from Figure 3.2, initially $P$ is regulated to the desired 400W, but when $P_{set}$ becomes very high, the proposed controller regulates the real power to a lower value. This is because the current $I_{gd}$ tries to violate its maximum value $I_{max} = 2.5 A$ as shown in Figure 3.3, and the proposed controller maintains the desired current limitation to protect the inverter under unrealistic power demands. However, the reactive power is always regulated to the desired zero value and the current $I_{gq}$ also remains limited below its maximum value. At $t = 3s$, $P_{set}$ is decreased to 800 W and the real power is regulated to the desired value after a short transient. At the time instant $t = 4s$, the reactive power reference $Q_{set}$ increases to 200 Var and at $t = 5s$ it changes to 400 Var to verify the ability of the controller to regulate the reactive power. As it can be seen from Figure 3.2, the reactive power injected by the inverter is accurately regulated to both reference values. The $P \sim V$ droop control is enabled at $t = 7s$, and the real power
decreases to 760 W in order to regulate the RMS voltage $V_C$ closer to the rated $E^\ast$. The response of the system states $V_{C_d}$ and $V_{C_q}$, which define the RMS voltage value $V_C$ as $V_C = \sqrt{\frac{V_{C_d}^2 + V_{C_q}^2}{2}}$, are shown in Figures 3.4 and 3.5. At $t = 8$ s, the $Q \sim -\omega$ droop control is enabled and the reactive power is decreased to 301 Var since the frequency of the grid $\omega_g$ is slightly lower than the rated $\omega^\ast$, as given in the parameters of Table 3.1. Hence, both accurate regulation of the real and reactive power and droop control modes can be implemented by the proposed nonlinear controller with an inherent grid current limitation that protects the inverter from unrealistic values of the power demand.

In order to verify the theoretic analysis, the trajectory of the controller states $E_d$, $E_{dq}$ and $E_q$, $E_{qq}$ is plotted on the $E_d$-$E_{dq}$ and $E_q$-$E_{qq}$ planes, respectively, in Figure 3.6 for the entire simulation. One can easily observe that the controller states remain on the corresponding ellipses $W_{d0}$ and $B_{q0}$, which are the same in this case. From the controller analysis, as the state $E_{dq}$ tends to zero, the state $E_d$ reaches its maximum.
Figure 3.4: $d$-axis capacitor voltage.

Figure 3.5: $q$-axis capacitor voltage.

Figure 3.6: The trajectories of the controller states $E_d$, $E_{dq}$, $E_q$, and $E_{qq}$.

value $E_{max}$, as shown in Figure 3.6, leading to the current-limiting property for $I_{gd}$. Since $I_{gq}$ does not reach its upper limit as shown in Figure 3.3, then the trajectory of
the controller states $E_q$ and $E_{qq}$ remains on the top of the ellipse $B_{q0}$ and is regulated at the corresponding steady-state values depending on the reference value $Q_{set}$ and the $Q \sim -\omega$ droop. It should be noted that the regulation speed of the controller can be affected by the choice of integral gains $c_d$ and $c_q$. If faster regulation is required, the gains can be increased without the concern of current limit violation since current limitation is proven independently of the controller gains.

### 3.2 PLL-less three-phase inverters with current-limiting property

In the previous section, a nonlinear controller is proposed for three-phase grid-connected inverters, and comprehensive analysis of the controller dynamics and current-limiting property is provided. However, the closed-loop stability of the entire system has not been examined. In this section, a novel droop control method for three-phase grid-connected inverters is proposed to guarantee closed-loop system stability and an inherent current-limiting property without the need for a PLL. This current limitation is guaranteed independently of the grid, line and filter parameters, thus increasing the controller robustness. In addition, asymptotic stability of the desired equilibrium point of the closed-loop system is guaranteed under different values of the proposed controller gain.

#### 3.2.1 Background and motivations

The control of real and reactive power injected into the grid can be achieved separately by introducing additional terms in the droop control structure to remove their coupling [88], while virtual impedance methods can also be added to affect the inverter output or line impedance in order to enhance the stability of the grid [93]. As mentioned in Chapter 2, depending on the type of the output impedance, the droop expressions can take the form of $P \sim \omega/Q \sim V$ (inductive impedance) and $P \sim V/Q \sim \omega$ (resistive impedance), and they are used to support the local voltage and frequency of the system at the point of common coupling (PCC) [130], while a line is generally considered between the PCC and the utility grid.

Grid synchronization is one of the most critical issues that requires special attention in grid-connected applications to maintain a stable and reliable inverter-based DER operation [167, 168]. In the synchronization process, several techniques such as Kalman Filter, nonlinear least square, and phase-locked loops (PLL) can be employed.
Due to its easy implementation and simplicity, the most commonly used method is the PLL. Although PLLs can ensure stable operation under normal grid conditions, it has been shown in the literature that they can lead to undesirable phenomena and instability of the system under grid disturbances [169]. In order to avoid the negative effects of PLLs, self-synchronization algorithms have been recently proposed and can be integrated into the droop control [107, 163].

To increase the reliability of the grid-connected inverter operation and satisfy the requirements imposed by the grid codes [29, 77], the interaction between the inverter and grid should be managed by considering the protection and stability issues [28, 170]. For instance, when injecting power to the grid, the system states such as voltage, current and frequency should be limited for stability and inverter protection reasons. Specifically, the current limitation is of significant importance under grid faults or sudden changes in supply, demand or the desired reference signal received from a supervisory control. In order to address the current limitation problem, the bounded integral controller [167] using nonlinear input-to-state stability theory has been proposed and it has been successfully implemented to limit the system current in both three-phase [171] and single-phase applications [162]. Nevertheless, asymptotic stability of the closed-loop system to a desired equilibrium point has not been proven yet for a three-phase inverter connected to the PCC, while a PLL is often required for the implementation that reduces the system reliability.

In this section, a novel nonlinear current-limiting droop controller for a three-phase inverter connected to the grid through a filter and a distribution line is proposed without the need for a PLL. The proposed controller supports the voltage and frequency of the PCC and inherently limits the current of the inverter using only the local measurements of the PCC independently from unrealistic values of the reference power. The desired current limitation is mathematically proven using nonlinear ulti-
mate boundedness theory, and the closed-loop asymptotic stability is examined using small-signal model analysis. The system is modeled using the synchronous rotating ($dq$) frame, and for the stability analysis, a global-to-local axis transformation is used to investigate the asymptotic convergence to a desired equilibrium point [27]. The controller design process is thoroughly explained in the following subsections.

### 3.2.2 Problem definition and system dynamics

The system under consideration is a three-phase inverter connected to a point of common coupling (PCC) through a filter, as demonstrated in Figure 3.7. The filter resistance and inductance are described as $R_f$ and $L_f$, respectively, whereas the line between the PCC and the main grid has a resistance $R_g$ and inductance $L_g$. The inverter DC input voltage is expressed as $V_{dc}$, and the three-phase grid voltages are given as

$$
\begin{bmatrix}
V_a \\
V_b \\
V_c
\end{bmatrix} =
\begin{bmatrix}
V_m \cos (\omega_g t) \\
V_m \cos (\omega_g t - 120^\circ) \\
V_m \cos (\omega_g t + 120^\circ)
\end{bmatrix},
$$

with $V_m$ and $\omega_g$ being the grid voltage amplitude and frequency, respectively.

In order to realise the system analysis, an algebraic axis transformation [27] is used to align the grid and inverter voltages as shown in Figure 3.8. The algebraic
transformation is given below [27]:

\[
\begin{bmatrix}
  a \\
  b
\end{bmatrix}
= \begin{bmatrix}
  \cos(\delta) & -\sin(\delta) \\
  \sin(\delta) & \cos(\delta)
\end{bmatrix}
\begin{bmatrix}
  a' \\
  b'
\end{bmatrix}.
\] (3.35)

In this context, (3.35) is referred as global-to-local transformation, where \(\delta\) represents the rotation angle. If the rotation is counterclockwise then \(\delta > 0\), and if it is clockwise, as in the proposed system, then \(\delta < 0\). For the clockwise case, the rotation matrix (3.35) (after \(\delta\) is replaced with \(-\delta\)) becomes

\[
\begin{bmatrix}
  \cos(\delta) & \sin(\delta) \\
  -\sin(\delta) & \cos(\delta)
\end{bmatrix},
\] (3.36)

where \(\delta = \theta - \theta_g\), which represents the difference between the inverter and grid angles. Assuming that the PCC voltage is aligned on the \(d_g\)-axis of the global \(dq\) reference frame and neglecting the small voltage drop and phase shifting caused by the line, i.e. \(V'_{gd} = V_m\) and \(V'_{gq} = 0\), then by using the inverse of the rotation matrix (3.36), the inverter side equivalence of the PCC voltages can be found as

\[
\begin{bmatrix}
  V'_{gd} \\
  V'_{gq}
\end{bmatrix}
= \begin{bmatrix}
  V_m \cos(\delta) \\
  -V_m \sin(\delta)
\end{bmatrix}.
\] (3.37)

As a result, the three-phase dynamics in the local \(dq\) reference frame are expressed as

\[
L_f \frac{dI_d}{dt} = -R_f I_d + \omega L_f I_q - V_{gd} + V_d
\] (3.38)

\[
L_f \frac{dI_q}{dt} = -R_f I_q - \omega L_f I_d - V_{gq} + V_q
\] (3.39)

where \(I_d, I_q\) and \(V_d, V_q\) represent the \(dq\) frame inverter currents and voltages. Active power (\(P\)) and reactive power (\(Q\)) can be calculated as in [27]

\[
P = \frac{3}{2} (V_{gd} I_d + V_{gq} I_q) \quad Q = \frac{3}{2} (V_{gq} I_d - V_{gd} I_q).
\] (3.40)

It is clear from (3.37) and (3.40) that the \(P\) and \(Q\) expressions include nonlinear terms, and any control method that controls the real and reactive power injected by the inverter, such as the droop control method, will result in a nonlinear closed-loop system. Therefore, nonlinear control theory should be considered to prove key system features, such as current limitation, and guarantee a reliable inverter operation. To this end, the main aim of this section is to design a nonlinear controller which limits the
system current even when there is excessive power demand and ensure system stability at all times.

Remark: Since the value of the grid-side line inductance is relatively small, this results in a small voltage drop and phase shift between the grid and PCC voltages; hence these can be assumed as almost equal and constant under the assumption of stiff grid. However, further analysis can be required if the grid is non-stiff.

3.2.3 Proposed nonlinear controller

The main focus of this section is to design a nonlinear controller which limits the injected inverter current and realises the desired power droop functions without the need for a PLL. For this purpose, the local inverter voltages ($V_d$ and $V_q$), which represent the control inputs of the system, are proposed to take the form

$$V_d = V_{gd} + E_d - r_v I_d - \omega L_f I_q$$

$$V_q = V_{gq} - r_v I_q + \omega L_f I_d$$

where $E_d$ and $r_v$ act as a controllable virtual voltage, and a constant virtual resistance, respectively. Motivated by the recently proposed bounded integral controller [167], the $E_d$ dynamics of the proposed nonlinear controller are defined as

$$\dot{E}_d = c_d [(E^* - V_{rms}) - n(Q - Q_{set})] E_{dq}^2$$

$$\dot{E}_{dq} = -c_d \frac{E_d E_{dq}}{E_{max}^2} [(E^* - V_{rms}) - n(Q - Q_{set})] - \frac{E_d^2}{E_{max}^2} E_{dq}^2 - 1 E_{dq}$$

where $E_{dq}$ is the additional controller state to create a two-dimensional plane with $E_d$ as in [167], while $c_d$ and $E_{max}$ are positive constants related to the dynamics of the bounded integral controller. The initial conditions of the controller states are selected as $E_{d0} = 0$ and $E_{dq0} = 1$. The proposed control dynamics has been suitably designed to guarantee that the controller states remain bounded in the ranges $E_d \in [-E_{max}, E_{max}]$ and $E_{dq} \in [0, 1]$. For the proof of the boundedness, the analysis provided in [163, 167, 171] can be referred. Note that if the expression $(E^* - V_{rms}) - n(Q - Q_{set})$ becomes zero at the steady-state in the proposed controller then the $Q \sim V$ droop control is realised. $E^*$ is the nominal RMS grid voltage, $V_{rms}$ is the inverter RMS voltage calculated as $V_{rms} = \sqrt{\frac{V_{d0}^2 + V_{q0}^2}{2}} = \frac{V_m}{\sqrt{2}}$, $Q_{set}$ is the reactive power reference value and $n$ is the reactive power droop coefficient. Finally, the $P \sim \omega$ droop is accomplished independently from the controller dynamics (3.43) and (3.44) and employed through
Figure 3.9: Implementation diagram of the proposed controller.

The expression

$$\omega = \omega^* - m (P - P_{set})$$  \hfill (3.45)$$

where $\omega$ is the inverter angular frequency which is used in the dq transformation, $\omega^*$ is the nominal angular frequency, $m$ is the active power droop coefficient, and $P_{set}$ is the active power reference value. Note that since only the local variables are used in the power calculation and the controller dynamics, then the proposed design does not require any information after the PCC. Additionally, before connecting to the grid, there is $E_d = E_{d0} = 0$, $I_d = I_q = 0$ and hence from (3.41) and (3.42) there is $V_d = V_{gd}$ and $V_q = V_{gq}$ which can be equivalently implemented using the abc quantities without a PLL. Hence, a PLL is not needed either before or after the grid connection as illustrated in the implementation diagram in Figure 3.9.

### 3.2.4 Current-limiting property and closed-loop stability analysis

#### 3.2.4.1 Current-limiting property

The closed-loop system can be obtained by replacing the proposed controller dynamics (3.41) and (3.42) in the inverter dynamics (3.38) and (3.39) as

$$L_f \frac{dI_d}{dt} = -(R_f + r_v)I_d + E_d$$  \hfill (3.46)$$

$$L_f \frac{dI_q}{dt} = -(R_f + r_v)I_q$$  \hfill (3.47)$$
From (3.47), it becomes clear that if initially $I_q(0) = 0$ then $I_q(t) = 0, \forall t \geq 0$. Hence, in order to guarantee the desired current limitation, it is sufficient to prove using nonlinear control theory that only the $d$-axis current ($I_d$) will be limited at all times below a given value $I_{\text{max}}$. For this purpose, if the energy stored in the filter inductor is used as a candidate Lyapunov function

$$V = \frac{1}{2} L_f I_d^2,$$

the time derivative of (3.48) can be calculated using (3.46) as

$$\dot{V} = -(R_f + r_v) I_d^2 + E_d I_d$$

$$\leq -(R_f + r_v) I_d^2 + |E_d||I_d|.$$

Since $E_d \in [-E_{\text{max}}, E_{\text{max}}]$ from the boundedness of the controller states, then (3.49) can be written as,

$$\dot{V} \leq -(R_f + r_v) I_d^2 + E_{\text{max}} |I_d|$$

Thus,

$$\dot{V} \leq -R_f I_d^2, \forall |I_d| \geq \frac{E_{\text{max}}}{r_v}$$

According to theorem 4.18 [164], it is proven that the solution $I_d(t)$ of (3.46) is ultimately bounded. In this theorem, although initially the system states do not need be inside the given bound, after a $t$ time, they will enter the bounded area and stay there. However, if initially the system current is chosen such that $|I_d(0)| \leq \frac{E_{\text{max}}}{r_v}$, then it can be resulted that

$$|I_d| \leq \frac{E_{\text{max}}}{r_v}, \forall t \geq 0.$$  

In order to limit the current $I_d$ below a maximum value $I_{\text{max}}$, then the controller parameters $E_{\text{max}}$ and $r_v$ can be chosen to meet the expression

$$E_{\text{max}} = r_v I_{\text{max}}.$$
If (3.53) is replaced in (3.52), it is verified that

\[ |I_d| \leq I_{max}, \forall t \geq 0, \tag{3.54} \]

which confirms the desired current-limiting property. The main idea is that the trajectories starting in a specified bounded neighborhood will remain there bounded in time.

From the above ultimate boundedness proof, it is clear that the limitation of the inverter current is guaranteed independently of the system variables, such as the grid frequency and voltage or the parameters of the filter and the line. In addition, the current-limiting property is guaranteed during the entire grid-connected inverter operation, even during transients. In contrast to the existing approaches in the literature that use additional saturation units and might suffer from integrator windup and instability [116, 124], here the proposed controller introduces an inherent anti-windup property due to the bounded integral control structure, thus facilitating the stability analysis of the closed-loop system, which is provided in the sequel.

### 3.2.4.2 Small-signal stability analysis

Although the current-limiting property is proven analytically in the previous section using nonlinear systems theory, the asymptotic stability of the closed-loop to a desired equilibrium point has not been examined, yet. Therefore, this part emphasizes on evaluating the asymptotic performance of the proposed controller using small-signal stability analysis for a three-phase grid-connected inverter. After adding the controller states (3.43) and (3.44) into the system and considering \( \dot{\delta} = \omega - \omega_g = \Delta \omega \), the state vector of the closed-loop system becomes \( x = [I_d \ E_d \ \delta \ I_q \ E_{dq}]^T \). Consider an equilibrium point \( x_e = [I_{de} \ E_{de} \ \delta_e \ I_{qe} \ E_{dqe}]^T \), where \( E_{de} \in (-E_{max}, E_{max}) \) and \( E_{dqe} \in (0, 1] \). Then, the Jacobian matrix of the closed-loop system can be constructed as in (3.55) using the equations (3.43)-(3.47) via Lyapunov’s indirect method by following the steps given in [164]. As can be understood from (3.47) and the system Jacobian matrix (3.55) that the \( q \)-axis current \( I_q \) is controlled to be 0 and results in a negative eigenvalue \(-\frac{(R_f+r_s)}{L_f}\). Similarly, the term \(-2E_{dqe}^2\) is always negative, since \( E_{dqe} \) is considered to be in the range \( E_{dqe} \in (0, 1] \). To this end, the equilibrium point \( x_e \) of the closed-loop system will be asymptotically stable, if the eigenvalues of the matrix \( J_T \) (3.57) have negative real
Figure 3.10: Closed-loop system eigenvalues as a function of controller gain $c_d$ with $0.1 \leq c_d \leq 50$

parts.

$$J = \begin{bmatrix} J_T & 0_{3x1} & 0_{3x1} \\ 0_{1x3} & -\frac{(R_f+r_v)}{L_f} & 0 \\ C_{1x3} & 0 & -2E_{dqe} \end{bmatrix}$$ (3.55)

$$C^T = \begin{bmatrix} -\frac{3c_dE_{dc}E_{dqe}V_m\sin\delta_e}{2E_{max}^2} \\ -\frac{2E_{dc}E_{dqe}}{E_{max}^2} \\ 3\frac{c_dE_{dc}E_{dqe}V_m\sin\delta_e}{2E_{max}^2} \\ -\frac{3c_dE_{dc}E_{dqe}V_m\sin\delta_e}{2E_{max}^2} \end{bmatrix}$$ (3.56)

$$J_T = \begin{bmatrix} \frac{(R_f+r_v)}{L_f} & \frac{1}{L_f} & 0 \\ A\sin\delta_e & 0 & Ai_{de}\cos\delta_e \\ -B\cos\delta_e & 0 & Bi_{de}\sin\delta_e \end{bmatrix}$$ (3.57)

In the matrix $J_T$, the terms $A$ and $B$ are given as $\frac{3}{2}V_m c_d m E_{dqe}^2$ and $\frac{3}{2}m V_m$, respectively. In order to calculate the equilibrium point values of $I_{de}, E_{de}, \delta_e$ and $E_{dqe}$, the equations (3.43), (3.44), (3.45), and (3.46) can be used. In Figure 3.10, a root locus analysis is realised by changing the controller gain $c_d$ between 0.1 and 50 using the system parameters provided in Table 3.2. Contrary to [26] which assumes the equilibrium points are constant while changing the droop coefficients, the controller
Table 3.2: System and controller parameters for the simulation studies

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_f, L_g$</td>
<td>2.2mH</td>
<td>$S_{max}$</td>
<td>3300VA</td>
</tr>
<tr>
<td>$R_f, R_g$</td>
<td>0.5Ω</td>
<td>$r_v$</td>
<td>5Ω</td>
</tr>
<tr>
<td>$n$</td>
<td>0.0167</td>
<td>$m$</td>
<td>9.52 × $10^{-4}$</td>
</tr>
<tr>
<td>$\omega^*$</td>
<td>$2\pi 50$</td>
<td>$V_{dc}$</td>
<td>700V</td>
</tr>
<tr>
<td>$E_{max}$</td>
<td>27.5</td>
<td>$I_{max}$</td>
<td>5A</td>
</tr>
<tr>
<td>$c_d$</td>
<td>15</td>
<td>$E^*$</td>
<td>220V</td>
</tr>
</tbody>
</table>

Gain $c_d$ changes only the convergence rate of the system states to the equilibrium points. As it can be easily observed, the closed-loop system stability is guaranteed for any value of the controller gain in the given range verifying the effectiveness of the proposed controller to both limit the inverter current and regulate the system at the desired equilibrium point. It should be noted that the filter capacitor and grid-side line dynamics have not been included into the system analysis. Although current-limiting property is independent of these dynamics as proven in the previous part, their effects on system stability need further investigation.

### 3.2.5 Simulation results

To validate the performance of the proposed controller, a three-phase inverter connected to the grid through a filter and a line (Figure 3.7) is simulated using the Matlab/Simulink software. The implementation diagram of the proposed controller is provided in Figure 3.9 and the simulation parameters are given in Table 3.2. The main aims in this part are:

- To verify the desired droop control operation and convergence to the desired equilibrium points under changes of the real and reactive power references.
- To illustrate that the inverter currents can never exceed the defined upper limit even under extreme power demands.

During the operation, droop control is implemented for both active and reactive power. Initially, the accurate active power regulation is achieved since $\omega_g = \omega^*$, while the $Q \sim V$ droop is enabled for the reactive power as explained in the controller design. At the time instant $t = 0$, $P$ is set to $1000W$ and $Q$ is set to $1000Var$. However, even if $P$ is regulated exactly at $P_{set}$ as expected when $\omega_g = \omega^*$, $Q$ is regulated to a lower value that can be calculated using $\frac{E^* - V_{rms}}{n} + Q_{set}$. The change in the RMS voltage of the
Figure 3.11: RMS voltage.

Figure 3.12: Active and reactive power.

Figure 3.13: $d$- and $q$-axis currents.
system is given in Figure 3.11 where the difference between the rated voltage $E^*$ and $V_{rms}$ can be clearly observed. At $t = 2s$, $P_{set}$ is increased to $2000W$ and at $t = 5s$, it drops to $1500W$. It is clear from the Figure 3.12 that $P$ follows the exact $P_{set}$ values as expected. At the time instant $t = 8s$, the reactive power reference is set to an extreme value which is $2200Var$ to check the effectiveness of the proposed controller. Since the droop mode is enabled, the expected steady-state value for $Q$ can be calculated as $2020Var$. However, it cannot go beyond $1828Var$ as can be seen from Figure 3.12, due to the inherent current-limiting property of the proposed controller. At this point, the current $I_d$ attempts to exceed its maximum value $I_{max} = 5A$, but the controller limits the current to protect the inverter as rigorously proven using ultimate boundedness theory and as seen in Figure 3.13. At $t = 12s$, $Q_{set}$ is decreased to $1500Var$, and after some transient, the reactive power is regulated to $1350Var$ as shown in Figure 3.12. To test the $P \sim -\omega$ droop operation, the grid frequency is decreased by $0.03Hz$ at $t = 16s$ and restored at $t = 17s$. The active power then changes to $1700W$ and is restored back to $1500W$ after $1s$ as shown in Figure 3.12 to compensate the change in the grid frequency.

Since $P$ and $Q$ are coupled due to their expressions (3.40), there are some fluctuations when either of them changes. However, this does not affect the current-limiting property, as shown in Figure 3.13, according to the rigorous mathematical proof. Thus, the capability of the proposed droop controller has been tested for different power reference values, and it has been validated that even under unrealistic power demand, both the closed-loop stability and the current-limiting property are maintained at all times.

In order to confirm the theoretical analysis, the time domain response of the controller states $E_d$ and $E_{dq}$ is given in Figure 3.14. It can be clearly seen that the controller states stay in the defined limits during the entire operation. When the
reactive power demand increases to high values, then $E_d$ and $E_{dq}$ tend to $E_{\text{max}}$ and 0, respectively, to ensure that the inverter current $I_d$ remains lower than $I_{\text{max}}$.

3.3 Three-phase inverters with inherent RMS current limitation

In the previous sections, novel nonlinear algorithms using bounded integral controller structure for three-phase grid-connected inverters have been proposed, and simulation studies have been realised. However, analytic conditions to ensure the closed-loop system stability have not been obtained, and experimental studies have not been conducted. Besides, the proposed methods have not been compared with the conventional techniques. In this section, a novel nonlinear droop control method is proposed for three-phase grid-supporting inverters, and analytic conditions for the controller parameter selection are provided to ensure asymptotic stability for the entire closed-loop system for the first time without depending on the particular values of the filter and line parameters. To verify the effectiveness of the proposed controller compared to existing current-limiting control methods, extensive simulation and experimental results of a three-phase inverter are provided under a normal grid and different balanced voltage sag scenarios.

3.3.1 Background and motivations

Grid-supporting inverters are generally controlled via the droop method, whose target is to contribute to the system stability by regulating the grid voltage, and frequency [172, 173]. However, the power measurements required for the droop control operation introduce nonlinearities, which complicate the closed-loop stability analysis of the system [174]. Thus, when analytically examining the closed-loop stability of a droop-controlled inverter, a root locus analysis of the small-signal inverter model is broadly provided [26]. Nevertheless, root locus analysis is valid only for a specific inverter application since it requires particular information on the inverter, filter, and controller parameters.

The stable and reliable operation of a grid-supporting inverter has to be ensured under both normal and faulty grid conditions, especially during transients. If a sudden voltage sag occurs in the grid-side, the current injected by the inverter unit rapidly increases and can reach high values that can cause hardware damages in the inverter device. To accomplish a current-limiting property, either an adjustment of the reference
inverter current is usually applied as mentioned in Chapter 2, or an adjustment of the reference powers (real and reactive) of inverters that follow low-voltage ride-through (LVRT) requirements is often employed. However, even if these techniques ensure the desired current limitation at the steady-state, their transient current-limiting performances are poor [175, 176]. In grid-supporting inverters, the most common approach is the use of saturation units in the output of the inner-loop voltage controller [177, 178]. Nevertheless, this approach is based on the deactivation of the voltage controller during abnormal grid conditions, which can cause integrator windup and system instability [124, 128]. Although a nonlinear current-limiting droop control technique, which does not utilize saturation units, thus avoiding the integrator windup, has been proposed in [162, 163] for single-phase grid-connected inverters and in [171] for three-phase rectifiers, it introduces additional controller states, which makes the hardware implementation a difficult task. Besides, a nonlinear current-limiting controller is proposed in [179] using optimization techniques, but this scheme requires knowledge of the system parameters for the controller implementation and intensive computational effort. As explained in Chapter 2.3, the majority of the current-limiting control techniques for three-phase inverters are designed on the synchronously rotating $dq$ frame and aim to limit the $d$- and $q$-axis of the inverter current separately [116, 26, 156]. Then, in order to ensure RMS current limitation, adaptive saturation units are employed, which further complicate the implementation of the controller [180]. Therefore, there is a need for a novel nonlinear control approach for three-phase grid-supporting inverters that inherently limits the RMS inverter current without the need for saturation units, offers a simple controller implementation, and facilitate the closed-loop stability analysis.

Inspired by the recently developed state-limiting PI controller in [181], a nonlinear controller is proposed and formulated to incorporate the widely used droop control concept and provide the necessary ancillary services to the grid. Then, using invariant set theory, it is rigorously proven for the first time that the proposed scheme ensures the desired limitation of the RMS inverter current below a given maximum value during the entire operation, i.e. during transients and at the steady-state, irrespective of the grid conditions that might include grid faults (voltage sags). Opposed to the common droop control techniques, which align the inverter output voltage with the $d$-axis [26], the novel idea of the proposed approach is based on the alignment of the local inverter current with the $d$-axis using a suitable formulation of the inverter control input. The special structure of the proposed controller ensures that the desired RMS current limitation is maintained at all times, even during the transient response of a balanced grid voltage sag.
Although the proposed method in this section can be regarded as a continuation of the technique proposed in section 3.2 [151], many technical improvements and new contributions are offered, such as i) a new structure of the proposed controller which introduces less dynamic states, thus leading to a simplified implementation, ii) rigorous closed-loop system stability for the entire grid-supporting inverter without depending on the exact values of the inverter and filter parameters, iii) detailed comparison with the conventional current-limiting control methods, and iv) extensive experimental results under a normal grid and under balanced voltage sags, to validate the proposed approach on a real setup. To this end, compared to the existing droop control and current-limiting techniques, the proposed droop control approach for three-phase grid-supporting inverters inherits a desired RMS current limitation at all times, even during transients, without additional saturation units, while guaranteeing a stable closed-loop system. This is accomplished in a unified structure, without the need of modifying the controller during a grid voltage sag, as often required by LVRT methods, causing the RMS current to violate its desired maximum threshold during the transient [175, 176]. Furthermore, since no saturation units are required, contrary to the conventional approaches [124, 128], the proposed method does not suffer from integrator windup, thus simplifying its implementation and facilitating the stability analysis. A detailed comparison with the conventional LVRT and current-limiting methods is presented in this section to highlight the novelty of the proposed control approach, followed by experimental validation.

### 3.3.2 Dynamic system modeling and problem statement

The system under consideration is a three-phase inverter which is connected to a point of common coupling (PCC) via an LC filter, as shown in Figure 3.15. The filter inductance and capacitance are denoted as $L_f, C_f$, respectively, while the line resistance

![Figure 3.15: Grid-connected three-phase inverter.](image-url)
and inductance are expressed as \( R_g \) and \( L_g \). Let \( v_{abc}^{pcc} \) be the balanced three phase voltages at the PCC, where \( V_{rms} \) and \( \theta_g \) are the PCC RMS voltage and phase angle, respectively. Assuming the global \( dq \) frame PCC voltages are given as \( V_d^{pcc} \) and \( V_q^{pcc} \), following the axis transformation as given in the previous section \([151]\), the local \( dq \) frame PCC voltages are calculated as

\[
\begin{bmatrix}
V_{dl}^{pcc} \\
V_{ql}^{pcc}
\end{bmatrix} =
\begin{bmatrix}
V_d^{pcc} \cos \delta + V_q^{pcc} \sin \delta \\
-V_d^{pcc} \sin \delta + V_q^{pcc} \cos \delta
\end{bmatrix},
\]  

(3.58)

where \( \delta = \theta - \theta_g \) describes the phase angle difference between the inverter and the PCC. Thus, the dynamic equations of the three-phase inverter are given as

\[
\begin{align*}
L_f \frac{di_d}{dt} &= V_d + \omega L_f i_q - V_d^{pcc} \\
L_f \frac{di_q}{dt} &= V_q - \omega L_f i_d - V_q^{pcc}
\end{align*}
\]  

(3.59) \hspace{1cm} (3.60)

where \( i_d, i_q \) and \( V_d, V_q \) denote the \( dq \) frame local inverter currents and voltages, while \( \omega = \dot{\theta} \) is the inverter angular frequency.

Considering the global PCC voltages \( V_d^{pcc}, V_q^{pcc} \) and the local currents, then the inverter active and reactive power can be computed as

\[
\begin{align*}
P &= \frac{3}{2} \left[ \cos \delta \left( V_d^{pcc} i_d + V_q^{pcc} i_q \right) + \sin \delta \left( V_q^{pcc} i_d - V_d^{pcc} i_q \right) \right] \\
Q &= \frac{3}{2} \left[ \cos \delta \left( V_q^{pcc} i_d - V_d^{pcc} i_q \right) - \sin \delta \left( V_d^{pcc} i_d + V_q^{pcc} i_q \right) \right]
\]  

(3.61)

To achieve the voltage and frequency regulation for grid support when required, the universal droop controller, with droop expressions \( P \sim V \) and \( Q \sim -\omega \), which can be applied independently of the inverter output impedance \([93]\), will be used in this section. Since the power expressions (3.61) are nonlinear, the closed-loop system introduces nonlinear dynamics, which increase the difficulty in proving stability and ensuring a reliable and safe operation under both normal and faulty grid conditions. To this end, the main objective of this section is to propose a novel control approach for implementing the droop functionality in three-phase grid-supporting inverters that guarantees an RMS current limitation under both a normal grid and under balanced grid voltage sags while rigorously ensuring closed-loop system stability.
3.3.3 Proposed nonlinear controller and RMS current-limiting property

3.3.3.1 Proposed nonlinear controller

In order to ensure that the RMS value of the inverter current remains limited at all times, the proposed novel controller is based on the idea of orienting the inverter current to the local $d$-axis, i.e. $i_q = 0$, and then implement a bounded dynamic controller that limits the $d$-axis inverter current to a range of positive values and inherits the desired droop expression. In order to accomplish this task, the inverter voltage, which is the control input, is separated into two parts: a) a feed-forward term $v_{abc}^{PCC}$ that contains the PCC voltage in the $abc$ frame and b) a feedback control term $\bar{v}_{abc}$, obtained from a $dq/abc$ transformation that implements the bounded nonlinear controller dynamics.

It should be underlined that the dynamic feedback term $\bar{v}_{abc}$ is disabled when the relay is open, i.e. when the PCC is disconnected and enabled only when the relay is closed; hence the controller includes only the feed-forward term $v_{abc}^{PCC}$ before connection, thus leading to a smooth grid connection and simultaneously avoiding the presence of circulating currents.

Hence, the proposed controller is introduced in the following scheme

$$v_{abc} = v_{abc}^{PCC} + \bar{v}_{abc} \quad (3.62)$$

where the feedback term $\bar{v}_{abc}$ is calculated from a $dq/abc$ transformation using the angular frequency $\theta$ obtained considering the $Q \sim -\omega$ droop

$$\dot{\theta} = \omega = \omega^* + m (Q - Q_{set}) \quad (3.63)$$

where $\omega^*$ represents the rated grid angular frequency. $Q_{set}$ is the reactive power reference and $m$ indicates the reactive power droop coefficient. Consequently, the $dq$ frame feedback term takes the form

$$\bar{v}_d = -r_v i_d + \frac{r_v I_{rms}^{max}}{\sqrt{2}} (1 + \sin \sigma) - \omega L_f i_q \quad (3.64)$$

$$\bar{v}_q = -r_v i_q + \omega L_f i_d \quad (3.65)$$

where $r_v$ is the constant virtual resistance, $\sigma$ is the dynamic controller state, $\omega L_f i_d$ and $\omega L_f i_q$ are decoupling terms. In addition, $I_{rms}^{max}$ is the maximum rated inverter RMS current which is defined by the user or the technical limitations of the inverter.
Motivated by the recently proposed nonlinear state-limiting PI controller structure presented in [181], the dynamics for the controller state $\sigma$ are given as

$$\dot{\sigma} = \frac{\sqrt{2}c}{r_v f_{\text{max}}^{\text{rms}}} \left[ (E^* - V_{\text{rms}}) - n(P - P_{\text{set}}) \right] \cos \sigma$$  \hspace{1cm} (3.66)

where $c$ is the positive integral gain. By selecting the initial condition of $\sigma$ to satisfy $\sigma_0 \in \left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$, then it is guaranteed that $\sigma(t) \in \left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$, $\forall t \geq 0$. As it is explained in [181], the nonlinear dynamics have been carefully designed to avoid a continuously oscillating behavior of the controller state $\sigma$ and additionally ensure that the controller dynamics slow down, i.e. $\dot{\sigma} \rightarrow 0$, as $\sigma \rightarrow \pm \frac{\pi}{2}$ (near the limits of the state $\sigma$), which illustrates an inherent integrator anti-windup property. Hence, the proposed controller does not result in any nonlinear phenomena that can lead to instability for the inverter system. Note that if initially $\sigma_0$ is selected as $\sigma_0 = -\frac{\pi}{2} + \epsilon$, for an arbitrarily small $\epsilon > 0$, then at the moment of the connection with the grid, since the inverter currents are very small before the connection, then both $\bar{v}_d$ and $\bar{v}_q$ will be very close to zero from (3.64)-(3.65), and a smooth transient can be achieved.

Since the controller state $\sigma$ represents an integral action, it leads to the regulation of the function $(E^* - V_{\text{rms}}) - n(P - P_{\text{set}})$, which describes the $P \sim V$ droop control that should be regulated to zero at the steady-state. In this droop function, $E^*$ indicates the nominal RMS grid voltage, $V_{\text{rms}}$ represents the RMS PCC voltage, which can be computed as $V_{\text{rms}} = \sqrt{\frac{(V_{d\text{pcc}}^2 + V_{q\text{pcc}}^2)}{2}}$, while $P_{\text{set}}$ and $n$ stand for the active power reference value and the active power droop coefficient, respectively. Note that by removing the term $(E^* - V_{\text{rms}})$ in (3.66), the controller can easily switch its operation from droop control to real power regulation. In order to illustrate the implementation of the proposed controller, a detailed diagram of its structure is provided in Figure 3.16.
3.16.

### 3.3.3.2 RMS current-limiting property

By implementing the controller dynamics (3.64) and (3.65) into the original inverter dynamics (3.59) and (3.60), the closed-loop inverter current equations can be written as

\[
L_f \frac{d}{dt} i_d = -r_v i_d + \frac{r_v I_{\text{max}}}{\sqrt{2}} (1 + \sin \sigma) \tag{3.67}
\]

\[
L_f \frac{d}{dt} i_q = -r_v i_q \tag{3.68}
\]

By defining \( i_s = i_d - \frac{I_{\text{max}}}{\sqrt{2}} \), then the equation (3.67) becomes

\[
L_f \frac{d}{dt} i_s = -r_v i_s + \frac{r_v I_{\text{max}}}{\sqrt{2}} \sin \sigma \tag{3.69}
\]

where \( i_s \) is the shifted \( d \)-axis current, which is defined to ensure the positiveness of the \( d \)-axis current. This is necessary to ensure the closed-loop asymptotic stability, as it will be explained in the next part. As it is clear from (3.68), the \( q \)-axis current dynamics are independent providing the solution \( i_q(t) = i_q(0) e^{-r_v L_f t} \), and therefore if initially \( i_q(0) = 0 \), then \( i_q(t) = 0, \forall t \geq 0 \). Thus, it is sufficient to prove that only the \( d \)-axis current will be limited below a given maximum value for guaranteeing the RMS current-limiting property at all times. Then, for system (3.69), the following continuously differentiable function can be considered:

\[
V = \frac{1}{2} L_f i_s^2 \tag{3.70}
\]

while its time derivative can be computed by utilizing (3.69) as

\[
\dot{V} = -r_v i_s^2 + \frac{r_v I_{\text{max}}}{\sqrt{2}} i_s \sin \sigma \\
\leq -r_v i_s^2 + \frac{r_v I_{\text{rms}}}{\sqrt{2}} |i_s| \\
\leq -r_v |i_s| (|i_s| - \frac{I_{\text{max}}}{\sqrt{2}}), \tag{3.71}
\]
Hence, it becomes obvious from (3.71) that
\[ \dot{V} < 0, \forall |i_s| > \frac{I_{\text{rms}}}{\sqrt{2}} \]  
(3.72)

This means that the set \( S = \{i_s \in R : |i_s| \leq \frac{I_{\text{rms}}}{\sqrt{2}}\} \) is invariant (since \( \dot{V} < 0 \) outside of S) [164, 182]. Hence, if initially \( |i_s(0)| \leq \frac{I_{\text{rms}}}{\sqrt{2}} \), then

\[ |i_s(t)| \leq \frac{I_{\text{rms}}}{\sqrt{2}}, \forall t \geq 0. \]  
(3.73)

Since \( i_s = i_d - \frac{I_{\text{rms}}}{\sqrt{2}} \), then (3.73) can be rewritten as

\[-\frac{I_{\text{rms}}}{\sqrt{2}} \leq i_d - \frac{I_{\text{rms}}}{\sqrt{2}} \leq \frac{I_{\text{rms}}}{\sqrt{2}}, \forall t \geq 0,\]  
(3.74)

or equivalently

\[0 \leq i_d \leq \sqrt{2}I_{\text{rms}}, \forall t \geq 0.\]  
(3.75)

Note, however, that by projecting the inverter current vector with amplitude \( \sqrt{2}I_{\text{rms}}, \) on the \( d \) and \( q \) axes, there is

\[\sqrt{i_d^2 + i_q^2} = \sqrt{2}I_{\text{rms}}.\]  
(3.76)

Since \( i_q = 0 \), then \( i_d = \sqrt{2}I_{\text{rms}} \) and consequently from (3.75), it is proven that

\[I_{\text{rms}} \leq \frac{I_{\text{rms}}}{\sqrt{2}}, \forall t \geq 0,\]  
(3.77)

which results in the desired RMS current-limiting property.

As can be understood from the analysis provided above, the current-limiting property is proven independently of the grid variables such as voltage, frequency, and angle, the droop functions, and the nonlinearities in the power expressions (3.61). Hence, this mathematical proof ensures a safe inverter operation under grid variations/faults or under unrealistic \( P_{\text{set}} \) values. In addition, contrary to [179], the proposed controller ensures that the system current will be limited at both transients and steady-state, and in contrast to [124], the integrator windup problem is inherently addressed using the state-limiting PI controller dynamics (\( \dot{\sigma} \rightarrow 0 \) when \( \sigma \rightarrow \pm \frac{\pi}{2} \), or equivalently when \( I_{\text{rms}} \rightarrow I_{\text{rms}}^{\text{max}} \)) without the need for saturation blocks which might lead to system instability.
3.3.4 Closed-loop stability analysis

In the previous part, it was proven that the RMS inverter current remains bounded below a given value regardless of the grid parameters or the active and reactive power set values. However, closed-loop system stability, in the sense of convergence to a desired equilibrium point, has not been guaranteed yet. Therefore, this section focuses on proving the asymptotic stability of the complete system. Taking into account that the power angle is given as \( \delta = \theta - \theta_g \), then from (3.63) it yields

\[
\dot{\delta} = \omega^* - \omega_g + m (Q - Q_{set}) , \tag{3.78}
\]

where \( \omega_g \) is the PCC angular frequency. The closed-loop system dynamics are given now from (3.66)-(3.68) and (3.78). Without loss of generality, as done in [116], one can consider that \( V_{d,\text{pcc}} = \sqrt{2}V_{rms} \) and \( V_{q,\text{pcc}} = 0 \) are constant (or equivalently close to the grid voltages at the global reference frame), and since it was proven in the previous section that the local q-axis current of the inverter \( i_q \) remains at zero at all times, then the power expressions (3.61) can be simplified as

\[
P = \frac{3}{\sqrt{2}} V_{rms} i_d \cos \delta \tag{3.79}
\]

\[
Q = -\frac{3}{\sqrt{2}} V_{rms} i_d \sin \delta .
\]

Considering (3.66)-(3.68), and (3.78), the closed-loop state vector becomes \( x = [i_d \sigma \delta i_q]^T \). Let \( V_{rms} \) and \( \omega_g \) take some constant (or piece-wise constant) values, not necessarily equal to their rated ones. Then, the equilibrium point vector \( x_e = [i_{de} \sigma_e \delta_e i_{qe}]^T \) can be calculated as

\[
a) \quad i_{de} = \frac{I_{\text{max}}}{\sqrt{2}} \left(1 + \sin \sigma_e \right) \tag{3.80}
\]

\[
b) \quad \sigma_e = \sin^{-1} \left( \frac{2}{3V_{rms} \cos \delta_e I_{\text{max}}^{\text{rms}}} \left( \frac{E^* - V_{rms}}{n} + P_{set} \right) - 1 \right) \tag{3.81}
\]

\[
c) \quad \delta_e = \tan^{-1} \left( \frac{- (\omega_g - \omega^*) + Q_{set}}{E^* - V_{rms}/n + P_{set}} \right) \tag{3.82}
\]

\[
d) \quad i_{qe} = 0 \tag{3.83}
\]

where \( P_{set} \) and \( Q_{set} \) are active and reactive power set values, which can be changed by the control operator.

Now, the closed-loop system stability can be summarised in the following propo-
Proposition 1. Every equilibrium point \( x_e = [i_{de} \sigma_e \delta_e i_{qe}]^T \) of the closed-loop system (3.66)-(3.68), and (3.78), given by (3.80)-(3.83), with \( \sigma_e, \delta_e \in (-\frac{\pi}{2}, \frac{\pi}{2}) \), is asymptotically stable when \( r_v \) is chosen as

\[
r_v > 3mL_f V_{rms} I_{rms}^{\text{max}},
\]

and \( P_{set} \) and \( Q_{set} \) are selected to satisfy the inequality

\[
\left| \frac{\omega^* - \omega_q}{m} - Q_{set} \right| \leq \left| \frac{E^* - V_{rms}}{n} + P_{set} \right|.
\]

Proof: Given the equilibrium point \( x_e = [i_{de} \sigma_e \delta_e i_{qe}]^T \), the Jacobian matrix of the closed-loop system takes the form,

\[
J = \begin{bmatrix}
J_T & 0_{3x1} \\
0_{1x3} & -\frac{r_v}{L_f}
\end{bmatrix},
\]

where

\[
J_T = \begin{bmatrix}
-\frac{r_v}{L_f} & \frac{r_v I_{rms}^{\text{max}} \cos \sigma_e}{\sqrt{2}L_f} & 0 \\
-\frac{3V_{rms} c_n \cos \sigma_e \cos \delta_e}{r_v I_{rms}^{\text{max}}} & 0 & \frac{3V_{rms} c_n i_{de} \cos \sigma_e \sin \delta_e}{r_v I_{rms}^{\text{max}}} \\
-\frac{3}{\sqrt{2}} m V_{rms} \sin \delta_e & 0 & -\frac{3}{\sqrt{2}} m V_{rms} i_{de} \cos \delta_e
\end{bmatrix}.
\]

Due to the block diagonal structure of matrix \( J \) in (3.86) and since \( -\frac{r_v}{L_f} \) is negative, for the stability of the closed-loop system, it is only required to investigate the eigenvalues of \( J_T \) in (3.87). The characteristic equation of (3.87) can be formed as

\[
\lambda^3 + \left( \frac{3}{\sqrt{2}} m V_{rms} i_{de} \cos \delta_e + \frac{r_v}{L_f} \right) \lambda^2 \\
+ \left( \frac{3}{\sqrt{2}L_f} V_{rms} \cos \delta_e (r_v m i_{de} + c_n \cos^2 \sigma_e) \right) \lambda \\
+ \frac{9}{2L_f} c_n m i_{de} \cos^2 \sigma_e V_{rms}^2 = 0
\]
By applying the Routh-Hurwitz criterion, in order for all eigenvalues to have negative real parts, the following three stability conditions are obtained:

\[ \left( \frac{3}{\sqrt{2}} m V_{rms} i_{de} \cos \delta_e + \frac{r_v}{L_f} \right) > 0 \]  
(3.89)

\[ \frac{9}{2L_f} \text{cn} m i_{de} \cos^2 \sigma_e V_{rms}^2 > 0 \]  
(3.90)

\[ \frac{3}{\sqrt{2}L_f} V_{rms} \cos \delta_e \left( r_v m i_{de} + \text{cn} \cos^2 \sigma_e \right) > \]  
\[ \frac{9}{2L_f} \text{cn} m i_{de} \cos^2 \sigma_e V_{rms}^2 \]  
\[ \left( \frac{3}{\sqrt{2}} m V_{rms} i_{de} \cos \delta_e + \frac{r_v}{L_f} \right) \cdot \]  
(3.91)

Since \( \sigma_e \in \left( -\frac{\pi}{2}, \frac{\pi}{2} \right) \), then from (3.80) there is \( i_{de} > 0 \), while from the current-limiting proof in the previous subsection, \( i_{de} \leq \sqrt{2} I_{rms}^{\text{max}} \), i.e. \( i_{de} \in (0, \sqrt{2} I_{rms}^{\text{max}}] \). As a result, condition (3.90) always holds. Note also that from (3.79) there is:

\[ |P_e| = \left| \frac{3}{\sqrt{2}} V_{rms} i_{de} \cos \delta_e \right| \leq 3 V_{rms} I_{rms}^{\text{max}}. \]  
(3.92)

Given the selection of \( r_v \) according to (3.84) and taking into account (3.92), one can easily see that condition (3.89) is also satisfied.

Finally, condition (3.91) can be rewritten as

\[ \frac{3}{\sqrt{2}L_f} V_{rms} \cos \delta_e \left( r_v m i_{de} + \text{cn} \cos^2 \sigma_e \right) \left( \frac{3}{\sqrt{2}} m V_{rms} \cos \delta_e + \frac{r_v}{L_f} \right) \]  
\[ - \frac{9}{2L_f} \text{cn} m i_{de} \cos^2 \sigma_e V_{rms}^2 > 0. \]  
(3.93)

By using the trigonometric property \( \cos^2 \delta_e = 1 - \sin^2 \delta_e \), after some calculations, (3.93) results in

\[ \frac{9}{2L_f} V_{rms}^2 m^2 i_{de}^2 r_v + \frac{3}{\sqrt{2}L_f} V_{rms} \left( r_v m i_{de} + \text{cn} \cos^2 \sigma_e \right) \cdot \]  
\[ \frac{r_v \cos \delta_e}{L_f} - \frac{3m}{\sqrt{2}} V_{rms} i_{de} \sin^2 \delta_e > 0. \]  
(3.94)

In order for the above inequality to hold, it is sufficient to show that

\[ \left( \frac{r_v \cos \delta_e}{L_f} - \frac{3m}{\sqrt{2}} V_{rms} i_{de} \sin^2 \delta_e \right) \geq 0, \]  
(3.95)
Table 3.3: System hardware and control parameters for experimental studies

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_f$</td>
<td>5.7mH</td>
<td>$L_g$</td>
<td>4.4mH</td>
</tr>
<tr>
<td>$R_g$</td>
<td>0.5Ω</td>
<td>$C_f$</td>
<td>1μF</td>
</tr>
<tr>
<td>$\omega^*$</td>
<td>$2\pi 50$ rad/s</td>
<td>$I_{\text{rms}}^{\text{max}}$</td>
<td>2A</td>
</tr>
<tr>
<td>$n$</td>
<td>0.0117</td>
<td>$m$</td>
<td>0.0033</td>
</tr>
<tr>
<td>$S$</td>
<td>660VA</td>
<td>$V_{dc}$</td>
<td>350V</td>
</tr>
<tr>
<td>$E^*$</td>
<td>110V</td>
<td>$f_{sw}$</td>
<td>16kHz</td>
</tr>
<tr>
<td>$r_v$</td>
<td>20Ω</td>
<td>$c$</td>
<td>50</td>
</tr>
</tbody>
</table>

Now, by combining (3.84) and (3.92), it is guaranteed that

$$\frac{r_v}{L_f} > \frac{3}{\sqrt{2}} m V_{\text{rms}} i_{\text{dc}} \cos \delta_e. \quad (3.96)$$

Taking into account that $\delta_e \in (-\frac{\pi}{2}, \frac{\pi}{2})$, i.e., $0 < \cos \delta_e \leq 1$, the following relation can be obtained

$$\frac{r_v}{L_f} \cos \delta_e > \frac{3}{\sqrt{2}} m V_{\text{rms}} i_{\text{dc}} \cos^2 \delta_e. \quad (3.97)$$

By combining (3.95) and (3.97), then to complete the stability analysis, it is sufficient to show that

$$\frac{3}{\sqrt{2}} m V_{\text{rms}} i_{\text{dc}} (\cos^2 \delta_e - \sin^2 \delta_e) \geq 0. \quad (3.98)$$

Given that $P_{\text{set}}$ and $Q_{\text{set}}$ are selected according to (3.85), then from (3.82) it holds true that $-1 \leq \tan \delta_e \leq 1$ which yields that $\delta_e \in [-\frac{\pi}{4}, \frac{\pi}{4}]$ or $\delta_e \in [\frac{3\pi}{4}, \frac{5\pi}{4}]$. Hence, it holds true that

$$\cos^2 \delta_e - \sin^2 \delta_e \geq 0, \quad (3.99)$$

which ensures that (3.98) is always satisfied. This completes the proof. $\blacksquare$

**Remark:** Proposition 1 provides a useful guidance for the selection of the controller parameter $r_v$. Note that if $V_{\text{rms}}$ and $L_f$ are not accurately known but vary within some given ranges, i.e. $V_{\text{rms}} \in [V_{\text{rms}}^{\text{min}}, V_{\text{rms}}^{\text{max}}]$ and $L_f \in [L_f^{\text{min}}, L_f^{\text{max}}]$, then $r_v$ can be selected as

$$r_v > 3 m L_f^{\text{max}} V_{\text{rms}}^{\text{max}} I_{\text{rms}}^{\text{max}}, \quad (3.100)$$

which still satisfies (3.84). Similarly, the range for the values of $P_{\text{set}}$ and $Q_{\text{set}}$ can be calculated from (3.85), given that $V_{\text{rms}}$ and $\omega_g$ can vary within some given ranges $V_{\text{rms}} \in [V_{\text{rms}}^{\text{min}}, V_{\text{rms}}^{\text{max}}]$ and $\omega_g \in [\omega_g^{\text{min}}, \omega_g^{\text{max}}]$. 70
Figure 3.17 provides a guidance on how to select the values of $P_{\text{set}}$ and $Q_{\text{set}}$ for different values of $V_{\text{rms}}$ and $\omega_g$ to ensure the closed-loop system stability, using the parameters given in Table 3.3 as an example. In particular, in the upper part of Figure 3.17, it can be observed that with $V_{\text{rms}} = 1.1E^*$ and $\omega_g = \omega^*$, the $P_{\text{set}}$ and $Q_{\text{set}}$ values can be selected anywhere within the green area, while for other voltage and frequency values, the $P_{\text{set}}$ and $Q_{\text{set}}$ values are restricted to the red or blue area. Similarly, in the lower part of Figure 3.17, the $P_{\text{set}}$ and $Q_{\text{set}}$ values can be selected within the blue and red areas, according to the different values of $V_{\text{rms}}$ and $\omega_g$. Note that these areas represent the sufficient conditions to ensure the closed-loop system stability, i.e. the system may still be stable even if $P_{\text{set}}$ and $Q_{\text{set}}$ are selected outside of the provided ranges. However, these sets provide a useful guidance to the control operator to ensure that the system stability is guaranteed at all times, based on the proof of Proposition 1.
It should be underlined that Proposition 1 guarantees the closed-loop system stability for the inverter currents and the controller dynamics. In order to prove the closed-loop stability for the entire grid-connected inverter system, the dynamics of the remaining system, which include the capacitor voltages and grid side currents, should be investigated as well. These are given in the global $dq$ frame as

\[
C_f \frac{dV_{Cd}}{dt} = i_d \cos \delta - i_q \sin \delta + \omega_g C_f V_{Cq} - i_{gd}
\]

(3.101)

\[
C_f \frac{dV_{Cq}}{dt} = i_d \sin \delta + i_q \cos \delta - \omega_g C_f V_{Cd} - i_{gq}
\]

(3.102)

\[
L_g \frac{di_{gd}}{dt} = -R_g i_{gd} + \omega_g L_g i_{gq} + V_{Cd} - V_{gd}
\]

(3.103)

\[
L_g \frac{di_{gq}}{dt} = -R_g i_{gq} - \omega_g L_g i_{gd} + V_{Cq} - V_{gq}
\]

(3.104)

where $\omega_g$ is the grid frequency and $V_{dg}, V_{gq}$ are the $dq$-axis components of the grid voltage, which can be considered constant as in [116], to define the equilibrium point in (3.80)-(3.83). This system can be viewed as a linear-time invariant system and can be written in the standard form $\dot{x} = Ax + Bu$ with state vector $x = [V_{Cd} V_{Cq} i_{gd} i_{gq}]^T$ and input vector $u = [i_d \cos \delta \ i_d \sin \delta \ i_q \cos \delta \ i_q \sin \delta \ V_{gd} V_{gq}]^T$. Then, the $A$ and $B$ matrices can be constructed as

\[
A = \begin{bmatrix}
0 & \omega_g & -\frac{1}{C_f} & 0 \\
-\omega_g & 0 & 0 & -\frac{1}{C_f} \\
\frac{1}{L_g} & 0 & -\frac{R_g}{L_g} & \omega_g \\
0 & \frac{1}{L_g} & -\omega_g & -\frac{R_g}{L_g}
\end{bmatrix}
\]

\[
B = \begin{bmatrix}
\frac{1}{C_f} & 0 & 0 & -\frac{1}{C_f} & 0 & 0 \\
0 & \frac{1}{C_f} & \frac{1}{C_f} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -\frac{1}{L_g} & 0 \\
0 & 0 & 0 & 0 & 0 & -\frac{1}{L_g}
\end{bmatrix}
\]

One can easily see that matrix $A$ is Hurwitz independently of the filter, line and grid frequency parameters. Hence, system (3.101)-(3.104) is bounded-input bounded-state (BIBS) stable. Since the inverter currents $(i_d, i_q)$ are proven to be bounded in the previous subsection and the grid side voltages $(V_{gd}, V_{gq})$ are also bounded (constant or piecewise constant), then both the capacitor voltages $V_{Cd}, V_{Cq}$ and the grid currents $i_{gd}, i_{gq}$ are guaranteed to remain bounded at all times.

To complete the stability analysis of the entire closed-loop system, it should be
proven that $x$ converges to $x_e = [V_{Cde} \ V_{Cqe} \ i_{gde} \ i_{gqe}]^T$, which corresponds to $i_d = i_{de}$, $i_q = i_{qe}$ from (3.80)-(3.83) and constant $V_{gd}$ and $V_{gq}$ (not necessarily equal to their rated values). By setting $\tilde{x}_1 = x_1 - x_{1e} = [i_d \ \sigma \ \delta \ i_q]^T - [i_{de} \ \sigma_e \ \delta_e \ i_{qe}]^T$ and $\tilde{x}_2 = x_2 - x_{2e} = [V_{Cd} \ V_{Cq} \ i_{gd} \ i_{gq}]^T - [V_{Cde} \ V_{Cqe} \ i_{gde} \ i_{gqe}]^T$, then the entire closed-loop system given from (3.66)-(3.68), (3.78), (3.101)-(3.104) can be written in the form of two interconnected systems as

$$\dot{\tilde{x}}_1 = f(\tilde{x}_1) \quad (3.105)$$
$$\dot{\tilde{x}}_2 = g(\tilde{x}_1, \tilde{x}_2). \quad (3.106)$$

Based on Proposition 1, system (3.66)-(3.68), (3.78) is asymptotically stable at $[i_{de} \ \sigma_e \ \delta_e \ i_{qe}]^T$, then equivalently (3.105) is asymptotically stable at the origin. In the same framework, since the linear system (3.101)-(3.104) is BIBS with respect to the input $u$, and $V_{gd}$, $V_{gq}$ are constant, then consequently (3.106) is BIBS with respect to $\tilde{x}_1$. Then, according to Lemma 5.6 in [164], it is proven that the interconnected system (3.105)-(3.106) is also asymptotically stable at the origin, yielding that the remaining system states $[V_{Cd} \ V_{Cq} \ i_{gd} \ i_{gq}]^T$ asymptotically converge to $[V_{Cde} \ V_{Cqe} \ i_{gde} \ i_{gqe}]^T$. This completes the stability analysis of the entire closed-loop system.

Table 3.4: Three-phase inverter system and controller parameters for comparison studies

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Power System Parameters</strong></td>
<td></td>
<td><strong>Power System Parameters</strong></td>
<td></td>
</tr>
<tr>
<td>$L_f$</td>
<td>2.2mH</td>
<td>$L_q$</td>
<td>0.028mH</td>
</tr>
<tr>
<td>$R_f$</td>
<td>0.5Ω</td>
<td>$R_g$</td>
<td>0.04Ω</td>
</tr>
<tr>
<td>$\omega^*$</td>
<td>2$\pi$50 rad/s</td>
<td>$I_{rms}^{max}$</td>
<td>20A</td>
</tr>
<tr>
<td>$S$</td>
<td>13200VA</td>
<td>$V_{dc}$</td>
<td>800V</td>
</tr>
<tr>
<td>$E^*$</td>
<td>220V</td>
<td>$C_f$</td>
<td>1μF</td>
</tr>
<tr>
<td><strong>Proposed Controller Parameters</strong></td>
<td></td>
<td><strong>Proposed Controller Parameters</strong></td>
<td></td>
</tr>
<tr>
<td>$n$</td>
<td>0.0017</td>
<td>$m$</td>
<td>0.0012</td>
</tr>
<tr>
<td>$r_v$</td>
<td>20Ω</td>
<td>$c$</td>
<td>3000</td>
</tr>
<tr>
<td><strong>Saturation and LVRT Controller Parameters</strong></td>
<td></td>
<td><strong>Saturation and LVRT Controller Parameters</strong></td>
<td></td>
</tr>
<tr>
<td>$k_{pi}, k_{ii}$</td>
<td>4, 200</td>
<td>$k_{pi}, k_{iv}$</td>
<td>0.03, 1.2</td>
</tr>
<tr>
<td>$n$</td>
<td>0.0047</td>
<td>$m$</td>
<td>0.0012</td>
</tr>
<tr>
<td>$r_v$</td>
<td>0.7Ω</td>
<td>$k_{pfrt}, k_{ifrt}$</td>
<td>0.04, 2.5</td>
</tr>
</tbody>
</table>
Figure 3.18: Performance comparison between the Benchmark Ctrl 1 (a)-(b) and the Proposed controller (c)-(d) under a three-phase short-circuit fault.

3.3.5 Performance comparison with the existing methods

In order to evaluate the proposed controller performance and highlight the novel contributions compared to the other recently proposed methods, in this section, comparative simulation results are presented using the Matlab/Simulink environment. In particular, the proposed control scheme is compared with the two widely used current-limiting methods for inverter-interfaced DERs. Both benchmark schemes are based on the cascaded droop control scheme presented in [26], while adopting the $P \sim V$ and $Q \sim -\omega$ droop relations proposed in [176] to have a direct comparison. The simulation parameters are shown in Table 3.4. Regarding the conventional current-limiting methods, the first benchmark scheme (Benchmark Ctrl 1) uses saturation units at the output of the voltage PI controllers, as explained in [124], while the second method (Benchmark Ctrl 2) follows an LVRT technique to limit the injected power (thus limiting the inverter current as well) by modifying the active and reactive power references using a specific formula in case of grid fault, as explained in [175, 176] in detail. Since Benchmark Ctrl 1 and Benchmark Ctrl 2 are the most commonly used current-limiting techniques in
grid-connected inverter applications, comparison studies have been realised based on them. Initially, the proposed controller is compared with the Benchmark Ctrl 1, with the performed scenario being as follows: At the beginning, the inverter is not connected to the grid, since the relay is open. At $t = 0.2\, \text{s}$, the relay closes and the inverter is connected to the grid, with $P_{\text{set}}$ and $Q_{\text{set}}$ having initially the values of 4000 W and 0 Var, while they are changed to 8000 W and 2000 Var at $t = 0.5\, \text{s}$ and $t = 1\, \text{s}$, respectively.

As it is depicted in Figure 3.18a and Figure 3.18c, both the Benchmark Ctrl 1 and the proposed controller regulate their output powers to the desired values according to droop control. From the same figure, it can be understood that the operation of the inverter under the two control schemes is similar under normal grid conditions. However, at $t = 1.5\, \text{s}$, a bolted short-circuit occurs at the grid voltage and last for 0.2 s. When this fault happens, as can be seen in Figure 3.18b, the Benchmark Ctrl 1 fails to limit the inverter current during the fault appearance and clearance transients, while during the steady state, the maximum available power is not utilised, since the $d$- and $q$-axis inverter currents are limited independently to ensure the worst case, i.e., $I_{\text{rms}} \leq I_{\text{rms}}^{\text{max}}$. In contrast, the proposed controller effectively limits the inverter current...
during both the transient and the steady-state as shown in Figure 3.18d, while the inverter current is maximized during the fault to provide maximum voltage support.

Next, the proposed controller is compared with the Benchmark Ctrl 2. While the normal grid operation is the same with the previous comparison as shown in Figure 3.19a and Figure 3.19c, here a balanced 30% voltage drop is applied at the grid voltage at \( t = 1.5 \text{s} \) and lasts for 0.5s. It is highlighted in Figure 3.19b that even if the LVRT limitation technique of the Benchmark Ctrl 2 manages to provide maximum voltage support during the fault, the maximum inverter current threshold is again violated during the fault appearance and clearance transients. On the other hand, using the proposed controller in the same faulty conditions, the current is safely regulated to its maximum value as shown in Figure 3.19d. Hence, as it is verified in the presented simulation study, the proposed controller outperforms the benchmark control schemes, in terms of its transient current-limiting property as shown in both Figure 3.18 and Figure 3.19, and the maximization of the injected power opposed to Benchmark Ctrl1 (Figure 3.18b) as illustrated in Figure 3.18 during the balanced grid faults. It is important to note that the reference regulation speed of the proposed controller can be enhanced by increasing the integral gain \( c \). The higher values of \( c \) will not affect the current-limiting property as it is proven via nonlinear analysis in the previous part.

### 3.3.6 Experiment results

In order to further validate the effectiveness of the proposed controller, a 660 VA three-phase grid-connected inverter was experimentally tested. The inverter was connected
to a Chroma 61830 grid simulator via an LC filter and a line, as shown in Figure 3.20. The controller was implemented as in Figure 3.16 using a dSPACE 1104 control card with a sampling frequency of 15 kHz, while the system and controller parameters are given in Table 3.3. The droop coefficients were chosen as in [93, 162].

3.3.6.1 Normal grid operation

Initially, normal grid conditions are considered and in Figure 3.21a, the following scenario is performed. At $t_1 = 0.6s$, the inverter is connected to the grid, with the real power regulation mode is initially enabled and the real and reactive power reference values being 300 W and 0 Var, respectively. At $t_2 = 6.6s$, the real power reference value is increased to 500 W and at $t_3 = 12.6s$, the reactive power reference is changed to 150 Var. As it can be seen in Figure 3.21a, the proposed controller quickly regulates $P$ and $Q$ to their desired reference values. Note that small inaccuracies are present at the reactive power measurement near the zero value due to limitations of the power analyser in low values (near zero). To verify the droop control operation, the active power droop is enabled at $t_4 = 18.4s$ and $P$ is quickly regulated at its new steady-state value, which can be calculated as $\frac{E^* - V_{rms}}{n} + P_{set}$ from (3.66), to regulate the inverter output voltage closer to its rated value. Likewise, to verify the reactive power droop control operation, a drop from 50 Hz to 49.95 Hz is applied to the grid frequency using the grid simulator, at $t_5 = 24.3s$. Thus, the reactive power drops in accordance to the frequency difference with respect to its nominal value.

In order to validate the current-limiting property of the proposed controller, at $t = 75ms$ in Figure 3.21b, the active power reference is increased from 300 W to 750 W with reactive power reference value being 0 Var, which represents a demand higher than the maximum apparent power of the inverter. However, as shown in Figure 3.21b and proven in the theoretic part, $I_{rms}$ is limited to 1.84 A, thus limiting the real power to 607.2 W, which is slightly below the maximum inverter apparent power. It is underlined that the RMS inverter current is limited to a slightly lower value than $I_{rms}^{max}$ because in the theoretic design of the controller, the parasitic resistance of the filter inductor was neglected. In fact, if the filter inductor $L_f$ introduces a small series resistance $r_f$, then from the resulting closed-loop inverter current dynamics at the steady-state, given similarly to (3.67), one can calculate the maximum steady-state RMS value of the current as $I_{rms}^{max} = \frac{r_v}{r_f + r_v} I_{rms}^{max}$. In order to fully utilise the inverter current-limiting capability, the virtual resistor $r_v$ can be selected to dominate the parasitic resistance. 
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(a) Time response of $P$, $Q$, $I_{\text{rms}}$, $V_{\text{rms}}$ and $f$

(b) Current transient when $P_{\text{set}}$ is increased from 300 W to 750 W

(c) Steady-state inverter voltages and currents

Figure 3.21: Grid-supporting inverter operation under the proposed controller during normal grid conditions.
Inverter power equations, including modified terms:

\[ \bar{v}_d = -r_v i_d + \frac{(r_f + r_v) I_{\text{rms}}^{\text{max}}}{\sqrt{2}} (1 + \sin \sigma) - \omega L_f i_q \]  

3.3.6.2 Operation under balanced grid voltage sags

To further validate the performance of the proposed control scheme, grid fault cases in terms of balanced voltage sags are examined in this section, while the inverter is operating in the desired droop control mode.

Initially, the grid voltage drops from 110 V to 70 V at \( t_1' = 11.6 \) s in Figure 3.22a. During the fault, the RMS value of the current increases to its maximum value without violating the desired upper threshold. Hence, the proposed controller maximizes the power injection, while inherently protecting the inverter device. This
Figure 3.22: Grid-supporting inverter response under the proposed controller when a balanced voltage sag $110\,V \rightarrow 70\,V$ occurs.
(a) Time response of $P$, $Q$, $I_{\text{rms}}$, $V_{\text{rms}}$ and $f$

(b) Inverter currents and PCC phase-a voltage when the fault occurs

(c) Inverter currents and PCC phase-a voltage when the fault is cleared

Figure 3.23: Grid-supporting inverter response under the proposed controller when a balanced voltage sag $110V \rightarrow 55V$ occurs.
operation can be theoretically explained as follows: when the fault appears, the controller state $\sigma$ converges to its maximum value, which is $\frac{\pi}{2}$. In that case, the integration (3.66) tends to zero due to the cosine term in the dynamics, and therefore, acts like an inherent integrator anti-windup technique. As it is clear in Figure 3.22a, when the current is limited at 1.85 A, $P$ increases to 384.6 W, which can be calculated as $(\sqrt{S^2 - Q^2} = \sqrt{(3 \times 1.85 \times 70)^2 - 55^2})$. When the fault is cleared at $t'_2 = 21s$, the real and reactive powers return to their original values, according to the droop control. In Figure 3.22b and Figure 3.22c, the transient response of the inverter current and the PCC voltage are depicted during the fault appearance and the fault clearance. It is underlined that due to the limited number of the channels available in the oscilloscope (4 in total), only one voltage (phase a) and three current measurements are shown in the Figures 3.22b, 3.22c, 3.23b, and 3.23c. Since the balanced voltage sags are examined, the other phases (b and c) of the grid voltage follow the same drop ratio as phase a. As it is clear, the RMS value of the inverter current never violates its maximum value, as desired.

In order to test the controller performance under larger grid voltage sags, experimental results where the grid voltage drops from 110 V to 55 V are provided in Fig 3.23a. When the fault appears at $t''_1 = 11.9s$, $I_{rms}$ increases again to 1.85 A (i.e. very close to $I_{rms}^{max}$), while the reactive power remains at its steady-state value. Hence, the real power during this voltage drop can be calculated as 300 W $(\sqrt{S^2 - Q^2} = \sqrt{(3 \times 1.85 \times 55)^2 - 55^2})$, as depicted in Figure 3.23a. When the fault is cleared at $t''_2 = 21.3s$, the real and reactive powers return to their former values, after a short transient. Fault appearance and clearance under the 50% grid voltage drop can be observed in detail in Figure 3.23b and Figure 3.23c. As a result, the desired grid support capability of the inverter and its inherent RMS current-limiting property have been confirmed under both normal and faulty grid conditions that include balanced voltage sags verifying the theoretic contribution and the stability analysis presented in this work.

3.4 Conclusions

In this Chapter, advanced nonlinear controllers for three-phase grid-connected inverters with different output filters, such as L and LC, were proposed to ensure reliable, stable, and safe DER operations. The reason of using various output filters was to demonstrate that the proposed controllers can be modified and work equally effective under any output filter.
In the first section, a nonlinear current-limiting droop controller for a three-phase inverter connected to the grid through an LCL filter was proposed. The proposed controller includes traditional PI controllers with decoupling terms for the inner control loops and a nonlinear dynamic controller for the outer power control loop. Using the nonlinear dynamics of the system and input-to-state stability theory, the current-limiting property of the grid-side inverter currents was analytically proven based on the bounded controller dynamics and the virtual resistance that was introduced in the proposed control design. Both active and reactive power regulation and droop control with a guaranteed upper limit for the grid currents can be accomplished by the proposed nonlinear controller, which was validated via extensive simulation results of a grid-connected three-phase inverter to support the theoretic analysis of the proposed control approach.

In the second section, the main focus was to design a novel nonlinear PLL-less current-limiting controller for a three-phase grid-connected inverter. The controller is proposed using the synchronously rotating ($dq$) frame of the inverter. Voltage and frequency supports are realised at the PCC point by including the droop dynamics into the nonlinear controller dynamics. Considering the nonlinear dynamics of the system, the current-limiting property is proven for the injected inverter current using nonlinear ultimate boundedness theory. In addition, the closed-loop system stability is guaranteed for different values of the controller gains. The proposed controller performance and its stability properties are confirmed via detailed simulation results.

In the third section, a novel nonlinear current-limiting droop controller for three-phase grid-connected inverters has been introduced as an improvement to the method proposed in section two. The limitation of the RMS value of the inverter current was guaranteed for the first time without requiring adaptive saturation units through a rigorous analysis based on invariant set theory, under both a normal grid and balanced voltage sags. A detailed proof of the closed-loop asymptotic system stability was presented without requiring full knowledge of the inverter filter parameters, which also provides a useful guidance on the selection of the controller parameters for the control implementation. To emphasize the superiority of the proposed controller over existing current-limiting methods, extensive comparison studies have been realised. The theoretic contributions and the effectiveness of the proposed control scheme were confirmed using an experimental setup consisting of a three-phase grid-connected inverter operating under a normal grid and different levels of balanced voltage sags.
Chapter 4

Virtual synchronous control of three-phase inverters considering DC-link voltage dynamics

In the existing literature, several virtual inertia and damping methods, such as VISMA, synchronverter, VOC, and ViSynC, have been proposed to support the grid in inverter-based DER applications, as explained in Chapter 2.2. However, in these methods, inverter protection, particularly the current limitation, is mostly realised using saturation unit-based methods, and the closed-loop stability analysis is generally examined via root locus technique. Since saturation units may lead to system instability and the root locus method is valid only for the given system and controller parameters, a method that includes virtual inertia and damping properties and can ensure the current limitation and closed-loop system stability by providing analytic conditions is required for reliable DER operations. To achieve these tasks, a composite controller that combines the useful features of droop control and ViSynC is proposed in this chapter. The chapter is divided into two sections. The first section focuses on the controller design and gives preliminary simulation results for the DER system equipped with the proposed method [185]. In the second section, comprehensive closed-loop stability analysis with analytic stability conditions is provided and detailed comparison studies with the existing techniques are realised. The performance of the proposed method is tested via extensive HIL studies [186].
4.1 Three-phase inverters with virtual inertia and current limitation capabilities

In Chapter 3, the system modeling has been realised by assuming a constant DC voltage in the input side of the three-phase inverters. Although this can be a reasonable assumption in some DER applications, the intermittent behavior of RESs should be taken into consideration, and DC-link dynamics should be included in the system models. Therefore, in this section, an improved nonlinear controller structure, which inherits both virtual inertia (VI) and current-limiting properties in grid-connected voltage-source converters (VSCs), is proposed. The proposed method inherits the $V_{dc} \sim \omega$ droop control for inertia emulation and frequency control, and $Q \sim V$ droop control for AC voltage support. The current-limiting property, which is a critical issue for the protection of grid interface inverters throughout the operation, including the grid faults, is also ensured for VI-based VSCs. Furthermore, the small-signal stability of the system is examined considering the effects of different controller gains. To validate both the small-signal stability and the current-limiting property, extensive Matlab/Simulink simulations are performed.

4.1.1 Background and motivations

The priority in converter-based RES applications is to send the maximum power to the grid without considering the inertia requirements, which are critical for energy balance and system stability, dictated by the grid authorities [116]. However, even if providing inertia in DER applications is not a strictly applied requirement in some countries since a high percentage of energy production depends on SG-based sources in present operations, inertia will be one of the critical elements to increase the proportion of DER-based energy production in the future [21, 83]. As the majority of RESs are not capable of providing physical inertia, the VI concept has been first proposed in [100] for power electronic converters, and its various modifications such as synchronverters, VOC and VISMA have been published to deal with this problem [82] as explained in Chapter 2.2. In general, the current VI algorithms assume either constant or quasi-constant DC-link voltage, which may be acceptable in some specific applications, but this may not always be guaranteed due to the intermittent nature of the RESs. This problem is investigated by controlling the DC-link capacitor voltage for both inertia emulation and synchronization purposes in [116, 187].

Besides, as the power converters are operated via semiconductor switches, which
can be damaged in sudden abnormal situations, such as grid faults, the control algorithms should ensure that the critical system states, such as system currents, will remain within the desired limits to guarantee a reliable operation. To address this issue, a nonlinear droop control method, which can analytically prove the current-limiting property independently from the system parameters, unlike [179], has been proposed in [162] for single-phase inverters and in [171] for three-phase rectifiers. However, the applicability of this method for VI applications has not been proven yet. Therefore, there is a need for a controller that ensures the VSC current limitation at all times, even under grid faults, and utilizes the virtual synchronous control dynamics to provide virtual inertia to the system when required. Unlike [116], which uses saturated PI controllers in the control loops and cannot guarantee the current-limiting property and system stability at all times, an improved method that ensures the current-limiting property for the first time for VI-based inverters using the recently introduced state-limiting PI controller [181] is proposed in this section. Furthermore, the closed-loop stability is examined via small-signal system analysis and useful root locus plots by changing the controller gains are provided to guide the prospective users. This process is thoroughly explained in the following subsections.

### 4.1.2 Dynamic system modeling and necessary definitions

The system under inspection is a DER-sourced grid-connected three-phase inverter as shown in Figure 4.1. The filter parasitic resistance, inductance, and capacitor are described as $R_f$, $L_f$, $C_f$, respectively, while the line between the PCC and the main grid has a resistance $R_g$ and an inductance $L_g$. The DER side is designed as a bidirectional power source (using a bidirectional DC/DC converter as given in Chapter 2.1), which can provide/absorb power to/from the AC side and its power is shown as $P_s$. $V_{dc}$ and $C_{dc}$ denote the DC-link voltage and capacitor. The balanced $abc$ frame three-phase
PCC voltages and their phase angle are denoted as $v_{\text{pcc}}^{abc}$ and $\theta_g$, respectively. Assuming the global $dq$ frame PCC voltages are in the form of $V_d^{\text{pcc}} = \sqrt{2}V_{\text{rms}}$ and $V_q^{\text{pcc}} = 0$, using the reference frame transformation [26] as illustrated in Figure 4.2, the local (inverter) $dq$ frame PCC voltages can be expressed as

$$
\begin{bmatrix}
V_{\text{d}l}^{\text{pcc}} \\
V_{\text{q}l}^{\text{pcc}}
\end{bmatrix} =
\begin{bmatrix}
V_d^{\text{pcc}} \cos \delta \\
-V_d^{\text{pcc}} \sin \delta
\end{bmatrix},
$$

(4.1)

where $\delta = \theta - \theta_g$ is the phase angle difference between the DER-sourced inverter and the PCC. Hence, the voltage dynamics of the system in the local inverter $dq$ frame becomes

$$
L_f \frac{di_d}{dt} = -R_f i_d + \omega L_f i_q - V_{\text{d}l}^{\text{pcc}} + V_d
$$

(4.2)

$$
L_f \frac{di_q}{dt} = -R_f i_q - \omega L_f i_d - V_{\text{q}l}^{\text{pcc}} + V_q
$$

(4.3)

where $i_d, i_q$ and $V_d, V_q$ are the local $dq$ frame inverter currents and voltages, while $\omega = \dot{\theta}$ is the angular frequency of the inverter. Thus, considering (4.1) and local frame inverter currents, the inverter active and reactive power can be obtained as

$$
P = \frac{3}{\sqrt{2}} V_{\text{rms}} (i_d \cos \delta - i_q \sin \delta)
$$

$$
Q = -\frac{3}{\sqrt{2}} V_{\text{rms}} (i_d \sin \delta + i_q \cos \delta).
$$

(4.4)
It is clear from (4.4) that the power equations include nonlinear terms. Hence, nonlinear control design and analysis are essential to guarantee a stable behavior of the inverter when power control is required as pointed out in [57, 188]. It is important to mention that since the filter capacitor has very small values in real applications, in this section, the real and reactive power arriving at the filter capacitor are almost equal to the ones injected to the grid, as mentioned in [162]. Power control is generally implemented via droop control by either coupling $P \sim \omega$ and $Q \sim V$ in high power or inductive output applications or coupling $P \sim V$ and $Q \sim \omega$ in low power or resistive output applications [88, 152]. However, DC-link dynamics are generally ignored by assuming a constant DC voltage in the DER side, which is not realistic in practical applications. To this end, this section proposes a method, which combines the grid supporting features of the ViSynC approach combined with $Q \sim V$ droop control to introduce virtual inertia and damping, achieve RMS current limitation and accurate reactive power control, while guaranteeing the closed-loop system stability under balanced grid voltage sags.

### 4.1.3 Proposed nonlinear controller, RMS current limitation, and ViSynC integration

#### 4.1.3.1 Proposed nonlinear controller and current limitation

In this part, the recently proposed sl-PI controller [181] is formulated in a way to achieve both the $Q \sim V$ droop control and the RMS inverter current limitation without using any saturation limits and additional anti-windup techniques. Contrary to the existing approaches [26], which align the local inverter voltage to the $d$-axis, the proposed control structure is based on the idea of aligning the local inverter current to the $d$-axis as shown in Figure 4.2, i.e. $i_q = 0$, in order to simplify the control implementation and facilitate the closed-loop system stability. To this end, the local $dq$ frame inverter voltages are used as control inputs and formed as

\[
V_d = V_{d}^{pcc} + E_{\text{max}} \sin \sigma - r_v i_d - \omega L_f i_q
\]

\[
V_q = V_{q}^{pcc} - r_v i_q + \omega L_f i_d
\]

where $r_v$ and $E_{\text{max}}$ are the main parameters for the sl-PI controller and introduced as virtual resistor and voltage, respectively, to the DER-sourced inverter system. While $\omega L_f i_d$ and $\omega L_f i_q$ represent the $dq$ transformation decoupling terms, $\sigma$ is the sl-PI
controller state and designed as
\[
\dot{\sigma} = \frac{c}{E_{\text{max}}} [(E^* - V_{\text{rms}}) - n(Q - Q_{\text{set}})] \cos \sigma
\] (4.7)

where \( c \) is the positive integral gain. As it is proven in [181], if the initial controller state \( \sigma_0 \) is chosen as \( \sigma_0 \in [-\frac{\pi}{2}, \frac{\pi}{2}] \), it is ensured that \( \sigma(t) \in [-\frac{\pi}{2}, \frac{\pi}{2}] \), \( \forall t \geq 0 \). Furthermore, since \( \dot{\sigma} \to 0 \) when \( \sigma \to \pm \frac{\pi}{2} \), then the controller inherently provides an integrator anti-windup property by slowing down the integration near the limits, opposed to conventional saturated integrators.

Note that the \( Q \sim V \) droop operation is achieved by regulating the expression \((E^* - V_{\text{rms}}) - n(Q - Q_{\text{set}})\) to zero using the integrator feature of the sl-PI controller. In this expression, \( E^* \), \( V_{\text{rms}} \), \( n \), and \( Q_{\text{set}} \) denote the rated RMS grid voltage, PCC RMS voltage, reactive power droop coefficient, and reactive power set value, respectively.

Replacing the proposed controller dynamics (4.5)-(4.6) in the system dynamics (4.2)-(4.3), the closed-loop system current dynamics can be obtained as
\[
L_f \frac{d i_d}{d t} = -(r_v + R_f) i_d + E_{\text{max}} \sin \sigma
\] (4.8)
\[
L_f \frac{d i_q}{d t} = -(r_v + R_f) i_q
\] (4.9)

The solution of \( q \)-axis current dynamics (4.9) can be obtained independently from the closed-loop system dynamics as \( i_q(t) = i_q(0) e^{-\frac{(r_v + R_f)}{L_f} t} \), thus if initially \( i_q(0) = 0 \), then \( i_q(t) = 0, \forall t \geq 0 \). In order to ensure RMS current limitation and closed-loop stability, the controller parameter can be selected as \( E_{\text{max}} = (r_v + R_f) I_{d \text{max}}^{\text{rms}} \), where \( I_{d \text{max}}^{\text{rms}} = \sqrt{2} I_{\text{rms}}^{\text{max}} \) and \( I_{r \text{rms}}^{\text{max}} \) is the maximum RMS current that the inverter can handle. More precisely, for \( \forall t \geq 0 \), it holds true that \( d \)-axis current \( i_d \) and the controller state \( \sigma \) remain in the intervals \([-\sqrt{2} I_{\text{rms}}^{\text{max}}, \sqrt{2} I_{\text{rms}}^{\text{max}}]\) and \([-\frac{\pi}{2}, \frac{\pi}{2}]\), respectively. Note that the current-limiting property holds for the original nonlinear system and it is also guaranteed independently of the large-signal system faults. The readers can refer to Chapter 3.2 for the current-limiting property and [181] for the controller state limitation, which are realised using nonlinear ultimate boundedness theory.

### 4.1.3.2 ViSynC integration

In this part, the ViSynC dynamics, which create an interaction between the DC and AC sides via the \( V_{dc} \sim \omega \) droop operation, is combined with the remaining system dynamics (4.4)-(4.9) to provide virtual damping and inertia to the system in addition
to accurate $Q \sim V$ droop operation and RMS inverter current limitation property, which are ensured via sl-PI controller. To this end, considering $i_q = 0 \ ∀t \geq 0$, as proven in the previous section and replacing it in the power equation (4.4), the ViSynC dynamics can be obtained as

\[
\frac{d}{dt} V_{dc} = \frac{2P_s - 3\sqrt{2}V_{rms}i_d \cos \delta}{C_{dc}} \tag{4.10}
\]

\[
\frac{d}{dt} \omega = \frac{2P_s-3\sqrt{2}V_{rms}i_d \cos \delta}{C_{dc}K_J} + \frac{K_T(V_{dc}^2 - V_{dc,ref}^2) + K_D(\omega_g - \omega)}{K_J} \tag{4.11}
\]

where $P_s$ is the bidirectional DER power, $K_T$, $K_J$, and $K_D$ are DC voltage tracking, inertia, and damping gains, respectively, and $\omega_g$ is the rated grid angular frequency. The readers can refer to [116] to explore the SG emulation capability of the ViSynC.

The implementation diagram of the proposed controller integrated with the ViSynC is provided in Figure 4.3.

### 4.1.4 Small-signal stability analysis

In this part, the small-signal stability of VSCs equipped with the proposed nonlinear controller is analysed. As it is proven that the $q$-axis current will asymptotically converge to zero using the controller (4.6), (4.9) can be omitted from the system analysis for simplicity. Considering (4.7), (4.8), (4.10), (4.11) and $\delta = \omega - \omega_g = \Delta \omega$, the closed-loop system state vector becomes $x = [i_d \ \sigma \ V_{dc}^2 \ \omega \ \delta]^T$. In order to examine the behavior of the entire system via root locus analysis, the equilibrium vector can be constructed, by linearizing (4.4) and solving the equations (4.7), (4.8), (4.10), (4.11), as
\[ x_e = [i_{de} \, \sigma_e \, V_{dce}^2 \, \omega_e \, \delta_e]^T, \] where \( \sigma_e \in (-\frac{\pi}{2}, \frac{\pi}{2}) \).

Then, the Jacobian matrix of the closed-loop system becomes (4.12). As a result, the closed-loop system will be asymptotically stable, if all eigenvalues of the Jacobian matrix (4.12) have negative real parts.

\[
J = \begin{bmatrix}
-\frac{(r_v+R_f)}{L_f} & E_{max} \cos \sigma_e & 0 & 0 & 0 \\
A \sin \delta_e & 0 & 0 & 0 & A i_{de} \cos \delta_e \\
-B \cos \delta_e & 0 & 0 & 0 & B i_{de} \sin \delta_e \\
0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}
\]

(4.12)

The notations \( A \) and \( B \) in (4.12) are given as \( \frac{3\sqrt{2}\pi n V_{r_{max}} \cos \sigma_e}{2E_{max}} \) and \( \frac{3\sqrt{2}V_{r_{max}}}{C_{dc}} \), respectively.

In Figure 4.4, the closed-loop eigenvalue spectrum analysis is realised by adjusting the damping gain \( K_D \) between 500 and 3000, the inertia emulation gain \( K_J \) between 5 and 20, the DC voltage tracking gain \( K_T \) between 0.2 and 10, and the integral gain \( c \) between 100 and 10000 using the system and controller parameters given in Table 4.1. The numbers and arrows in Figure 4.4 define the system poles and their directions (either left or right parts of the complex plane with respect to zero) as the controller gains change. For example, while increasing \( K_D \) moves the lightly damped poles (2 and 3) towards the left direction on the complex plane, increasing \( K_J, K_T, \) and \( c \) moves them towards the right direction on the complex plane. Thus, the effectiveness and small-signal stability margins of the proposed controller are proven for broad ranges of the controller gains, which can give clear guidance to the prospective users for their applications.

### Table 4.1: DER-based simulated inverter system and controller parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L_f, L_g )</td>
<td>2.2mH</td>
<td>( S_{max} )</td>
<td>990VA</td>
</tr>
<tr>
<td>( R_f, R_g )</td>
<td>0.5Ω</td>
<td>( r_v )</td>
<td>100Ω</td>
</tr>
<tr>
<td>( n )</td>
<td>0.011</td>
<td>( C_{dc} )</td>
<td>1mF</td>
</tr>
<tr>
<td>( \omega_g )</td>
<td>2( \pi )50</td>
<td>( V_{dcref} )</td>
<td>350V</td>
</tr>
<tr>
<td>( c )</td>
<td>5000</td>
<td>( E^* )</td>
<td>110V</td>
</tr>
<tr>
<td>( I_{max} )</td>
<td>4.24A</td>
<td>( K_T )</td>
<td>4</td>
</tr>
<tr>
<td>( K_j )</td>
<td>10</td>
<td>( K_D )</td>
<td>1000</td>
</tr>
</tbody>
</table>
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Figure 4.4: Closed-loop eigenvalue spectrum as a function of $K_D$ (a), $K_J$ (b), $K_T$ (c), and $c$ (d).

### 4.1.5 Simulation results

To verify the proposed controller performance, a DER-sourced VSC connected to the grid via an $LC$ filter and a line, as shown in Figure 4.1, is simulated in the Matlab/Simulink software environment. The system and controller parameters used in the simulations are given in Table 4.1. During the whole operation, the $Q \sim V$ droop control is enabled, and the nominal grid frequency is used. Initially, the DER power $P_s$ is set to 400W and the reactive power set value $Q_{set}$ is taken as 300Var. At $t = 3s$, $P_s$ is increased to 800W, while $Q_{set}$ is kept as 300Var. To emphasize the bidirectional operation of the VSC, at $t = 7s$, $P_s$ is changed to $-500$W, which is the case the DER demands power from the VSC, and at $t = 11s$, $P_s$ is set to 600W. At $t = 15s$, $Q_{set}$ is increased to 500Var to prove the ability of the VSC to provide more reactive power when required. As can be seen in Figure 4.5, the proposed controller regulates the inverter active power to almost equal values of DER power $P_s$. Since the $Q \sim V$ droop
operation is enabled, the inverter reactive power is regulated to a lower steady-state value, which can be computed as $\frac{E^* - V_{n}}{n} + Q_{set}$ to keep the RMS voltage close to its rated value. The RMS voltage is provided, in Figure 4.8, to confirm the steady-state $Q$ values for every operation point change.

To validate the proposed current-limiting property, at $t = 19s$, a 40V grid voltage drop is implemented as shown in Figure 4.8, and at $t = 20s$, the grid voltage is recovered. As it is clear in Figure 4.6, the $d$-axis current goes to its maximum value $I_{max}$, while $q$-axis current is kept as zero, which justifies the current-limiting property.
of the proposed controller. Besides, the system recovery after the fault is completed almost instantly; thus, the controller inherently solves the integrator wind-up problem. In addition, the DC-link voltage is controlled very close to its reference value, even in the transients, to avoid any potential protection trip, as shown in Figure 4.7. The high-frequency transients, which exist in Figures 4.5 and 4.7, can be removed by increasing the damping gain $K_D$ as shown in Figure 4.4.
4.2 Current-limiting virtual synchronous control and stability analysis considering DC-link dynamics

In the previous section, a nonlinear controller that can ensure the current limitation and provide virtual inertia in inverter-based DER applications has been introduced, and preliminary simulation results have been presented. However, rigorous stability analysis and comparison studies with the existing methods have not been realised. In addition, the proposed method has not been implemented in a real-time controller and system. Therefore, in this section, the closed-loop stability of the entire system is rigorously proven using nonlinear singular perturbation theory. Moreover, analytic conditions for the controller parameter selection to guarantee the stability of the entire inverter system with the DC-link dynamics are provided. To prove the effectiveness of the proposed controller and its superior performance compared to the traditional approaches, extensive Matlab/Simulink-based simulations are performed, followed by Typhoon-HIL hardware-in-the-loop implementation using a TI microcontroller.

4.2.1 Background and motivations

The behavioral characteristics of the SGs can be mimicked via the droop control approaches, such as conventional, adaptive, robust and universal droop control [88], while physical SG dynamics can be resembled via VSG methods, such as synchronverter, virtual synchronous machine, and synchronous power controller [21]. Although droop control techniques can improve the voltage and frequency control and VSG methods can provide synthetic inertia to balance the system for stability enhancement, both approaches may suffer from the overshoots, current limit violations, and stability problems if a large disturbance, such as a drastic voltage sag, occurs [189, 190]. Therefore, virtual synchronous control (ViSynC) approaches have started to gain attention since they can merge the useful features of the droop control and VSG techniques by utilizing both the DC and AC side system dynamics [116, 117] and offer better disturbance rejection ability compared to the previously mentioned approaches in case of system faults [189].

Opposed to SGs, VSGs are responsible for the reactive power regulation through their separate reactive power control (RPC) loops. Therefore, RPC can have a considerable effect on the system stability under the grid voltage sags due to the shifting of the operating point [190, 191]. Furthermore, inverter current limitation in case of abnormal
system conditions is another important issue for a safe and reliable DG operation and it is generally realised either via switching between different control algorithms [192] in VSGs or by using adaptive saturation methods [116, 130] in ViSynC approaches. Since the current limitation is a critical issue for a reliable power transfer operation in DER applications, considerable research effort is allocated in this topic. Virtual impedance-based methods [99, 128, 155] are one of the main approaches, which can be used for the purpose of current limitation for particular applications. In particular, a virtual impedance-based current-limiting algorithm is proposed for grid-forming converters in [193]. However, this method requires the threshold and maximum current values to be different; hence, it may need higher power rated circuit components for lower power applications. Moreover, the authors in [79] propose a method which has inherent current-limiting property for grid-forming inverters, but no analytic stability condition is provided to guide the prospective users for controller parameter selection, i.e., the stability is guaranteed only for a given set of system parameters and cannot be generalised for any converter. Furthermore, the authors in [118, 120, 194] offer current-limiting algorithms specifically for VSG converters considering various grid and load conditions. Even though the method in [194] can limit the harmonic and inrush fault current, it uses limiters in the control algorithm and requires knowledge of the grid-side line parameters in the control design process. In [118], a method that can limit transient inrush currents in synchronverters is proposed. However, this method does not include stability analysis and it may be difficult to implement since there are many algorithm changes. An MPC based fault current limiter is proposed in [120], which offers satisfactory results, but significantly increases the computational cost of the controller implementation.

To this end, the previously mentioned techniques do not offer a rigorous stability analysis, cannot guarantee the desired instantaneous current limitation at all times, including large transients, cannot ensure that the system will recover to its stable operating points after a large disturbance due to unresolved integrator windup issue, and may eventually lead to system instability [124]. To address the integrator windup issue and guarantee the closed-loop system stability, the bounded integral control (BIC) concept has been proposed in [167], and applied to synchronverters [109] and three-phase rectifiers [171]. Recently, as an enhancement to the original BIC, a state-limiting PI (sl-PI) controller [181], which introduces less controller states and leads to easier implementation, has been proposed and applied to three-phase inverters [152]. However, all of these applications assume constant DC input voltage dynamics and ignore the effect of variable DC voltage on the system stability.
The main contributions offered in this part of the thesis are outlined in the following: 1) the DC-link dynamics are incorporated into the existing three-phase grid-connected inverter dynamics, which is also equipped with sl-PI controller, to build a more realistic nonlinear system model, provide virtual inertia and damping to the system, and achieve bidirectional power transfer opposed to [109, 171] and [152], which assume a constant DC voltage; 2) the current-limiting property is guaranteed for the instantaneous values of the current instead of the reference values without employing saturation based methods contrary to [116, 130] and [194] and without assuming small-signal stability as in virtual impedance and saturation unit based methods [99, 128, 155]; 3) the closed-loop stability of the entire system is proven using singular perturbation theory instead of root locus or bode diagram methods as in [79, 118, 194] for the first time for three-phase inverters fed by RESs, and analytic stability and system parameter selection conditions are provided to guide the prospective users; 4) comprehensive comparison studies with the commonly-used current-limiting techniques considering the effect of well-known clamping anti-windup method are performed via Matlab/Simulink software; and 5) extensive Hardware-In-the-Loop (HIL) results using a Typhoon-HIL device and a TI F28379D launchpad are presented to prove the effectiveness of the proposed approach compared to state-of-the-art current-limiting algorithms.

4.2.2 Closed-loop stability analysis

Since the system modeling, proposed nonlinear controller, RMS current limitation, and ViSynC integration parts are similar with Chapter 4.1, these are omitted here. As clearly explained in Chapter 4.1, the proposed controller can ensure a desired RMS current-limitation of the inverter based on the sl-PI control structure. However, the stability of the closed-loop system including the DC link dynamics has not been proven yet. Opposed to conventional approaches that use root locus analysis which investigates the stability of an inverter system for a specific set of parameters, here, singular perturbation theory [57, 164] will be used to obtain analytic stability conditions that can also inform the controller parameter selection (e.g. relationship between virtual inertia and damping values).
4.2.2.1 Closed-loop system

By considering (4.7), (4.8), (4.10), (4.11) and \( \dot{\delta} = \omega - \omega_g \), and omitting the \( i_q \) dynamics (4.9) from the system since \( i_q(t) = 0, \ \forall t \geq 0 \), the closed-loop system can be formed as

\[
\begin{bmatrix}
\dot{i}_d \\
\dot{\sigma}
\end{bmatrix} =
\begin{bmatrix}
L_f^{-1}(r_v + R_f)(-i_d + \sqrt{2}I_{\text{rms}}^{\text{max}} \sin \sigma) \\
CE_{\text{max}}^{-1} [(E^* - V_{\text{rms}}) - n(Q - Q_{\text{set}})] \cos \sigma
\end{bmatrix}
\]

(4.13)

\[
\begin{bmatrix}
\dot{V}_{dc}^2 \\
\dot{\omega} \\
\dot{\delta}
\end{bmatrix} =
\begin{bmatrix}
C_{dc}^{-1}(2P_s - 3\sqrt{2}V_{\text{rms}}i_d \cos \delta) \\
C_{dc}^{-1}K_f^{-1}(2P_s - 3\sqrt{2}V_{\text{rms}}i_d \cos \delta) + C_{dc}(K_T(V_{dc}^2 - V_{\text{deref}}^2) + K_D(\omega_g - \omega)) \\
\omega - \omega_g
\end{bmatrix}
\]

(4.14)

For the above system, consider the following assumption.

**Assumption 1 (Time-scale separation):** The parameters of the equations (4.7), (4.8), and (4.10) should satisfy

\[
\max\left\{ \frac{L_f}{r_v + R_f}, \frac{1}{c} \right\} \ll C_{dc}
\]

(4.15)

Assumption 1 is necessary in order to separate the equations (4.7) and (4.8) from the ViSynC dynamics (4.10), (4.11), and \( \dot{\delta} = \omega - \omega_g \) for a simple closed-loop stability analysis. Note that Assumption 1 can be easily satisfied by choosing the appropriate values for the controller parameters (\( r_v \) and \( c \)), which can be accomplished by the control operator, compared to the system parameters (\( L_f \) and \( C_{dc} \)). To ensure the time-scale separation, \( C_{dc} \) should have much larger values than \( \max\left\{ \frac{L_f}{r_v + R_f}, \frac{1}{c} \right\} \), e.g., at least ten times larger as a rule of thumb. As an example, one can check that this condition is satisfied in the system parameters provided in the simulation and HIL implementation cases (Table 4.2).

Consider an equilibrium point \( x_e = [i_{de} \ \sigma_e \ V_{dce}^2 \ \omega_e \ \delta_e]^T \) obtained from (4.13)-(4.14) at the steady state where \( \sigma_e \in (-\frac{\pi}{2}, \frac{\pi}{2}) \). By setting \( \epsilon = \min\left\{ \frac{1}{r_v + R_f \epsilon}, \frac{1}{L_f} \right\} \), there exist \( \gamma_a \geq 0 \) and \( \gamma_b \geq 0 \) such that \( \frac{r_v + R_f}{L_f} = (1/\epsilon) + \gamma_a \) and \( c = (1/\epsilon) + \gamma_b \). Thus, (4.13) can be rewritten as

\[
\begin{bmatrix}
\epsilon\dot{i}_d \\
\epsilon\dot{\sigma}
\end{bmatrix} =
\begin{bmatrix}
1 + \epsilon\gamma_a & 0 \\
0 & 1 + \epsilon\gamma_b
\end{bmatrix}
\begin{bmatrix}
(-i_d + \sqrt{2}I_{\text{rms}}^{\text{max}} \sin \sigma) \\
E_{\text{max}}^{-1} [(E^* - V_{\text{rms}}) - n(Q - Q_{\text{set}})] \cos \sigma
\end{bmatrix}.
\]

(4.16)
Thus, the closed-loop system equations (4.14) and (4.16) can be written in the form of

\[
\dot{x} = f(x, z) \tag{4.17}
\]

\[
\epsilon \dot{z} = g(x, z, \epsilon) \tag{4.18}
\]

\[
x = \begin{bmatrix}
V_{dc}^2 - V_{dc}^2 \\
\omega - \omega_c \\
\delta - \delta_e
\end{bmatrix}
\]

\[
z = \begin{bmatrix}
i_d - i_{de} \\
\sigma - \sigma_e
\end{bmatrix}
\]

For the arbitrarily large values of the virtual resistor \( r_v \) and integral gain \( c \), which are the controller parameters, the \( \epsilon \) value is small and, thus, (4.17)-(4.18) can be examined as a singularly perturbed system through the two-time-scale analysis [164]. The system (4.16) is called as boundary layer, because it represents the immediate vicinity of a bounding surface as mentioned in [164, 195].

### 4.2.2.2 Boundary layer analysis

Considering \( f, g \) are continuously differentiable in the domain \((x, z, \epsilon) \in D_x \times D_z \times [0, \epsilon_0]\), when the system and controller parameters are selected according to Assumption 1, then \( \epsilon \to 0 \) and, based on singular perturbation theory, \( g \) will have an algebraic form of \( 0 = g(x, z) \). The roots of the system can be calculated as

\[
\bar{i}_d = \sqrt{2} I_{rms} \sin \bar{\sigma}
\]

\[
\bar{\sigma} = \sin^{-1} \left( \frac{1}{3 V_{rms} \sin \delta V_{rms}} \left( \frac{V_{rms} - E^*_n}{n} - Q_{set} \right) \right) \tag{4.19}
\]

These roots can be assigned as \( z = h(x) \) with \( \bar{i}_{de} \in [-\sqrt{2} I_{rms}^{max}, \sqrt{2} I_{rms}^{max}] \), and \( \bar{\sigma}_e \in (\frac{\pi}{2}, \frac{\pi}{2}) \), such that \( h(0) = 0 \). Thus, the roots can also be regarded as the equilibrium points of the nonlinear systems (4.13) and (4.14). Exponential stability at the origin can be examined using the boundary layer system Jacobian matrix as below

\[
J_1 = \begin{bmatrix}
-\frac{(r_v + R_f)}{L_f} & \frac{E_{max} \cos \bar{\sigma}}{L_f} \\
\frac{3c}{\sqrt{2} E_{max}} \frac{n \cos \bar{\sigma} V_{rms} \sin \delta}{L_f} & 0
\end{bmatrix} \tag{4.20}
\]

The characteristic equation of the system (4.20)

\[
\lambda^2 + \frac{(r_v + R_f)}{L_f} \lambda - \frac{3\sqrt{2} cn \cos^2 \bar{\sigma} V_{rms} \sin \delta}{2 L_f} = 0 \tag{4.21}
\]
By applying the Routh-Hurwitz criterion, in order for all eigenvalues to have negative real parts, the following two stability conditions are obtained:

\[ \sin \delta < 0 \]  
(4.22)

\[ \bar{\sigma} \in \left(-\frac{\pi}{2}, \frac{\pi}{2}\right) \]  
(4.23)

Although (4.23) can be guaranteed by the proposed controller and the equilibrium point under consideration, condition (4.22) will be investigated in the sequel.

4.2.2.3 Reduced system analysis

The reduced model can be found by replacing the roots \( \tilde{i_d} \) and \( \bar{\sigma} \) in (4.14) as

\[
\begin{bmatrix}
  \dot{V}_{dc}^2 \\
  \dot{\omega} \\
  \dot{\delta}
\end{bmatrix} =
\begin{bmatrix}
  C_{dc}^{-1} (2P_s - 2 \cot \delta \left(\frac{V_{rms} - E^*}{n} - Q_{set}\right)) \\
  C_{dc}^{-1} K_J^{-1} \left(2P_s - 2 \cot \delta \left(\frac{V_{rms} - E^*}{n} - Q_{set}\right)\right) \\
  + C_{dc}(K_T(V_{dc}^2 - V_{dc ref}^2) + K_D(\omega - \omega_g))
\end{bmatrix}
\begin{bmatrix}
  \omega - \omega_g
\end{bmatrix}
\]

(4.24)

The model (4.24) is usually called as quasi-steady-state model, since \( \tilde{i_d} \) and \( \bar{\sigma} \) introduce a velocity \( \dot{[\tilde{i_d} \ \dot{\bar{\sigma}}]} = \epsilon^{-1} g \) being very large when \( \epsilon \) is small and \( g \neq 0 \), inducing a rapid convergence to a root \( h(V_{dc}^2, \omega, \delta) \), which is also the equilibrium of the boundary layer system.

Considering (4.24), the equilibrium point vector of the reduced system \( x_e = [V_{dc e}^2 \ \omega_e \ \delta_e] \) can be computed as

\begin{align*}
  a) & \quad V_{dc e}^2 = V_{dc ref}^2 \\
  b) & \quad \omega_e = \omega_g \\
  c) & \quad \delta_e = \cot^{-1} \left(\frac{P_s}{\left(\frac{V_{rms} - E^*}{n} - Q_{set}\right)}\right)
\end{align*}

(4.25)  
(4.26)  
(4.27)

To investigate the reduced model closed-loop stability, its Jacobian matrix is given below

\[
J_2 =
\begin{bmatrix}
  0 & 0 & \frac{2}{C_{dc} \sin^2 \delta_e} \left(\frac{V_{rms} - E^*}{n} - Q_{set}\right) \\
  \frac{K_T}{K_J} & -\frac{K_D}{K_J} & \frac{2}{C_{dc} K_J \sin^2 \delta_e} \left(\frac{V_{rms} - E^*}{n} - Q_{set}\right) \\
  0 & 1 & 0
\end{bmatrix}
\]

(4.28)
The characteristic equation of the system (4.28) can be obtained as
\[ \lambda^3 + \frac{K_D}{K_J} \lambda^2 - \frac{2 \left( \frac{V_{rms}}{n} - E^* - Q_{set} \right)}{C_{dc} K_J \sin^2 \delta_e} \lambda - \frac{2 K_T \left( \frac{V_{rms}}{n} - E^* - Q_{set} \right)}{C_{dc} K_J \sin^2 \delta_e} = 0 \] (4.29)

By employing the Routh-Hurwitz criterion, for all system eigenvalues to have negative real parts, the following three stability conditions are obtained:
\[
\frac{K_D}{K_J} > 0 \quad (4.30)
\]
\[
\left( \frac{V_{rms}}{n} - E^* - Q_{set} \right) < 0 \quad (4.31)
\]
\[
K_D > K_J K_T \quad (4.32)
\]

Since the gains $K_D$ and $K_J$ are positive, condition (4.30) always holds. Condition (4.32) can be guaranteed with the choice of ViSynC gains and it also gives guidance to the users for the appropriate gain selection. In order to ensure that the system will have sufficient damping to avoid undesired oscillations, it is recommended to choose the gains considering $K_D >> K_J K_T$ (at least ten times bigger as a rule of thumb).

Finally, conditions (4.31) and (4.22) can be combined considering (4.27) and following intervals for the power angle can be derived,
\[
\pi (2n - 1) < \delta_e < \frac{\pi}{2} (4n - 1) \quad n \in \mathbb{Z} \quad (4.33a)
\]
\[
\frac{\pi}{2} (4n - 1) < \delta_e < 2\pi n \quad n \in \mathbb{Z} \quad (4.33b)
\]

Equation (4.33a) is valid when the DER power ($P_s$) is positive, while equation (4.33b) shows the case when $P_s$ is negative, underlining that stability can be guaranteed for a bidirectional flow of the real power, as required in energy storage devices. Note also that (4.33a) and (4.33b) validate condition (4.22) for the desired equilibrium point, as originally required.

**Remark:** Figure 4.9 is plotted considering (4.27) and gives a guidance on selecting the DER power ($P_s$) and reactive power set value ($Q_{set}$) for various values of $V_{rms}$ to guarantee the conditions (4.22) and (4.31), using the HIL system parameters provided in Table 4.2.

Therefore, based on the above conditions, the matrices $J_1$ and $J_2$ are Hurwitz, and there exist $\eta_1 > 0$ and $\eta_2 > 0$ and domains $\tilde{D}_z = \{ z \in \mathbb{R}^2, \| z \|_2 < \eta_1 \}$, where $\tilde{D}_z \subseteq D_z$ and $\tilde{D}_x = \{ x \in \mathbb{R}^3, \| x \|_2 < \eta_2 \}$, where $\tilde{D}_x \subseteq D_x$, such that both the boundary layer model (4.18) and reduced system (4.17) are exponentially stable at the origin.
To this end, according to Theorem 11.4 in [164], there exists $\epsilon^*$ such that for all $\epsilon < \epsilon^*$, the equilibrium point $x_e = [i_{de} \, \sigma_e \, V^2_{dce} \, \omega_e \, \delta_e]^T$ of (4.17)-(4.18) with $i_{de} \in [-\sqrt{2}I_{\text{rms}}^\text{max} \, \sqrt{2}I_{\text{rms}}^\text{max}]$ and $\sigma_e \in (-\frac{\pi}{2}, \frac{\pi}{2})$ is exponentially stable; thus completing the stability analysis of the entire system.

It should be underlined that since the final stability conditions are found using the Routh-Hurwitz criterion under the worst-case scenarios (i.e., if these conditions hold, then stability is certainly guaranteed), the provided conditions represent the sufficient conditions to guarantee closed-loop system stability and not necessary conditions. Therefore, if the conditions hold, the system will be stable, but if they do not hold, this does not necessarily mean that the system will be certainly led to instability. Besides, it is important to mention that filter capacitor and grid-side line dynamics have been ignored in the system analysis, and their effects on system stability require further research.

4.2.3 Comparison with the existing methods

In this part, comparison simulation studies based on Matlab/Simulink are realised to justify the theoretical analysis and underline the superior features of the proposed controller scheme compared to the existing approaches. In particular, the current-limiting capability and effect of the ViSynC gains on the dynamic system performance are investigated by comparing the proposed method and original method [116], which uses an adaptive current limitation algorithm. The power system and controller parameters are given in Table 4.2. In the following part, the comparison test scenarios are explained in detail.
Table 4.2: DER-based inverter system and controller parameters for comparison and HIL studies

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Power System Parameters</strong></td>
<td></td>
<td><strong>Power System Parameters</strong></td>
<td></td>
</tr>
<tr>
<td>(L_f)</td>
<td>5.8 mH</td>
<td>(L_g)</td>
<td>2.2 mH</td>
</tr>
<tr>
<td>(R_f, R_g)</td>
<td>0.5 Ω</td>
<td>(V_{dref})</td>
<td>350 V</td>
</tr>
<tr>
<td>(\omega_g)</td>
<td>2π50 rad/s</td>
<td>(C_f)</td>
<td>1 μF</td>
</tr>
<tr>
<td><strong>Simulation HIL</strong></td>
<td></td>
<td><strong>Simulation HIL</strong></td>
<td></td>
</tr>
<tr>
<td>(S)</td>
<td>990 VA</td>
<td>(S)</td>
<td>2970 VA</td>
</tr>
<tr>
<td>(E^*)</td>
<td>155 V</td>
<td>(E^*)</td>
<td>110 V</td>
</tr>
<tr>
<td>(I_{\text{max}})</td>
<td>3 A</td>
<td>(I_{\text{rms}})</td>
<td>9 A</td>
</tr>
<tr>
<td>(C_{dc})</td>
<td>1000 μF</td>
<td>(C_{dc})</td>
<td>2000 μF</td>
</tr>
<tr>
<td><strong>Proposed Controller Parameters</strong></td>
<td></td>
<td><strong>Proposed Controller Parameters</strong></td>
<td></td>
</tr>
<tr>
<td>(n)</td>
<td>0.0314 V/VAr</td>
<td>(n)</td>
<td>0.0037 V/VAr</td>
</tr>
<tr>
<td>(r_v)</td>
<td>200 Ω</td>
<td>(r_v)</td>
<td>30 Ω</td>
</tr>
<tr>
<td>(c)</td>
<td>15000</td>
<td>(c)</td>
<td>20000</td>
</tr>
<tr>
<td><strong>Existing ViSynC Parameters</strong></td>
<td></td>
<td><strong>Existing ViSynC Parameters</strong></td>
<td></td>
</tr>
<tr>
<td>(k_{p_1}, k_{i_1})</td>
<td>0.5, 12</td>
<td>(k_{p_r}, k_{i_r})</td>
<td>0.02, 0.2</td>
</tr>
<tr>
<td>(K_Q)</td>
<td>0.1 V/VAr</td>
<td>(V_{qref})</td>
<td>100 V</td>
</tr>
<tr>
<td>(R_v)</td>
<td>0.05 Ω</td>
<td>(L_v)</td>
<td>0.5 mH</td>
</tr>
<tr>
<td><strong>DC-link Controller Parameters</strong></td>
<td></td>
<td><strong>DC-link Controller Parameters</strong></td>
<td></td>
</tr>
<tr>
<td>(K_T)</td>
<td>4 Nm/V²</td>
<td>(K_T)</td>
<td>4 Nm/V²</td>
</tr>
<tr>
<td>(K_J)</td>
<td>10 kgm²</td>
<td>(K_J)</td>
<td>10 kgm²</td>
</tr>
<tr>
<td>(K_D)</td>
<td>2500 Nms</td>
<td>(K_D)</td>
<td>3000 Nms</td>
</tr>
<tr>
<td><strong>Comparison HIL Parameters</strong></td>
<td></td>
<td><strong>Comparison HIL Parameters</strong></td>
<td></td>
</tr>
<tr>
<td>RCS</td>
<td></td>
<td>CSA</td>
<td></td>
</tr>
<tr>
<td>(k_{p_1}, k_{i_1})</td>
<td>10, 50</td>
<td>(k_{p_1}, k_{i_1})</td>
<td>10, 50</td>
</tr>
<tr>
<td>(k_{p_r}, k_{i_r})</td>
<td>10, 100</td>
<td>(k_{p_r}, k_{i_r})</td>
<td>10, 100</td>
</tr>
</tbody>
</table>

**Scenario I:** The simulation starts with 600 W DER input power \(P_s\) and 400 VAr reactive power reference \((Q_{set})\). Then, at \(t = 4s\), \(P_s\) is increased to 800 W, at \(t = 8s\), \(P_s\) is changed to \(-500\) W to demonstrate the bidirectional active power flow capability of the proposed approach, and at \(t = 12s\), \(P_s\) is recovered to 600 W. Finally, at \(t = 16s\), 40% balanced grid voltage sag is applied and cleared at \(t = 17s\). The simulation ends at \(t = 20s\). Figure 4.10 illustrates this scenario for various values of inertia \((K_J)\) gains. For the original system [116], clamping anti-windup technique is applied in the inner voltage and current PI controllers as mentioned in [130]. The upper \((a, b, c, d)\) subfigures in Figure 4.10 show that the original controller [116] can lead to inaccurate reactive power control due to the saturated PI controllers in the inner voltage loop when the DER source demands power, aggressive transients, and current limit
Figure 4.10: Performance comparison of the original [116] and the proposed controller. (a), (b), (c), and (d) with $K_J = 10 \text{ kgm}^2$, (e), (f), (g), and (h) with $K_J = 50 \text{ kgm}^2$, while $K_T = 4 \text{ Nm/V}^2$ and $K_D = 2500 \text{ Nms}$. 
Figure 4.11: Performance comparison of the original [116], with (orig.) and without (naw) anti-windup techniques, and the proposed controller in case of a short-circuit (a), (b), (c), and (d) with $K_J = 10 \text{ kgm}^2$, (e), (f), (g), and (h) with $K_J = 50 \text{ kgm}^2$, while $K_T = 4 \text{ Nm/V}^2$ and $K_D = 2500 \text{ Nms}$. 
violation, while the proposed controller can ensure smooth transients and current limitation at all times as the ViSynC gains are chosen according to the stability conditions. Although increasing $K_J$ can decrease the frequency fluctuation due to higher inertia provision as in Figure 4.12, it can have detrimental effects on the original controller performance as presented in the lower subfigures (e, f, g, h) in Figure 4.10, while the proposed controller can always guarantee smooth and safe operation.

Scenario II: This part focuses on the effect of severe grid voltage sags to the performance of the proposed method and original controller with and without anti-windup techniques when the ViSynC gains vary. The simulation starts with 600 W $P_s$ and 400 VAr $Q_{set}$. Then, at $t = 2s$, a short-circuit grid fault is applied and cleared at $t = 2.2s$. The simulation ends at $t = 6s$. Figure 4.11 depicts that the proposed approach shows better performance compared to the original controller, which is either equipped or not-equipped with the anti-windup techniques, by limiting the RMS inverter current at all times and guaranteeing a smooth and fast transient responses.
Moreover, Figure 4.12 illustrates the frequency damping ability of the proposed approach compared to the original controller. As can be understood from the frequency performances of both the entire case (Scenario I) in Figures 4.12 (a) and (b) and 40% balanced voltage sag case in Figures 4.12 (c) and (d), the proposed approach leads to lower amplitude frequency oscillations when the inertia gain ($K_J$) increases. To this end, the superior performance of the proposed method is verified for a number of cases with extensive simulation results compared to the existing methods.

### 4.2.4 Experimental studies

In this part, the effectiveness of the proposed method is examined and its advantages compared to the existing state-of-the-art current-limiting methods are demonstrated via hardware-in-the-loop studies.

#### 4.2.4.1 Hardware-in-the-loop (HIL) results

In order to verify the dynamic performance of the proposed controller and validate the theoretical stability analysis, a DER-sourced three-phase inverter connected to grid is designed using Typhoon-HIL 402 device and the control algorithms, as shown in Figure 4.3, are implemented in the TI F28379D launchpad. It is important to note that the hardware component is the controller and power system part is implemented in the Typhoon-HIL device as shown in Figure 4.13. Both the controller sampling and PWM switching frequencies are 20 kHz, while the remained system and controller parameters are provided in Table 4.2. It should be emphasized here that in a real implementation
of the proposed controller, phase-lead low-pass filter can be added to the PCC voltage measurements to overcome small delay and noise issues caused by the inclusion of the feedforward terms in the control algorithm (see [162]).

The following scenario is carried out through HIL implementation. The operation starts with the values of 1200 W DER input power \( P_s \) and 1200 VAr reactive power reference \( Q_{set} \). At \( t = 1s \), \( P_s \) is increased to 1800 W, which represents a demand rise in the grid side, at \( t = 3s \), \( P_s \) is changed to \(-1000\) W to test the bidirectional power transfer ability of the proposed method, and at \( t = 5s \), \( P_s \) is recovered to 1800 W. In order to verify the integrator windup-free operation and current-limiting property under a considerable system fault, at \( t = 7s \), a 40\% balanced grid voltage sag is applied, and at \( t = 9s \), the fault is cleared. The operation ends at \( t = 10s \). Note that since the \( Q \sim V \) droop is always enabled during the operation, reactive power is not regulated to exact \( Q_{set} \) values to support the grid voltage.

As can be seen in Figures 4.14 and 4.15, the proposed control scheme can rapidly regulate both the active and reactive power and limit the inverter RMS current without any controller saturation even after a grid voltage sag. In order to guide the prospective users about the ViSynC gain selections, Figure 4.14 illustrates the effect of various damping gain \( (K_D) \) values on the system behavior, while Figure 4.15 demonstrates the influence of inertia \( (K_J) \) and DC voltage tracking \( (K_T) \) gains on the dynamic system performance. The results are taken by considering constant \( K_J = 10 \) kgm\(^2\) and \( K_T = 4 \) Nm/V\(^2\) and variable \( K_D \) in Figure 4.14. Although increasing \( K_D \) can decrease the steady state system oscillations as shown in Figure 4.14a and 4.14b, it increases DC voltage \( (V_{dc}) \) fluctuation when the DER source demands power as in Figure 4.14c. Therefore, \( K_D \) is chosen as 3000 Nms while taking the results in Figure 4.15. Choosing large \( K_J \) values can cause surges in oscillation magnitudes as shown in Figure 4.15a and 4.15b, while selecting large \( K_T \) gain can lead to faster dynamic response. The transient performance of the proposed current-limiting method is illustrated through instantaneous inverter current and PCC voltage waveforms in Figure 4.16 when \( P_s = 1800 \) W. While Figure 4.16a shows that the inverter currents are limited during the grid fault appearance, Figure 4.16b also demonstrates that there is no current limit violation during the grid fault recovery. It is important to note that due to the four available channels in the oscilloscope, one phase PCC voltage \( (v_a) \) and three-phase inverter currents \( (i_a, i_b, i_c) \) are shown in Figure 4.16. However, since the balanced grid fault is applied, the other voltage phases follow the same voltage drop as phase a. In order to test the proposed controller performance under grid frequency \( (\omega_g) \) changes, by selecting \( K_T = 4 \) Nm/V\(^2\), \( K_J = 10 \) kgm\(^2\), \( K_D = 3000 \) Nms, and the frequency
(a) Time response of $P$, $Q$, $I_{rms}$ and $V_{dc}$ when $K_D = 2000$ Nms

(b) Time response of $P$, $Q$, $I_{rms}$ and $V_{dc}$ when $K_D = 3000$ Nms

(c) Time response of $P$, $Q$, $I_{rms}$ and $V_{dc}$ when $K_D = 5000$ Nms

Figure 4.14: HIL results of a DER-sourced inverter under the proposed controller with different $K_D$ gains.
(a) Time response of $P$, $Q$, $I_{rms}$ and $V_{dc}$ when $K_T = 4 \text{ Nm/V}^2$ and $K_J = 20 \text{ kgm}^2$

(b) Time response of $P$, $Q$, $I_{rms}$ and $V_{dc}$ when $K_T = 4 \text{ Nm/V}^2$ and $K_J = 50 \text{ kgm}^2$

(c) Time response of $P$, $Q$, $I_{rms}$ and $V_{dc}$ when $K_T = 10 \text{ Nm/V}^2$ and $K_J = 30 \text{ kgm}^2$

Figure 4.15: HIL results of a DER-sourced inverter under the proposed controller with different $K_J$ and $K_T$ gains.
weighting coefficient $m = 0.1$ as explained in Chapter 2.2.5, an other HIL scenario is realised in Figure 4.17. By keeping the other changes same with the previous results, at $t = 7s$, the grid frequency is decreased to $49$ Hz in Figure 4.17a and increased to $51$ Hz in Figure 4.17b, and at $t = 9s$, the grid frequency comes back to its nominal value. Thus, it is justified that the proposed controller maintains the system stability and provides virtual inertia via $V_{dc} \sim \omega$ coupling as proven in the previous part. Furthermore, the boundary of ViSynC gain selection is verified to prove the validity of stability condition (4.32) in Figure 4.18. Figure 4.18a shows that the system becomes oscillatory in both transients and steady-state when the gains are chosen close to the stability boundary, while Figure 4.18b demonstrates that the system loses its stability
Figure 4.17: HIL results of a DER-sourced inverter under the proposed controller when the grid frequency ($\omega_g$) changes.

if the gains violate inequality (4.32). However, in both oscillatory and unstable cases, the proposed method limits the inverter current without the need of algorithm change and saturation blocks as seen in Figure 4.18. As a result, it is verified that the proposed approach can limit the RMS inverter current without any dependence on the ViSynC gains, and the selection of the ViSynC gains $K_J$, $K_D$, and $K_T$ in order to satisfy the stability condition (4.32) further supports the theoretic analysis presented in this work.

4.2.4.2 Comparison studies via HIL results

In this part, the superior features of the proposed method are emphasized by comparing it with two state-of-the-art current-limiting algorithms. The methods, which are used for comparison, are reference current saturation (RCS) [26] and $d$-axis priority based-
(a) Time response of $P$, $Q$, $I_{rms}$ and $V_{dc}$ when $K_D = 3000$ Nms, $K_J = 200$ kgm$^2$, and $K_T = 10$ Nm/V$^2$

(b) Time response of $P$, $Q$, $I_{rms}$ and $V_{dc}$ when $K_D = 3000$ Nms, $K_J = 200$ kgm$^2$, and $K_T = 20$ Nm/V$^2$

Figure 4.18: HIL results of a DER-sourced inverter under the proposed controller when the stability condition (4.32) is tested.

The current saturation algorithm (CSA) [123] as explained in Chapter 2.3.1 in detail. The motivations for choosing RCS and $d$-axis priority based-CSA for comparison studies are; the former is the most commonly used current limitation method, and the latter is an emerging current limitation technique employed in virtual inertia applications. The system and controller parameters are provided in Table 4.2. The same system scenario with the Section 4.2.4.1 is implemented in this part. Even though the proposed method is stable for smaller damping gain ($K_D$), since the comparison methods need very high damping gain for stability, a larger damping gain ($K_D = 30000$ Nms) is used while taking the results for all three controllers. As shown in Figure 4.19, although all three methods maintain the stable operation of the system, only the proposed method can always guarantee the desired current-limiting property and damped system response, as shown in Figure 4.19a. Both the $d$-axis priority based-CSA and RCS violate the
(a) Time response of $P$, $Q$, $I_{\text{rms}}$ and $V_{dc}$ when the proposed controller is used

(b) Time response of $P$, $Q$, $I_{\text{rms}}$ and $V_{dc}$ when the $d$-axis priority based-current saturation algorithm in [123] is used

(c) Time response of $P$, $Q$, $I_{\text{rms}}$ and $V_{dc}$ when the reference current saturation method in [26] is used

Figure 4.19: HIL comparison results of a DER-sourced inverter under proposed and conventional current-limiting methods ([26] and [123]) when $K_D = 30000$ Nms, $K_J = 10$ kgm$^2$, and $K_T = 10$ Nm/V$^2$. 
current limit (9 A), when the grid fault occurs and is cleared as can be seen in Figures 4.19b and 4.19c, respectively. Besides, when the $P_s$ value is changed from positive to negative and from negative to positive, $d$-axis priority based-CSA method leads to an oscillatory response as illustrated in Figure 4.19b. Thus, it is verified that the proposed method can guarantee the current limitation and closed-loop system stability, when the gains are selected to satisfy (4.32), while the other methods fail to provide those properties throughout the entire operation.

4.3 Conclusions

In this Chapter, by considering the DC-link system dynamics, improved control techniques for grid-connected and RES-fed three-phase inverters were designed, rigorous stability analysis was realised, and extensive HIL results were provided to test the effectiveness of the proposed methods.

In the first section, an improved nonlinear controller is proposed for DER-sourced grid-connected VSCs. The proposed scheme uses DC-link voltage dynamics for inertia emulation and guarantees reliable operation under the balanced grid faults by limiting the inverter current. The current-limiting property is ensured via nonlinear control theory without using any saturation units or adaptive scheme for the first time for VI-based VSCs. Moreover, the entire system stability is investigated through small-signal analysis. The effectiveness of the proposed approach is verified with comprehensive simulation results. In the second section, the method proposed in the first section was further investigated and the closed-loop system stability has been rigorously proven using the singular perturbation theory, while analytic stability conditions, which guide the users for controller gain and reference power selections, were provided. The proposed method has been compared with the state-of-the-art current-limiting methods, and its superior features have been highlighted with extensive simulation studies. The stability conditions and dynamic performance of the proposed controller were also verified via comprehensive HIL results and compared to the existing techniques.
Chapter 5

Avoiding circulating current in AC microgrids

In order to provide higher-level power to both local loads and the utility grid, power electronic inverters (PEIs) are generally connected in parallel. Although the overload issue of inverter devices can be alleviated in parallel operations, circulating current or power problems can occur and lead to undesired circuit component heating, power inefficiency, and system instability, as mentioned in Chapter 2.3.2. Therefore, in this chapter, an AC microgrid consisting of paralleled three-phase inverters is investigated, and a nonlinear droop controller is proposed [196]. The purpose of the proposed controller is twofold: i) to avoid circulating power among the paralleled inverters and ii) to guarantee a current-limiting property at each inverter in both stand-alone and grid-connected modes, as well as during the transition between them. Contrary to the existing methods that utilize saturation blocks to limit the reference current value, the proposed controller limits the instantaneous value of the current even after extreme faults, i.e., short-circuits in both grid-connected and stand-alone cases. Moreover, after incorporating the proposed controller dynamics into the system, the entire microgrid small-signal stability analysis is investigated. In order to validate the effectiveness of the proposed controller, a microgrid, which includes three parallel three-phase inverters, is being tested via Matlab/Simulink software, and extensive simulation results are provided.

5.1 Background and motivations

Parallel operation of PEIs is preferred in microgrid applications, as the semiconductor components used in the PEIs have limited power ratings [197]. Although parallel
PEI operation has the advantage to avoid overloading individual inverters by achieving power and load sharing via droop control [11, 197], it can lead to undesired circulating power [126] and current [198] flows, especially in the GC to SA or SA to GC transitions and short-circuit faults, between different inverter units. Due to their simple logic and implementation, many droop control algorithms, such as virtual impedance-based droop, adaptive and robust droop [88], universal droop [93], and their improved versions [199, 200] have been proposed in the last decade. However, the droop method has an inherent inability to accurately share the load and power in parallel inverter applications in case of different line parameters without a control algorithm switch.

Ensuring the system stability in GC and SA operations and achieving smooth mode transitions are two critical issues for a reliable MG operation. In general, those issues can be achieved via various compensation methods, such as virtual impedance, droop coefficient, and control algorithm changes [201, 202]. However, the mentioned methods may lead to unacceptable voltage, frequency, and current fluctuations [203], which can damage the inverters, activate the protection relays, and eventually cause system instability.

In order to guarantee fail-safe operation and avoid transient instability phenomenon under large system faults, such as short-circuits, in RES or MG applications, every inverter in the system should be equipped with current-limiting algorithms [128, 130]. Besides, undesired circulating power between parallel inverters can lead to component overheating, reduced efficiency, instability [198], and DC-link voltage increase [125]. This issue is examined for SA mode parallel inverters in [198] via feeder impedance compensation and in [125] using proportional-derivative (PD) DC-link voltage controllers. Recently, a bounded integral controller (BIC) has been proposed and used to limit the system current of parallel inverters in SA mode [197]. However, GC operation and SA to GC or GC to SA transitions for parallel inverters have not been examined yet. Therefore, there is a need for a controller that can ensure the current-limiting property and prevent circulating power issues at the same time in parallel-connected DER operations. By integrating the universal droop control dynamics into the sl-PI controller and using a proportional DC-link controller, a simple method is proposed to achieve current limitation and maintain the DC-link voltage under the given limits at all times, including SA to GC and GC to SA transitions, and short-circuits in both SA and GC modes, in parallel three-phase inverter applications. Moreover, the small-signal stability of the entire closed-loop system equipped with the proposed controller is investigated. This process is explained step-by-step in the sequel.
Figure 5.1: The microgrid system under consideration.

5.2 Microgrid modeling

The system under consideration is a microgrid, which includes three parallel three-phase inverters connected to individual loads and a point of common coupling (PCC) via $L$ filters and lines, as depicted in Figure 5.1. The considered system topology is similar to [125], however, here, the grid-side is also regarded to examine the GC operation and transitions. The filter parasitic resistance and inductance are described as $R_f$ and $L_f$, while the line inductances and resistances between the inverters are shown as $L_{L1}$, $L_{L2}$, $R_{L1}$, $R_{L2}$, respectively. Individual resistive loads for each inverter are denoted as $R_{Load1}$, $R_{Load2}$, and $R_{Load3}$. The line between the PCC and main grid has a resistance $R_g$ and an inductance $L_g$, while grid-side $abc$ frame voltages are denoted as $v_{ga}$, $v_{gb}$, and $v_{gc}$, respectively. The DC side of the inverters includes a DC-source, a diode, and a capacitor ($C_{dc}$) as adopted in [205]. Common frame inverter voltages are given as $V_{Ai}$, $V_{Bi}$, and $V_{Ci}$, where $i$ denotes the inverter number. Following the analysis
from [204], the local frame inverter $dq$ voltages are obtained as

$$
\begin{bmatrix}
V_{dli} \\
V_{qli}
\end{bmatrix}
= \begin{bmatrix}
V_D \cos \delta_i + V_Q \sin \delta_i \\
-V_D \sin \delta_i + V_Q \cos \delta_i
\end{bmatrix},
$$

(5.1)

where $\delta_i = \theta_i - \theta_{com}$ denotes the phase angle difference between the inverter and common point. Then, the dynamic equations for each inverter in the local $dq$ frame are given as

$$
\begin{align*}
L_f \frac{di_{di}}{dt} &= -R_f i_{di} + \omega_i L_f i_{qi} - V_{dli} + V_{di} \\
L_f \frac{di_{qi}}{dt} &= -R_f i_{qi} - \omega_i L_f i_{di} - V_{qli} + V_{qi}
\end{align*}
$$

(5.2) \quad (5.3)

where $i_{di}, i_{qi}$ and $V_{di}, V_{qi}$ represent the local $dq$ frame inverter currents and voltages, while $\omega_i = \dot{\theta}_i$ is the angular frequency of the inverter. Hence, using (5.1) and local frame inverter currents, the inverter active and reactive power can be calculated as

$$
\begin{align*}
P_i &= \frac{3}{2} \left[ \cos \delta_i (V_D i_{di} + V_Q i_{qi}) + \sin \delta_i (V_Q i_{di} - V_D i_{qi}) \right] \\
Q_i &= \frac{3}{2} \left[ \cos \delta_i (V_Q i_{di} - V_D i_{qi}) - \sin \delta_i (V_D i_{di} + V_Q i_{qi}) \right].
\end{align*}
$$

(5.4)

As can be seen from (5.4), the power equations include nonlinear terms. Therefore, any control effort including the widely accepted droop and PI controls will make the closed-loop system nonlinear. In that case, since the linear controllers may not guarantee the stable and reliable operation, especially under large system faults, i.e., short-circuits and transitions, nonlinear controllers should be designed. To this end, in the following part, a nonlinear controller is proposed to guarantee the current-limiting property for each inverter at all times, including the large system faults, while also preventing the circulating power via the DC-link voltage control.

**Remark:** Although the filter inductances and parasitic resistances of the inverters are given as equal in the system modelling, they can have different values in practice. In that case, only the numerical values in the Jacobian matrix will change. However, the current-limiting and circulating power prevention properties offered in this section will still hold for the microgrid.
5.3 The proposed current-limiting and DC-link controllers

In this part, the design steps for the proposed controller are explained in detail. With the application of universal droop control, the current-limiting property is achieved by embedding $P \sim V$ droop equations into the nonlinear sl-PI controller and the circulating power issue is resolved with the integration of proportional DC-link controller into the $Q \sim -\omega$ droop equations. Local inverter current is aligned with the $d$-axis for a simple implementation and closed-loop stability analysis as in [152], opposed to the common approaches [26], which align the inverter voltage with the $d$-axis. Thus, the inverter side local $dq$ frame voltages (before the filter) are designed as control inputs and take the form

$$V_{di} = V_{dli} + E_{maxi} \sin \sigma_i - r_{vi}i_{di} - \omega_i L_f i_{qi}$$ (5.5)
$$V_{qi} = V_{qli} - r_{vi}i_{qi} + \omega_i L_f i_{di}$$ (5.6)

where $E_{maxi}$ and $r_{vi}$ are the sl-PI controller parameters and denoted as virtual voltage and resistor, respectively. $\omega_i L_f i_{di}$ and $\omega_i L_f i_{qi}$ represent the decoupling terms, and $\sigma_i$ is the sl-PI controller state, which is designed to include $P \sim V$ droop dynamics as below

$$\dot{\sigma}_i = \frac{c_i}{E_{maxi}} \left[ (\sqrt{2}E^* - V_{maxi}) - n_i(P_i - P_{seti}) \right] \cos \sigma_i$$ (5.7)

where $c_i$ is the positive sl-PI controller gain. As proven in [181], if the initial condition of the controller state $\sigma_i$ is selected as $\sigma_{i0} \in [-\frac{\pi}{2}, \frac{\pi}{2}]$, it is guaranteed that $\sigma_i(t) \in [-\frac{\pi}{2}, \frac{\pi}{2}] \ \forall t \geq 0$. Besides, contrary to traditional saturated PI controllers, the anti-windup property is inherently achieved with the proposed method, since the integration is decelerated near the maximum values, i.e., when $\sigma_i \rightarrow \pm \frac{\pi}{2}$, $\dot{\sigma}_i \rightarrow 0$.

Furthermore, the $P \sim V$ droop control is realised via regulating $(\sqrt{2}E^* - V_{maxi}) - n_i(P_i - P_{seti})$ to zero with the integration property of the sl-PI controller. In the droop expression, $\sqrt{2}E^*$ defines the nominal maximum common frame inverter voltage, $V_{maxi}$ is the maximum common frame inverter voltage computed as $V_{maxi} = \sqrt{V_{Di}^2 + V_{Qi}^2}$, $P_{seti}$ and $n_i$ are the active power reference value and the active power droop coefficient, respectively.

The closed-loop system dynamics can be obtained by replacing the controller
dynamics (5.5)-(5.6) into the system dynamics (5.2)-(5.3) as below

\[
\begin{align*}
L_f \frac{di_d}{dt} &= -(R_f + r_v)i_d + E_{\text{max}} \sin \sigma_i \tag{5.8} \\
L_f \frac{di_q}{dt} &= -(R_f + r_v)i_q \tag{5.9}
\end{align*}
\]

As one can understand from (5.9), if initially \(i_q(0) = 0\), then \(i_q(t) = 0, \forall t \geq 0\). Thus, the analytic solution of (5.9) is obtained as:

\[
i_q(t) = i_q(0) e^{-\frac{(R_f + r_v)}{L_f} t}.
\]

To this end, in order to guarantee the inverter current limitation, the sl-PI controller parameters can be chosen as \(E_{\text{max}} = (r_v + R_f)I_{\text{di}}^{\text{max}}\), where \(I_{\text{di}}^{\text{max}} = \sqrt{2}I_{\text{rms}}^{\text{di}}\) and \(I_{\text{rms}}^{\text{di}}\) is the RMS current limit provided by the inverter producers. Particularly, \(d\)-axis current \(i_d\) and the sl-PI controller state \(\sigma_i\) remain in the intervals \([-\sqrt{2}I_{\text{rms}}^{\text{di}}, \sqrt{2}I_{\text{rms}}^{\text{di}}]\) and \([-\frac{\pi}{2}, \frac{\pi}{2}]\) for \(\forall t \geq 0\), respectively as proven in [151]. It is important to note that the current limitation is ensured for the original nonlinear system and independently of the large-signal system faults, including short-circuits and transitions. It is suggested that the readers refer to [181] for the controller state-limiting property proven via nonlinear control theory.

Since it is proven that \(q\)-axis inverter current is always zero, the power expressions (5.4) can be simplified as

\[
\begin{align*}
P_i &= \frac{3}{2} (V_{d_i} \cos \delta_i + V_{q_i} \sin \delta_i) i_d \\
Q_i &= \frac{3}{2} (V_{q_i} \cos \delta_i - V_{d_i} \sin \delta_i) i_d. 
\end{align*}
\]

The angular frequency dynamics, which are necessary for \(abc\) to \(dq\) transformations are designed to include \(Q \sim -\omega\) and proportional DC-link controller as

\[
\omega_i = \omega^* + m_i (Q_i - Q_{\text{set}}) - k_{pi} (V_{dci} - V_{dcref}) \tag{5.11}
\]

where \(\omega^*, m_i, Q_{\text{set}}, k_{pi}\), and \(V_{dcref}\) are the nominal angular frequency, reactive power droop coefficient, reactive power set value, DC-link proportional controller gain, and reference DC-link voltage, respectively.

### 5.4 Closed-loop small-signal stability analysis

Although the current-limiting property for the parallel-operated three-phase inverters is ensured in the previous part, the closed-loop stability of the entire system equipped with the proposed controller has not been investigated yet. Hence, here, the main focus
is to examine the stability of $i$ number of parallel inverters. Since it is ensured with the controller design that the $q$-axis inverter current is zero at all times, (5.9) can be omitted from the closed-loop system analysis as it has been already investigated, separately. In order to provide a simple stability framework, the line and capacitor dynamics are ignored in this section. Considering (5.7)-(5.8), $\dot{\delta}_i = \omega_i - \omega_{com}$, and DC-link voltage dynamics in [205], the closed-loop state vector is constructed as $x_i = [i_{di} \sigma_i V_{dci} \delta_i]^T$. Root locus analysis can be realised for the entire system by calculating the equilibrium points using (5.7), (5.8), and (5.11) as $x_{ei} = [i_{dei} \sigma_{ei} V_{deci} \delta_{ei}]^T$, where $\sigma_{ei} \in (-\frac{\pi}{2}, \frac{\pi}{2})$, and by linearizing (5.7)-(5.8) and (5.10)-(5.11) and considering constant (or piecewise constant) PCC voltage $V_{maxi}$. Thus, the closed-loop system Jacobian matrix can be computed as (5.12) for every inverter $i$. As a result, the asymptotic stability of the given equilibrium point of the closed-loop system will be guaranteed, if all system

Figure 5.2: Closed-loop eigenvalue spectrum of inverter 1 as a function of active power droop coefficient $n_1$:

$$\frac{0.01\sqrt{2}E^*}{S_{max}} \leq n_1 \leq \frac{0.3\sqrt{2}E^*}{S_{max}}$$

Table 5.1: Simulated AC-MG system and controller parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
<th>Parameters</th>
<th>Values</th>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{set1}$</td>
<td>20kW</td>
<td>$P_{set2}$</td>
<td>10kW</td>
<td>$P_{set3}$</td>
<td>6.5kW</td>
</tr>
<tr>
<td>$Q_{set1}$</td>
<td>0VAR</td>
<td>$Q_{set2}$</td>
<td>0VAR</td>
<td>$Q_{set3}$</td>
<td>0VAR</td>
</tr>
<tr>
<td>$R_{Load1}$</td>
<td>25Ω</td>
<td>$R_{Load2}$</td>
<td>20Ω</td>
<td>$R_{Load3}$</td>
<td>38Ω</td>
</tr>
<tr>
<td>$L_f$</td>
<td>2mH</td>
<td>$R_f$</td>
<td>0.1Ω</td>
<td>n</td>
<td>0.00104</td>
</tr>
<tr>
<td>$m$</td>
<td>$1.047 \times 10^{-4}$</td>
<td>$E^*$</td>
<td>220V</td>
<td>$f^*$</td>
<td>50Hz</td>
</tr>
<tr>
<td>$V_{dcref}$</td>
<td>750V</td>
<td>$R_1$</td>
<td>0.23Ω</td>
<td>$L_1$</td>
<td>0.32mH</td>
</tr>
<tr>
<td>$R_2$</td>
<td>0.35Ω</td>
<td>$L_2$</td>
<td>1.85mH</td>
<td>$k_p$</td>
<td>30</td>
</tr>
<tr>
<td>$C_{dc}$</td>
<td>1.1mF</td>
<td>$m_L$</td>
<td>$6.5 \times 10^{-4}$</td>
<td>$c$</td>
<td>50000</td>
</tr>
<tr>
<td>$\omega^*$</td>
<td>$2\pi f^*$</td>
<td>$r_v$</td>
<td>50Ω</td>
<td>$I_{max}^d$</td>
<td>67.276A</td>
</tr>
<tr>
<td>$R_g$</td>
<td>0.5Ω</td>
<td>$L_g$</td>
<td>2.2mH</td>
<td>$S_{max}$</td>
<td>30kVA</td>
</tr>
</tbody>
</table>
eigenvalues are in left half plane.

\[
J_i = \begin{bmatrix}
\frac{(r_{vi}+R_f)}{L_f} & \frac{E_{maxi} \cos \sigma_{ei}}{L_f} & 0 & 0 \\
-A_i B_i & 0 & 0 & -A_i C_i i_{dei} \\
\frac{3m_i}{C_{dc}} B_i & 0 & 0 & \frac{3m_i}{2 C_{dc}} C_i \\
\frac{3m_i}{2} C_i & 0 & -m_i k_p & -\frac{3m_i}{2} i_{Phi} B_i
\end{bmatrix}_{4i \times 4i}
\] (5.12)

where \( A_i = \frac{3V_{dc} \cos \sigma_ei}{2 E_{maxi}}, \ B_i = (V_{Di} \cos \delta_{ei} + V_{Qi} \sin \delta_{ei}), \ C_i = (V_{Qi} \cos \delta_{ei} - V_{Di} \sin \delta_{ei}), \) and \( m_L \) is the \( V_{dc} \) linearization coefficient and can be calculated as \( \frac{1}{2 V_{dc ref}} \) as explained in [205].

In Figure 5.2, the eigenvalue spectrum of closed-loop system for inverter 1 is demonstrated by changing the active power droop coefficient \( n_1 \) between 1% and 30%. The system and controller parameters used to plot the eigenvalue spectrum are given in Table 5.1. As it is clear from Figure 5.2, all eigenvalues are in left half plane. Similarly, one can test the eigenvalue spectrum of the other two inverters and realise that all eigenvalues are also located at the left half plane. Thus, the considered equilibrium point of the closed-loop system is asymptotically stable.

### 5.5 Simulation results

In order to test the proposed current-limiting controller performance, a microgrid, which has three parallel-connected three-phase inverters as in [125] and [204] is designed in the Matlab/Simulink software. Contrary to [125] and [204], which have examined only SA inverter operation and have not considered the current limitation issue, here, both the GC case and the SA to GC and GC to SA transitions are investigated. Simulated system and controller parameters are provided in Table 5.1. The simulation starts in SA case (isolation switch is open) and the system is quickly regulated to the steady-state values as shown in Figures 5.3 and 5.4 without any over-current problem as seen in Figures 5.5 and 5.6.

Between \( t = 0.5s \) and \( t = 0.6s \), 0.01Ω load is connected in parallel to \( R_{Load1} \) to test the SA case short-circuit performance of the proposed controller. Although there is a transient peak in the reactive powers (Figure 5.4), the frequencies (Figure 5.7), and the maximum voltages (Figure 5.9) at the fault recovery time instant, those do not affect the current-limiting property as illustrated in Figures 5.5 and 5.6. Even after a large fault, the system responds very quickly and almost immediately reaches to the steady-state. At \( t = 1s \), isolation switch is closed and grid connection is realised. As
can be seen from Figures 5.6, 5.7, and 5.9, no current, frequency, and voltage overshoot is induced and connection is achieved very smoothly. Between $t = 1.5s$ and $t = 1.7s$, a grid short-circuit fault is applied to the system. Even in this extreme fault, the current-limiting property holds as shown in Figures 5.5 and 5.6. It is important to note that voltage peaks can appear during the transients of short-circuit faults in both SA and GC cases as shown in Figure 5.9. This issue should be considered if the application requires lower voltage peaks, and hardware or software filters can be used to avoid them. In that case, further stability analysis may be required to understand how the microgrid will be affected. Figure 5.6 justifies that the inverter current is aligned to $d$-axis ($i_{qi} = 0$) and this property is not influenced by the large system faults. DC voltage of the inverters is provided in Figure 5.8. The transient changes in the DC-link voltages
Figure 5.5: RMS currents of three parallel-connected three-phase inverters

Figure 5.6: $dq$ frame currents of three parallel-connected three-phase inverters

are also acceptable, since the circuit components can tolerate small overshoots. At $t = 2.5s$, GC to SA transition is conducted, and all figures support that the transition is achieved smoothly without any over-current or voltage encounters. At $t = 3s$, the simulation ends. If one wants to check the steady-state values of active powers and voltages according to the $P \sim V$ droop equation, zoomed maximum voltage in Figure 5.9 can be used as a reference. To this end, the effectiveness of proposed controller is demonstrated with extensive simulation studies under several different scenarios that include both normal and faulty conditions.
Figure 5.7: Frequencies of three parallel-connected three-phase inverters

Figure 5.8: DC voltages of three parallel-connected three-phase inverters
Figure 5.9: The maximum value of the PCC voltages of three parallel-connected three-phase inverters
5.6 Conclusions

In this Chapter, a nonlinear droop controller is proposed for parallel operated three-phase inverters. The proposed method can limit the inverter current via the sl-PI controller and prevent circulating power via DC-link voltage control at all times, including short-circuit in SA and GC cases, and transitions. The closed-loop stability is investigated using small-signal modeling and root locus analysis of the system has been demonstrated. The proposed controller performance is verified through extensive simulation results.
Chapter 6

Conclusions and future work

6.1 Conclusions

Since the main components of conventional grid systems, which are synchronous generators, are gradually being replaced by renewable energy resources, power balance, voltage and frequency stability, active and reactive power control should be ensured by the control algorithms of power converter devices to enable reliable and sustainable future power grid operations. Besides, power converters are semiconductor switch-based devices, and they should be protected against high currents and undesired circulating powers. Therefore, in this thesis, the main aim has been to propose advanced control techniques for three-phase inverter-based DER systems and microgrids by considering both grid-connected and islanded applications. The developed control schemes can guide the potential users in their power converter designs and therefore contribute to the renewable energy integration efforts.

In the design process of these advanced controllers, the recently proposed bounded integral control and state-limiting PI control concepts have been formulated to implement virtual synchronous control and droop controllers, such as traditional droop ($P \sim \omega / Q \sim V$) and inverse droop ($P \sim V / Q \sim -\omega$). The reason of employing different droop control techniques was to demonstrate that the proposed controllers can work independently of the output impedances of the power converters. Thus, the users can have the opportunity of choosing whichever droop relationship they need for their specific applications.

The proposed methods have been arranged to achieve accurate power control, current limitation, virtual inertia emulation, and circulating current prevention. The closed-loop stability of the three-phase inverter systems have been analytically examined and they have been verified via simulation and experimental studies under severe
system faults, such as voltage sags and short-circuits. Although various grid fault cases have been tested in validation studies, the stability analysis has been conducted assuming a stiff grid throughout the thesis. Furthermore, the applicability of inverter devices equipped with the proposed techniques to the modern power networks has been demonstrated considering up-to-date grid code requirements. In the following part, the main contributions offered in every chapter of this thesis have been outlined.

Chapter 3 was divided into three sections, and every section focused on designing advanced nonlinear controllers to solve specific issues in three-phase grid-connected inverters. In the first section, motivated by the bounded integral control concept, a nonlinear current-limiting droop controller for a three-phase inverter connected to the grid through an LCL filter was proposed. The controller design steps and analytic current-limiting proof were clearly explained. Active and reactive power regulation, droop control, and grid-side current limitation capabilities of the proposed controller were verified via extensive simulation results. In the second section, the main aim was to design a novel nonlinear PLL-less current-limiting controller for a three-phase grid-connected inverter employing bounded integral control concept. Considering the nonlinear dynamics of the system, the current-limiting property was proven for the inverter current using nonlinear control theory. Besides, the closed-loop system stability was investigated via small-signal analysis. The voltage and frequency support abilities of the proposed controller and its stability properties were validated via detailed simulation results. In the first two sections, although the system stability was examined at some level, analytic stability conditions were not provided, and experimental studies were not realised. Therefore, in the third section, using the state-limiting PI control structure, which introduces less controller state and leads to easier controller implementation, a novel nonlinear current-limiting droop controller for three-phase grid-connected inverters was proposed as an improvement to the method introduced in section two. The inverter RMS current was proven to be limited for the first time through a rigorous analysis based on invariant set theory without requiring saturation units. A detailed mathematical proof of the closed-loop asymptotic system stability was presented to provide useful guidance on the selection of the controller parameters for the control implementation. The superior features offered by the proposed controller compared to the existing current-limiting methods were emphasized via extensive comparison studies. The theoretical contributions and the effectiveness of the proposed control scheme were confirmed using an experimental setup under both normal and faulty grid conditions.

In Chapter 4, the DC-link voltage dynamics were integrated into the three-phase
inverter system to provide virtual inertia for power balance and stability improvement. This chapter was composed of two sections. In the first section, an improved nonlinear controller was proposed to guarantee reliable DER operation under the balanced grid faults both by limiting the inverter current and by considering the DC-link voltage dynamics for inertia emulation. The current-limiting property was ensured for the first time for virtual inertia integrated inverters. The system stability was investigated through small-signal analysis, and the effectiveness of the proposed approach was verified with extensive simulation results. However, rigorous closed-loop stability analysis and experimental results were not provided. Therefore, in the second section, the method introduced in the previous section was further investigated. The RMS current-limiting property was guaranteed during the entire operation, even under severe balanced voltage sags, independently from the controller and DC-link dynamics without the need for an algorithm change or saturation units. The closed-loop system stability was rigorously proven using the singular perturbation theory, while analytic stability conditions, which guide the potential users for controller gain, reference power, and system parameter selections, were provided. The proposed method has been compared with the state-of-the-art current-limiting methods, and its superior features have been highlighted with extensive simulation studies. The stability conditions and dynamic performance of the proposed controller were also verified via comprehensive HIL results and compared to the existing techniques.

In Chapter 5, a nonlinear droop controller was proposed for parallel-connected three-phase inverters. The proposed method can limit the inverter current via the state-limiting PI controller and prevent circulating power via DC-link voltage control at all times, including short-circuits in SA and GC cases and transitions. The closed-loop stability was examined using small-signal analysis, and the root locus of the system was provided. The proposed controller performance was verified through extensive simulation results.

6.2 Future work

Although several control algorithm related issues of three-phase grid-connected inverters and microgrids have been addressed, theoretically proven, and experimentally tested in this thesis, future studies can focus to further extend the proposed methods. In the following part, some suggestions for future research directions have been provided.

- The methods proposed in Chapter 3 have not considered the unbalanced grid fault cases, which can occur due to the various load characteristics in future
power networks. Therefore, it might be useful to investigate the unbalanced fault cases both theoretically and experimentally.

- While testing the methods offered in this thesis, the effect of the grid-side line has not been experimentally examined. Although the proposed controllers can ensure current-limiting property independently of the line parameters, current and voltage waveforms can be distorted due to line characteristics. In future studies, the lines with different short-circuit ratios can be considered, and their effect on system stability can be investigated.

- In Chapter 4, virtual synchronous control and state-limiting PI controller have been combined to provide virtual inertia and current limitation capabilities to the DER applications. In order to further explore the dynamic properties of state-limiting PI controller in VSG applications, it can be combined with other VSG methods, such as virtual oscillator control and virtual synchronous machines.

- In Chapter 5, the line and load dynamics have not been included in the stability analysis for simplicity. Besides, in the islanded case, only the resistive load was used, but in reality, complex loads, such as constant power loads, can exist. Therefore, in future studies, full system model can be considered with the line and complex load dynamics, and interesting stability conditions can be obtained. Finally, the proposed method can be experimentally tested for further validation.

- The dynamic properties of both bounded integral and state-limiting PI controllers can be further explored to employ them as synchronization algorithms in grid-connected applications.

- The methods proposed in this thesis focused only on the primary level of hierarchical control structure. Higher-level controllers with low bandwidth communication structures can be designed for optimal power transfer purposes.
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