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Abstract

Quantum target detection forms a particular subset of quantum sensing protocols whereby
one’s task is to determine whether or not a target is present within some region of interest.
The goal is to outperform the corresponding optimal classical protocol, establishing a quan-
tum advantage. Such an advantage arises from phenomena native to quantum mechanics
allowing for measurement sensitivities otherwise impossible when one is restricted to purely
classical means.

This thesis studies the potential of quantum target detection starting with the quantum
illumination protocol and outlining the landscape of potential future research. Later chapters
provide theoretical contributions addressing the many challenges associated with quantum
illumination, particularly at the microwave, in turn.

Through the study of generic Gaussian sources, we show that maximal entanglement is
not strictly necessary to achieve a quantum advantage, significantly reducing the experimen-
tal burden of source generation. Microwave operation brings a unique set of experimental
challenges regarding source generation, detection and idler storage. These challenges also
apply to coherent states for which we provide analyses of true classical benchmarks for the
microwave. We study the potential of immediate idler measurement, only storing classi-
cal outcomes for later recombination with signal outcomes in post-processing. The effective
signal-to-noise ratio is derived, assuming the simulation of a phase-conjugating receiver, which
may be readily adapted to include noise from arbitrary measurements. We proceed to study
the effect of a non-deterministic noiseless linear amplifier at the detection stage showing a
significant improvement in error exponent compared to un-amplified protocols, retaining a
quantum advantage. Channel position finding is considered in an attempt to extend quan-
tum illumination to target metrology. We show a quantum advantage across a wide class of
states constrained to at most one single photon per mode and study its potential in quantum
illumination-based quantum target ranging.
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1 Introduction

1.1 Motivation

Quantum technologies involve the direct use of quantum-mechanical phenomena to achieve
results from quantum states that are not possible with classical matter. The field provides a
large, complex landscape for research and engineering with a wide range of practical appli-
cations such as quantum computing, quantum cryptography, quantum sensing and quantum
metrology.

Research into the wide variety of technological applications of quantum systems relies on
the study of the interactions of these systems both with others and external factors and, as
such, can be utilised for building ultimate sensors on the nanoscale. Interactions between
several distinct quantum states are of particular importance as the behaviour can lead to
the realisation of a so-called entangled state whose quantum mechanical correlations, with
no classical counterpart, are the key ingredient for promised speed-up in quantum informa-
tion processing and unprecedented resolution in measurement sensitivity. These quantum
correlations can be exploited for metrological purposes to provide unparalleled resolution
and sensitivities per sensor volume. Increased capability for the observation of many-body
quantum systems over recent decades has allowed for sensing beyond previous limitations
and within this quantum regime are promised sensitivities scaling with sensor size beyond
the shot noise limit (∝ 1/

√
N) with Heisenberg scaling (∝ 1/N).

The possibility of realising practical sensing applications of quantum technologies appears
to be much more tangible within the near future compared with other implementations, which
require simultaneous control with high precision over many distinct quantum states, currently
out of reach. Recent years have seen exciting results from the exploitation of non-classical
states of radiation in theoretical and experimental quantum technologies [7–10]. One example
of this, also the topic of this thesis, is quantum target detection in which the exploitation of
quantum mechanical phenomena affords a theoretical quantum advantage in detection capa-
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1 Introduction

bilities. Such a task has fundamental links to a plethora of other quantum sensing protocols
(see [11] for a recent review of these topics), including quantum ranging, quantum spec-
troscopy and, of course, quantum illumination (QI). The latter of which, otherwise called
quantum radar, is an entanglement-based quantum target detection scheme promising signif-
icant improvements in target detection over not only currently used classical radar systems,
but any other classical, coherent state protocols. Forming the first method for microwave
quantum target detection, it will also be the primary scheme studied within this work.

1.1.1 Quantum target detection, quantum illumination and quantum radar:
What’s the difference?

Before continuing, it is worth defining what we mean by quantum target detection, quantum
illumination and quantum radar as they are used throughout this thesis. Often these terms
are used interchangeably leading to confusion regarding what they actually refer to. Note
that the concepts discussed here, and the remainder of this chapter, will be further explored
in more technological depth later in this thesis, particularly in Chaps. 2 and 3.

Quantum target detection is any protocol which makes use of some aspect of quantum
mechanics to perform the task of target detection. That is, given some region of interest,
determining whether or not a target is present there. The “quantumness” can reside in any
part of the protocol, be it the source used for probing the target region, or the receiver used
to perform decision-making (see also Sec. 3.2).

Quantum illumination (QI) forms a particular subset of quantum target detection protocols
based on entanglement. Entanglement is a unique feature of quantum mechanics, which
Einstein popularly referred to as “spooky action at a distance”, whereby two distinct objects
can instantaneously possess information about each other even when separated at a great
distance. In QI, the probing source is entangled with the receiver, such that by the time
decision-making occurs, the receiver “knows”, through entanglement, additional information
about what has happened to the source during its employment.

Quantum radar refers to the specific application of some quantum target detection protocols
within the microwave domain. Such an application is of particular interest since the potential
advantage in detection afforded by QI is maximal when there is a lot of noise present, a regime
which occurs naturally in the microwave due to the cosmic microwave background. Note that
while, so far, the majority of quantum radar research has been in the context of QI, it is not
strictly the case that quantum radar implies the use of QI.

2



1.1 Motivation

1.1.2 Principles of classical radar theory

Radar is a sensing technology originally developed during the first half of the 20th century,
mostly just after the end of the First World War, even though reflection of radio waves by
solid objects was first observed by Heinrich Hertz in 1886 [12]. The first pulse-based radar
system was developed by the US Naval Research Laboratory in 1934, able to detect and
estimate the range of a target. Radar has become a major field of research and development
for all major military powers, but the basic principles underlying current, classical systems
have not changed since their inception and beginnings of widespread use more than 50 years
ago.

The generic operation of a classical monostatic, with co-locating transmitter/receiver, radar
system is shown in Fig. 1.1. The transmitter emits an electromagnetic pulse of power, Ptx,
towards the target located a distance RT away. The antenna does not emit radiation isotrop-
ically; it is instead usually emitted as a narrow beam with an additional element of direc-
tionality given by the transmitter gain, Gtx. The gain is generally a function of spherical
coordinates θ and ϕ and is a product of two terms that determine actual transmitted power:
1) the efficiency of the radar in generating a transmission signal from its input, and 2) the
directivity of the antenna in terms of the actual outgoing beam. Directivity is calculated
such that a perfectly isotropic antenna will have directivity of 1 in all directions and, even
for those that are not isotropic (as in the case of pencil and fan beams), the mean directivity
is still always 1 but varies with direction. This multiplicative factor constituting the antenna
gain is used to obtain the total transmitted power in the target’s direction, PtxGtx (assuming
the peak gain is in the direction of the target). The emitted electromagnetic pulse, after
reflection off the target, arrives back at the receiver after a time, ∆t, which can be used to
compute the target range,

R = c∆t
2 , (1.1)

where c is the speed of light in a vacuum.

Generally speaking, however, most of the emitted energy is lost during the process. This is
due to attenuation factors associated with the medium through which the pulse propagates,
and also the reflectivity of the target itself, dependent on both its material and geometry. As
a result, the total power density incident on the target is given by

WT = PtxGtxF
2

4πR2
T

, (1.2)

where F ∈ [0, 1] is a form factor describing the transmissivity of the space between the

3



1 Introduction

FIG. 1.1: Schematics of a generic, monostatic classical radar system. First, a radar transmitter,
characterised by its transmitted power, Ptx, and gain, Gtx, sends electromagnetic pulse towards a
target region at a distance, RT. If the target is present, a proportion of this wave with power, Pr, is
reflected back towards the radar receiver, arriving there after a time, ∆t.

radar and the target, and the additional factor of 1/4πR2
T describes the loss due to the pulse

propagating as a spherical wave.

The reflectivity of the target, described by a single term called the radar cross-section,
σ, describes the proportion of incident power that is subsequently scattered. This then
propagates back towards the receiver such that the total power density arriving back at the
receiver is given by

Wr = PtxGtxσF
4

(4π)2R4
T

= Pr
ar
, (1.3)

where Pr is the power arriving at the receiver and ar is the receiver’s collecting area. Thus
we arrive at the radar equation [13],

Pr = PtxGtxarσF
4

(4π)2R4
T

, (1.4)

by which current state of the art classical radar systems and their performances are modelled.

The signal-to-noise ratio (SNR)

Sensitivity to thermal noise poses limitations on the strength of target signals detectable by
the radar receiver [14, 15]. Arising from electronic noise intrinsic to the radar system, also
called Johnson–Nyquist noise, its total associated power is given by

Pn = kBTBnFn, (1.5)
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1.1 Motivation

where kB is Boltzmann’s constant, T is the system’s operating temperature, Bn is the re-
ceiver’s bandwidth and Fn is a dimensionless constant expressing the variation of the true
noise characteristics from that of an ideal black body.

Eq. (1.5) allows us to define the signal-to-noise ratio (SNR) as

SNR = Pr
Pn

= PtxGtxarσF
4

(4π)2R4
TkBTBnFn

. (1.6)

The collecting area of the receiver, ar, can be expressed in terms of a receiver gain, Gr =
4πar/λ

2, allowing us to rewrite Eq. (1.6) as

SNR = PtxGtxGrλ
2σF 4

(4π)3R4kBTBnFn
. (1.7)

Since the SNR always has a finite value, from Eq. (1.7) there exists a minimum detectable
signal, SNRmin, which must exceed the system’s noise floor. This in turn corresponds to a
maximum detection range,

Rmax ≃
(

PtxGtxGrλ
2σF 4

(4π)3kBTBnFnSNRmin

)1/4

, (1.8)

where SNRmin is typically of the order of 10-20 dB [15].

Radar countermeasures: clutter and jamming

Of course, countermeasures exist to defend against radar detection which may be either
passive or active. Clutter occurs when signals are received from unwanted, naturally occurring
sources such as non-target surfaces and atmospheric reflections causing interference in the
received signal that can potentially obscure a target. This can be further enhanced by a
passive jamming technique where the radar’s own signal is reflected back in a diffuse form to
magnify the effect of interference that would already be present.

Active jamming is a form of electronic countermeasure where signals are actively transmit-
ted in order to disrupt radar performance. In its simplest form, radiation within the radar’s
operating bandwidth is transmitted to artificially increase the level of noise against which
the target must be detected. More complicated techniques exist where the transmitted radar
waveform is digitally sampled, modified and re-transmitted in order to deceptively create
false targets, disrupting the radar’s tracking capabilities as opposed to its detection capacity.
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Classical hypothesis testing

Hypothesis testing [16] is a standard problem in statistics and information theory [17] in
order to decide between two alternative explanations for observed data patterns. The desire
to be able to make decisions, and quantify one’s capability of making said decisions correctly,
based on a signal of interest using noisy measurements is of great interest with applications
ranging from radar and sonar to communications and biomedicine. As a result, statistical
tools exist to enable systematic solutions and optimal design. For QI, performance at this task
is quantified in terms of the probability of the protocol’s final decision being incorrect, while
at present a fundamental determinant of the quality of many classical radar signal processing
operations is the SNR and, as a result, the radar cross-section. If the quantum protocol is to
be adopted on an industrial scale, these figures of merit ought to be translated across regimes
(quantum to classical, and vice versa) so that properly considered comparisons can be drawn
between performances also relative to practical aspects of their implementations as well.

Radar detection entails, with the view of best describing a detected signal, making a
decision between two possible explanatory hypotheses: 1) H0: target is absent, the null
hypothesis, and 2) H1: the target is present, the alternative hypothesis [12]. This simple
example of a binary decision task has been the subject of many studies and its analysis
begins with the definition of probability density functions (pdfs) describing the measurement
to be tested under each of the two available hypotheses. Supposing the sample to be tested
is denoted x, then we need two pdfs:

px(x|H0) = pdf of x given that the target was absent,

px(x|H1) = pdf of x given that the target was present,
(1.9)

which may be generalised to the M -dimensional joint pdfs px(x|H0) and px(x|H1) for a
detection problem based on M i.i.d samples of data xn forming the sample vector x ≡
[x1 . . . xM ]T , with n = 1, . . . ,M .

The underlying problem is reliant on the proper modelling of these two functions and
their estimates are in turn reliant on the system and parameters governing the scenario
in question. Optimal design depends on the ability to reliably tune these pdfs to obtain
favourable outcomes in terms of desired radar detection performance capabilities. Based on
the above pdfs, we may define the following probabilities of interest:

• Probability of detection, Pdet,
The probability of a target being correctly declared present, P (H1|H1);
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1.1 Motivation

• Probability of false alarm (Type I error), Pfa,
The probability of a target being incorrectly declared present, P (H1|H0);

• Probability of mis-detection (Type II error), Pmiss,
The probability of a target being incorrectly declared absent, P (H0|H1).

Optimisation of these probabilities can be carried out in a range of ways based on the rules
one wishes to follow for decision making, which may also be situation dependent. In radar, a
common choice is the Neyman-Pearson criterion in which the probability of detection, Pdet,
is maximised under the constraint that the Type II false alarm probability does not exceed
some predetermined, tolerable value. The overall diagnostic capability of binary classifiers,
such as radars, can be evaluated by the construction of a receiver operating characteristic
(ROC) curve. This graphically plots the true detection rate Pdet against the false alarm rate
which is generally fixed as part of the system specifications [12], and shows the trade-off
between sensitivity (Pdet) and specificity (1-Pfa). A commonly used measure of performance
is given by the area under the curve, which may be interpreted as the probability that the
model ranks a random positive example more highly than a random negative example.

The desire for improved radar systems is necessary for performance advantages in a wide
range of applications from the military to space exploration. As a result, it is a natural
progression for research in the exploitation of quantum states for sensing and detection to be
extended to this field.

1.1.3 Quantum radar

Quantum radar is a form of quantum sensing that has garnered a great deal of attention
over recent years [18–21]. Initially proposed in the form of QI, it promises to outperform
classical counterparts, particularly in areas where they fall short, owing to the fact that the
purely quantum mechanical phenomenon of entanglement is initially present in the system.
In particular, it promises to do so even under circumstances where classical radar capabilities
are known to be limited, that is, in cases of:

(i) Low reflectivity, as in the use of stealth technology where the reflectivity is carefully
managed across angles;

(ii) Long range, owing to the presence of a minimum possible signal-to-noise ratio due to
the system’s intrinsic electronic noise (see Eq. (1.5));

(iii) Lossy, noisy environment, consisting of thermal background, clutter and electronic coun-
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1 Entangle Signal and Idler mode pairs

2 Send Signal, retain Idler SOURCE

3 Collect Return = Noise + Signal (?)

4 Measure Idler with Return

5 Detect: (i) Correlations ⇒ Target Present
(ii) No correlations ⇒ Target Absent

FIG. 1.2: The basic elements of the quantum illumination protocol.

termeasure contributions.

The final point, the case of a lossy, noisy environment is particularly interesting with respect
to the QI advantage. Typically, in any quantum protocol, the presence of environmental
interactions that result in decoherence, is detrimental to the task at hand. Remarkably,
for QI, the merits of the overall results persist despite the loss of entanglement during the
process. Even though the final measurement is made on mode pairs that are no longer
maximally correlated, the fact that those correlations existed at the beginning is enough to
ensure that the correlations survive at a high enough level throughout in order to achieve the
necessary advantage to out-compete the classical protocol.

The basic protocol of QI is outlined in Fig. 1.2. It begins by preparing entangled pairs of
photonic modes with one member of each pair labelled an idler photon and the other a signal
photon. Signal photons are sent towards a region which may or may not contain a target
while the idler photons are retained at the source for later measurement. The returning
signal consists of many noise photons and, possibly, some signal photons that are all used in
a joint measurement process along with the retained idlers. The problem is reduced to one
of state discrimination, i.e., being able to distinguish the originally entangled signal photon
from the multitude of noise photons, despite the fact that the original entanglement is lost.
Correlations still exist between the mode pairs that may be exploited, such that given enough
repeated measurements, the overall probability of getting an error in the discrimination pro-
cess is several decibels lower than an equivalent process in a classical setting.
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1.2 Thesis outline

1.1.4 The classical benchmark for quantum radar

Throughout the literature, and this thesis, we will frequently refer to the “classical bench-
mark”. To clarify what is meant by this, we are not referring to using the classical radar
described in Sec. 1.1.2 as a benchmark, but instead what is considered the most ideal, clas-
sical quantum state within quantum optics: the coherent state. The properties of coherent
states will be described in detail in Chap. 2, particularly Sec. 2.2.3. In essence, they are
quantum states which saturate the Heisenberg inequality. In the sense that uncertainty is
viewed as a quantum phenomenon, saturation of this and minimising uncertainty can be seen
as maximising classicality within the quantum world. Further, since coherent states are Gaus-
sian, their use in quantum optics experiments can be straightforwardly studied and modelled
in frameworks which mirror those making use of true quantum mechanical phenomena. This
provides a means for formally defining and isolating a quantum advantage.

1.2 Thesis outline

This thesis will be an attempt to critically and theoretically explore the emerging field of
quantum detection across energy scales, particularly for the application of quantum radar.
As an emerging field of research, this work is required in order to both determine potential
improvements in detection performance, including range and robustness against noise, af-
forded by quantum technologies in comparison to classical techniques. An overriding theme
will be to attempt formulation of a mapping of terminology between the two detection the-
ories to establish a proper means for thorough comparison to assess not only the theoretical
advantages that the quantum technology may have, but also the practicalities associated with
its in-field application.

The rest of the thesis is structured as an incremental development starting from the context
in which we work where mathematical tools and preliminary notions are introduced. The
remaining chapters are given based on publications presenting the contributions made by
the research project upon which this thesis is based. These contributions pertain to the
theory of QI and quantum target detection and the practicalities associated with its physical
implementation, particularly in the microwave domain. This thesis is broken down into the
following chapters:

• Chapter 2: Mathematical preliminaries. Outlines the necessary mathematical
tools under the formalism of continuous variables required for the understanding of the
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remainder of this thesis and contributions.

• Chapter 3: Quantum target detection. Describes the history of quantum target
detection, starting with its roots in QI and discussing its potential and challenges.

• Chapter 4: Quantum illumination with a generic Gaussian source. At the
start of this research project, all literature on Gaussian QI considered maximal entan-
glement (see Sec. 2.2.3, two-mode squeezed states) which could be practically limiting.
In an attempt to loosen transmitter requirements, we reformulate Gaussian QI for a
generically-correlated Gaussian source and analyse its performance in the settings of
symmetric and asymmetric quantum hypothesis testing (QHT). The quantum Chernoff
bound (QCB) and receiver operating characteristics (ROCs) are derived and compared
to the classical benchmark of coherent states subject to different measurement tech-
niques showing that maximal entanglement is not strictly necessary in order to achieve
a quantum advantage. Further, this chapter draws parallels between QI and classical
radar theory showing the relation between parameters for quantum radar and real-world
target detection, illustrating that, at least for now, QI applications are likely limited to
short-range, e.g., biomedical or scanning.

• Chapter 5: Noisy receivers for quantum illumination. With the advent of
prototypical experiments demonstrating QI, particularly in the microwave, and owing
to the fact that optimal receivers for QI reception are technologically out of reach, there
is a question as to the ultimate capabilities of QI subject to noisy receivers. There is
also the problem that quantum memories are lacking in the microwave domain which
could be mitigated if the classical output of an immediate measurement of the idler
mode could be used to still achieve a quantum advantage through the simulation of
a phase-conjugating (PC) receiver with measurement results. This chapter considers
Gaussian QI under the action of a PC receiver deriving the effective SNR which may
be readily adapted to include added noise from the associated measurement. The
effect of heterodyne measurements is studied in particular, in light of methods used in
microwave experiments, with their performances evaluated and compared through the
classical Chernoff bound to the relevant classical benchmarks.

• Chapter 6: Noiseless linear amplification for quantum target detection. Op-
timal receiver design saturating the potential QI QCB remains elusive, with physically
attainable Gaussian-based procedures such as the PC receiver proving sub-optimal.
Gaussian designs based on amplification necessarily introduce noise ultimately render-
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ing the final decision-making capabilities for quantum target detection flawed (see also
Chap. 5 and Chap. 7 for a study of this on coherent state illumination). This chapter
studies the introduction of non-Gaussian protocols for QI-based quantum target detec-
tion by considering the action of a noiseless linear amplifier (NLA) at the detection
stage. By transforming the problem of QI with an NLA at the receiver to an equiv-
alent protocol with modified effective parameters, we compute the QCB and compare
it to the classical benchmark of coherent states under the same NLA action. Our re-
sults show that, subject to certain parameter constraints where our analysis is valid,
an NLA can significantly improve the performance of QI compared to the equivalent
protocol without an NLA. Finally, we initiate a procedure for potentially implementing
a measurement-based NLA through appropriate post-selection of heterodyne measure-
ment outcomes.

• Chapter 7: Classical benchmarking for microwave quantum illumination.
While the practical limitations of QI in the microwave domain are well known, the
same cannot be said for microwave coherent state illumination. When considering mi-
crowave QI, the theoretically optimal, optical classical benchmark of coherent states
are believed to be appropriate when in fact it simply does not exist there; the classical
benchmark in the microwave domain does not coincide with the classical benchmark
at optical frequencies. This chapter outlines three possible protocols for illumination
at microwave frequencies based on coherent states: one, currently used in experiments,
based on amplification of an ultra-cold coherent state source, another which, if it would
exist coincides with the optical, and a further alternative is proposed based on cryo-
genic attenuation of a room temperature maser source. This chapter provides, for each
protocol, new bounds on the error probability and closed formulae for the ROC for
both optimal, based on the quantum relative entropy (QRE), and homodyne detection
schemes.

• Chapter 8: Quantum channel position-finding using single photons. Channel
position finding (CPF) is a problem which can potentially allow for the extension of
procedures used for detection to one’s for measurement. This is necessary to allow for
QI-based protocols to be utilised to perform metrological tasks such as target ranging.
CPF entails finding amongst an ensemble of reference channels the location of a single
target channel. In this chapter, the CPF problem is explored using discrete variable
sources constrained to at most one single photon on average per mode. Various types
of source are explored: single-photon (Fock) states, GHZ states where multipartite
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entanglement is distributed amongst the entire ensemble, bipartite (signal-idler) entan-
glement and biphoton states. Biphoton states, experimentally available via integrate
quantum photonics, are considered for use in two protocols: the first in a signal-idler
set-up and, second, a new idler-free protocol. In all cases, fidelity-based bounds on
error probability are derived and compared with the classical benchmark of coherent
states under the same energy constraint. We show that a quantum advantage can exist
across varying regimes and, for a Fock state source, a practical receiver based on photon
counting is outlined for which the quantum advantage persists.

• Chapter 9: Multiple quantum hypothesis testing for target metrology. In
this chapter, the CPF problem is applied to the task of quantum target ranging. We
outline a potential protocol based on QI where a range interval of interest is split into
discrete range bins, corresponding to specific signal-idler recombination times. The
upper bound to the error probability is derived and compared to an equivalent scheme
using coherent states which would form the classical benchmark for such a task. We
find that under fair energetic considerations, a quantum advantage in target ranging
cannot necessarily be proven with current mathematical tools.

• Chapter 10: Conclusions and future work. Finally, our results are summarised
and we draw conclusions and discuss the direction that future study could take.

12



2 Mathematical preliminaries

2.1 Introduction

The role of this chapter is to introduce some of the core concepts and tools which will be used
throughout the remainder of this work. Section 2.2 providing an overview of quantum infor-
mation in the continuous variable setting, introducing the Gaussian state formalism. Then,
Section 2.3 builds on the preceding section to detail quantum hypothesis testing (QHT) which
provides the means of analytically evaluating the potential performances of any quantum de-
tection scheme.

Should the reader have further interest in exploring the topics discussed throughout this
chapter, reviews that are both extensive and of great value include Refs. [8–10,22,23]. There
is also a more recent book on continuous variable quantum systems, Ref. [24], and Ref. [25]
provides an overview of quantum optics.

Note that throughout this thesis the symbol 1 represents the two-dimensional identity
matrix with higher dimensions specified by a subscript.

2.2 Quantum information with continuous variables

2.2.1 Bosonic field operators and quadratures

A quantum mechanical system is also a continuous variable system when its quantum state
resides in an infinite-dimensional Hilbert space spanned by basis vectors whose observables
form continuous eigenspectra. They can be decomposed in terms of bosonic creation and
annihilation operators {â†, â}, with the simplest being that of a single-mode radiation field.
This is described by the free Hamiltonian which, for a mode with the label j, reads

Ĥj = h̄ωj(â†
j âj + 1

2), (2.1)
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2 Mathematical preliminaries

where h̄ωj is the single-photon quantisation energy and n̂j := â†
j âj is the photon number

operator and the additional 1/2 arises from the zero-point energy fluctuations associated
with the vacuum, where nj = 0. Although different formalisms exist for choice of vacuum
or shot-noise, here and throughout this thesis we will treat the mathematics of continuous
variables in the natural units (h̄ = 1) such that the vacuum or shot-noise is equal to 1.

Within this setting, the single mode behaves as a quantum harmonic oscillator residing
in a separable, infinite-dimensional Hilbert space, Hj , spanned by the Fock basis {|n⟩j}∞

n=0,
also referred to as the number state representation. Our notation here, {|n⟩j}∞

n=0, refers
to the set union of all number state vectors for the mode j. These form an orthonormal
basis and are the eigenstates of the system’s number operator, n̂j , which acts such that
n̂j |n⟩j = nj |n⟩j . For a bosonic quantum field, the number state |n⟩j represents the presence
of nj particles (excitations of the field) in mode j. They are generated by their associated
bosonic annihilation and creation operators, defined by

âj |0⟩j = 0, âj |n⟩j =
√
n |n− 1⟩j (for n ≥ 1), (2.2)

also defining the vacuum state, and

â†
j |n⟩j =

√
n+ 1 |n+ 1⟩j (for n ≥ 0), (2.3)

respectively. These definitions illustrate exactly how the operators act on the system: an
annihilation operator removes one particle while a creation operator adds one. Further, they
obey the usual bosonic commutation relation, namely[

âj , â
†
j

]
= âj â

†
j − â†

j âj = 1. (2.4)

Note that on their own these operators do not represent any physical observables of the
system since they are not Hermitian.

This formalism can readily be extended to describe an N -mode bosonic system described
by density operator ρ̂ defined on the, again, separable and infinite-dimensional, Hilbert space
H⊗N = ⊗N

k=1 Hk. By separable, we mean that the Hilbert space is a tensor product of
the individual, infinite-dimensional, Fock spaces of constituent, non-interacting modes with
corresponding field operators given by the set {âk, â

†
k}N

k=1. Within this multi-mode setting
we can arrange the field operators into a single vectorial form b̂ := (â1, â

†
1, . . . , âN , â

†
N )T

satisfying the same bosonic commutation relations[
b̂i, b̂j

]
= Ωij (i, j = 1, . . . , 2N), (2.5)
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where Ωij is an element within the 2N × 2N matrix, known as the symplectic form, given by
the direct sum of identical 2 × 2 blocks:

Ω :=
N⊕

k=1
ω = diag(ω, . . . ,ω), ω :=

 0 1
−1 0

 . (2.6)

The field operators for an N -mode quantum harmonic oscillator can be rewritten in terms
of phase space quadrature operators {q̂k, p̂k)}N

k=1 as

q̂k = 1√
2ωk

(âk + â†
k), and p̂k = −i

√
ωk

2 (âk − â†
k), (2.7)

obeying the commutation relations1

[q̂j , q̂k] = [p̂j , p̂k] = 0, (2.8)

and
[q̂j , p̂k] = iδjk. (2.9)

In analogy with the vectorial field operator b̂, we can construct a similar form for the
quadrature operators as x̂ ∈ R2N such that

x̂ = (q̂1, p̂1, . . . , q̂N , p̂N )T , (2.10)

obeying the commutation relation

[x̂i, x̂j ] = iΩij . (2.11)

The single-mode quadrature eigenstates, given by

q̂ |q⟩ = q |q⟩ , and p̂ |p⟩ = p |p⟩ , (2.12)

have continuous eigenvalues q, p ∈ R. The eigenstates are also related through orthogonality:

⟨q|q′⟩ = δ(q − q′) and ⟨p|p′⟩ = δ(p− p′), (2.13)

and completeness: ∫ ∞

−∞
|q⟩⟨q| dq = 1 =

∫ ∞

−∞
|p⟩⟨p| dp. (2.14)

1Note that from this point and for the remainder of this thesis we will assume the use of dimensionless pairs
of quadrature operators, obtained through the rescaling q̂k → √

ωk q̂k and p̂k → p̂k/
√

ωk.
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2 Mathematical preliminaries

Thus, the two real and continuous sets of eigenvectors and corresponding eigenvalues given
by the two quadratures provide two continuous bases which are interrelated via the Fourier
transform:

|q⟩ = 1√
π

∫ ∞

−∞
e−2ipq |p⟩ dp and |p⟩ = 1√

π

∫ ∞

−∞
e+2ipq |q⟩ dq. (2.15)

In general, for an N -mode state residing in tensor product space H⊗N we have that

x̂T |x⟩ = xT |x⟩ (2.16)

where x ∈ R2N and |x⟩ := (|x1⟩ , |x2⟩ , . . . , |x2N ⟩)T . The quadrature eigenvalues x are con-
tinuous eigenvalues describing observables pertaining to each mode constituting the entire
multimode bosonic system. To exploit their use in this regime we introduce the phase space
representation of quantum states.

2.2.2 Phase space representation

The quantum state of an N -mode bosonic system contains all of its physical information
and is represented by the density operator, ρ̂. This is a trace-one positive operator acting
on the Hilbert space in which it resides and, as will be introduced here, has an equivalent
representation in terms of quasiprobability distributions over a real phase space. One example
is that of a Gaussian state whose phase space distribution function, termed the Wigner
function, is of Gaussian form.

The Weyl operator, which provides us with a mapping between the Hilbert and phase
spaces, is given by

D(ξ) := exp
(
ix̂T Ωξ

)
, (2.17)

with ξ ∈ R2N . This allows us to define the relationship between density operator ρ̂ and its
Wigner characteristic function

χ(ξ) := Tr[ρ̂D(ξ)]. (2.18)

Thus the density operator ρ̂ of any Fock space quantum state can always be expressed in
terms of the Fourier transform of its characteristic function, χ(ξ), giving the Wigner function

W (x) =
∫
R2N

d2Nξ

(2π)2N
exp

(
−ixT Ωξ

)
χ (ξ) , (2.19)

defined on the real, symplectic phase space K := (R2N ,Ω) spanned by the real, continuous
variables x ∈ R2N .
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In real terms, the quasi-probabilistic character of the real-valued Wigner function means
that though it has a calculable mean and variance it is generally non-positive. Proper nor-
malisation (for a single-mode state),∫ ∫

W (q, p)dqdp = 1, (2.20)

arises from the fact that any physical ρ̂ has unit trace. This allows for the correct determi-
nation of marginal distributions via∫

W (q, p)dq = ⟨p| ρ̂ |p⟩ and
∫
W (q, p)dp = ⟨q| ρ̂ |q⟩ . (2.21)

Analogous to classical averaging techniques, the expectation (mean) value of an operator
Â can be calculated by

⟨Â⟩ = Tr
(
ρ̂Â
)

=
∫
W (q, p)A(q, p)dqdp. (2.22)

The first two statistical moments of the quantum state ρ̂ are the most important quantities
used for Wigner representations as, in this regime, they alone (for certain classes of states)
are capable of fully characterising the state. The first moment is the displacement vector or
mean value, given by

x̄ := ⟨x̂⟩ = Tr(ρ̂x̂). (2.23)

The second moment is the covariance of canonical variables and is given by the covariance
matrix (CM) V whose elements are given by

Vij := 1
2 Tr({x̂i − xi, x̂j − xj}, ρ̂), (2.24)

where {, } denotes the anticommutator and Tr
(
ρ̂Ô
)

= Ō ≡ ⟨Ô⟩ is the expectation value of
the operator Ô with ρ̂ being the density matrix of the quantum state. Diagonal elements,
Vii, are simply the variances of the individual quadrature operators.

The positive-definite CM V > 0 is real and symmetric, describing a physical state if and
only if it obeys the uncertainty relation [28],

V + iΩ ≥ 0. (2.25)

2.2.3 Gaussian states and examples

Quantum continuous variable systems are quantum systems obeying canonical commutation
relations, requiring the adoption of infinite-dimensional Hilbert spaces regardless of the num-
ber of degrees of freedom considered. This results in complex and often mathematically
intractable dynamics.
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2 Mathematical preliminaries

Gaussian states are a particular class of quantum states whose phase space representa-
tion can be fully described in terms of only their first and second moments, in other words,
they possess density operators ρ̂ := ρ̂(x̄,V). Essentially, for what is, in fact, an infinite-
dimensional system, their full character and behaviour may be modelled by only considering,
for an N -mode Gaussian state, a 2N -dimensional mean vector and a 2N × 2N CM. This is
powerful since it renders the study of such continuous variable quantum states tractable. At
first glance, it may seem that constraining ourselves to the Gaussian realm may be rather
restrictive but, as will be seen throughout the course of this work, these constraints are ordi-
narily met through existing experimental techniques in quantum optics. Further, Gaussian
measurements which are positive-operator valued measures (POVMs) preserving Gaussian
character, can be carried out with relatively high efficiency and the formalism allows for the
inclusion of quantum noise to be considered quite seamlessly.

A state is considered Gaussian if its Wigner phase space representation, in terms of the
characteristic χ or distribution W functions, is of Gaussian form [8, 10]. Furthermore, a
Gaussian state is pure if and only if the determinant of its CM is unity, i.e., detV = 1. In
addition, a pure state is Gaussian if and only if its Wigner function is non-negative [26,27].

The following will provide the reader with an overview of important examples of Gaussian
states which will appear frequently throughout this thesis:

1. Vacuum and thermal states
The most fundamental single-mode Gaussian state is the vacuum state, |0⟩. It is the
eigenstate of the number operator with eigenvalue zero, with mean x̄ = (0, 0)T and CM,
given by

V|0⟩ =

1 0
0 1

 , (2.26)

i.e., simply the identity matrix. Its quadratures have the minimum possible variance
reachable in a symmetric manner, referred to as the vacuum or shot-noise limit. Note
that all pure Gaussian states are obtained by applying unitary operations generated by
second-order (in field operators) Hamiltonians on the vacuum state.
Thermal states are a fundamental class of Gaussian states upon which all other Gaussian
states may be decomposed; they are defined as the states which maximise the von
Neumann entropy,

S := − Tr(ρ̂ log ρ̂), (2.27)

for fixed mean photon number n̄ ≥ 0. In the Fock state representation they have the
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form,

ρ̂th(n̄) =
+∞∑
n=0

n̄n

(n̄+ 1)n+1 |n⟩⟨n| . (2.28)

As with the vacuum state, their first moment is zero and their CM takes the form

Vth = (2n̄+ 1)

1 0
0 1

 . (2.29)

2. Coherent states
Coherent states (single- or multi-mode) are a type of Gaussian state obtained by dis-
placing vacuum states of the right modal order. Explicitly, an M -mode coherent state
is given by

|α⟩⟨α| =
M⊗

i=1
|αi⟩⟨αi|i , (2.30)

where the vector α := (α1, . . . , αM ) is a row vector consisting of all the amplitudes
αi = (qi + ipi)/

√
2 ∈ C obtained by acting on each of the vacuum states, |0⟩i, with the

displacement operator, defined by

D(α) := exp
(
αâ† − α⋆α̂

)
, (2.31)

such that |αi⟩i = D(αi) |0⟩i.
Since they arise from vacuum displacement, coherent states are also states of minimum
uncertainty with CM V = 1. Their mean value, however, has been displaced with
a finite value x̄ completely determined by α such that coherent state |αi⟩ has first
moments x =

√
2Re(αi) and p =

√
2Im(αi). They can be decomposed in the number-

state representation as

|α⟩ = exp
(

−1
2 |α|2

) ∞∑
n=0

αn

√
n!

|n⟩ . (2.32)

In the context of quantum optics, states are classical if they can be expressed as some
normalised, probabilistic superposition of coherent states, that is, coherent states can
provide a basis for the decomposition of any classical state mixture [29]. Thus, such
states are representative of those used in today’s optics-based technologies, including
classical radar protocols.
Considering the phase space representation of Gaussian states (Sec. 2.2.2), in particular,
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the Wigner function and associated marginal distributions (Eq. (2.21)), the generic
density operator of M bosonic modes may be written as

ρ̂ =
∫

d2MαP(α) |α⟩⟨α| , (2.33)

where P(α) is a normalised quasi-probability distribution. This is also known as the
Glauber-Sudarshan P -representation [29] of a quantum state. There are some cases
in which one can think of P(α) as a probability density for the distribution of α over
the complex plane, as in the case where the state is pure and the density operator is
a simple projection operator. However for different values of amplitude, the projection
operators are not orthogonal and this interpretation is not possible - for two coherent
states |α⟩ and |β⟩ ̸= |α⟩, the inner product ⟨β|α⟩ ̸= 0. Nonetheless, they still form a
complete set in that they resolve the identity,

1
π

∫
C

|α⟩⟨α| d2α = 1. (2.34)

Owing to these two properties, coherent states actually form an overcomplete set and,
as such, allow for the diagonal decomposition of any density matrix ρ̂.
Normalisation of the density operator demands that P(α) be normalised also. The way
in which it differs from a true probability distribution is that there are some regions
on the complex plane in which P(α) takes on negative values. Classical states are
those which have P(α) > 0 and can be prepared solely through some sequence of local
operations and classical communication (LOCCs) and, in fact, positivity of P(α) is a
sufficient condition for separability (though does not necessarily imply classicality). In
contrast, its negativity, while not necessarily translating to entanglement, is a signature
of non-classicality. Indeed, entangled states are only a subset of non-classical states [30].
We can also note, as a consequence of this, that the borderline point between classical
and non-classical states is given by the case where P(α) = 0 and are thus represented
by a delta function, as is the case for a coherent state.

3. Two-mode squeezing and Einstein-Podolski-Rosen states
Another important type of Gaussian state, and one which will be studied at length in
this work, is the two-mode squeezed vacuum (TMSV). The effect of squeezing on a sin-
gle bosonic mode is to alter the noise variances of its two associated quadratures in an
asymmetric manner. Characterised by a squeezing parameter, one quadrature’s noise
variance is squeezed below the quantum shot noise while the other is antisqueezed above
it. Applied to two-mode vacuum states, this squeezing takes place on pairs of quadra-
tures belonging to different modes such that they become correlated, with maximum
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2.2 Quantum information with continuous variables

correlation resulting in entanglement and the formation of an Einstein-Podolski-Rosen
(EPR) state.

In the Heisenberg picture, quadratures are transformed by the two-mode squeezing
transformation, Sr, characterised by the squeezing parameter r,

Sr =

cosh r1 sinh rZ
sinh rZ cosh r1

 , (2.35)

where 1 is the two-dimensional identity matrix and Z := diag(1,−1) is the Pauli-
Z operator. Applied to a two-mode vacuum, we obtain the TMSV or EPR state
ρ̂EPR(r) = |r⟩⟨r|EPR, with

|r⟩EPR =
√

1 − λ2
∞∑

n=0
(−λ)n |n⟩a ⟨n|b , (2.36)

and λ = tanh r ∈ [0, 1]. This state has zero mean (x̄ = 0) and its CM is given by

V =

 ν1
√
ν2 − 1Z

√
ν2 − 1Z ν1

 , (2.37)

where ν = cosh 2r quantifies the noise variance in the system. We will now introduce
a new parametrisation of this CM which will be largely employed throughout the re-
mainder of this thesis. By defining the mean number of thermal photons present in
each mode, nm, in terms of the squeezing parameter, r, as

nm = sinh2 r, (2.38)

the CM becomes

V =

 (2nm + 1)1 2
√
nm(nm + 1)Z

2
√
nm(nm + 1)Z (2nm + 1)1

 . (2.39)

For the two-mode squeezed state, it can be seen that variances between quadratures
of the two modes behave as V (q̂1 − q̂2) = V (p̂1 + p̂2) = e−2r. For r = 0, the state
corresponds to a two-mode vacuum and these variances are equal to 1, correspond-
ing to the quantum shot-noise. Meanwhile, any two-mode squeezing r > 0 results in
V (q̂1 − q̂2) = V (p̂1 + p̂2) < 1, meaning that the correlations between the quadratures of
the two systems fall below the quantum shot-noise implying the presence of bipartite
entanglement. Taking the limit of r → ∞ yields the ideal (though unphysical) EPR
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state with perfect correlations: q̂1 = q̂2 and p̂1 = −p̂2. The EPR state is the most
commonly used Gaussian entangled state and has maximally-entangled quadratures,
given its average photon number.

Note: Eq. (2.21) shows that the marginal Wigner function along a given direction
of phase space gives the probability distribution of quantum measurements of that
associated quadrature operator such that, at least for Gaussian states, the Wigner
function provides one with a local model of quadrature measurements. Restricting
oneself to quadrature measurements, these systems may be modelled by some classical
Gaussian distribution and signatures of non-locality will never be shown. Thus, the
exploitation of quantum entanglement exhibited in such Gaussian states as the TMSV
would require one to look beyond the phase space formalism.

2.2.4 Gaussian measurements

We proceed to introduce the class of non-deterministic maps which encompass well-known
detection schemes within quantum optics such as homodyne and heterodyne, after first dis-
cussing (non-Gaussian) photon counting.

Photon counting detectors correspond to resolution of the identity 1 = ∑∞
n=0 |n⟩⟨n| where

|n⟩ is the Fock (photon number) state of the mode under observation. This measurement
projects a quantum state ρ̂ onto an eigenstate of the Hamiltonian (Eq. (2.1)), |n⟩, rendering
the possibility of distinguishing any two excitations of the field somewhat difficult, particularly
at low energies. Practically, the use of photodetectors is typically rendered to an on/off format
whether either no counts are recorded, returning ‘0’, or any (one or more) are recorded,
returning ‘1’. As such, a given photodetector will be limited in the the intensity of light
it can detect, since between individual detection events there is typically a “dead time”
during which it resets. Further, with respect to our particular interest in the detection
of microwaves, individual photons have energies several orders of magnitude smaller than
optical photons. Often, microwave single photon detection typically involves up-conversion
of microwave frequencies to the optical domain which can be photodetected with relatively
high efficiency (see also Section 3.3.3). Unfortunately, the converter itself typically has low
efficiency.

Homodyne detection is simply the projective measurement of a canonical operator x̂ϕ =
cosϕq̂ + sinϕp̂ with outcome probabilities p(xϕ) = ⟨xϕ| ρ̂ |xϕ⟩. It results from mixing the
initial state ρ̂ with a local oscillator, typically a strong coherent state |α⟩ with α = |α|eiϕ and

22
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|α|≫ 1, at a 50:50 beam splitter and subtracting detected intensities at its output. The term
“homodyne” refers to the mixing occurring at the same frequency. One can choose which
quadrature to measure by tuning ϕ to be 0 or π/2 for measuring q̂ or p̂, respectively.

Heterodyne detection corresponds to the resolution of the identity in terms of projectors on
coherent states: 1 = 1

π

∫
C |α⟩⟨α| d2α. Its measurement outcomes, labelled by α, are obtained

with probability ⟨α| ρ̂ |α⟩ for single-mode ρ̂. Practically it is similar to homodyne detection
but the mixing laser frequency is not the same as the input state. Such a measurement is
carried out through a scheme involving two homodyne set-ups where the signal is split into two
via a 50:50 beam splitter. While allowing one to measure both quadratures simultaneously,
this comes at the cost of introducing noise whose minimum is the vacuum or shot-noise, since
they do not commute.

2.2.5 Symplectic decomposition of Gaussian states

One of the most powerful tools used in the study of Gaussian states is based on their sym-
plectic decomposition in accordance with Williamson’s theorem. Williamson’s theorem states
that every positive-definite real matrix of even dimension can be put into diagonal form by
a symplectic transformation [31]. In the context of continuous variable quantum optics, the
theorem can be applied to CMs such that given an arbitrary M -mode CM V there exists a
symplectic matrix S which satisfies

V = SV⊕ST , V⊕ :=
⊕M

j=1
νj1. (2.40)

Here, the diagonal matrix V⊕ is called the Williamson form of the CM V. The set {νj}M
j=1 is

the symplectic spectrum, consisting of each of the M positive-valued symplectic eigenvalues
νj , can be computed by diagonalising the matrix |iΩV|.

The uncertainty relation, Eq. (2.25), remains invariant under symplectic transformations
since Ω = SΩST . Therefore it can be expressed in terms of the symplectic eigenvalues which
are the M independent symplectic invariants of a 2M×2M CM. The condition V > 0 implies
that V⊕ ≥ 1, posing direct restrictions on the values which the symplectic eigenvalues may
take. It is required that the CM be positive definite and the symplectic eigenvalues νj ≥ 1
for j ∈ [1, . . . ,M ].

Two-mode Gaussian states may be specified by relatively simple formulae allowing for easy
determination of their symplectic spectra. Consider the CM of a two-mode Gaussian state
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in block form,

V =

 A C
CT B

 , (2.41)

where A = AT, B = BT and C are 2 × 2 real matrices. The state’s symplectic spectrum
{ν−, ν+} may be computed via

ν± =

√
∆ ±

√
∆2 − 4detV

2 , (2.42)

with ∆ := detA + detB + 2detC [32], such that the uncertainty relations become [28,33]

V > 0, detV ≥ 1, and ∆ ≤ 1 + detV. (2.43)

The above can be extended for a special class of two-mode Gaussian states with CM of the
form

V =

a1 C
C b1

 , C =

c1 0
0 c2

 , (2.44)

where a, b, c1 and c2 ∈ R still satisfying the uncertainty relations. When we have that
c1 = −c2 := c ≥ 0, the symplectic eigenvalues are [34,35]

ν± =
√
y ± (b− a)

2 , where y := (a+ b)2 − 4c2, (2.45)

and the symplectic matrix S which puts V into its diagonal form, satisfying V = SV⊗ST is

S =

ω+1 ω−Z
ω−Z ω+1

 , ω± :=
√
a+ b± √

y

2√
y

. (2.46)

The above method forms a very convenient way to compute the symplectic spectra and
diagonalising symplectic matrix for a two-mode Gaussian state with CM V. Recently, a
method has been derived for the determination of the symplectic matrix S for an arbitrary N -
mode CM VN in terms of relatively straightforward to compute submatrix determinants [36].
Such a tool could allow for the analysis of more exotic Gaussian states.

2.3 Quantum hypothesis testing

Quantum illumination (QI), at its most basic level, is essentially a task of quantum hypothesis
testing [37] which plays a crucial role in quantum information theory [38]. In other words,
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FIG. 2.1: The basic problem of hypothesis testing. An initial state ρ̂ passes through a quantum
channel which is encoded by an unknown parameter, in this case a classical bit, µ ∈ {0, 1}. It is the
measurement of the final state ρ̂µ, parametrised by µ, with output µ = 0 or µ = 1 which provides the
parameter estimation and in turn a determination of the underlying hypothesis.

one constructs, for two alternate hypotheses, final forms of a quantum state after entering
a quantum channel encoded by the respective hypotheses and is tasked with being able to
distinguish between the two. The ability to do this accurately, with a low probability of
error, directly relates to an ability to determine the correct result out of the two alternate
hypotheses.

Consider an experiment with dichotomous outcomes which we will call the null hypothesis,
H0, and the alternative hypothesis, H1, corresponding to negative and positive outcomes,
respectively. Let the prior probability of hypothesis Hµ be p = pµ with µ ∈ {0, 1} such that

H0 : ρ̂ = ρ̂0, p = p0,

H1 : ρ̂ = ρ̂1, p = p1.
(2.47)

Then, the probabilities of getting a false positive or a false negative in our determination is
given by

P (µ = 1|ρ̂ = ρ̂0) = P (H1|H0), (2.48)

and
P (µ = 0|ρ̂ = ρ̂1) = P (H0|H1), (2.49)

respectively and the total probability in obtaining an error, of any kind, in our discrimination
process is

Perr = p1P (H0|H1) + p0P (H1|H0) = 1
2(P (H0|H1) + P (H1|H0)), (2.50)

where the last equality holds in the case of equally-likely hypotheses.

Certain parameters essentially encode the quantum channel through which a quantum state
passes, and this overall evolution in turn encodes the final form which the quantum state
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will take, thus making this procedure possible. This, fundamentally, is the premise behind
quantum technologies such as quantum sensing and quantum metrology. Parameters alter
the geometry of the Hilbert space in which the quantum state resides so that as they evolve,
through whatever processes, the “velocity” with which they change can vary dramatically.
Considering this in the reverse, certain encodings of input quantum states, e.g. those with
maximally entangled quadratures, could have similar sensitivity to given parameters, thus
experiencing a more rapidly varying geometry. Such responses owing to sensitivities to state-
changing parameters can be characterised in terms of the quantum Fisher information to
yield ultimate sensitivity capacities.

A fundamental aspect of quantum mechanics says that it is generally impossible to perfectly
distinguish between two non-orthogonal states [39]. Instead, we can consider the distinguisha-
bility of quantum states as how well they can be identified against one another. With this
consideration, various measures have been constructed in order to quantify the discrepancy
between these states realising distinguishability techniques such as minimum error discrim-
ination. Such tools allow for the, albeit imperfect due to allowance of an error probability,
discrimination of non-orthogonal states.

The simplest example of hypothesis testing is that of a binary decision reduced to the
statistical discrimination of two hypotheses (null and alternative), each occurring with some
a priori probability. Note that in the remainder of this thesis it will be assumed that the
two hypotheses are equally-likely, i.e., we are faced with uninformative priors. In QI with
Gaussian states, these hypotheses are formulated in terms of possible covariance matrices
describing joint states of two bosonic modes whose form is dependent on the actual truth
of a situation on which the decision is being made. Two forms of error may occur: a Type
I error (“false alarm”) where the null hypothesis is falsely rejected and, conversely, a Type
II error (“false negative”) where the alternative hypothesis is wrongly rejected. Associated
with each of these is a “cost” of making the error, which may or may not be the same for
each. For example, if we consider the possible result of a diagnostic test then it is clear that
the risk associated with receiving a false negative could far outweigh that associated with a
false positive. In such scenarios, one may consider asymmetric testing in order to take into
account these discrepancies. On the other hand, a symmetric approach may be used if one’s
aim is to obtain a global minimisation over all errors, irrespective of their origin.
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2.3.1 Symmetric hypothesis testing

In the case of symmetric testing both Type I and Type II errors are combined such that the
total error is minimised. This achieves an overall bound describing the decay of the discrim-
ination error probability as a function of the number of independent samples considered. It
is essentially computed as the average of the two types of error, weighted by their respective
hypotheses’ prior probabilities. Consider M independent, identically distributed copies of
the state ρ̂µ (denoted by the tensor product state ρ̂⊗M

µ ), encoded by classical bit µ ∈ {0, 1}
corresponding to two equiprobable quantum channels between which we must distinguish.
The optimal measurement for the discrimination is the dichotomic POVM [37]

E0 = Π(γ+), E1 = 1 − Π(γ+), (2.51)

where Π(γ+) is the projector on the positive part γ+ of the non-positive operator, also called
the Helstrom matrix, γ := ρ̂0 − ρ̂1. Using such a measurement, the two states ρ̂0 and ρ̂1 may
be discriminated with a minimum error probability given by the Helstrom bound [37],

PH
err = 1 −DTr(ρ̂0, ρ̂1)

2 , (2.52)

where DTr(ρ̂0, ρ̂1) := Tr|ρ̂0 − ρ̂1|/2 is the trace distance between ρ̂0 and ρ̂1.

The quantum Chernoff bound

The trace distance is often difficult to compute analytically, thus the Helstrom bound,
Eq. (2.52), is often replaced with approximations. One such approximation is the quantum
Chernoff bound (QCB) [40],

PQCB
err := 1

2

(
inf

0≤s≤1
Cs

)
, Cs := Tr

(
ρ̂s

0ρ̂
1−s
1

)
, (2.53)

which provides an upper bound such that Pmin
err ≤ PQCB

err . Minimisation of the s-overlap Cs

occurs over all values of 0 ≤ s ≤ 1 bearing in mind the discontinuities that may occur at
the interval boundaries, that is, for s = 0, 1 where we have C0 = C1 = 1. Note that, though
not considered in this thesis, we can easily extend the QCB to cover cases where the two
hypotheses are not equiprobable [40]:

PQCB := inf
0≤s≤1

πs
0π

1−s
1 Tr

[
(ρ̂0

R,I)s(ρ̂1
R,I)1−s

]
. (2.54)
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Forgoing the minimisation process and setting s = 1/2 we can define a much simpler,
though weaker, upper bound2 for the error probability given by the quantum Bhattacharyya
bound (QBB) [10,41],

PQBB
err := 1

2 Tr
(√

ρ̂0
√
ρ̂1
)
. (2.55)

Note that the above formulae consider single-use protocols. Extension for arbitrary uses
M ≥ 1 is straightforward via

PQCB
err := 1

2

(
inf

0≤s≤1
Cs

)M

, (2.56)

recovering the QBB for M uses by setting s = 1/2.

For Gaussian states, there exists a relatively simple formula for the computation of the
QCB in terms of their statistical moments of the states alone [10,41]. Consider two arbitrary
N -mode Gaussian states, ρ̂0(x̄0,V0) and ρ̂1(x̄1,V1), with mean x̄i and CM Vi where i = 0, 1,
respectively. Then we can write the Gaussian formula for the s-overlap, Eq. (2.53)

Cs = 2N

√
det Πs

det Σs
exp

(
−δT Σ−1

s δ

2

)
, (2.57)

where δ = x̄0 − x̄1 is the difference in mean values. The functions Πs and Σs are defined as

Πs := Gs(V⊕
0 )G1−s(V⊕

1 ), (2.58)

Σs := S0
[
Λs

(
V⊕

0

)]
ST

0 + S1
[
Λ1−s

(
V⊕

1

)]
ST

1 , (2.59)

where we have introduced the two real functions

Gs(x) = 2s

(x+ 1)s − (x− 1)s
, (2.60)

Λs(x) = (x+ 1)s + (x− 1)s

(x+ 1)s − (x− 1)s
, (2.61)

which are computed over the Williamson form V⊕
i of CM Vi according to the rule

f
(
V⊕

i

)
= f

(
N⊕

k=1
νk1

)
=

N⊕
k=1

f(νk)1. (2.62)

2Despite this bound being typically weaker, it turns out that the minimum for the problem of QI-based
quantum target detection coincides with s = 1/2. Thus there is no loss of knowledge with making this
simplification.
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2.3.2 Asymmetric hypothesis testing

In asymmetric testing, we wish to minimise one type of error as much as possible while
allowing for some flexibility on the other, whose cost is not necessarily as great. Formulating
the problem of QHT as an M -copy discrimination problem,

H0 : ρ̂ = ρ̂⊗M
0 = ρ̂0 ⊗ . . .⊗ ρ̂0,

H1 : ρ̂ = ρ̂⊗M
1 = ρ̂1 ⊗ . . .⊗ ρ̂1,

(2.63)

on which we may perform collective measurements. As in the symmetric case, the optimal
choice of measurement is the dichotomic POVM given by Eq. (2.51). Associated with such a
measurement are two forms of error: the probability of a false alarm

αM := P (H1|H0) = Tr
(
E1ρ̂

⊗M
0

)
, (2.64)

and the probability of a false negative

βM := P (H0|H1) = Tr
(
E0ρ̂

⊗M
1

)
. (2.65)

The probabilities are dependent on the number of independent samples used in the test such
that in the limit of a very large sample, M ≫ 1, both error probabilities tend to zero, i.e.,

αM ≃ 1
2e

−αRM , βM ≃ 1
2e

−βRM , (2.66)

where we define the ‘error exponents’ or ‘rate limits’ as

αR = − lim
M→+∞

1
M

lnαM , (2.67)

βR = − lim
M→+∞

1
M

ln βM . (2.68)

Note that the above formulae for error exponents give the asymptotic behaviour only.

The quantum relative entropy

In the asymmetric setting, such as that of a medical diagnosis, the Type II error is the one
we wish to ideally avoid. It is not possible to make both error probabilities arbitrarily small
simultaneously so, instead, by placing a relatively loose constraint α < ϵ on the Type I error
allows freedom to minimise β. The quantum Stein’s lemma [42,43] states that the quantum
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relative entropy (QRE) between two quantum states is the optimal decay rate for the Type
II error probability, given some fixed constraint on the Type I error probability, given by

D (ρ̂0||ρ̂1) =

 Tr[ρ̂0(log ρ̂0 − log ρ̂1)], if supp(ρ̂0) ⊆ supp(ρ̂1);
+∞, otherwise.

(2.69)

The quantum Stein’s lemma further states that if the Type II error tends to 0 with an
exponent larger than the QRE, D (ρ̂0||ρ̂1), then the Type I error converges to 1 [43].

A formula exists [44] for computing the QRE between two arbitrary Gaussian states in
terms of their statistical moments alone, without the need for determination of their sym-
plectic spectra. Consider two arbitrary N -mode Gaussian states, ρ̂0(x̄0,V0) and ρ̂1(x̄1,V1),
with mean x̄i and CM Vi where i = 0, 1. Then the QRE between them is given by

D (ρ̂0||ρ̂1) = −Σ (V0,V0) + Σ (V0,V1) , (2.70)

where

Σ (V0,V1) =
ln det

(
V1 + iΩ

2

)
+ Tr (V0G2) + δT G1δ

2 ln 2 , (2.71)

with δ = x̄0 − x̄1 and G1 = 2iΩ coth−1 (2V1iΩ) being the Gibb’s matrix [45].

Refinement of quantum Stein’s lemma has been provided by considering the second-order
(in M) asymptotics [46, 47] to account for the discontinuity observed in the Type I error
probability, jumping sharply from 0 to 1, when the Type II error probability increases past
the value set by D (ρ̂0||ρ̂1). Tracking the Type II error exponent to second-order depth, that
is to order

√
M , allows one to define the quantum relative entropy variance (QREV)

V (ρ̂0||ρ̂1) = Tr
[
ρ̂0(log ρ̂0 − log ρ̂1)2

]
− (D (ρ̂0||ρ̂1))2 , (2.72)

and in turn establish that the optimal Type II error probability, for sample size M , takes the
exponential form

exp
[
MD (ρ̂0||ρ̂1) +

√
MV (ρ̂0||ρ̂1)Φ−1(ϵ) + O(logM)

]
. (2.73)

Here, the first two terms coincide with quantum Stein’s lemma and the second-order correc-
tion, respectively. The Type I error is constrained to be no larger than some constant ϵ ∈ (0, 1)
through the use of the cumulative distribution function Φ(y) ≡ 1√

2π

∫ y
−∞ dx exp

(
−x2/2

)
for

a standard normal random variable.

A relatively simple formula exists for the computation of QREV between two Gaussian
states [44], ρ̂0 and ρ̂1, given by

V (ρ̂0||ρ̂1) = Tr
[
(ΓV0)2]

2 + Tr
[
(ΓΩ)2]
8 + δT G1V0G1δ, (2.74)

30



2.3 Quantum hypothesis testing

where Γ = G0 − G1 and all other terms are as previously defined.

Note: An alternative approach to asymmetric hypothesis testing exists which considers the
quantum Hoeffding bound [48] which may be explored using Gaussian formulae developed
in Ref. [49]. This is not considered in this work where we make use of the QRE and QREV
described above.

31





3 Quantum target detection

3.1 Introduction

Quantum target detection is just one example of a quantum technology in which quantum
mechanical phenomena are exploited to achieve performances unattainable solely through
classical means. After preliminary results showing that entanglement can enhance the dis-
tinguishability of entanglement-breaking channels by Sacchi [50] in 2005, 2008 saw Lloyd [18]
introduce the protocol of quantum illumination (QI). This approach to quantum target de-
tection is the one most recognisable in the field today; an entanglement-based approach to
improving optical radar’s capability of detecting a weakly-reflecting object embedded in a
bright thermal background. The source is generated in entangled pairs, only one member of
which is used to probe the target region while the other is retained at the source awaiting
recombination with the signal upon its eventual return. An optimal joint measurement of the
pair is tasked with capturing information held by their entangled nature to yield improved
sensitivity to the target detection problem.

These initial QI results ignited a plethora of theoretical and experimental investigations
with goals to realise a practical quantum radar. Over the years it has been made clear that the
realisation of a working quantum radar, at least one based on entanglement, is littered with
many theoretical and technological issues whose resolution still remain somewhat unclear.
Nonetheless, in the relatively short time that has passed since its inception, QI and our
understanding of it have come a long way. While the attainment of the ultimate goal of a
long-range quantum radar remains elusive, intermediate results do show that perhaps more
modest applications of such a technology could certainly be a real possibility in the near
future.

The aim of this chapter is to review the history of quantum target detection, primarily
focusing on QI on which this thesis is largely based, and provide an overview of the main
concepts, results and progress in the field. This chapter will present QI in a predominately
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qualitative fashion, with the underlying mathematics covered in detail throughout the remain-
der of this thesis during the study of particular aspects of QI. Sec. 3.2 describes approaches to
quantum radar, outlining types of quantum sensors which may constitute a real-world quan-
tum radar of the future beyond QI-based protocols. Then, in Sec. 3.3, we cover the history of
QI which forms the foundation of quantum target detection schemes, describing the promised
potential of such a technology. The challenges and limitations, along with attempts at their
resolution, are discussed in Sec. 3.4 and, finally, an overview of QI experiments is provided
in Sec. 3.5.

3.2 Approaches to quantum radar

While it tends to be assumed that quantum radar is, definitively, a radar scheme relying on
entanglement, that is, a scheme based on QI, it is not necessarily the case. While QI has
formed the basis of much literature around quantum radar and quantum target detection, the
general definition of these technologies ought to be viewed as: any target detection scheme
that employs any non-classical part for the purposes of enhanced capabilities. The quantum
mechanical aspect may be in the form of a non-classical transmitter, a non-classical receiver,
or both. Succinctly, these fall into three main types of quantum sensors [13,51]:

• Type 1: Non-classical quantum states of light are transmitted which are not entangled
with the receiver. This includes single-photon (Fock state) quantum radars and classical
LIDARS.

• Type 2: Classical (coherent) states are transmitted but quantum receivers are used to
increase sensitivities. This type covers any quantum-enhanced LIDARS [13,51].

• Type 3: Quantum states of light are transmitted which are initially entangled with
the receiver.

QI falls into the category of Type 3 quantum sensors where entangled sources are used for
applications in quantum radar, sensing and metrology. Entanglement is generated between
two modes where one is employed as the signal while the other, the idler, forms part of the
receiver.
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3.3 The quantum illumination potential

3.3.1 Initial proposal

QI, the use of non-classical states to enhance detection of potentially remote objects, was first
outlined in 2008 when Lloyd [18] designed a qubit-based protocol showing how entanglement
may enhance the detection probability of a low-reflectivity target embedded in a bright back-
ground. In his work, two protocols were considered and compared: in the first, the beam was
composed on N unentangled single-photon states and, in the second, two entangled beams
(labelled signal and idler) were generated. In both scenarios, the optical transmitter illumi-
nated a region of space in which a weakly-reflecting target was equally likely to be present
or absent, immersed, in either case, in a thermal background. In both the entangled and
unentangled cases, the assumptions made were as follows:

• Signal comprising N high time-bandwidth product M = TW ≫ 1, single-photon pulses.
Here, T is the detection time window and W is the bandwidth such that the detector
can distinguish between M modes per detection event.

• Round-trip transmissivity 0 < κ ≪ 1 when the target is present. κ = 0 when the target
is absent.

• Background noise NB ≪ 1.

• For each transmitted signal pulse, at most one photon is detected at the receiver such
that MNB ≪ 1.

Under these assumptions, two regimes, “good” and “bad”, were identified for the operation
of each of the single-photon and entangled sources based on their quantum Chernoff bounds
(QCB). In their good regimes, the probability of making an error after N trials was found as

P SP
err = 1

2e
−κN , κ ≫ NB, (3.1)

and

PQI
err = 1

2e
−κN , κ ≫ NB

M
, (3.2)

showing that the QI case afforded a much larger region of validity. In their bad regimes, these
bounds are given by

P SP
err = 1

2e
− κ2N

8NB , κ ≫ NB, (3.3)
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and

PQI
err = 1

2e
− κ2NM

8NB , κ ≫ NB

M
, (3.4)

yielding, again, an enhancement in the region of validity for QI with the error probability
drastically reducing for M ≫ 1 in comparison to unentangled single-photon sources.

These results rely on various, typically unrealistic, assumptions. Firstly, one requires the
existence of a source of entangled high time-bandwidth product photons to probe the target
region. Upon their eventual return, one demands that the receiver is an optimal one, per-
forming an optimal joint measurement on each returning photon with its corresponding idler,
all the while ensuring that the idler storage system was completely lossless throughout the
signal’s round-trip time. These limitations have been the subject of much debate regarding
how realistic a practical QI-based quantum radar would be and will be explored in further
detail later in this chapter.

Of course, it is important to note that Lloyd’s initial comparison was not entirely comparing
a quantum scheme to a classical one. In fact, it simply compared one using entanglement to
one that did not. The use of single photons as a source for target detection, while not being
entangled at all, still requires the use of quantum photo-detection theory in order to process
the data and formulate a decision. Indeed, this is simply a form of Type 1 quantum sensor
described in Sec. 3.2.

In 2009, Shapiro and Lloyd [52] provided a comparison between entanglement-based QI and
what currently forms the classical benchmark, at least in the optical domain, the coherent
state. Coherent states, see Sec. 2.2.3 for details, are minimum-uncertainty classical states
that may be produced as the output of an ideal laser. In their comparison, the single-photon
transmitter was replaced with a coherent state transmitter with N pulses, each with average
photon number of unity. In this case, the QCB was found to be

PCS
err ≤ 1

2e
−κN(

√
NB+1−

√
NB)2

, (3.5)

applicable for all values of 0 ≤ κ ≤ 1 and NB ≥ 0. In the regime of low-background, i.e.,
NB ≪ 1, this reduces to

PCS
err ≤ 1

2e
−κN , (3.6)

matching Lloyd’s previous “good” regime QI performance while substantially outperforming
QI in its “bad” regime.
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FIG. 3.1: Schematics of quantum illumination protocol.

3.3.2 Gaussian quantum illumination

Shapiro and Lloyd’s results [52], while proving that the potential of QI at that point was
limited, did not end research in the field. At around the same time period, Tan et al. [19]
published their own version of QI involving the use of a more practical model under the
Gaussian state formalism. This version, alongside the mathematical preliminaries of Chap. 2,
will be the one primarily studied in this thesis.

Consider a resource state modelled as a two-mode squeezed vacuum (TMSV) Gaussian
state comprising a signal mode sent out to some target region and an idler mode retained
at the source for later joint measurement, each with NS photons per mode1. The theory of
Gaussian QI assumes the following conditions:

• Low-brightness signal, NS ≪ 1.

• High time-bandwidth product, M = TW ≫ 1.

• Low target reflectivity, 0 ≤ κ ≪ 1 (with κ = 0 when the target is absent).

• High-brightness thermal background, NB ≫ 1.

Two alternate hypotheses exist for the experiment’s outcome. The first, H0, with the target
absent, where the returning signal is just a noisy background modelled as a thermal state

1A more in-depth mathematical description of Gaussian QI is included in Chap. 4 for the study of a
generically-correlated (not necessarily maximally-entangled) Gaussian source.
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3 Quantum target detection

FIG. 3.2: Tan et al.’s bounds for QI and coherent-state transmitters [19], plotted for κ = 0.01, NS =
0.01, NB = 20. QBB for the QI radar (red) is lower than the QCB of the coherent-state transmitter
(blue, dashed). Also shown is the (weaker) QBB of the coherent-state transmitter (blue, solid).

with mean number of photons per mode NB ≫ 1 (note the difference here to previous works
where the assumption was that NB ≪ 1 and MNB ≪ 1). The second case, H1, corresponds
to a weakly reflective target being present in the region with reflectivity, κ ≪ 1, giving the
proportion of signal modes reflected back towards the source, physically representing a high
loss regime. This is combined with a very strong background, now with mean photons per
mode of the return given by NB/(1−κ). In either case, the returning signal and the retained
idler are no longer entangled.

The decision problem is reduced to one of being able to distinguish between the two con-
ditional states and our ability to do this is quantified by the computation of various bounds.
Our choice of such bound depends on how we wish to weight the associated costs for error
types and are reduced to the consideration of symmetric or antisymmetric costing procedures.

Tan et al. [19] followed this Gaussian state procedure using a symmetric cost quantum
hypothesis testing (QHT) setting and found that the quantum Bhattacharyya bound (QBB)
for the QI source takes the asymptotic form

PQI
err ≤ 1

2e
−MκNS/NB , (3.7)

in the limits 0 < κ ≪ 1, NS ≪ 1 and NB ≫ 1.

Meanwhile, it was found [19,52] that the corresponding coherent state (yielding an optimal
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classical benchmark, see Sec. 1.1.4) whose operation involves the transmittance of M pulses,
as described previously, has a QCB given by

PCS
err ≤ 1

2e
−MκNS(√

1+NB−
√

NB)2
. (3.8)

Imposing the same limitations used in the derivation of Eq. (3.7), that is, for 0 < κ ≪ 1,
NS ≪ 1 and NB ≫ 1 the coherent-state transmitter QCB is given by

PCS
err ≤ 1

2e
−MκNS/4NB . (3.9)

The performance of these bounds is shown in Fig. 3.2. In contrast to earlier results, the QI
transmitter’s error exponent in this regime has a factor of 4 (equivalent to 6 dB) advantage
over the corresponding coherent-state transmitter. In other words, a QI-based approach with
optimal reception offers a 6 dB enhancement over the effective signal-to-noise ratio (SNR) of
coherent light illumination.

It has been shown that this 6 dB advantage is theoretically maximal [53] under the con-
sideration of optimal collective quantum measurements, reducing to 3 dB (see also Ref. [2]
and Chap. 5) when restricting one’s receiver to local operations and classical communications
(LOCCs) alone. Further, the two-mode Gaussian state considered in achieving these bounds
has been shown to be the optimal quantum state [54], in other words, no other, more exotic,
configurations of quantum state such as ones exhibiting multi-mode (> 2) entanglement can
improve target detection under asymmetric QHT (the scenario considered in Ref. [54]). The
same work also showed that in the absence of a quantum memory, i.e., no ability to store an
idler, the coherent state forms the optimal source. More recent work has shown that, in fact,
this well-known benchmark can strictly be outperformed by considering a squeezed-based
protocol where both displacement and squeezing are jointly optimised, subject to a global
energy constraint [55].

3.3.3 Microwave quantum illumination

The main findings of QI by Lloyd and Tan et al. presumed operation at optical wavelengths. In
the optical domain, the necessary tools for QI implementation are well-known and widespread
including spontaneous parametric down-conversion (SPDC) sources for signal generation
(which naturally produce low-energy modes NS ≪ 1) and high fidelity single-photon de-
tectors which are largely quantum-limited in noise associated with their operation. While
this assumption poses no issue for the findings of Lloyd, the result of a 6 dB quantum ad-
vantage in effective SNR by Tan et al. was found under the assumption that the ambient
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FIG. 3.3: Schematic of electro-optomechanical (EOM) converter of [20] (top) and its use in QI (bot-
tom). Driven microwave and optical cavities are coupled by a mechanical resonator such that it may
convert the optical signal of an entangled optical signal-idler mode pair to a microwave signal, and
the reverse.

background mean number of photons per mode NB ≫ 1. This final constraint simply does
not occur naturally at optical wavelengths where, in fact, NB ∼ 10−6 and smaller.

A natural solution to this issue would be to extend the theory of QI to the microwave
domain where the naturally occurring cosmic microwave background (CMB) would provide
the necessary NB ≫ 1 for the QI advantage. Barzanjeh et al. [20] successfully did this in 2015
where they considered a standard SPDC photon source to generate entangled signal-idler op-
tical mode pairs. The protocol proceeded with the employment of an electro-optomechanical
(EOM) converter, see Figure 3.3, to down-convert the optical signal into a microwave mode
which was then transmitted to the target region of interest. Upon the signal’s return, a fur-
ther EOM converter was used to reverse the process, up-converting back to the optical region
to undergo a phase-conjugated (PC)2 joint measurement with the retained optical idler. It
is this microwave extension to QI which led to it becoming of great interest in the wider
community as a potential quantum-mechanical alternative to the classical radar, potentially
enabling one to detect a stealth target, while hiding a weak signal in a naturally occurring,3

2Such a receiver, is in fact, sub-optimal with respect to the theoretically optimal quantum joint measurement
and thus only achieves a 3 dB quantum advantage in effective SNR [2, 60]. This is because it is based on
heterodyne detection of the individual signal-idler modes, which is itself a classical measurement. This
receiver is discussed in more detail, along with others, in Sec. 3.4.3

3For the purposes of radar detection one could also view this as “artificially-occurring” due to, for example,
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strong background.

3.4 The quantum illumination challenges

3.4.1 Source generation at the microwave

QI relies on the generation of maximally-entangled mode pairs with high time-bandwidth
product. Typically, the required entanglement may be achieved through methods such as
SPDC. SPDC is a quantum process in which a crystal possessing non-linear properties, after
being pumped with a laser of frequency ωp, outputs a twin beam of photons with frequencies
ωs, ωi, satisfying the relation ωp = ωs + ωi. This conservation of energy forms the basis of
one example of means through which the photon pair’s entanglement may be displayed: their
frequency.

In the optical domain, such sources can reliably output the required photon numbers needed
in order to perform QI - this, however, is not the case in the microwave. Implementation in
the microwave domain comes with a host of technical difficulties of which source generation
is just one example. While the EOM converter could provide a solution here by means of
frequency conversion, it is still yet to be experimentally implemented, and low conversion
rates between frequencies of operation would mean that the initial optical SPDC sources
would have to be very intense.

An alternative method is one using a Josephson parametric amplifier [56, 57] which is ex-
actly the method employed in recent prototypical experiments for microwave QI (see Sec. 3.5
for further details).

3.4.2 Idler storage

Idler storage poses a crucial problem for QI if one wishes to attain the maximum 6 dB
enhancement in effective SNR. This performance gain hinges on the ability to perform an
optimal joint measurement between the returning signal and idler beams; losses during idler
storage will hinder the amount of information attainable through the process and their re-
combination at a specific point in time is necessary for any successful joint measurement.

Suppose one chooses a method of idler storage with an efficiency ηI quantifying the pro-

the process of active jamming.
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portion of idlers successfully stored for later recombination with the returning signal. Then,
the QCB for QI would be modified as

PQI
err ≤ 1

2e
− MκηI NS

NB . (3.10)

Possible means of idler storage are through optical fibre delay lines and quantum memo-
ries [58]. The latter method, while potentially more efficient, is still a technology very much
in its infancy.

A further technique includes one carried out in a prototypical microwave QI experiment [59]
where one performs measurements of the idler and stores the classical data digitally for later
post-processing with measurement outcomes. While removing the need for idler storage and,
in turn, any problems arising from this, the storage is of classical data arising from classical
measurements which limits one’s potential error exponent advantage.

3.4.3 Designing a quantum illumination receiver

After creating the large number of quantum-correlated or entangled photon pairs in order
to implement quantum radar, particularly at long-range, and successfully storing the idlers
during the experiment, the important question then is how to design the receiver in order to
harness the QI advantage. After all, the quantum enhancement resides in the phase-sensitive
cross-correlation terms existing between two different photonic modes thus both must be
measured simultaneously. While it is relatively easy to individually measure quadratures
through homodyne detection, measuring both at the same time through a heterodyne de-
tection scheme cannot be done without introducing additional noise, owing to Heisenberg’s
uncertainty principle.

Guha and Erkmen [60] introduced the optical parametric amplifier (OPA) receiver, physi-
cally realisable by an SPDC crystal, which mixed input return and idler modes â(k)

R and â(k)
I ,

1 ≤ k ≤ M , producing output mode pairs

ĉ(k) =
√
Gâ

(k)
I +

√
G− 1â†(k)

R , (3.11)

and
d̂(k) =

√
Gâ

(k)
R +

√
G− 1â†(k)

I , (3.12)

where we have introduced the OPA gain G > 1. Then by assuming optimal photon counting
on idler-output modes, they found that the receiver’s QBB is given by

PQI,OPA
err ≤ 1

2e
− MκNS

2NB , (3.13)
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under the usual limits 0 < κ ≪ 1, NS ≪ 1 and NB ≫ 1, yielding half of the ideal QI error
exponent advantage, Eq. (3.7), over coherent states, equivalent to 3 dB.

Despite its efforts in closing the gap between the performances of a physically realisable
QI set-up and the theoretical ideal, the OPA receiver has proven to be sub-optimal. This
is primarily due to the fact that it demands an optimal measurement on pairs of modes
constituting a mixed-state, physically done through Gaussian local operations with photon-
number resolving measurements. These measurements belong to the class of LOCCs, known
to be sub-optimal for such a mixed-state procedure [61] hence the associated receiver designs’
sub-optimality follows naturally.

Zhuang et al. [62] showed that exploiting sum-frequency generation (SFG), is capable of
saturating QI’s QCB. Equipping the proposed receiver architecture with a feed-forward (FF)
mechanism was shown to push its performance to the Helstrom bound in the limit of low
signal brightness. SFG is the inverse process to SPDC; the signal-idler photonic mode pairs
are combined into a single photon with frequency ωP = ωS +ωI , the sum of the two individual
frequencies and, after multiple SFG cycles and FF, this signal is subjected to photon counting
measurements. This particular receiver design was later used in the determination of QI’s
receiver operating characteristic (ROC) which gives the detection probability as a function of
the false alarm probability [63]. Nevertheless, despite its theoretical capability of saturating
the QI QCB, such a receiver remains physically out of reach due to limitations on current
technology.

3.4.4 Quantum target ranging

Classical radars are capable of carrying out tasks outside of simple target detection. Through
measurement of arrival times, a target’s range may be inferred and, through detection of
Doppler shift and the way a target’s motion shifts the frequency of the returning signal,
its velocity may be determined. The extension of QI from a problem of detection to one
of measurement is still an open question, partly relating to the issue with idler storage
mentioned in Sec. 3.4.2. When the range of the target is unknown, in this case, the quantity
to be determined, the correct time for successful signal-idler recombination is also unknown.
Potential solutions to these are discussed later in this thesis in Chap. 9.
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3.5 Prototypical experiments on quantum illumination

The first QI experiment was carried out by Lopaeva et al. [64] using an SPDC source and pho-
ton counting to detect a target modelled by a 50:50 beam splitter. They demonstrated that
a QI-like advantage in effective SNR compared to a correlated thermal state may be achieved
in a thermal background when the channel used was entanglement-breaking. However, as
we have already seen, photon counting SPDC outputs is a sub-optimal detection scheme.
Further, their chosen classical benchmark was not the optimal one based on coherent light.
The same is true for a similar, more recent, experiment by England et al. [65].

Shortly after, Zhang et al. [66] and later [67] implemented the Gaussian QI protocol of Tan
et al. using an OPA receiver. Their experiment demonstrated a sub-optimal 20% improvement
(equivalent to 0.8 dB in comparison to the 3 dB available with OPA receivers) in effective
SNR relative to the optimal classical scheme.

More recently there have been demonstrations of initial microwave QI experiments [59,68,
69]. All three employ a Josephson parametric converter (JPC) for entanglement generation
of microwave modes with low-brightness and compared the performance to a classically-
correlated radar. After JPC generation, both modes were amplified and the signal was sent
to the target region while the idler was immediately heterodyne detected. The classical
outcome of this heterodyne detection was stored digitally to be compared with the outcome
of the heterodyne detected returning signal in post-processing. In all experiments, a QI-like
advantage was displayed over their chosen classical comparison cases which was a classically-
correlated noise radar. Additionally, the Barzanjeh et al. [59] experiment compared to a
coherent state source subject to the same heterodyne and post-processing receiver utilised
for their entangled source.

3.6 Conclusion and further reading

The aim of this chapter has been to provide a broad overview of the current state of quantum
target detection, particularly relating to QI, focusing on aspects specifically relating to this
thesis and its contents. As a result, the content of this chapter is by no means exhaustive
so the author would point the reader to a plethora of other reviews on the topic. Firstly, a
book [13] and a recent review on QI [70] which focuses on QI-based target detection. For
a recent review of quantum sensing in general, to provide a broader scope on the field see
Ref. [11]. The author would also like to point to other articles published within the 2020
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IEEE Aerospace and Electronic Systems Magazine special issue on quantum radar, e.g.,
Refs. [71, 72]. Finally, a recent review in quantum radar which explores protocols outside of
QI, particularly the Maccone-Ren protocol [73], is given in Ref. [74].
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4 Quantum illumination with a generic
Gaussian source

Abstract

With the aim to loosen the entanglement requirements of quantum illumination, we study
the performance of a family of Gaussian states at the transmitter, combined with an optimal
and joint quantum measurement at the receiver. We find that maximal entanglement is
not strictly necessary to achieve a quantum advantage over the classical benchmark of a
coherent-state transmitter, in both settings of symmetric and asymmetric hypothesis testing.
While performing this quantum-classical comparison, we also investigate a suitable regime of
parameters for potential short range radar (or scanner) applications.

Relevant Publications Content from the following publications is used in this chapter:

[1] A. Karsa, G. Spedalieri, Q. Zhuang and S. Pirandola, Quantum illumination with a
generic Gaussian source, Phys. Rev. Res. 2, 023414 (2020). doi: 10.1103/PhysRevRe-
search.2.023414.

Modelling of the receiver operating characteristic was aided by G. Spedalieri. Q. Zhuang
provided insight into the receiver operating characteristic for homodyne detection on coherent
states.
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4.1 Introduction

Hypothesis testing (HT) [16] and quantum hypothesis testing (QHT) [37] play crucial roles
in information [17] and quantum information theory [38]. HT has fundamental links to both
communication and estimation theory, ultimately underlying the task of radar detection [12]
which has been extended to the quantum realm by the protocol of quantum illumination
(QI) [18, 19] and, more precisely, by the model of microwave QI [20] (see Ref. [11] for a
recent review on these topics). The simplest scenario of both HT and QHT is that of a
binary decision, so that they are reduced to the statistical discrimination between just two
hypotheses (null, H0, and alternative, H1).

At its most basic level, a quantum radar is a task of binary QHT. The two alternate
hypotheses are encoded in two quantum channels through which a signal mode is sent. De-
pending on the presence or not of a target, the initial state of signal mode undergoes different
transformations which result in two different quantum states at the output. Final detection
is then reduced to distinguishing between these two possible quantum states. The ability to
do this accurately, with a low probability of error, directly relates to an ability to determine
the correct result. This fundamental mechanism can then be easily augmented with geomet-
rical ranging arguments which account for the quantification of the round-trip time from the
target, i.e., its distance.

While QI-based radars may potentially achieve the best performances [62], they require the
generation of a large number of entangled states which may be a demanding task, especially
if we consider the microwave regime. At the same time, the definition itself of quantum radar
may be generalised beyond QI to any model that exploits a quantum part or device to beat
the performance of a corresponding classical radar in the same conditions of energy, range
etc. Driven by these ideas, we progressively relax the entanglement requirements of QI and
we study the corresponding detection performances to the point where the source becomes
just-separable, i.e., a maximally-correlated separable state. It is worth noting that, although
Gaussian entanglement is the main resource of QI, previous literature has also considered
the use of separable non-Gaussian sources with non-positive P-representations, finding an
advantage over a restricted classical benchmark [64]. More generally, quantum correlations
beyond entanglement have also been considered for a number of other quantum information
and computation tasks [75–78]. However, this chapter is specifically focused on Gaussian
states because they are, so far, the only sources showing a quantum advantage over the best
classical benchmark. The analysis is done in the setting of symmetric and asymmetric QHT.
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In particular, we show how a quantum advantage can still be achieved with less entangled
sources, especially in a scenario of very short range target detection.

4.2 General quantum-correlated source

Following Gaussian QI, we consider a source modelled as a two-mode Gaussian state [10],
comprising a signal (S) mode, sent out to some target region, and an idler (I) mode, retained
at the source for later joint measurement. Each of these modes has NS mean number of
photons. However, instead of using a two-mode squeezed vacuum (TMSV) state [10] as in
QI, we can employ a generic zero-mean Gaussian state whose covariance matrix (CM) takes
the following block form

Vgen
SI =

ν1 cZ
cZ ν1

 , (4.1)

where 1 is the 2 × 2 identity operator and Z is the Pauli Z-matrix. The terms in the leading
diagonal, ν := 2NS + 1, quantify the amount of thermal noise within each of the local modes,
S and I, while the covariance, c, quantifying the correlations between these two modes, may
take any value within the range, 0 ≤ c ≤ 2

√
NS(NS + 1) where the upper bound arises

from the uncertainty principle 2.25. Mathematically, these are the second-order statistical
moments of the quantum state (see Ref. [10] for more details).

At maximal quantum correlations we have c = cq := 2
√
NS(NS + 1), corresponding to

the TMSV state, while the case c = cd := 2NS renders the state just-separable [79]. From
here, we can see the effect that signal strength has on quantum correlations: writing cq =
2NS

√
1 + 1/NS , for large NS , cq → 2NS = cd.

At this border point, c = cd, the state is not entangled but it still has quantum correla-
tions [80]. In fact, its quantum discord is maximal among the states within the range c ≤ cd

and is equal to its Gaussian discord [81] (therefore computable using Refs. [82, 83]). This
kind of source separable but discordant source has already played a non-trivial role in other
problems of quantum information theory, e.g., as candidate separable state in relative en-
tropy bounds for the two-way quantum capacities of bosonic Gaussian channels [84]. In this
chapter, the QI model will be progressively relaxed of its entanglement requirements allowing
the study of the performance of the two-mode Gaussian source in Eq. (4.1), up to the border
case of c = cd.

Considering the output state at the receiver, two hypotheses exist for the experiment’s
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outcome:

H0 : Target is absent, so that the return signal is a noisy background modelled as a thermal
state with mean number of photons per mode NB ≫ 1.

H1 : Target is present with reflectivity κ ≪ 1, so that a proportion of signal modes is reflected
back to the transmitter. In this high-loss regime, the return signal is combined with a
very strong background with mean photons per mode NB/(1 − κ).

Under H1, this physically represents a very lossy return from the target, combined with a
very strong background contribution which is independent of the target’s presence or absence.
When κ ≪ 1, there is little difference between the values of ⟨â†

B âB⟩ under H0 and H1, so this
ensures that there is no passive signature, i.e., a non-vacuum transmitter must be used in
order to detect the target. Then the joint state of our returning (R) mode and the retained
idler is given by, under H0 and H1, respectively:

V0
RI =

ω1 0
0 ν1

 , (4.2)

V1
RI =

 γ1
√
κcZ

√
κcZ ν1

 , (4.3)

where ω := 2NB + 1 and γ := 2κNS + ω. For an arbitrary Gaussian state with lead-
ing diagonal entries a and b, separability corresponds to the off-diagonal term c ≤ cd :=√

(a− 1)(b− 1) [84]. For each of these output quantum states, conditional on H0 and H1,
we have that 0 ≤ 2

√
NBNS and

√
κc ≤ 2

√
(κNS +NB)NS , for small κ, respectively. Thus

the separability criterion is always satisfied and neither of these states are entangled.

In the absence of the idler, the best strategy is to use coherent states. This is a semi-
classical design which is used as a classical benchmark in quantum information to evaluate
the effective performance of quantum-correlated sources [11, 19]. Let us work within the
formalism of creation, â†, and annihilation, â, operators for bosonic modes defined by

â† |n⟩ =
√
n+ 1 |n+ 1⟩ , (4.4)

â |n⟩ =
√
n |n− 1⟩ , (4.5)

where |n⟩ is a Fock state (an eigenstate of the photon number operator n̂ = â†â). Letting
âS be the annihilation operator for the signal mode prepared in the coherent state

∣∣√NS

〉
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(satisfying the eigenvalue equation âs

∣∣√NS

〉
=

√
NS

∣∣√NS

〉
), we send such a mode to some

target region. Under H0 the return signal, with annihilation operator âR, is equal to that of
the background which is in a thermal state with mean photons per mode NB, i.e., âR = âB.
The state has mean vector of zero and CM (2NB + 1)1. Under H1 the target is present and
reflects a small proportion of our signal back. This is mixed with the background radiation
such that our return takes the form âR =

√
κâS +

√
1 − κâB, where κ ∈ (0, 1) and the

background has mean photons per mode NB/(1−κ). This corresponds to a displaced thermal
state with mean vector (

√
2κNS , 0) and CM (2NB + 1)1.

4.3 Quantum radar detection with generic Gaussian source

Using the generic quantum-correlated Gaussian source of Sec. 4.2 and the tools for symmetric
and asymmetric QHT of Sec. 2.3, we study the performance of a relaxed QI protocol, clarifying
how much entanglement is needed to beat the semi-classical benchmark of the coherent-state
transmitter under symmetric testing. Then, in the setting of asymmetric testing, we repeat
the study in terms of the receiver operating characteristic (ROC), where the mis-detection
probability is plotted versus the false alarm probability.

4.3.1 Symmetric detection with generic Gaussian source

Using the generic quantum-correlated Gaussian source defined in Sec. 4.2 along with formulae
and tools for symmetric QHT described in Sec. 2.3.1 of Chap. 2, one can compute the exact
form of the quantum Bhattacharyya bound (QBB) for QI. The complete formula is too long
to be displayed however, imposing parameter constraints, one can achieve a closed-form for
the asymptotic performance in specified limits.

We begin by assuming the typical conditions of QI, which are low-reflectivity κ ≪ 1, high
thermal-noise NB ≫ 1 and low photon number per mode NS ≪ 1. Then, using numeri-
cal techniques, one can confirm that using a TMSV state, the minimum error probability
satisfies [19]

PTMSV
err ≤ e−MκNS/NB/2, (4.6)

which is exponentially tight in the limit of large M and is valid under the parameter con-
straints previously defined. Further, it is also known to be achieved by the sum-frequency-
generation receiver of Ref. [62]. Its error-rate exponent has a factor of 4 advantage over the
same bound computed over a coherent-state transmitter in the same conditions, for which
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4 Quantum illumination with a generic Gaussian source

we have [19]
PCS

err ≤ e−MκNS/4NB/2. (4.7)

In order to extend Eq. (4.6) to the error probability for a generic Gaussian source, we
first note that as we only vary the value of cross-correlation parameter c the variation in the
bound will be entirely dependent on this parameter. We also note that the parameter c is
constrained by the terms on the leading diagonal such that

0 ≤ c ≤ 2
√
NS(NS + 1) := cq, (4.8)

where the upper bound corresponds to the maximally-entangled TMSV state yielding Eq. (4.6).
Since the just-separable state corresponds to c = cd := 2NS it is clear that c = c(NS), i.e., it
is a function of NS alone.

The form of Eq. (4.6) is not surprising; the error exponent is directly proportional to the
single-use SNR, γ = κNS/NB, and one would expect the same for our generic source. Starting
with single probing, M = 1, and subject to the limits κ ≪ 1, NB ≫ 1 and NS ≪ 1, we can
write the QBB for our generic source as

P gen
err ≤ e−κNSgc(NS)/NB/2, (4.9)

where we define the function gc(NS) as a constant of proportionality, entirely dependent on
the parameter c and thus NS . In particular, we demand the equivalence of exponents in the
TMSV limit c → cq such that gcq (NS) = 1, recovering the bound given by Eq. (4.6).

To determine the form of gc(NS) we use a numerical program to perform an asymptotic
expansion of our generic source’s exact QBB for small κ ≪ 1. Keeping terms to first-order,
we obtain an equation of the form

2P gen
err ≤ 1 − xκ+ O(κ2) ≃ e−xκ, (4.10)

where the last equality holds when x = NS
NB

gc(NS), from Eq. (4.9), is small, i.e., NS ≪ 1 and
NB ≫ 1.

Numerical analysis shows that the coefficient x is exactly proportional to c2, independent
of NS and NB, thus we can write gc(NS) ∝ c2 and, imposing the condition that gcq (NS) = 1
determine that

gc(NS) = c2/c2
q . (4.11)

Fig. 4.1 plots the function gc(NS) as a function of cross-correlation parameter c for two
sets of parameter values: (a) NS = 10−2, NB = 20 and (b) NS = 10−4, NB = 200. It shows
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FIG. 4.1: Numerical study of generic Gaussian source’s QI error exponent for parameter values: (a)
NS = 10−2, NB = 20 and (b) NS = 10−4, NB = 200. The plots confirm that for small NS and large
NB we have that g̃c(NS) → gc(NS) = c2/c2

q and our formula for generic Gaussian QI holds in this
regime.

that in the regime of low brightness and high background the function g̃c(NS) → gc(NS),
given by Eq. (4.11), and we can write that the QBB for a generic Gaussian source is given
by

P gen
err ≤ e−MκNSc2/NBc2

q/2. (4.12)

Note that the extension from M = 1 to generic M just follows from the structure of the QCB
and QBB in Eq. (2.56).

By comparing Eqs. (4.12) and (4.7), we see that a quantum-correlated transmitter out-
performs the coherent state transmitter in target detection if P gen

err ≤ PCS
err which is satisfied
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4 Quantum illumination with a generic Gaussian source

when
c2

c2
q

≥ 1
4 ⇒ c ≥

√
NS(NS + 1). (4.13)

Thus, according to the QBB, the quadrature correlations required to outperform the semi-
classical benchmark is half the value of those of a TMSV state. At the separable limit
c = 2NS the relation is only satisfied for NS ≥ 1/3 which contradicts the assumption NS ≪ 1
(a similar analysis holds if we relax the assumption of NS ≪ 1). Therefore, according to
the QBB, the employment of a source at the separable limit is not capable of achieving a
quantum advantage over coherent states under symmetric testing.

4.3.2 Asymmetric detection with general source

Let us compute the QRE and the QREV for the quantum-correlated transmitter of Eq. (4.1).
Though the full expressions for these quantities are far too long to display here, they are
evaluated to first-order in NB by taking an asymptotic expansion for large NB while keeping
NS fixed, obtaining

Dgen := D
(
ρ̂

(0)
RI ||ρ̂(1)

RI

)
= κc2

NB
ln
(

1 + 1
NS

)
+ O

(
N−2

B

)
, (4.14)

Vgen := V
(
ρ̂

(0)
RI ||ρ̂(1)

RI

)
= κc2(2NS + 1)

NB
ln2
(

1 + 1
NS

)
+ O

(
N−2

B

)
. (4.15)

For coherent states, these quantities take the form

DCS := D
(
ρ̂

(0)
CS||ρ̂(1)

CS

)
= κNS ln

(
1 + 1

NB

)
, (4.16)

VCS := V
(
ρ̂

(0)
CS||ρ̂(1)

CS

)
= κNS(2NB + 1) ln2

(
1 + 1

NB

)
, (4.17)

which hold for all values of NS , NB and κ. For comparative purposes we evaluate again to
first-order in NB while keeping NS fixed to obtain the simple expressions

DCS ≃ γ + O
(
N−2

B

)
, (4.18)

VCS ≃ 2γ + O
(
N−2

B

)
, (4.19)

where
γ := κNS

NB
(4.20)
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FIG. 4.2: Error exponent ratio A of Eq. (4.22) is shown as a function of number of signal photons per
mode, NS . The just-separable discordant source quickly approaches the coherent-state transmitter
(A = 1) and the TMSV source, already at NS ≃ 20 photons. For increasing NS , the ratio A

asymptotically approaches 1 independent of the source specification.

is the single-use signal-to-noise ratio (SNR), usually expressed in decibels (dB) via γdB =
10 log10 γ.

Together, the QRE and QREV may be combined (see Sec. 2.3.2 for details) to find that
the optimal Type II error probability, for sample size M , takes the exponential form

exp
[
MD (ρ̂0||ρ̂1) +

√
MV (ρ̂0||ρ̂1)Φ−1(ϵ) + O(logM)

]
. (4.21)

In the limit of very large M , we can approximately neglect the variance contribution and
just consider the relative entropy in the Type II (mis-detection) error probability of Eq. (2.73)
which simply becomes Pmd ≃ exp [−MD (ρ̂0, ρ̂1)]. Then, we can deduce that, for large M
and a very high background NB ≫ 1, the error exponent of a quantum-correlated source
[Eq. (4.14)] has the following ratio with respect to a coherent state source [Eq. (4.18)]

A(c,NS) := Dgen
DCS

= c2

NS
ln
(

1 + 1
NS

)
. (4.22)

Fig. 4.2 plots the ratio A for a just-separable discordant source (c = NS) and that for a
TMSV state, for varying NS . The ultimate benefits of employing maximal entanglement for
QI are exhibited only for very small energies, i.e., when NS is of the order of units or less. For
increasing NS , the ratio A tends to the same asymptotic value, irrespective of source speci-
fication. This also means that the just-separable source quickly approaches the performance
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4 Quantum illumination with a generic Gaussian source

of QI at as little as about 20 photons per mode. As seen in Sec. 1.1.2, for a given range R
the radar equation imposes a 1/R4 loss factor in received signal-power and necessitates high
overall photon numbers, particularly at long range, regardless of the underlying detection
protocol. Our results show that at long range there is little-to-no advantage in using a QI-
based radar over a coherent state protocol due to the need for large signal-power (NS). QI is
thus limited to applications where losses are relatively small so NS may, in turn, take small
values, for example, at short ranges.

4.3.3 Receiver operating characteristic

In the asymmetric setting, we now study the mis-detection probability versus the false alarm
probability of the generic Gaussian source with respect to the classical benchmark of coher-
ent states. For the latter, we consider the performance achievable by coherent states and
homodyne detection at the output. This is the best-known measurement design which can
be used when the phase of the optical field is perfectly maintained in the interaction with
the target, so that one can adopt a coherent integration of the pulses (i.e., the quadrature
outcomes can be added before making a classical binary test on the total value). If the phase
of the field is deterministically changed to some unknown value but it is still coherently
maintained among the pulses, then the typical choice is the heterodyne detection, followed
by coherent integration of the outcomes from both the quadratures. If the coherence is lost
among the pulses, then the classical strategy is to use heterodyne and perform a non-coherent
integration of the pulses, which means to sum the recorded intensities (squared values of the
quadratures). In this case, the performance (for non-fluctuating targets) is given by the Mar-
cum’s Q-function [85], an approximation of which is known as Albersheim’s equation [12,86].
An overestimation of the Marcum benchmark can be simply achieved by assuming a single
coherent pulse with mean number of photons equal to MNS .

In mathematical terms, the ROC (see also Sec. 1.1.2) Pmd = Pmd(Pfa) of the generic Gaus-
sian source can be upper-bounded Pmd ≤ P̃md by combining Eqs. (4.21), (4.14) and (4.15).
For sufficiently large M (e.g., ≳ 107), the second-order asymptotics is a good approximation,
and for large NB (e.g., ≳ 102) the expansions in Eqs. (4.14) and (4.15) are valid. Therefore,
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4.3 Quantum radar detection with generic Gaussian source

under these assumptions, we may write

P̃ gen
md = exp

{
−
[√

Mγ

NS
ΛC ln

(
1 + 1

NS

)
+ O(N−1

B , 1)
]}

, (4.23)

Λ :=
(√

Mγ

NS
c+

√
2NS + 1Φ−1(Pfa)

)
. (4.24)

In the case of coherent states and homodyne detection (followed by coherent integration
and binary testing), the ROC is given by combining the following expressions

P hom
fa (x) = 1

2 erfc
[

x√
M(2NB + 1)

]
, (4.25)

P hom
md (x) = 1

2 erfc
[
M

√
2κNS − x√

M(2NB + 1)

]
, (4.26)

where erfc(z) := 1 − 2π−1/2 ∫ z
0 exp

(
−t2

)
dt is the complementary error function. Therefore we

can invert Eq. (4.25) and replace in Eq. (4.26) to derive the corresponding ROC.

Finally, as already mentioned, we can also write a lower bound to Marcum’s classical radar
performance by assuming a single coherent state with mean number of photons MNS so that
the total SNR is given by Mγ. This can be expressed as follows

PMarcum
md = 1 −Q

(√
2Mγ,

√
−2 lnPfa

)
, (4.27)

where the Marcum Q-function is defined as

Q(x, y) :=
∫ ∞

y
dt te−(t2+x2)/2I0(tx), (4.28)

with I0(.) being the modified Bessel function of the first kind of zero-order [85].

Before comparing the ROCs of the various transmitters, let us choose a suitable regime
of parameters for potential short range applications (of the order of 1m, e.g., for security or
biomedical applications), where NS need not be too large and a quantum advantage may
be observed. By fixing some specific radar frequency ν and the temperature T of the envi-
ronment, we automatically fix the mean number of photons NB of the thermal background.
Thus, for ν = 1GHz (L band) and T = 290K (room temperature), we get NB ≃ 6 × 103

photons (bright noise). Assume broadband pulses, with 10% bandwidth (100MHz), so that
their individual duration is about 10ns. If we use M = 108 pulses then we have an integration
time of the order of 1s, which is acceptable for slowly-moving or still objects. Since we are
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4 Quantum illumination with a generic Gaussian source

interested in low-energy applications, assume NS = 1 mean photon per pulse. What is left is
an estimation of the SNR γ which comes from the overall transmissivity/reflectivity κ.

This remaining quantity can be estimated using the radar equation (see Sec. 1.1.2 for
details). This equation expresses the power Pr of the return signal in terms of the signal-
power Ptx at the transmitter, the cross-section σ of the target, the range R of the target, and
other parameters, such as the transmit antenna gain Gtx, the receive antenna collecting area
ar and the form factor F which describes the transmissivity of the space between the radar
and the target. It takes the form [14]

Pr = GtxF
4arσ

(4π)2R4 Ptx. (4.29)

Here the factor (4π)−2R−4 accounts for the loss due to the pulse propagating as a spherical
wave (back and forth). This is partly mitigated by the gain Gtx which introduces anisotropies
from the spherical wave description, accounting for the directivity of the actual outgoing
beam. In fact Gtx describes the ratio between the power irradiated in the direction of the
target over the power that would have been irradiated by an isotropic antenna [14]. For a
pencil beam, Gtx can be much higher than 1 (which is the value of an isotropic antenna).

It is clear that κ also provides the ratio between received and transmitted power, so that
Eq. (4.29) leads to

κ = Pr
Ptx

= GtxF
4arσ

(4π)2R4 , (4.30)

which is also easy to invert, so as to express the range R in terms of κ and the other
parameters. Assume F = 1 (no free-space loss) and an ideal pencil beam, such that its
solid angle δ is exactly subtended by the target’s cross-section σ (valid assumption at short
ranges). This means that gain is ideally given by

Gtx = 4π
δ

= 4πR2

σ
, (4.31)

which fully compensates the loss in the forward propagation. Therefore, we find

κ = ar
(4πR)2 , R = 1

4π

√
ar
κ
. (4.32)

By fixing the receiver’s collecting area atx, we have a one-to-one correspondence between
range R and transmissivity κ. Assuming ar = 0.1m2 and short range R ≃ 1m, we get
κ ≃ 6 × 10−4 which leads to γdB = −70dB when we account for the values of NS and NB.
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FIG. 4.3: Receiver operating characteristics (ROCs) of the various setups. We show the upper bound
P̃md = P̃md(Pfa) for quantum illumination based on a generic Gaussian state with off-diagonal correla-
tion parameter c(p) ranging from the maximally-entangled state (red solid) to the just separable state
(red dotted). Between these two extremal curves, there are all the Gaussian states with intermediate
correlations. In particular, we show the performance for an intermediate value of p (red dashed). For
comparison, we plot the ROC Pmd = Pmd(Pfa) of the classical benchmark of coherent states plus ho-
modyne detection (black thick) and the lower bound to Marcum’s classical performance (black thin).
Parameters are: ν = 1GHz and T = 290K (so that NB ≃ 6×103), M = 108 pulses and γdB = −70dB.
Upper panel (a): NS = 1, corresponding to a range R ≃ 1m with intermediate p = 1/6; lower panel
(b): NS = 0.01 corresponding to a range R ≃ 0.1m with intermediate p = 1/2 and an integration
time of about 1s at 10% bandwidth (100MHz) in both cases.

Considering this regime of parameters, we generate the ROCs plotted in Fig. 4.3. In par-
ticular, we show the performance of a generic Gaussian source with correlation parameter
c(p) = pcd+(1−p)cq between the extremal points given by the just-separable source cd = 2NS
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4 Quantum illumination with a generic Gaussian source

and the maximally-entangled source (at that energy) cq = 2
√
NS(NS + 1)1. We perform the

comparison for two scenarios while maintaining the same SNR, background characteristics
and total number of uses: the first with NS = 1 and the second with NS = 0.01 corresponding
to ranges R = 1m and R = 0.1m, respectively. From the figure, we can see that intermediate
values of entanglement are able to beat the classical benchmark given by coherent states and
homodyne detection. The potential advantage is greater at lower signal energy NS or, equiv-
alently, shorter range R and additionally, the intermediate level of entanglement required in
order to attain such an advantage reduces. In the upper panel, we consider our suggested
upper limit for both range and signal energy: R = 1m and NS = 1. This plot shows that
though maximal entanglement is not strictly necessary for a quantum advantage, the scope
for such an advantage is limited with the minimum intermediate level at p = 1/6, i.e., very
close to the maximally-entangled case. The lower panel highlights the benefits afforded to QI
by limiting applications to short range and low signal energy, plotting results for R = 0.1m
and NS = 0.01. Here the minimum intermediate level is given by p = 1/2 which yields a
large range of source specifications capable of achieving a quantum advantage with potential
performances several orders of magnitude greater than the optimal classical protocol. This
effect becomes greater still at progressively shorter ranges and lower energies. It is precisely
in these cases where we find that QI is most suited and, in the likely scenario that there
are inefficiencies associated with source generation, enhanced detection performance is still
achievable to a potentially very high degree.

4.4 Conclusion

In this chapter, we have investigated how to loosen the transmitter requirements of QI, from
the usual maximally-entangled TMSV source to a more general quantum-correlated Gaus-
sian source, which may become just-separable. At the same time, we maintain the optimal
quantum joint measurement procedure at the receiver side. We perform this investigation in
both scenarios of symmetric and asymmetric testing where we test the quantum performance
with respect to suitable classical benchmarks. Our results show that we can still find a quan-
tum advantage by using Gaussian sources which are not necessarily maximally entangled. In
particular, this is an advantage which appears at short ranges, so that the spherical beam
spreading does not involve too many dBs of loss, a major killing factor for any quantum radar

1another study of the ROC of the maximally-entangled case can be found in Ref. [63] but for the regime
NS ≪ 1.
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design based on the exploitation of quantum correlations.

Note that there exists a discrepancy between the parameter values used in this chapter’s
analysis and what is physically possible. Our choice of source with frequency 1GHz means
a wavelength of 30cm, meanwhile a pulse duration of 10ns yields a 3m pulse length. This
renders the physical situation near-field, such that standing waves would form within the
system giving rise to spatial resonances and the signal’s behaviour would not follow the radar
equation. Nevertheless, the qualitative description and behaviours observed are still valid
regardless of the physical implications of our choices of parameter values.

A short range low-power radar is potentially interesting not only as a non-invasive scanning
tool for biomedical applications but also for security and safety purposes, e.g., as a scanner for
metallic objects or as a proximity sensor for obstacle detection. Once a quantum advantage
in detection is achieved at a fixed target distance, it can be extended to variable distances
to enable measurement of the range. For instance, this could be done by sending signal-idler
pulses at different carrier frequencies and interrogating their reflection at different round-
trip times. For slowly moving objects at short ranges, the total interrogation time would be
small and the effective distance of the object could be well-resolved by sweeping a reasonable
number of frequencies. In a static setting, e.g., biomedical, detection is naturally associated
with a fixed depth, which is then gradually increased so as to provide a progressive scan
of the target region. This quantum scanner would investigate the presence of the target at
different layers, e.g., of a tissue while irradiating small energies. In conjunction with standard
Doppler techniques, it could also extract information about the local velocity of the target
within a layer of the tissue. Such a quantum scanner would then realise an ideal non-invasive
diagnostic tool.
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5 Noisy receivers for quantum illumination

Abstract

Quantum illumination (QI) promises unprecedented performances in target detection but
there are various problems surrounding its implementation. Where target ranging is a con-
cern, signal and idler recombination forms a crucial barrier to the protocol’s success. This
could potentially be mitigated if performing a measurement on the idler mode could still
yield a quantum advantage. In this chapter, we investigate the QI protocol for a generically
correlated Gaussian source and study the phase-conjugating (PC) receiver, deriving the asso-
ciated SNR in terms of the signal and idler energies, and their cross-correlations, which may
be readily adapted to incorporate added noise due to Gaussian measurements. We confirm
that a heterodyne measurement performed on the idler mode leads to a performance which
asymptotically approaches that of a coherent state with homodyne detection. However, if
the signal mode is subject to added noise due to a heterodyne measurement but the idler
mode is maintained clean, the performance asymptotically approaches that of the PC receiver
without any added noise.

Relevant Publications

Content from the following publications is used in this chapter:

[2] A. Karsa and S. Pirandola, Noisy receivers for quantum illumination, IEEE Trans.
Aerosp. Electron. Syst. Magazine 35(11), 22–29 (2021). doi: 10.1109/MAES.2020.3004019.
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5 Noisy receivers for quantum illumination

5.1 Introduction

To date, the specifics of an optimum receiver for QI remains unknown without access to
a quantum computer. There have, however, been several proposals for practical receiver
designs, the best of which are the sub-optimal optical parametric amplifier (OPA) and phase-
conjugating (PC) receivers [60], achieving up to 3 dB in performance advantage. The 3 dB
performance deficit is owing to the fact that these receivers operate based on Gaussian local
operations which are known to be not optimal for general mixed-state discrimination [61,87].
Employing nonlinear operations, Zhuang et al. [62, 63, 88] used sum-frequency generation
(SFG) alongside a feed-forward (FF) mechanism to show that the full QI advantage could
theoretically be attained, however, the physical implementation of the FF-SFG receiver is
yet out of reach.

Even though low signal energy is one of the key ingredients for QI’s advantage, this inherent
property of microwave photons make their detection difficult such that single photon counting
forms a great obstacle for any experiment in the microwave domain. This is despite the fact
that this task is generally quite straightforward in other regimes with efficient optical photon
counters being widely available [89]. The actual measurement procedure forms a crucial and
fundamental design aspect of any QI receiver, particularly in the microwave domain, with
interesting progress being demonstrated by recent experiments [59,69].

Further to questions regarding receiver design, idler storage poses another issue particularly
with respect to target-ranging problems. In QI an entangled photon pair is created with one
forming the signal and the other, the idler, stored for later joint measurement. In scenarios
where the range, and thus return time of the signal, is unknown or even a measure to be
determined, idler storage forms a crucial aspect of the protocol necessary for its success.

A potential solution is to perform a measurement on the idler photon, mitigating issues
associated with its storage, and combine the result with that of the returning signal. In
microwave QI, these measurement results take the form of quadrature voltages which may
be used to reconstruct the annihilation operators of the modes; in turn, these may be post-
processed to simulate potential receivers for QI, such as the digital PC receiver [59]. Despite
the fact that the collected data can be used in this way, real-time implementation of such
a strategy cannot beat the optimal performance of coherent states, as already discussed in
Ref. [59] and further investigated here.

This chapter considers the QI protocol using a generic source modelled as a two-mode
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5.2 Basics of the quantum illumination protocol

Gaussian state with arbitrary quadrature correlations. Keeping in the domain of Gaussian
linear operations, we study the PC receiver in terms of its effective signal-to-noise ratio (SNR)
for our generic source. We consider various cases of added noise from, for example, the appli-
cation of a heterodyne measurement on one or both of the source’s modes, comparing their
performances of these various receivers and determine their absolute performance capabilities
relative to the optimal classical method using coherent states with homodyne detection.

5.2 Basics of the quantum illumination protocol

Consider the production of M independent signal-idler mode pairs, {â(k)
S , â

(k)
I }; 1 ≤ k ≤ M ,

with mean number of photons per mode given by NS and NI for the signal and idler modes,
respectively. The signal (S) mode is sent out to some target region while the idler (I) mode
is retained at the source for later joint measurement. Their joint state, ρ̂S,I , is modelled as
a two-mode, zero mean Gaussian state 1 with covariance matrix (CM) given by

VS,I =

ν1 cZ
cZ µ1

 ,
 1 := diag(1, 1),

Z := diag(1,−1),
(5.1)

where ν := 2NS + 1, µ := 2NI + 1 and c quantifies the quadrature correlations between the
two modes such that 0 ≤ c ≤ 2

√
NS(NI + 1). In the case where the signal-idler mode pairs

are maximally entangled we have c = cq := 2
√
NS(NI + 1) while the case c = cd := 2

√
NSNI

renders the state just-separable [79, 80]. Recall that, for c = cq, the state is known as two-
mode squeezed vacuum (TMSV) state [10].

Under hypothesis H0, the target is absent so that the returning mode âR = âB, where âB

is in a thermal state with mean number of photons per mode NB ≫ 1. Under hypothesis H1,
the target is present such that âR =

√
κâS +

√
1 − κâB, where κ ≪ 1, and âB is in a thermal

state with mean number of photons per mode NB/(1 − κ), so that the total mean photon
number is equal under both hypotheses (when κ ≪ 1 there is no passive signature such that
a non-vacuum source must be used to detect the target’s presence). The conditional joint
state, ρ̂i

R,I for i = 0, 1, of the returning (R) mode and the retained idler is given by

V0
R,I =

ω1 0
0 µ1

 , (5.2)

1Note that here we assume the variance of vacuum noise to be equal to 1/2.
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V1
R,I =

 γ1
√
κcZ

√
κcZ µ1

 , (5.3)

under hypotheses H0 and H1, respectively, where we set ω := 2NB + 1 and γ := 2κNS + ω.

At this point the binary decision between target absence and presence is reduced to the
discrimination of the two quantum states ρ̂i

R,I with i = 0, 1 [90–92]. The total error in such
a discrimination is given by a linear combination of two error types, Pmin = π0P (1|H0) +
π1P (0|H1), where π0 and π1 can be interpreted as the a priori probabilities that we assign
to the occurrence of each hypothesis.

Due to analytical difficulty, the Helstrom bound based on an optimal POVM may be
upper-bounded by the quantum Chernoff bound (QCB) [40] (see Sec. 7.2.2 for details),

Pmin ≤ PQCB := 1
2

(
inf

0≤s≤1
Cs

)
,

Cs := Tr
[
(ρ̂0

R,I)s(ρ̂1
R,I)1−s

]
, (5.4)

where the minimisation of the s-overlap Cs occurs over all 0 ≤ s ≤ 1. For the problem
under study, the minimum is achieved for s = 1/2 that corresponds to the simpler quantum
Bhattacharyya bound (QBB) [10]

PQBB := 1
2 Tr

[√
ρ̂0

R,I

√
ρ̂1

R,I

]
. (5.5)

In particular, there is a closed analytical formula for computing Cs for the QCB between two
arbitrary multimode Gaussian states (see Sec. 2.3.1). Using this formula, we can certainly
compute the QCB between the two possible output states given in Eqs. (5.2) and (5.3), but
the expression is too long to be exhibited here.

In the absence of an idler the best strategy is to use coherent states. The signal is prepared
in the coherent state

∣∣√2NS

〉
which is then sent out to some target region. Under H0, the

received returning mode is in a thermal state with mean photon number NB and covariance
matrix equal to ω1, i.e., âR = âB. Under H1, the signal is mixed with the background such
that âR =

√
κâS +

√
1 − κâB with κ ∈ (0, 1), corresponding to a displaced thermal state

with mean vector (
√

2κNS , 0) and covariance matrix ω1. The QCB of such a coherent state
transmitter may be readily computed and takes the exact form [19]

PCS,QCB
err ≤ 1

2e
−MκNS(√

NB+1−
√

NB)2
. (5.6)

Achieving Eq. (5.6) requires the use of an optimal receiver whose structure is not known.
The best practical strategy for the reception of coherent states is homodyne detection whose
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âR,i

PC
âP C,i

âI

â+,i

â−,i

N̂+,i

N̂+,i

Σ N̂i

FIG. 5.1: The phase-conjugating (PC) receiver used to calculate the SNR of the QI protocol. Each
of the M copies of the returning signal modes are phase-conjugated before being mixed with each
of the individual corresponding retained idler modes in a 50-50 beam splitter. These outputs are
photodetected with the difference between the two detectors’ outputs corresponding to an outcome
equivalent to that of the total photon number operator. This is used as input to a threshold detector
which makes the binary decision: target absent or target present.

measurement operators are projectors over the quadrature basis. It is best used when the
optical field phase is maintained across the detection protocol so that each of the M pulses
may be coherently integrated before a binary test can be carried out on the outcome. In
such a case the false-alarm probability, Pfa = P (1|H0), and mis-detection probability, Pmd =
P (0|H1), are given by

PCS,hom
fa (x) = 1

2 erfc
(

x√
M(2NB + 1)

)
, (5.7)

PCS,hom
md (x) = 1

2 erfc
(
M

√
2κNS − x√

M(2NB + 1)

)
, (5.8)

where erfc(z) := 1 − 2π−1/2 ∫ z
0 exp

(
−t2

)
dt is the complementary error function. For equally-

likely hypotheses, Eqs. (5.7) and (5.8) may be combined and minimised over x to give the
minimum average error probability for homodyne detection and coherent integration

PCS,hom
err = PCS,hom

fa + PCS,hom
md

2 = 1
2 erfc

(√
MκNS

4NB + 2

)
. (5.9)

5.3 The phase-conjugating receiver

The phase-conjugating (PC) receiver [60] is one possible practical detector for QI. As depicted
in Fig. 5.1, this receiver phase-conjugates all M returning modes â(k)

R,i, where 1 ≤ k ≤ M and
i = 0, 1 (corresponding to the two hypotheses H0 and H1), according to

âP C,i =
√

2âv + â†
R,i, (5.10)
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5 Noisy receivers for quantum illumination

where âv is the vacuum operator. Since the creation and annihilation operators are defined
in terms of quadratures, q̂ and p̂, via â = (q̂+ ip̂)/

√
2 and â† = (q̂− ip̂)/

√
2, respectively, we

may recast Eq. (5.10) for X̂ = (q̂, p̂)T . Thus the PC receiver transforms quadratures as

X̂P C,i =
√

2X̂v + ZX̂R,i, (5.11)

and the corresponding conditional covariance matrices of the return-idler states are given by

V0
P C,I =

(ω + 1)1 0
0 µ1

 , (5.12)

and

V1
P C,I =

(γ + 1)1
√
κcZ

√
κcZ µ1

 , (5.13)

under hypotheses H0 and H1, respectively.

The individual phase-conjugated signal modes are then mixed with the corresponding re-
tained idler modes on a 50-50 beam splitter whose outputs are given by

â±,i = âP C,i ± âI√
2

, (5.14)

or, equivalently,

X̂±,i = X̂P C,i ± X̂I√
2

. (5.15)

These modes with output conditional covariance matrices Vi
±, for i = 0, 1, are then photode-

tected yielding photon counts equivalent to measurement outcomes of the number operator
N̂±,i = â†

±,iâ±,i.

We construct the output conditional covariance matrices Vi
±, for i = 0, 1, by considering

the individual components, e.g., for H0:

⟨X̂2
+,0⟩ = ⟨X̂2

P C,0⟩ + ⟨X̂2
0 ⟩ + 2⟨X̂P C,0X̂0⟩

= (ω + 1)1 + µ1

=
(
ω + 1 + µ

2

)
1 = ⟨X̂2

−,0⟩ (5.16)

⟨X̂+,0X̂−,0⟩ = ⟨X̂2
P C,0⟩ − ⟨X̂2

0 ⟩

= (ω + 1)1 − µ1

=
(
ω + 1 − µ

2

)
1, (5.17)

68



5.3 The phase-conjugating receiver

and similarly for H1:

⟨X̂2
+,1⟩ = ⟨X̂2

P C,1⟩ + ⟨X̂2
I ⟩ + 2⟨X̂P C,1X̂I⟩

= (γ + 1)1 + 1
2µ1 +

√
κc1

=
(
γ + 1 + µ

2 +
√
κc

)
1, (5.18)

⟨X̂2
−,1⟩ = ⟨X̂2

P C,1⟩ + ⟨X̂2
I ⟩ − 2⟨X̂P C,1X̂I⟩

=
(
γ + 1 + µ

2 −
√
κc

)
1, (5.19)

⟨X̂+,1X̂−,1⟩ = ⟨X̂2
P C,1⟩ − ⟨X̂2

I ⟩

=
(
γ + 1 − µ

2

)
1. (5.20)

Thus the output conditional covariance matrices Vi
± are given by

V0
± =

α+1 α−1
α−1 α+1

 , (5.21)

V1
± =

β+1 γ∗1
γ∗1 β−1

 , (5.22)

where α± = (ω+1±µ)/2, β± = (γ+1+µ±2
√
κc)/2 and γ∗ = (γ+1−µ)/2. It is these modes

which are then photodetected yielding photon counts equivalent to measurement outcomes
of the number operator N̂±,i = â†

±,iâ±,i. The binary decision is made by computing the
difference between the two detectors’ outputs [20], equivalent to the measurement outcome
of the operator

N̂i = N̂+,i − N̂−,i. (5.23)

Since the QI protocol uses a very large number of copies, M , of the signal-idler mode pairs
the central limit theorem applies to our measurements. That is, the measurement N̂i yields a
Gaussian-distributed random variable, conditioned on the hypothesis. Thus we can write that
the QI receiver’s signal-to-noise ratio (SNR), for hypotheses with equal prior probabilities,
satisfies [60]

SNR =

(
⟨N̂1⟩ − ⟨N̂0⟩

)2

2
(√

⟨∆N̂2
1 ⟩ +

√
⟨∆N̂2

0 ⟩
)2 , (5.24)

where ⟨Ôi⟩ and ⟨∆Ô2
i ⟩, for i = 0, 1, are the conditional means and variances of measurement

Ôi, respectively, and the notation ⟨. . . ⟩ denotes an average over all M copies.
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5 Noisy receivers for quantum illumination

To evaluate the PC receiver’s SNR for the QI protocol we begin by considering the number
operator in terms of quadrature operators, N̂ = â†â := (q̂2 + p̂2 − 1)/2. Thus we can write
the mean number of photons as

⟨N̂⟩ = ⟨q̂2⟩ + ⟨p̂2⟩ − 1
2 . (5.25)

Applying this to the conditional covariance matrices given by Eqs. (5.21) and (5.22), we can
compute the numerator of the SNR, Eq. (5.24) for the QI PC receiver as(

⟨N̂1⟩ − ⟨N̂0⟩
)2

=
(
⟨N̂+,1⟩ − ⟨N̂−,1⟩ − ⟨N̂+,0⟩ + ⟨N̂−,0⟩

)2

= (β+ − β−)2

= 4κc2. (5.26)

Considering the photon number variance, we have that

⟨∆N̂2⟩ := ⟨N̂2⟩ − ⟨N̂⟩2

= ⟨(N̂+ − N̂−)2⟩ − ⟨N̂+ − N̂−⟩2

= ⟨∆N̂2
+⟩ + ⟨∆N̂2

−⟩ + 2
[
⟨N̂+⟩⟨N̂−⟩ − ⟨N̂+N̂−⟩

]
︸ ︷︷ ︸

(∗)

. (5.27)

For the first two terms we begin by considering the form of the photon number variance in
terms of quadrature operators using Eq. (5.25)

⟨∆N̂2
±⟩ := ⟨N̂2

±⟩ − ⟨N̂±⟩2

= 1
4(⟨q̂4

±⟩ − ⟨q̂2
±⟩2 + ⟨p̂4

±⟩ − ⟨p̂2
±⟩2)

= 1
2(⟨q̂2

±⟩2 + ⟨p̂2
±⟩2), (5.28)

where we have used the following identity for higher-order Gaussian moments for even n

⟨Ôn⟩ = σn(n− 1)! ! , (5.29)

where σ =
√

⟨Ô2⟩ is the standard deviation and ! ! denotes the double factorial.

Rewriting the final term (∗) in terms of quadrature components, Eq. (5.25), we find that

(∗) = 1
2(⟨q̂2

+⟩⟨q̂2
−⟩ − ⟨q̂2

+q̂
2
−⟩ + ⟨q̂2

+⟩⟨p̂2
−⟩ − ⟨q̂2

+p̂
2
−⟩

+ ⟨p̂2
+⟩⟨p̂2

−⟩ − ⟨p̂2
+p̂

2
−⟩ + ⟨q̂2

−⟩⟨p̂2
+⟩ − ⟨q̂2

−p̂
2
+⟩)

= −(⟨q̂+q̂−⟩2 + ⟨q̂+p̂−⟩2 + ⟨p̂+p̂−⟩2 + ⟨q̂+p̂+⟩2), (5.30)
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where we have used the following identity for multivariate higher-order Gaussian moments,

⟨Ô2
i Ô

2
j ⟩ = ⟨Ô2

ii⟩⟨Ô2
jj⟩ + 2⟨ÔiÔj⟩2, (5.31)

where ⟨ÔiÔj⟩ denotes the covariance of the zero-mean Gaussian variables Ôi and Ôj .

Computing the required variances and covariances we find

⟨q̂2
+,0⟩2 = ⟨q̂2

−,0⟩2 = ⟨p̂2
+,0⟩2 = ⟨p̂2

−,0⟩2 = α2
+,

⟨q̂+,0q̂−,0⟩2 = ⟨p̂+,0p̂−,0⟩2 = α2
−

⟨q̂2
+,1⟩2 = ⟨p̂2

+,1⟩2 = β2
+,

⟨q̂2
−,1⟩2 = ⟨p̂2

−,1⟩2 = β2
−,

⟨q̂+,1q̂−,1⟩2 = ⟨p̂+,1p̂−,1⟩2 = γ∗2. (5.32)

Inserting these into Eqs. (5.27), (5.28) and (5.30), we obtain the photon number variances,

⟨∆N̂2
0 ⟩ = 2 (µ(1 + ω)) , (5.33)

⟨∆N̂2
1 ⟩ = 2

(
κc2 + µ(1 + γ)

)
. (5.34)

Finally, we find that the single-mode SNR, Eq. (5.24) of the PC receiver is given by

SNRPC = κc2(√
κc2 + µ(1 + γ) +

√
µ(1 + ω)

)2 , (5.35)

which directly relates to its error probability after M uses, for equally-likely hypotheses,
satisfying [60]

P
(M)
PC = 1

2erfc
(√

MSNRPC
)
. (5.36)

5.4 Comparison between receivers with added noise

It is easy to modify the final formula in Eq. (5.35) to include the presence of extra noise
on the idler mode (âI) and returning signal mode (âR) before the action of the PC receiver.
Assuming that this extra noise is Gaussian added noise with variances εI (for the idler) and
εR (for the returning signal), we may write the same SNR in Eq. (5.35) up to the following
replacement

µ → µ′ = µ+ εI , (5.37)

and
ω → ω′ = ω + εR, under H0,
γ → γ′ = γ + εR, under H1.

(5.38)
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5 Noisy receivers for quantum illumination

Suppose that this added noise is the same amount you would get from the application of
a heterodyne measurement, so that εI(R) = 1. Besides the standard configuration of an
entangled TMSV source and the PC receiver that we denote QI+PC, consider the case where
both idler and returning signal modes are affected by the extra noise εI = εR = 1 before the
PC receiver, a configuration that we denote QI+Het+PC. Then, consider the hybrid case
where only the returning signal is affected while the idler is noiseless or “calibrated”, i.e.,
εR = 1 and εI = 0, that we denote QI+Cal+PC.

Considering now another scenario: for the case where both idler and returning signal
modes have added noise (εI = εR = 1), let us assume this is indeed the effect of heterodyne
detections. If we assume that the outcomes are processed in the optimal way so that we may
apply the classical Chernoff bound (CCB) [40]. Recall that, for two probability distributions,
p0(i) and p1(i), the CCB is given by

ξCCB = − log
(

min
0≤s≤1

∑
i

p0(i)sp1(i)1−s

)
. (5.39)

The outcomes of the heterodyne detections are distributed according to Gaussian probability
densities that are directly related to the Wigner functions of the states. In fact, we have

ξCCB = π2
∫
d4x W s

V0+1(x)W 1−s
V1+1(x). (5.40)

where we have the two modes’ quadrature components x := (qR, pR, qI , pI)T , WV0(x) is the
Wigner function of ρ̂0

R,I and WV1(x) is that of ρ̂1
R,I . Here we have

WVi(x) =
exp

[
−1

2xT (Vi)−1x
]

4π2
√

det Vi
, (5.41)

where Vi = Vi
R,I is given in Eqs. (5.2) and (5.3) for i = 0, 1. Denoting this case by

QI+Het+CCB, we find that

ξQI+Het+CCB = 4(1 +NB)
4 + 4NB + κNS

. (5.42)

We can compare the performances of these receivers to that given by the coherent state
QCB (CS-QCB) and coherent state transmitter with homodyne detection (CS+Hom), given
by Eqs. (5.6) and (5.9), respectively. Results are shown in Fig. 5.2 where we plot the error
probability exponent, defined as log10 P where P is the error probability associated with the
given receiver, as a function of M . We see that QI+Het+PC is outperformed by CS+Hom
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FIG. 5.2: Performance comparison of the various receivers in terms of error exponent versus (log-
arithmic) number of uses M . The results are computed for parameter values NS = NI = 1/100,
c = 2

√
NS(NI + 1), NB = 20 and κ = 1/100.

whose error probability exponent is always lower. Likewise, QI+Het+CCB does not surpass
CS-QCB. However, it can be seen that the hybrid case QI+Cal+PC approaches the noiseless
receiver QI+PC under optimal conditions: maximal entanglement, i.e., c = 2

√
NS(NI + 1),

symmetric low-brightness NS = NI ≪ 1, and large background NB ≫ 1. Performing an
asymptotic expansion in the regime of large NB, we find that

SNRQI+Cal+PC → SNRQI+PC = (1 +NI)κNS

2NB(1 + 2NI) , (5.43)

and
SNRQI+Het+PC → SNRCS+Hom = κNS

4NB
. (5.44)

The maximal advantage of QI+PC over CS+Hom is given by

SNRQI+PC
SNRCS+Hom

= 2(1 +NI)
1 + 2NI

→ 2 for NI ≪ 1. (5.45)

Our analysis above clearly shows that, whenever the idler mode is affected by an additive
Gaussian noise that is equivalent to a heterodyne detection, the performance of coherent state
transmitters cannot be beaten. There is indeed another argument to understand why this
is the case. Performing a Gaussian measurement on the idler mode of a two-mode Gaussian
state remotely prepares an ensemble of Gaussian states on the signal mode [81]. In particular,
if the Gaussian state is a TMSV state and the idler mode is heterodyned, then the signal
mode is projected onto an ensemble of coherent states, whose average state is thermal with
mean number of photons equal to the signal energy of the TMSV state.
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5 Noisy receivers for quantum illumination

5.5 Conclusion

This chapter has investigated the QI protocol for a generically correlated Gaussian source,
considering various receiver types. Keeping within the realms of Gaussian operations, we have
paid attention to the PC receiver and studied its performance in various cases of added noise
due to, for example, the action of a heterodyne measurement on one or both of the modes.
The potential of performing a measurement on the idler, while still retaining a quantum
advantage, would mitigate one of the major problems associated with QI implementation:
idler storage and later recombination with the returning signal. This is of particular concern
when the problem involves target ranging, where alternative strategies should be considered(
see Refs. [3, 93] and Chap. 9).

Under these considerations, we have modelled the PC receiver for our generic source and
have derived the associated SNR in terms of the signal and idler energies, and their cross-
correlations. Our SNR may be readily adapted to include additional noise associated with
Gaussian measurements. Our results confirm that a heterodyne measurement performed on
the idler mode leads to a performance which asymptotically approaches that of a coherent
state with homodyne detection, not surpassing it. Interestingly, if the signal mode is subject
to added noise due to a heterodyne measurement but the idler mode is maintained clean, the
performance asymptotically approaches that of the PC receiver without any added noise. In
terms of future work, it would be interesting to investigate these aspects within the setting
of unambiguous quantum discrimination [94].
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6 Noiseless linear amplification for quantum
target detection

Abstract This chapter studies the introduction of non-Gaussian protocols for quantum illu-
mination (QI)-based quantum target detection by considering the action of a noiseless linear
amplifier (NLA) at the detection stage. By transforming the problem of QI with an NLA
at the receiver to an equivalent protocol with modified effective parameters, we compute the
quantum Chernoff bound (QCB) and compare it to the classical benchmark of coherent states
under the same NLA action. Our results show that, subject to certain parameter constraints
where our analysis is valid, an NLA can significantly improve the performance of QI compared
to the equivalent protocol without an NLA. Finally, we initiate a procedure for potentially
implementing a measurement-based NLA through appropriate post-selection of heterodyne
measurement outcomes.

Relevant Publications Content from the following publications is used in this chapter:

[6] A. Karsa, M. Ghalaii and S. Pirandola, Noiseless linear amplification in quantum
target detection using Gaussian states, under review, (2022), arXiv: 2201.02474.

M. Ghalaii provided insight and background of NLAs.
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6 Noiseless linear amplification for quantum target detection

6.1 Introduction

Quantum mechanics, and the non-classical phenomena arising from it, have revolutionised
many modern technologies including computation [95–97], communication [98–100] and sens-
ing [11]. Quantum target detection forms a particular subset of quantum sensing protocols
in which one’s aim is to determine whether or not a target is present in some region of in-
terest. Quantifying one’s capability of doing so, and also confirming the benefits of using a
quantum strategy, is carried out on the analysis of bounds on the probability of an error,
in particular, comparing the upper bound to the lower bound of the corresponding, optimal
classical method. Typically this classical benchmark will take the form of a coherent state, a
classical state with minimum uncertainty, with homodyne detection at the receiver.

Attainment of the well-known 6 dB quantum advantage through QI relies on the use of an
optimal joint measurement, however, the details of such a measurement remains unknown.
Various receiver designs have been proposed for QI: the phase-conjugating (PC) and opti-
cal parametric amplification (OPA) [60] achieve, at most, a 3 dB performance enhancement
over coherent states while a receiver based on sum-frequency generation with feed-forward
(FF-SFG) [62] is capable of saturating the quantum Chernoff bound (QCB) for QI, though
this receiver remains technologically out of reach. Experimentally, receivers are generally
based on homodyne-type measurements carried out on the modes to determine the state’s
quadrature values. Owing to the uncertainty principle, such measurements necessarily in-
troduce noise to the system. Further, homodyne statistics are described by marginals of
the Wigner function of a state which is a classical probability distribution. As such, any
homodyne-type measurement on a Gaussian state, whose Wigner function is positive, results
in a description of quadratures which is realistic, i.e., not purely quantum-mechanical, and
thus unable to demonstrate any violation of Bell inequalities. Nonetheless, Gaussianity offers
straightforward means of experimental implementation, with tools associated with Gaussian
state generation, transformation and detection readily available in optics labs. As such, one
could consider as an alternative either using non-Gaussian measurements on Gaussian states
or Gaussian measurements on non-Gaussian states.

While standard, Gaussian amplifiers can effectively recover losses in a classical signal, they
necessarily add noise to the system (see Chap. 7 for an illustration of this on coherent states)
rendering the resultant effective SNR bounded by the original such that no overall gains in
performance can be achieved. Noiseless linear amplifiers (NLAs) offer a non-Gaussian means
of non-deterministically amplifying a quantum state without the addition of noise, at the
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â
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FIG. 6.1: Schematic of QI with the use of an NLA at the receiver. A TMSV state is generated with
the signal mode (S) sent to probe the target region and the idler mode (I) sent to the receiver and
stored. The target is modelled as a beam splitter with reflectivity κ. The receiver is equipped with
an NLA which acts on the returning state which, when the target is present, is a portion κ of the
original signal mixed with the background. When the target is absent, κ = 0 and only the background
is received. The output of the NLA is then recombined with the idler in a joint measurement.

expense that when the procedure fails the signal is projected onto the vacuum state and
completely lost [127–130] (interested readers are referred to Ref. [131] for a review). Experi-
mentally, different NLA modules have been realised successfully [132–134]. Previously, NLAs
have been shown to demonstrate increased robustness against loss and noise in continuous
variable (CV) quantum key distribution (QKD) [135–138] and quantum repeater [139–141]
protocols allowing for an increase in maximum transmission distance. They have also been
shown to improve the performance of quantum distillation protocols [142,143] and provide a
quantum enhancement of the signal-to-noise ratio [144].

In this chapter we consider the use of an NLA at the detection stage of the QI protocol,
effectively creating a non-Gaussian receiver for QI with a Gaussian probe. Then, by mapping
the protocol of QI with a two-mode squeezed vacuum (TMSV) state with an NLA to one
without an NLA but transformed Gaussian state input and quantum channel parameters,
we compute the QCB. Considering the same procedure for the classical benchmark of co-
herent states, we show that under appropriate parameter constraints, an enhanced quantum
advantage may be achieved. In particular, the resultant performance of a post-quantum
channel NLA on a coherent state is always upper bounded by the performance of a coherent
state without the NLA. On the other hand, the NLA acting on the received TMSV quantum
channel output always yields an enhancement in detection capabilities.
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6.2 Noiseless linear amplification for QI

6.2.1 The QI protocol

Consider the production of M independent signal-idler mode pairs, {â(k)
S , â

(k)
I }; 1 ≤ k ≤

M , with mean number of photons per mode NS for each of the signal and idler modes,
respectively. The signal (S) mode is sent out to some target region while the idler (I) mode
is retained at the source for later joint measurement. Their joint state, ρ̂S,I , is modelled as
a two-mode, zero mean Gaussian state [10] with covariance matrix (CM) given by

VS,I =

 ν1 cqZ
cqZ ν1

 ,
 1 := diag(1, 1),

Z := diag(1,−1),
(6.1)

where ν := 2NS + 1 and cq = 2
√
NS(NS + 1) quantifies the quadrature correlations be-

tween the two modes. The off-diagonal terms can in fact take any value such that 0 ≤ c ≤
2
√
NS(NS + 1). In the case where the signal-idler mode pairs are maximally entangled we

have c = cq := 2
√
NS(NS + 1) (the TMSV state [10]) while the case c = cd := 2NS renders

the state just-separable [79,80].

Under hypothesis H0, the target is absent so that the returning mode âR = âB, where âB

is in a thermal state with mean number of photons per mode NB. Under hypothesis H1,
the target is present such that âR =

√
κâS +

√
1 − κâB, where κ is the target reflectivity,

incorporating all propagation losses associated with the channel, and âB is in a thermal state
with mean number of photons per mode NB/(1 − κ), so that the mean noise photon number
is equal under both hypotheses (no passive signature). The conditional joint state, ρ̂i

R,I for
i = 0, 1, of the returning (R) mode and the retained idler is given by, under hypotheses H0

and H1, respectively,

V0
R,I =

ω1 0
0 ν1

 , (6.2)

and

V1
R,I =

 γ1
√
κcqZ

√
κcqZ ν1

 , (6.3)

where we set ω := 2NB + 1 and γ := 2κNS + ω.
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6.2 Noiseless linear amplification for QI

6.2.2 NLA action

An NLA provides a means to achieve phase-insensitive amplification without the addition of
any noise at the expense of a probabilistic transformation. Ralph and Lund [129] illustrate
this, which we will outline here. Consider the unitary operator T̂ which, acting on a coherent
state |α⟩ with complex amplitude α, yields the transformation

T̂ |α⟩ = c |gα⟩ (6.4)

where g is a real number with |g|> 1 (i.e., the state is amplified) and c is a complex number
with |c|> 1. Now consider the following

T̂ â |α⟩ = T̂ âT̂ †T̂ |α⟩ = T̂ âT̂ † |gα⟩ = α |gα⟩ , (6.5)

where â is the annihilation operator for the coherent state |α⟩ obeying the usual commutation
relations

[
â, â†

]
= 1. The final equality here implies that coherent state |gα⟩ is an eigenstate

of the operator b̂ = T̂ âT̂ † with eigenvalue α. However, this in turn implies that b̂ = 1/gâ
which would mean that

[
b̂, b̂†

]
= 1/g2 while

[
b̂, b̂†

]
= T̂

[
â, â†

]
T̂ † = T̂ T̂ † = 1, a contradiction.

This is typically rectified by the addition of a noise operator associated with the amplifica-
tion, which would fix the commutation relations but render the transformation of Eq. (6.4)
impossible since the output state would no longer be pure, but mixed. Alternatively, one can
instead consider the operator T̂ to be non-unitary, yielding a non-deterministic transforma-
tion

|α⟩⟨α| → PNLA
succ |gα⟩⟨gα| + (1 − PNLA

succ ) |0⟩⟨0| , (6.6)

where PNLA
succ is probability with which the NLA succeeds.

Note that on average, taking into account all successful and unsuccessful NLA outcomes,
the distinguishability of the quantum states does not increase. However, a scheme where
successful amplifications are heralded (see Ref. [129]) such that measurements are only per-
formed on successfully amplified outputs can yield performance enhancements in various
protocols [145].

Such a probabilistic transformation is given by the operator gn̂ where n̂ = â†â is the number
operator whose action on a coherent state is given by [129]

gn̂ |α⟩ = e
|α|2

2 (g2−1) |gα⟩ . (6.7)

79



6 Noiseless linear amplification for quantum target detection

6.2.3 Effective parameters for QI with an NLA

Consider the entanglement-based QI protocol where the source is two-mode squeezed vacuum
(TMSV) state comprising signal and idler modes given by

|λ⟩S,I =
√

1 − λ2
∞∑

n=0
λn |n⟩S |n⟩I , (6.8)

with λ2 = NS
NS+1 < 1, where NS is the average number of photons per mode. Its initial CM

is equivalent to that in Eq. (6.1).

Consider the action of a generic Gaussian channel with transmittance T , and input equiv-
alent excess noise ϵ on a single mode A of an arbitrary input TMSV state with CM γA,B.
The output CM is given by

γ′
A,B =

T (V (λ) +B + ϵ)1
√
T (V (λ)2 − 1)Z√

T (V (λ)2 − 1)Z V (λ)1

 , (6.9)

where V (λ) = 1+λ2

1−λ2 is the variance of the thermal state TrA |λ⟩⟨λ| and B = 1−T
T is the input

equivalent noise due to losses.

Now consider the implementation of a NLA to mode A prior to measurement, as shown in
Fig. 6.1. It can be shown that the CM γ′

A,B(λ, T, ϵ, g) of the amplified state, post NLA action,
is equivalent to the CM γ′

A,B(ζ, η, ϵg, g = 1) of an equivalent system with EPR parameter ζ,
under action of a Gaussian channel with transmittance η and excess noise ϵg, without the
use of an NLA. These effective parameters are given by

ζ = λ

√
(g2 − 1)(ϵ− 2)T − 2

(g2 − 1)ϵT − 2 , (6.10)

η = g2T

(g2 − 1)T (1
4(g2 − 1)(ϵ− 2)ϵT − ϵ+ 1) + 1

, (6.11)

ϵg = ϵ− 1
2(g2 − 1)(ϵ− 2)ϵT. (6.12)

For the above system of effective parameters to represent an actual physical system, the
following constraints must be satisfied: 0 ≤ ζ < 1, 0 ≤ η ≤ 1 and ϵg ≥ 0. The first is always
satisfied when

0 ≤ ζ < 0 ⇒ 0 < λ <

(√
(g2 − 1)(ϵ− 2)T − 2

(g2 − 1)ϵT − 2

)−1

. (6.13)
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6.2 Noiseless linear amplification for QI

The second and third conditions are satisfied provided the excess noise ϵ < 2 and the gain is
smaller than a maximum value given by

gmax =

√√√√ϵ(T (ϵ− 4) + 2) + 4
√

T (ϵ−2)+2
ϵ − 2

√
ϵ(T (ϵ− 2) + 2) + 4T − 4

T (ϵ− 2)2 . (6.14)

Equivalences can be made between Eq. (6.9) and Eq. (5.3): For QI we consider a TMSV
state withNS mean photons per mode such that the variance V (λ) = 2NS+1 and

√
V (λ)2 − 1 =

2
√
NS(NS + 1) while Gaussian channel transmittance T ≡ κ, the target reflectivity. Of

course, for real-world target detection, this parameter would also incorporate other losses
and gains given by the radar equation. In QI, a portion κ of the signal is mixed with the
thermal background, which comprises NB/(1 − κ) mean photons per mode. Taking into
account this rescaling, when the target is present the returning signal mode (R) takes the
form

κ(2NS + 1) + (1 − κ)
( 2NB

1 − κ
+ 1

)
≡ TV (λ) +BT

( 2NB

1 − T
+ 1

)
= T

(
V (λ) +B + 2NB

T

)
≡ T (V (λ) +B + ϵ),

(6.15)

where excess noise ϵ = 2NB
T ≡ 2NB

κ . Thus by considering an equivalent system of effective
parameters in place of the two conditional CMs for QI given in Eqs. (6.2) and (6.3), one
can consider the additional action of an NLA on the returning signal modes at the receiver,
before joint measurement with the retained idler.

Note that the constraint on excess noise to maintain the effective system’s physicality means
that ϵ = 2NB

κ < 2, i.e., NB < κ. Since 0 ≤ κ ≤ 1, we have the global constraint NB < 1 on
the mean number of thermal photons associated with the background. Typically, for QI, the
parameter constraints involve very high background, NB ≫ 1, which is naturally satisfied
in the microwave domain at room temperature, and κ ≪ 1. However, these are not strictly
necessary for a quantum advantage to exist; provided NS ≪ 1 quadrature correlations cq are
maximised and it is from here where the quantum advantage arises. The new constraint on
NB introduced here means that, comfortably, at room temperature (T = 300K) applications
the protocol described here is valid for frequencies ≳ 4THz, beginning at the higher end of
the microwave. Lower frequencies can meet this requirement as long as the temperature of
application is small enough, e.g., for operations at ∼ 1GHz we require T ≲ 0.07K.
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6 Noiseless linear amplification for quantum target detection

Further, for a given environment (NB) and target parameters (κ), Eq. (6.13) implies that
the maximum value of signal energy, NS , that may be employed given by

Nmax
S (g) = 1 −NB(g2 − 1)

κ(g2 − 1) , (6.16)

which is maximised when g = 1, i.e., no amplification occurs and the protocol is equivalent
to that of standard QI.

The action of the NLA is a non-deterministic one. That is, it provides a tool for heralded
noiseless quantum amplification with probability of success for the transformation |α⟩ → |gα⟩
given by

PNLA
succ = 1

g2 , (6.17)

where g is the NLA gain. In other words, under NLA action the number of probings used for
the detection process transforms as M → M/g2 with the remaining M(g2 − 1)/g2 channel
uses discarded.

Thus, with NLA action we are considering post-selected QI and the problem of hypothesis
testing becomes one of two stages and four potential outcomes:

H00 : Target is absent, and the NLA is unsuccessful;

H01 : Target is absent, and the NLA is successful;

H10 : Target is present, and the NLA is unsuccessful;

H11 : Target is present, and the NLA is successful.

Post-selection essentially discards all events corresponding to hypotheses H00 and H10 and
the problem is reduced to standard QI involving the discrimination of only two hypotheses
H01 and H11, subject to M → M/g2.

6.2.4 Classical benchmarking with coherent states

In the absence of an idler the best strategy is to use coherent states. The signal is prepared
in the coherent state |

√
2NS⟩ which is then sent out to some target region. Under H0,

the received returning mode is in a thermal state with mean photon number NB and CM
equal to ω1, i.e., âR = âB. Under H1, the signal is mixed with the background such that
âR =

√
κâS +

√
1 − κâB with κ ∈ (0, 1), corresponding to a displaced thermal state with

mean vector (
√

2κNS , 0) and CM ω1.
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6.2 Noiseless linear amplification for QI

Consider the thermal state ρ̂th(λth) with Fock basis representation

ρ̂th(λth) = (1 − λ2
th)

∞∑
n=0

λ2n
th |n⟩⟨n| , (6.18)

displaced by complex β yielding the state ρ̂ = D̂(β)ρ̂th(λth)D̂(−β). Such a state can be
written as an ensemble of coherent states,

ρ̂ =
∫
P (α) |α⟩⟨α| dα, (6.19)

where P (α) = e|α|2

π2
∫
e|u|2⟨−u|ρ̂|u⟩eu⋆α−uα⋆du, is the P-function.

After successful amplification using operator Ĉ = gn̂, where n̂ is the Fock basis number
operator, coherent state |α⟩ transforms as

Ĉ |α⟩ = e
|α|2

2 (g2−1) |gα⟩ (6.20)

such that the initial state after NLA action becomes

ρ̂′ = Ĉρ̂Ĉ =
∫
P (α)e|α|2(g2−1) |gα⟩⟨gα| dα. (6.21)

After change of variables it can be found that the resulting state after NLA action,

ρ̂′ ∝ D̂(ḡβ)ρ̂th(gλth)D̂(−ḡβ), (6.22)

where ḡ = g
1−λ2

th
1−g2λ2

th
. That is, as in the case for a TMSV source, result of a displaced

thermal state acted on by an NLA is equivalent to a displaced thermal state with modified
effective parameters without amplification, subject to the constraint that gλth < 1 to ensure
physicality.

For QI applications, the initial coherent state
∣∣√2NS

〉
is sent through a quantum channel

with reflectivity/transmittance κ such that the displacement can be taken as, β =
√

2κNS .
Meanwhile, the variance of the thermal state is given by

1 + λ2
th

1 − λ2
th

= 2NB + 1 = ω ⇒ λ2
th = NB

1 +NB
. (6.23)

Thus, action of the NLA on the displaced thermal state with these parameters yields the
following transformations: for the mean,

√
2κNS → g

1 − λ2
th

1 − g2λ2
th

√
2κNS

= g

1 +NB(1 − g2)
√

2κNS = β′.

(6.24)
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6 Noiseless linear amplification for quantum target detection

Then,
λ2

th = NB

1 +NB
→ g2 NB

1 +NB
= λ′ 2

th, (6.25)

such that the effective variance becomes
1 + λ′ 2

th
1 − λ′ 2

th
= 1 +NB(1 + g2)

1 +NB(1 − g2) = ω′. (6.26)

6.2.5 Performance bounds for QI with NLA

TMSV state with NLA

Using the tools of Sec. 2.3.1 the QCB of the maximally-entangled TMSV source for QI may
be computed. We compute the QCB for a single successful use of the QI protocol, where
the probability of success is given by that of the NLA which in the ideal case is equal to
PNLA

succ = 1/g2, where g is the NLA gain. Let us denote the QCB on the output of a successful
NLA following QI as ξQI+NLA. Then, for equally likely hypotheses, and after k uses, the QCB
becomes

1
2 (ξQI+NLA)k . (6.27)

But, we must include the probabilistic nature of successful outcomes. Given a total of M
uses of the entire QI protocol, that is M copies of the TMSV source, discrimination is carried
out on the k successful outcomes where k follows a binomial distribution. Then, the total
average error probability, for equally likely hypotheses, becomes

PQCB
QI+NLA = 1

2

M∑
k=0

(ξQI+NLA)k

(
M

k

)(
PNLA

succ

)k
(1 − PNLA

succ )M−k

= 1
2
(
1 + PNLA

succ (−1 + ξQI+NLA)
)M

= 1
2

(
1 + 1

g2 (−1 + ξQI+NLA)
)M

,

(6.28)

where in the last equality we have set the ideal case of PNLA
succ = 1/g2. Note that in the case

of no successful NLA outcomes, i.e., k = 0, one simply chooses at random, bounding the
maximum error to be 1/2, such that regardless of how the NLA behaves a decision is always
made as to whether or not the target is present. Further, all measurements, and thus the
entirety of decision-making, are only based on the k successful NLA output states.

The computation is carried out using mathematical computational software and, while the
full form too long to be exhibited here, its behaviour is plotted in Figs. 6.2 and 6.3 and
discussed in the following sections.

84



6.2 Noiseless linear amplification for QI

Coherent state with NLA

As with the TMSV source, the tools of Sec. 2.3.1 may be used to compute the QCB of a co-
herent state with amplification by considering an equivalent protocol, without amplification,
using modified effective parameters for mean and variance given by Eqs. (6.24) and (6.26),
respectively. For equally-likely hypotheses, the single-use (M = 1) QCB for a coherent state
with NLA amplification takes the exact form

PQCB,M=1
CS+NLA = 1

2 exp
(

−g2κNS

(√
NB + 1 − g

√
NB

)2
(1 +NB − g2NB)3

)
= 1

2ξCS+NLA. (6.29)

Taking into account the probabilistic nature of our NLA procedure, the overall average
error probability for the coherent state source follows the same behaviour as seen for the
TMSV state for QI with an NLA. Explicitly, after M uses with k successes, the average error
probability becomes

PQCB
CS+NLA = 1

2

(
1 + 1

g2 (−1 + ξCS+NLA)
)M

, (6.30)

Meanwhile, the QCB of such a coherent state transmitter, without amplification, may be
readily computed and takes the exact form [19]

PQCB
CS = 1

2 exp
(

−MκNS

(√
NB + 1 −

√
NB

)2
)
. (6.31)

6.2.6 Benchmarking QI with NLA

Comparison of NLA protocols

Eq. (6.30) allows for the benchmarking of the TMSV with the use of an NLA for target
detection as the coherent state forms the ideal, minimum-uncertainty state and serves as the
theoretically optimal classical benchmark.

Taking into account constraints on effective parameters given by Eqs. (6.10), (6.11) and (6.12),
Figs. 6.2 and 6.3 plot the performance of the TMSV state with NLA relative to that of a
coherent state with NLA. Note that the full, exact forms of the QCB have been employed in
the computation, that is, without any assumptions as to the relative magnitude of parameter
values.

In Fig. 6.2, the error probability exponent is plotted as function of the NLA gain, g, up to
and including gmax, for fixed environmental parameters NB = 0.1 and κ = 0.2 with the total
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FIG. 6.2: Error probability exponents for QI using a maximally-entangled TMSV source with NLA
(red) at the receiver, compared to a coherent state source with the same NLA (blue) as a function
of NLA gain, g. In both panels, parameters are set such that NB = 0.1, κ = 0.2 such that the
maximum source energy applicable across the range, Nmax

S (gmax) ≃ 0.96. Thus, values are plotted for
(i) NS = 0.9 and (ii) NS = 0.1. The total number of probes M = 100.

number of probings M = 100. Based on these parameters it can be found that the maximum
energy valid across all values of g, maintaining physicality, is given by Nmax

S (gmax) ≃ 0.96 thus
results are plotted for two values of NS : 0.9 and 0.1. It can clearly be seen that an increase in
the gain, g, has a much larger and more valuable effect on the TMSV state, compared to the
same amplification of the returning coherent state. Note that where g = 1 the performance
coincides with that of the standard QI protocol without any amplification. As expected,
smaller values of source energy NS are favoured by the QI with a TMSV source compared to
the coherent state since it is for small NS where cross-correlations, cq = 2

√
NS(NS + 1), are

maximised.
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FIG. 6.3: Error probability exponents for QI using a maximally-entangled TMSV source with NLA
(red) at the receiver, compared to a coherent state source with the same NLA (blue) as a function of
NLA gain, g. In both panels, parameters are set such that NB = 0.1, κ = 0.2, while for each value of
g, the signal energy is set very close (99%) to its local maximum, i.e., NS = N

max(g)
S . Total number

of probes is set to for (i) M = 10 and (ii) M = 100.

Fig. 6.3 plots the same function as Fig. 6.2 with much of the same parameters, however in
this scenario rather than considering the global maximum of NS , applicable across all values
of g, up to and including gmax, we consider a source whose energy is given by (99% of) the
local maximum. That is, for each value of g ∈ [0, gmax], NS is set such that NS = Nmax

S (g).
Of course, Nmax

S is a decreasing function of g, so the behaviour observed for g → 1, where
NS is typically very large, sees the coherent state outperforming the TMSV. However small
increases in g show a large quantum advantage can be achieved, even at the maximal NS

value. This quantum advantage may be amplified in cases where the source energy must be
kept low, as in stealth surveillance or biomedical sensing where samples may be sensitive to
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6 Noiseless linear amplification for quantum target detection

high energies, due to the freedom available in decreasing NS below the value used in this
comparison. Making use of such freedom will, of course, amplify entanglement benefits.

Comparison with non-NLA protocols

While Sec. 6.2.6 shows that the use of NLAs yields improvement in performance for TMSV
protocols over coherent state protocols, there is, of course, a question as to whether or not
their use is beneficial when one can simply forgo the NLA and keep all M channel uses in
the detection. After all, successful amplification comes at the expense of a proportion, QCBs
for target detection, both for QI with a TMSV source and coherent states (see Ref. [1] and
Chap. 4 for full details), may be recovered by simply setting g = 1.

Figs. 6.4 and 6.5 plot the error probability exponents for QI using a maximally entangled
TMSV source with an NLA at the receiver alongside that of a coherent state source using the
same NLA. For comparison and to show that the NLA is of actual value, we plot the QCBs
for the same protocols without the use of the NLA. In these protocols, all M probings are
used at the receiver in decision-making. Results show that there exists a clear advantage in
employing NLAs at the receiver compared to without.

Note that there is one difference in the results of Figs. 6.4 and 6.5. In the vast majority of
operational regimes, the maximal advantage in employing the NLA is observed for maximum
gain, given the regime’s associated parameters. This is true for the regime considered in
Fig. 6.4. However, at maximal gain, the regime of Fig. 6.5 shows no advantage in using the
NLA at all. In this case, one can find that the minimum across the allowed range of g actually
occurs at approximately half of the maximum. A possible explanation of this is that when
the regime yields a maximum gain which is quite large, the probability of success for the NLA
becomes too small. In these cases, while a given successful NLA outcome state can have a
higher information content, over the course of the protocol there simply are not enough of
them to achieve an overall improvement in target detection.

6.3 Virtual noiseless amplification and Gaussian post-selection

6.3.1 Emulation of noiseless amplification

While the concept of heralded noiseless quantum amplification enables one to probabilisti-
cally increase the amplitude of a coherent state with some probability, the physical realisation
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FIG. 6.4: Error probability exponents for QI using a maximally-entangled TMSV source with NLA
(red, solid) at the receiver, compared to a coherent state source with the same NLA (blue, solid) as
a function of the number of probes, M . Also included are performance bounds without the use of
the NLA (dashed). In both panels, parameters are set such that NB = 0.1, κ = 0.2 such that the
maximum source energy applicable across the range, Nmax

S (gmax) ≃ 0.96, with g = gmax ≃ 2.1. Thus,
values are plotted for (i) NS = 0.9 and (ii) NS = 0.1.

of such a tool is very demanding. Described by the non-unitary operator gn̂, where n̂ is the
photon number operator, it is unbounded for g > 1 so cannot be implemented exactly.
Nonetheless, it maintains the Gaussian nature of input states yielding Gaussian outputs,
effectively transforming the quantum channel of interest into one of higher associated per-
formances. While implementation is challenging, it has been shown that faithful emulation
of noiseless amplification is possible through classical post-processing [101, 149]. Such a vir-
tual emulation of the NLA is possible through protocols where amplification is immediately
followed by heterodyne detection.
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FIG. 6.5: Error probability exponents for QI using a maximally-entangled TMSV source with NLA
(red, solid) at the receiver, compared to a coherent state source with the same NLA (blue, solid) as
a function of the number of probes, M . Also included are performance bounds without the use of
the NLA (dashed). In both panels, parameters are set such that NB = 0.005, κ = 0.1 such that the
maximum source energy applicable across the range, Nmax

S (gmax) ≃ 0.075, with g = gmax/2 ≃ 5.5.
Values are plotted for NS = 0.07.

Consider the quantum state ρ̂ as output of the quantum channel L. After amplification,
one obtains the measurement outcome β with probability

pg(β) = 1
π

⟨β| gn̂ρ̂gn̂ |β⟩

= 1
π
e(g2−1)|β|2 ⟨gβ| ρ̂ |gβ⟩ ,

(6.32)

where the identity gn̂ |β⟩ = e(g2−1)|β|2/2 |gβ⟩ has been used. On the other hand, without prior
amplification, the measurement outcome γ is obtained with probability

pg(γ) = 1
π

⟨γ| ρ̂ |γ⟩ . (6.33)

Comparing Eq. (6.33) with Eq. (6.32), one can emulate the NLA by rescaling each measure-
ment outcome γ as β = γ/g and assign to it a relative weight Q(γ) = e(1−g−2)|γ|2 .

The relative weight of these new data points may be simulated in post-selection: each data
point γ is accepted with some probability pacc(γ) ∝ Q(γ). One possibility is to set

pacc(γ) = e(1−g−2)(|γ|2−|γmax|2) ≤ 1 (6.34)

where |γmax| is the maximum value of |γ| within the entire sample of size M . Then, assuming
a Gaussian distribution with variance Vγ of measurement outcomes γ,

p(γ) = 1
2πVγ

e
− |γ|2

2Vγ , (6.35)
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6.3 Virtual noiseless amplification and Gaussian post-selection

one finds that the number of accepted data points Macc ∝ Mk where k<1, i.e., Nacc grows
sublinearly with M .

Alternatively, one can pick a fixed value for |γmax| and set pacc(γ) = 1 for any |γ|> |γmax|.
For example, suppose the distribution p(γ)Q(γ) is expected to have variance V ′

γ , then one
can choose |γmax|= c

√
V ′

γ where c is some relatively large number, e.g., 10. Then, we have
the lower bound

Macc ≥ M

∫ 2π

0

∫ |γmax|

0
p(γ)pacc(γ)|γ|dγdϕ, (6.36)

where γ = |γ|eiϕ. For the Gaussian distribution Eq. (6.35), this recovers a linear scaling of
accepted data points

Macc
M

≥ g2

g2 + 2Vγ(1 − g2)

[
e−(1−g−2)|γmax|2 − e

− |γmax|2
2Vγ

]
. (6.37)

In this case the integral converges and emulation of noiseless amplification is possible provided
2(g2 − 1)Vγ < g2.

6.3.2 Virtual noiseless amplification for entanglement-based target detection

Applying the process for emulating noiseless amplification from Sec. 6.3.1 demands a pro-
tocol in which amplification is immediately followed by heterodyne detection. Of course, it
is not possible to achieve a quantum advantage in target detection using a TMSV state in
which heterodyne is used prior to detection [2] since heterodyne of the idler mode immedi-
ately projects the signal mode onto an ensemble of coherent states with Gaussian-modulated
amplitude. The inherent noise within such states renders them inferior for target detection
in comparison to the pure coherent state followed by homodyne detection.

Nonetheless, one can consider a protocol whereby upon return of the signal, after probing
the target region, two heterodyne measurements are carried out, first on the idler mode and
subsequently the signal mode.

The process of carrying out measurements on two-mode Gaussian states is outlined as
follows (see Ref. [81] for full details). Consider an arbitrary two-mode Gaussian state ρ̂AB

with mean value x̄AB = (x̄A, x̄B)T and CM

VAB =

 A C
CT B

 , (6.38)
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6 Noiseless linear amplification for quantum target detection

where A = AT , B = BT and C are 2 × 2 real blocks. By detecting mode B, the outcome k
is obtained with probability

p(k) =
exp

[
1
2dT (B + V0)−1d

]
2π
√

det(B + V0)
, (6.39)

where d = x̄B − k, which is Gaussian with classical CM Vk = B + V0. Then, mode A is
projected onto a conditional Gaussian state ρ̂A|k, with mean value

x̄A|k = x̄A − C(B + V0)−1d, (6.40)

and CM
VA|k = A − C(B + V0)−1CT . (6.41)

Now, consider heterodyne detection on the returning signal and idler mode after probing
some target region. When the target is present, the returning state has zero mean and CM
given by

VR,I =

(2NB + 2κNS + 1)1 2
√
κNS(NS + 1)Z

2
√
κNS(NS + 1)Z (2NS + 1)1

 . (6.42)

Heterodyne detection of the idler mode yields outcome k which follows a Gaussian distri-
bution p(k), given by Eq. (6.39), with classical CM Vk = B + V0 = (2NS + 2)1, since for
heterodyne measurements we have that V0 = 1. The resultant reduced state of the idler
mode, ρ̂I is in a thermal state with CM (2NS + 1)1.

Consequently, the signal mode is projected onto the conditional Gaussian state ρ̂S|k with
mean value

x̄S|k =
√

κNS

NS + 1Zk (6.43)

and CM
VS|k = (2NB + 1)1. (6.44)

Now consider an ideal heterodyne measurement of this conditional signal state with positive
operator-valued measure (POVM) given by {|α⟩⟨α| /π}. The overlap between two arbitrary
n-mode Gaussian states ρ̂1 and ρ̂2, with covariance matrices V1 and V2 and vectors of first
moments x̄1 and x̄2, is given by [24]

Tr [ρ̂1ρ̂2] =
2n exp

[
−δT (V1 + V2)−1δ

]
√

det(V1 + V2)
, (6.45)
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where δ = x̄1 − x̄2. Then, letting ρ̂1 = |α⟩⟨α|, a coherent state, and ρ̂2 = ρ̂S|k, we find that
measurement outcome α is obtained with probability

p(α) = 1
π

Tr
[
|α⟩⟨α| ρ̂S|k

]
, (6.46)

where

Tr
[
|α⟩⟨α| ρ̂S|k

]
= 1

2(NB + 1) exp

−

(
α − x̄S|k

)T (
α − x̄S|k

)
2(NB + 1)

 . (6.47)

At this point, one’s task is to reconcile Eqs. (6.46) and (6.47) with the theory of the
measurement-based virtual NLA from Sec. 6.3.1 to determine the number of accepted data
points that may be used in decision making. By doing so it is then possible to ascertain
whether or not emulation of an NLA can be advantageous despite loss of events in a manner
akin to what is observed with a real NLA when the number of events transform as M → M/g2

for NLA gain, g. While this would enable a true comparison of virtal NLAs with existing
benchmarks, here this is left for future work.

6.4 Conclusion and future work

This chapter has explored the use of an NLA at the receiver for QI-based quantum target
detection. Our results show that, in the regime where our considerations apply, it is advanta-
geous to use an NLA on the joint-state of the received signal and retained idler after probing
the target region compared to not using the NLA. The gains persist despite the fact that
noiseless amplification comes at a cost of losing a portion of the data points.

While NLAs remain experimentally demanding to implement, it is possible to simulate
the effect of an NLA via a measurement-based approach with appropriate post-processing
of measurement outcomes. Sec. 6.3.1 outlined the process of determining a probabilistic
filter and appropriate rescaling of heterodyne measurement data to obtain a new dataset
which would match the heterodyne results if one had employed a real NLA of gain g > 1.
After implementation of the virtual NLA, the decision making is based on processing of
measurement outcomes. If we assume that the outcomes are processed optimally, we may
apply the classical Chernoff bound (CCB) [40] (see also Chap. 5, Sec. 5.4). Then, if one
determines that the number of accepted data points is Macc, the CCB for that number of
accepted data points would be just the Maccth power of the single-use CCB. At this point
one could also consider the implementation of a digital phase-conjugating (PC) receiver, as
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6 Noiseless linear amplification for quantum target detection

studied in Chap. 5, to determine whether or not this version of data-processing, simulating
the action of an NLA, is capable of achieving a quantum advantage over coherent states with
homodyne detection.
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7 Classical benchmarking for microwave
quantum illumination

Abstract Quantum illumination (QI) theoretically promises up to a 6dB error exponent
advantage in target detection over the best classical protocol. The advantage is maximised
by a regime which includes a very high background, which occurs naturally when one con-
siders microwave operation. Such a regime has well-known practical limitations, though it is
clear that, theoretically, knowledge of the associated classical benchmark in the microwave
is lacking. The requirement of amplifiers for signal detection necessarily renders the optimal
classical protocol here different to that which is traditionally used, and only applicable in
the optical domain. This work outlines what is the true classical benchmark for microwave
QI using coherent states, providing new bounds on the error probability and closed formulae
for the receiver operating characteristic (ROC), for both optimal (based on quantum rela-
tive entropy) and homodyne detection schemes. An alternative source generation procedure
based on coherent states is also proposed which demonstrates potential to reach classically
optimal performances achievable in optical applications. The same bounds and measures for
the performance of such a source are provided and its potential utility in the future of room
temperature quantum detection schemes in the microwave is discussed.

Relevant Publications

Content from the following publications is used in this chapter:

[4] A. Karsa and S. Pirandola, Classical benchmarking for microwave quantum illumi-
nation, IET Quant. Comm. 2(4), 246–257 (2021).
doi: 10.1049/qtc2.12025.
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7 Classical benchmarking for microwave quantum illumination

7.1 Introduction

Original work on QI typically assumed operation at optical wavelengths where experimental
tools are more readily available. However, at these wavelengths, one of the criteria for an
optimal quantum advantage is not realistic: a high background. The natural solution was the
theoretical extension of QI’s operation to the microwave domain [20], though practical diffi-
culties here, including source-generation and signal-detection, are well-known [102]. Despite
this, recent initial microwave QI experiments [59,69] have been carried out showing improved
performances over their chosen classical comparison cases. This has been the subject of much
debate, since these classical comparison cases are indeed different to the traditionally ‘optimal’
one based on coherent states and, as such, their performances may be viewed as sub-optimal.
However, there are very few known methods for generating a low-energy semi-classical source
for room temperature applications. Currently, there are three potential procedures:

1. Source is generated with an amplifier. A microwave coherent state at the single-photon
level must first be generated at ultra-low temperature (∼ 7mK). Due to detector lim-
itations and free-space loss, the signal must first be passed through an amplifier prior
to probing a target region at ∼ 300K. This process necessarily introduces noise to the
state rendering the resultant source sub-optimal in the traditional sense.

2. Source is generated without an amplifier. Recently, solid-state devices have been shown
to be able to produce ‘microwave lasers’, or masers, at room temperature [103,104]. In
QI applications, however, these sources must be heavily attenuated in order to achieve
low enough photon numbers to form sensible comparisons with entanglement-based QI
sources. In order to minimise noise and maintain an approximately coherent source, it is
necessary to carry out this attenuation at cryogenic temperatures as will be seen in this
work. Note that such a scheme has, as of yet, not been experimentally demonstrated
but will be proposed as an alternative in this work with its efficacy studied.

3. Source is generated without an amplifier or cryogenic attenuation. Such a protocol
would require reliable low-energy microwave coherent state generation in addition to
quantum-limited microwave detectors robust to thermal noise. This would ultimately
yield the theoretically ‘optimal’ classical source previously described, coinciding with
what can be seen, as of yet, only in optical applications, however, there is no currently
known way to realise this.

Note that the source generation method used in the prototypical experiment [59] was in fact
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7.1 Introduction

a hybrid between procedures (1) and (2): a room temperature microwave source generated
a weak coherent tone followed by a chain of low temperature attenuators which was then
amplified to enable returning signal detection. Further, despite the fact that procedure (3) is
impossible to carry out with current experimental capabilities, it persists to be assumed as the
classical benchmark in almost all literature pertaining to microwave QI when benchmarking
performances. While it is certainly valid and optimal in the optical regime, this does not
translate to the microwave where it simply does not exist. Knowledge of the true, regime-
dependent, classical benchmark is crucial in order to ascertain the existence of a quantum
advantage.

Regardless of the classical benchmarking procedure considered, limitations on detectors
pose problems for realistic implementation of coherent state illumination. Irrespective of
how the source is generated and transmitted, use of a quantum detector is needed in order to
receive such low-energy returning signals since homodyne detection does not work; a quantum
detector design is required such that even if the input is coherent (classical), the radar system,
as a whole, is still in fact quantum.

This chapter outlines a true classical benchmark for microwave QI for room temperature
applications, based on the fact that these techniques are, so far, the only known tools for
generating an optimal classical source at the microwave. Sec. 7.2.1 outlines two protocols
for microwave QI using coherent states: the first, for a source generated with amplification;
the second, proposed by this work, based on the output of a room temperature maser fol-
lowed by heavy cryogenic attenuation. The tools of quantum hypothesis testing (QHT) are
used in Secs. 7.2.2 and 7.2.3 where formulae for the quantum Chernoff bound (QCB) and
quantum relative entropy (QRE) are given, under symmetric and asymmetric considerations,
respectively, yielding new error bounds for the microwave classical benchmark. In Sec. 7.2.4,
a protocol involving homodyne detection of the returning signal is considered with the re-
sulting receiver operating characteristic (ROC) computed. In all cases, the results for these
new classical benchmarks are compared to the traditional one applicable only in the optical
regime, constrained such that the total energy by which the target is irradiated is main-
tained. Up to here, this work’s analyses are confined to regimes whereby the simultaneous
study and comparison of classical benchmarks (1), (2) and (3) are possible. The sheer magni-
tude of the noise introduced by procedure (1) renders the signal energy per mode so large that
any quantum advantage would be diminished owing to the fact that the two-mode, signal-
idler, entanglement correlations enabling the QI advantage become irrelevant (see Sec. 4.2)
at high brightness. Thus, in Sec. 7.3 the results of Sec. 7.2 are studied as the classical bench-
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300K

7mK

|NS⟩
x̂0

gA

x̂1
target

η

x̂2
ρth(NB)

x̂B

(1 − η)

FIG. 7.1: Protocol for experimental microwave QI using a coherent state source generated with an
amplifier. Each source mode is prepared in a coherent state |NS⟩ at 7mK which is passed through
an amplifier of gain gA to probe a target with reflectivity η residing at room temperature, 300K. The
received signal is then mixed with the background which is in a thermal state ρth(NB).

mark and compared to the performance of a two-mode squeezed vacuum (TMSV) source for
entanglement-based QI, within the regime where such a protocol may be applied.

7.2 Classical benchmark for microwave QI

7.2.1 Protocols for microwave QI using coherent states

Source generated with an amplifier

For microwave QI experiments, the classical benchmark is obtained by replacing the QI source
with one for coherent states in a fridge operating at ≃ 7mK. Amplifiers must be used to take
the source out of this environment in order to probe and detect the presence or absence of
a target existing at room temperature (300K), otherwise, the SNR at detection will be too
low. Such a process necessarily changes the returning state at the detector to one whose
properties are typically very different to those used so far in classical benchmarking for QI.
The protocol itself, illustrated in Fig. 7.1, is outlined as follows:

• For the purpose of classical benchmarking, the input is prepared in a coherent state
|NS⟩⊗M with mean number of photons per mode, M , equal to NS . Quadrature op-
erators are given by x̂0 = (q̂0, p̂0)T with mean x̄0 = (

√
2NS , 0) and covariance matrix

V0 = 1, the 2 × 2 identity matrix.
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7.2 Classical benchmark for microwave QI

• Upon exiting the fridge to probe a target region at T = 300K, the source must pass
through an amplifier characterised by gain gA ≥ 1 which, assuming phase-preserving
quantum-limited amplification, transforms quadratures as

x̂0 → x̂1 = √
gAx̂0 +

√
gA − 1x̂A, (7.1)

where x̂A are the quadrature operators associated with the amplifier. Rescaling the
input as x̂0 → x̂0/

√
gA yields as output

x̂1 = x̂0 +
√
gA − 1x̂A (7.2)

with mean x̄1 = x̄0 and covariance matrix V1 = NA1 where NA = 2NB + gA is added
number of photons added due to the amplifier, constituting classical noise. Note that
NA ≥ NB, where NA is the mean number of photons associated with the ambient
background given by Planck’s law, with equality when gA = 1, a minimum. This state
constitutes the source seen by the target; the target is irradiated by a displaced thermal
state with higher total energy due to the combined photons from the original coherent
state and those added through the necessary use of an amplifier.

• The interaction of the source x̂1 with the target may be modelled as a beam splitter1

with transmissivity η. The returning signal at the receiver, x̂2, is mixed with back-
ground photons constituting a thermal state ρth(NB) with NB/(1 − η) average photons
per mode and quadrature operators x̂B such that

x̂2 = √
ηx̂1 +

√
1 − ηx̂B. (7.3)

This state has mean value x̄2 = (
√

2ηNS , 0) and variance,

V2 = η (1 + 2NA) 1 + (1 − η)
(

1 + 2NB

1 − η

)
1

= (1 + 2ηNA + 2NB) 1.
(7.4)

• Target detection is then reduced to discriminating between two hypotheses: H0, target
is absent and the received signal is just the thermal state x̂B with zero mean and
covariance VB = (2NB + 1)1; and H1, target is present and the received signal is x̂2.

1Note that, while the modelling of the target as a beam splitter with transmissivity η is common within
quantum optics and, specifically, its applications in quantum target detection, it is, in fact, a simplification.
The transmissivity η would actually vary stochastically with each pulse.

99



7 Classical benchmarking for microwave quantum illumination

Source generated without an amplifier

An alternative benchmark for microwave QI starts by generating a high energy microwave
coherent state such as the output of a room temperature maser. By passing such a state
through an ultra-cold beam splitter the source may be energetically diminished providing a
suitable benchmark for QI. At the same time, the necessary introduction of environmental
noise through the beam splitting process is minimised by ensuring the local ambient temper-
ature, and thus the local ambient background, is small. The protocol, illustrated in Fig. 7.2,
is outlined as follows:

• The input is prepared in coherent state |NS⟩⊗M with mean number of photons per
mode M equal to NS ≫ 1. Quadrature operators are given by x̂0 = (q̂0, p̂0)T with
mean x̄0 = (

√
2NS , 0) and covariance matrix V0 = 1.

• The source initially passes through a beam splitter of transmissivity ϕ contained inside
a fridge maintained at temperature T . Its specifications are such that ϕ ≪ 1 such
that the resulting output state has a low energy suitable for use as a QI benchmark.
The state transforms as x̂0 → x̂1 with mean x̄1 = (

√
2ϕNS , 0) and covariance matrix

V1 = (2n̄T + 1)1, where n̄T = (exp[h̄ν/kBT − 1])−1.

• As previously described, the interaction of the source x̂1 with the target may be mod-
elled as a beam splitter with transmissivity η such that, at the receiver, we have the
return state x̂2 with mean x̄2 = (

√
2ηϕNS , 0) and covariance matrix V2 = (2NB +

2ηn̄T + 1)1 is the number of environmental photons per mode associated with the
fridge operating at temperature T .

• As before, target detection is then reduced to discriminating between two hypotheses:
H0, target is absent and the received signal is just the thermal state x̂B with zero mean
and covariance VB = (2NB + 1)1; and H1, target is present and the received signal is
x̂2.

7.2.2 Classical benchmark for symmetric QHT

Under symmetric QHT one considers the minimisation of the average error probability in the
discrimination of two quantum states. Applied to target detection, it provides a measure of
the distinguishability of the returning states under each of the two alternative hypotheses:
target present and target absent. The QCB provides an upper bound to the minimum
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300K
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|NS⟩
x̂0

n̄T

ϕ

x̂1
target

η

x̂2
ρth(NB)

x̂B

(1 − η)

FIG. 7.2: Protocol for experimental microwave QI using a coherent state source generated without
an amplifier. Each source mode is prepared in a coherent state |NS⟩ at 300K with NS ≫ 1, i.e., the
output of a room temperature maser. Attenuation at temperature T (K) with a beam splitter with
transmissivity ϕ mixes the source with environmental noise n̄T yielding the final source which probes
the target with reflectivity η residing at room temperature, 300K. The received signal is then mixed
with the background which is in a thermal state ρth(NB).

error probability and, for Gaussian states, may be computed straightforwardly using closed
formulae (see Sec. 2.3.1 for details).

Source generated with an amplifier

First considering the first protocol for microwave coherent state generation with amplification,
we can compute the QCB for such a source. Using an algebraic computation program, it can
be found that the QCB for target detection using amplified microwave coherent states is
given by

PCS,amp
err ≤ 1

2ξ1
e−MηNSξ2 , (7.5)

where

ξ1 =
(
1 + 2NB(1 +NB) + η(NA + 2NANB)

− 2
√
NB(1 +NB)(ηNA +NB)(1 + ηNA +NB)

)1/2
,

(7.6)

and
ξ2 = (

√
NB −

√
1 +NB)(

√
ηNA +NB −

√
1 + ηNA +NB)√

(1 +NB)(1 + ηNA +NB) −
√
NB(ηNA +NB)

. (7.7)

When amplifier noise NA → 0 the usual QI using coherent state bound is recovered which
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is valid in, for example, the optical regime, where amplifiers are not required,

PCS
err ≤ 1

2e
−MηNS(

√
NB+1−

√
NB)2

. (7.8)

This coincides with the performance of procedure (3) detailed in Sec. 7.1.

Further, in the limit where the background is very large, NB ≫ 1 we have that

PCS,amp
err = PCS

err ≈ 1
2e

−MηNS/4NB , (7.9)

valid for any value of NA, over which QI using a TMSV state has the well-established factor
of 4 error exponent advantage,

PTMSV
err ≲

1
2e

−MηNS/NB , (7.10)

in the limit of large background, NB ≫ 1, and small reflectivity, η ≪ 1.

Source generated without an amplifier

The second, alternative, protocol for the generation of low-energy microwave coherent sources
for the purposes of QI benchmarking has not been experimentally demonstrated so far. It
requires precise use of a room temperature maser (mas) alongside controlled beam splitting at
cryogenic temperatures in order to create a suitable state for illumination. As done previously,
using an algebraic computation program, it can be found that the QCB for target detection
using microwave coherent states generated in this manner is given by

PCS,mas
err ≤ 1

2χ1
e−MηNSϕχ2 , (7.11)

where

χ1 =
(
1 + 2NB(1 +NB) + η(n̄T + 2n̄TNB)

− 2
√
NB(1 +NB)(ηn̄T +NB)(1 + ηn̄T +NB)

)1/2
,

(7.12)

and
χ2 = (

√
NB −

√
1 +NB)(

√
ηn̄T +NB −

√
1 + ηn̄T +NB)√

(1 +NB)(1 + ηn̄T +NB) −
√
NB(ηn̄T +NB)

. (7.13)

Notice that the QCB for a room temperature generated source, Eq. (7.11), is a very similar
form to that of one generated with amplification, Eq. (7.5). The change of parameters
ξ1(2) → χ1(2) is done by replacing the added noise due to amplification NA → n̄T , the number
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FIG. 7.3: QCB for microwave QI classical benchmarks: 1) with the source generated inside a fridge
followed by amplification (amp), and 2) with the source generated by a room temperature maser
(mas) followed by attenuation at temperature T (mas, T K), compared to the optical coherent state
performance. For the latter two cases we make the substitutions ϕNS → NS + NA − n̄T and NS →
NS+NA, respectively, withNS = 10−2. We assume the target is maintained at temperature T = 300K,
yielding NB = 6250. Upper panel: NA = NB = 6250, the minimum, with reflectivity η = 10−2

corresponding to a target range of 0.25m assuming receiver collecting area of 0.1m2. Lower panel:
NA = 5×108, a typical experimental value, with reflectivity η = 10−7 corresponding to a target range
≃ 80m. Note with lower NA and thus signal energy, (mas, 300 K) overlaps with amp (dashed line)
highlighting value of cryogenic attenuation. At higher NA all of the (mas, T K) plots here overlap
with that for the optical coherent state due to the magnitude of NA and resultant energies.
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7 Classical benchmarking for microwave quantum illumination

of photons per mode associated to the fridge operating at temperature T K. Further, there
is an additional factor ϕ, the transmissivity of the cryogenic beam splitter inside the fridge
used to create the low-energy QI source in the error exponent, essentially modulating the
SNR by that same amount.

As the fridge temperature T → 0 K, the added noise n̄T → 0 as well. Imposing this limit
along with that for NB ≫ 1, the error probability becomes

PCS,mas
err ≃ 1

2e
−MηϕNS/4NB , (7.14)

and such a source generated at room temperature performs as the well-known classical bench-
mark for the optical regime. However, in this scenario, such a performance may be achieved
providing the temperature at which attenuation takes place is suitably low.

Fig. 7.3 plots the total error probability, using the QCB, for the microwave QI classical
benchmarks: (1) with the source generated inside a fridge followed by amplification (amp),
and (2) with the source generated by a room temperature maser (mas) followed by atten-
uation at temperature T (mas, T K), compared to the un-amplified optical coherent state
performance which would coincide with protocol (3) from Sec. 7.1 if it were possible (at the
microwave). In order to maintain the overall energy by which the target is irradiated, the
substitutions ϕNS → NS + NA − n̄T and NS → NS + NA are made for the latter two, un-
amplified, cases. When the source is generated by a maser followed by cryogenic attenuation,
the performance closely coincides with that of the coherent state operating in the optical
domain at only 10K.

7.2.3 Classical benchmark for asymmetric QHT

Asymmetric QHT, rather than minimising the total average error probability, allows for some
small, fixed type-I (false alarm) error, Pfa < ϵ, in an attempt to further minimise the type-II
(mis-detection) error, Pmd. Following quantum Stein’s lemma, the quantum relative entropy
(QRE) and the quantum relative entropy variance (QREV) give the optimal decay rate of
the type-II error in this scenario (see Sec. 2.3.2 for details). An alternative approach using
the quantum Hoeffding bound [48,49] is not considered here.
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Source generated with amplification

It can be found that the QRE and QREV for the target detection using microwave coherent
states generated with amplification are given by

DCS,amp = 1
2

(
(1 + 2NB + 2ηNS) ln

(
1 + 1

ηNA +NB

)
− (1 + 2NB) ln

(
1 + 1

NB

)

+ ln
((ηNA +NB)(1 + ηNA +NB)

NB(1 +NB)

))
,

(7.15)

and

V CS,amp = NB(1 +NB) ln2
(

1 + 1
NB

)
− 2NB(1 +NB) ln

(
1 + 1

NB

)
ln
(

1 + 1
ηNA +NB

)
+ (NB(1 +NB) + ηNS + 2ηNSNB) ln2

(
1 + 1

ηNA +NB

)
,

(7.16)

respectively. As in the symmetric case, when amplifier noise NA → 0, these expressions
recover the known quantities for a coherent state transmitter [1, 105] given by

DCS = ηNS ln
(

1 + 1
NB

)
, (7.17)

and
V CS = ηNS(2NB + 1) ln2

(
1 + 1

NB

)
. (7.18)

Source generated without amplification

Alternatively, for the coherent state source generated without amplification, the QRE and
QREV for target detection are given by

DCS,mas = 1
2

(
(1 + 2NB + 2ηϕNS) ln

(
1 + 1

ηn̄T +NB

)
− (1 + 2NB) ln

(
1 + 1

NB

)

+ ln
((ηn̄T +NB)(1 + ηn̄T +NB)

NB(1 +NB)

))
,

(7.19)

and

V CS,mas = NB(1 +NB) ln2
(

1 + 1
NB

)
− 2NB(1 +NB) ln

(
1 + 1

NB

)
ln
(

1 + 1
ηn̄T +NB

)
+ (NB(1 +NB) + ηϕNS + 2ηϕNSNB) ln2

(
1 + 1

ηn̄T +NB

)
,

(7.20)
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FIG. 7.4: ROC curves generated using the QRE and QREV for microwave QI classical benchmarks:
1) with the source generated inside a fridge followed by amplification (amp), and 2) with the source
generated by a room temperature maser (mas) followed by attenuation at temperature T (mas, T K),
compared to the optical coherent state performance. For the latter two cases we make the substitutions
ϕNS → NS + NA − n̄T and NS → NS + NA, respectively, with NS = 10−2. We assume the target
is maintained at temperature T = 300K, yielding NB = 6250. Upper panel: NA = NB = 6250,
the minimum, with reflectivity η = 10−2 corresponding to a target range of 0.25m assuming receiver
collecting area of 0.1m2. Lower panel: NA = 5 × 108, a typical experimental value, with reflectivity
η = 10−7 corresponding to a target range ≃ 80m. In all cases we set M = 105. Note with lower NA

and thus signal energy, (mas, 300 K) overlaps with amp (dashed line) highlighting value of cryogenic
attenuation. At higher NA all of the (mas, T K) plots here overlap with that for the optical coherent
state due to the magnitude of NA and resultant energies.
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7.2 Classical benchmark for microwave QI

respectively. As in the case for the QCB, the forms of QRE and QREV for the two coherent
state sources are very similar with the replacement NA → n̄T and an additional factor
NS → ϕNS due to the action of a beam splitter.

Together, combined with the constraint that Pfa ≤ ϵ, these can be used to compute the
corresponding probability of mis-detection by

Pmd = exp
{

−
[
MD +

√
MV Φ−1(ϵ) + O(logM)

]}
, (7.21)

enabling us to calculate the relevant receiver operating characteristic (ROC) curves.

Fig. 7.4 plots the ROCs, based on the QRE and QREV, for microwave QI classical bench-
marks: (1) with the source generated inside a fridge followed by amplification (amp), and
(2) with the source generated by a room temperature maser (mas) followed by attenuation
at TK (mas, TK), compared to the optical coherent state performance which would coincide
with protocol (3) from Sec. 7.1 if it were possible (at the microwave). For the latter two
cases we make the substitutions ϕNS → NS + NA − n̄T and NS → NS + NA, respectively,
to ensure that the total energy by which the target is irradiated is maintained. As seen in
the symmetric case with the QCB, attenuating the maser source at a cryogenic temperature
achieves a ROC closely coinciding with that of the optical coherent state.

7.2.4 ROC with homodyne detection

In the case of coherent states with homodyne detection (combined with coherent integration
and binary decision-making on the measurement results) the ROC is given by combining the
following expressions

P hom
fa (x) = 1

2 erfc
[

x√
2Mλ0

]
, (7.22)

P hom
md (x) = 1

2 erfc
[
M

√
2ηNS − x√
2Mλ1

]
, (7.23)

where erfc(z) := 1 − 2π−1/2 ∫ z
0 exp

(
−t2

)
dt is the complementary error function [1].

Regardless of means of source generation, and in both optical and microwave applications,
the mean value of the returning signal, in the case where the target is present, is the same
and equal to (

√
2ηNS , 0). Further, in the case of a null hypothesis, for Eq. (7.22) we have

that λ0 = 2NB + 1 which holds in all considered classical benchmarking protocols. However,
the effect of both the amplification and attenuation in the two protocols considered is to
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FIG. 7.5: ROCs for coherent state microwave illumination with homodyne detection with: 1) the
source generated inside a fridge followed by amplification (amp), and 2) the source generated by a
room temperature maser (mas) followed by attenuation at temperature T (mas, T K), compared to the
optical coherent state. We set NS = 10−2 and assume target is maintained at temperature T = 300K,
yielding NB = 6250. Upper panel: NA = NB = 6250, the minimum, with η = 10−5 (corresponding
to a target range ≃ 8m assuming receiver collecting area of 0.1m2) and M = 105. Middle and lower
panel: NA = NB = 6250 and NA = 5 × 108, respectively, with η = 10−8 (≃ 250m) and M = 103.
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7.3 Using the new classical benchmark

introduce additional noise to the system prior to target illumination. Thus for Eq. (7.23) we
have that λ1 → λamp = 2ηNA + 2NB + 1 in the amplified case, λ1 → λmas = 2ηn̄T + 2NB + 1
in the case of the cryogenically attenuated maser, and λ1 → λopt = 2NB + 1 in the (optimal)
optical case. Then, using the appropriate values for variances, Eq. (7.22) can be inverted
and substituted into Eq. (7.23) to derive the corresponding ROC in each of the considered
protocols.

For these two panels, with lower NA and thus signal energy, (mas, 300 K) overlaps with
amp (dashed line) highlighting the value of cryogenic attenuation. Note that all of the (mas,
T K) plots here overlap with that for the optical coherent state due to the magnitude of NA

and resultant energies.

Fig. 7.5 plots the ROC curves for coherent state microwave illumination with homodyne
detection: (1) with the source generated inside a fridge followed by amplification (amp), and
(2) with the source generated by a room temperature maser (mas) followed by attenuation
at temperature T (mas, T K), compared to the optical coherent state performance would
coincide with protocol (3) from Sec. 7.1 if it were possible (at the microwave). For the latter
two cases we make the substitutions ϕNS → NS+NA−n̄T andNS → NS+NA, respectively, to
maintain the total energy incident on the target. As seen with previous results, the proposed
technique for source generation based on the output of a room temperature maser performs
very closely to the optimal, optical coherent state as long as the attenuating temperature is
low.

7.3 Using the new classical benchmark

The purpose of the comparisons seen in Figs. 7.3, 7.4 and 7.5 is to allow for the proper com-
parison of the three classical benchmarks first outlined in Sec. 7.1 by constraining the total
energy by which the target is irradiated. Procedure (1) is responsible for setting this con-
straint due to the magnitude of the noise introduced by the room temperature amplifier. At a
minimum, this is equal to the ambient background which, for room temperature applications
(T = 300 K), is given by NA = NB ≃ 6250. This further determines the necessary values
of other parameters such as reflectivity η which corresponds to target range, to ultimately
allow for the performance comparison.

Of course, such high signal energies per mode are not a valid regime for entanglement-
based QI since the correlations which quantify the amount of entanglement are maximised
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FIG. 7.6: QCB for TMSV microwave QI compared with the new classical benchmarks. Considered are
1) the source generated by a room temperature maser (mas) followed by attenuation at temperature
T (mas, T K), 2) comparison with to the optical coherent state performance, and 3) the TMSV. For
the latter two cases we make the substitutions NS → NS + n̄T with NS = 10−2. We assume the target
is maintained at temperature T = 300K, yielding NB = 6250. Upper panel: T = 0.1 K ⇒ n̄T = 1.6.
Middle panel: T = 0.01 K ⇒ n̄T = 8.3 × 10−3. Lower panel: T = 0.001 K ⇒ n̄T = 1.4 × 10−21. We
set η = 10−2 corresponding to a target range of 0.25m assuming receiver collecting area of 0.1m2.
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FIG. 7.7: ROCs for TMSV microwave QI compared with the new classical benchmarks. Considered are
1) the source generated by a room temperature maser (mas) followed by attenuation at temperature
T (mas, T K), 2) comparison with to the optical coherent state performance, and 3) the TMSV. For
the latter two cases we make the substitutions NS → NS + n̄T with NS = 10−2. We assume the target
is maintained at temperature T = 300K, yielding NB = 6250. Upper panel: T = 0.1 K ⇒ n̄T = 1.6.
Lower panel: T = 0.001 K ⇒ n̄T = 1.4 × 10−21. We set η = 10−2 corresponding to a target range of
0.25m assuming receiver collecting area of 0.1m2.

for NS ≪ 1; they become irrelevant for NS ≫ 1 [1]. Limiting our attention to only procedures
(2), room temperature maser source followed by cryogenic attenuation, and (3), currently only
possible in the optical domain, a final comparison can be made to the entanglement-based
QI using a TMSV source.

Fig. 7.6 plots the QCBs as a function of total number of probings M for the classical
benchmark (2) (mas, T K) the optical coherent state (3) and the TMSV QI protocol (see
Ref. [1] for full details). Energetic constraints are determined by (mas, T K) whereby the
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7 Classical benchmarking for microwave quantum illumination

amplification process alters the total energy by which the target is irradiated as NS →
NS + n̄T , and these are the substitutions made for energy in the latter two cases. Note that
the values plotted for the TMSV source are exact and valid for all parameter values, i.e., no
assumptions have been made as to their relative magnitudes.

Fig. 7.7 shows the ROCs, based on the QRE and QREV (see Ref. [1] for full details), for
the same sources and under the same energetic constraints as Fig. 7.6. As for the TMSV
QCB, here we use the exact expressions for QRE and QREV in the computation of the ROC
such that it is valid for any choice of parameter values.

Results show, as expected, that provided attenuation occurs at small enough T , added
noise may be diminished such that the practical coherent state source generation (2) may
achieve performances coinciding with the ‘optimal’ classical benchmark (3), currently only
achievable at the microwave. Further, in the regimes considered the TMSV state retains its
quantum advantage.

7.4 Concluding remarks

The aim of this work is to outline a true classical benchmark for microwave QI. Current
experimental abilities (also limitations) mean that the only way to generate an ‘optimal’
classical state in the microwave regime is also one which ultimately renders the source ‘sub-
optimal’ compared to traditional notions of the term, though these are based on optical
applications where the impeding issues do not exist.

As of yet, the only readily available technique for generating microwave coherent states for
room temperature applications (for the purposes of QI benchmarking) requires the use of am-
plifiers to enable detection of a transmitted signal from low temperature source environment
to the target region. Here we have outlined the practical protocol for microwave QI using
coherent states, and computed the appropriate performance metrics, which may be used for
comparisons, in terms of the total noise added due to the necessary use of amplifiers in the
protocol. A new bound on the error probability for classical benchmarking in the microwave
regime is given, alongside closed formulae for the ROCs using both the QRE for optimal
performances and with homodyne detection, showing the inherent sub-optimality of such a
procedure.

A further method is proposed based on a source generated via cryogenically attenuating
the output of a room temperature maser. Then, by choosing appropriate levels of attenuation
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within a cold enough environment one could potentially generate any appropriately specified
source for the given detection problem, taking into account detector limitations, forgoing the
need for amplification.

Bounds on the target detection error probability using the QCB are given alongside ROCs
based on the QRE and a scheme based on homodyne detection. Results show that such a pro-
tocol shows promise in being able to act as an ‘optimal’ one in the microwave, demonstrating
a performance coinciding with optical coherent states provided the attenuation occurs at a
low enough temperature to minimise added noise.

Recent developments in continuous-wave room temperature masers using optically pumped
nitrogen-vacancy (NV−) defect centres in diamond [103] and a pentacene-doped crystal [104]
give promise to the eventual realisation of such a procedure. Operating at 1.45 GHz and
reporting a peak output power of ∼ −90dBm and −25dBm, respectively, yielding a rate of
∼ 1012 and ∼ 1018 photons per second, such devices could potentially be used for microwave
coherent state source generation provided their noise temperatures are kept low.

In Sec. 7.3 the results from preceding sections were employed as the classical benchmark
to compare with TMSV performances, verifying that results hold even in regimes where a
quantum advantage exists. Explicitly, this regime is one of low brightness (NS ≪ 1), high
background (NB ≫ 1), naturally satisfied in the microwave domain, and low reflectivity
(η ≪ 1). There is, however, a trade-off between the first and last requirements - particu-
larly with respect to the fact that η determines to what problems QI may be applied as it
incorporates the target range which is, by far, the most dominant loss factor. Confined to
a single-use protocol, there is no theoretical limitation to the coherent state signal energy
such that propagation losses may be overcome to still yield a result. For a protocol based on
entanglement, having to keep NS small means that the burden of overcoming such losses is
shifted to the number of uses M , rendering the value so large that, at least in the near-term,
may be experimentally unfeasible.

Although this work’s focus has been on classical benchmarking for microwave QI, the
proposed alternative method which may prove optimal, as in the optical regime, relies on
technologies which are fundamentally quantum. The underlying process in these room tem-
perature maser devices is the optical pumping of quantum spin states that are engineered
to exist within the relevant material. Furthermore, for this to be effective and have signal
states with quantum-limited noise at the microwave, the use of cryogenic temperature ap-
pears to be essential. Yet, any illumination device comprises two distinct components: the
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7 Classical benchmarking for microwave quantum illumination

source generator and the signal detector. The enhancement of either or both of these through
quantum means would ultimately yield a quantum-enhanced device. Thus one could argue
that the classical benchmark for microwave QI proposed here could play two roles: first, at
short ranges depending on experimental capabilities, as an optimal classical benchmark for
evaluating a quantum advantage; and second, at medium-long ranges, a potential QI device
which simply does not use entanglement.
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8 Quantum channel position finding using
single photons

Abstract Channel position finding is the task of determining the location of a single target
channel amongst an ensemble of background channels. It has many potential applications,
including quantum sensing, quantum reading and quantum spectroscopy. In particular, it
could allow for simple detection protocols to be extended to ones of measurement, for exam-
ple, target ranging with quantum illumination. The use of quantum states and entanglement
in such protocols have shown to yield quantum advantages over their optimal classical coun-
terparts. Here we consider quantum channel position finding using sources specified by at
most one single photon on average per mode, using the discrete variable formalism. By con-
sidering various quantum sources it is shown through the derivation of performance bounds
that a quantum enhancement may be realised.

Relevant Publications

Content from the following publications is used in this chapter:

[5] A. Karsa, J. Carolan, and S. Pirandola, Quantum channel position finding using sin-
gle photons, Phys. Rev. A (105), 023705 (2022). doi: 10.1103/PhysRevA.105.023705.

J. Carolan provided knowledge and background of the biphoton state via integrate quantum
photonics suggesting its potential use in a discrete variable channel position finding problem.
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8 Quantum channel position finding using single photons

8.1 Introduction

Quantum hypothesis testing (QHT) [37,90] is a fundamental tool of quantum sensing where
the goal is to distinguish between two alternate hypotheses with applications in quantum
reading [11, 106], quantum illumination [1, 19] and spectroscopy [107]. These are problems
of quantum channel discrimination (QCD) [50] whereby the different scenarios to be distin-
guished are characterised by different physical processes modelled as quantum channels of
varying parameters. By employing sources which are sensitive to these parameters as channel
inputs, the outputs may be analysed in order to make a decision. Determining the optimal
strategy for such a task becomes an optimisation problem over both input states and output
measurements, typically subject to energetic constraints on the total number of probings and,
in the bosonic case, mean number of photons employed.

Channel position finding (CPF) [93, 108] is a problem in multiple channel discrimination
whereby given an array of quantum channels where all but one is different, the task is to
locate the dissimilar one. It allows for QHT to be extended beyond well-studied binary
problems. In the case of quantum illumination, a scenario may exist in which one is certain
that the target is located within a region of interest but wishes to determine precisely where,
as in quantum target finding [93] (on a plane) or quantum target ranging [3]. The protocol
for such a task would involve probing each of the pre-defined locations a fixed number of
times then collecting and performing suitable measurements on the returning states. Within
the CPF framework, the differing pathways in terms of loss and target reflectivity may be
encoded within the quantum channels under study.

Zhuang and Pirandola [93] formulated the general problem of CPF for the testing of mul-
tiple quantum hypotheses providing upper and lower bounds on the error probability. This
was given for a classical CPF protocol using coherent state sources (minimum uncertainty
states with positive P-representation, considered classically ‘optimal’) and compared to a spe-
cific quantum protocol employing maximally entangled two-mode squeezed vacuum (TMSV)
states. It was shown that by using the generalised conditional-nulling (CN) receiver at the
output a quantum advantage could be achieved.

The work presented in this chapter studies the problem of CPF subject to the constraint
that the sources considered are comprised of at most one single photon. Remaining in the dis-
crete variable setting, while works so far have been focused on continuous variables, we study
the potential of quantum-enhanced CPF for various source specifications: Single-photon
(Fock) state, GHZ state exhibiting multipartite entanglement across the channel array, bipar-
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FIG. 8.1: Schematic diagram of channel position finding (CPF). For i = 1, . . . , N we have an ensemble
of boxes Bi and the task is locate the single target channel amongst background channels using
identically prepared sources, ρ, which may be specified in several ways. In the classical (coherent
state) and single-photon strategies, the source is sent through the channel (black) with the output
going straight to the receiver for post-processing. In the quantum strategy two scenarios exist: first, a
maximally-entangled two-mode source comprising a signal (black), sent through the channel, and an
idler (grey) which recombines with the output at the receiver; second, there are no idlers however the
source comprises of multi-mode entanglement spanning the entire N -box array (red). In each case,
outputs from boxes are combined to yield a final result, µ̃, giving the target’s location with some error
probability.

tite (signal-idler) entanglement in a quantum illumination-style setup, and biphoton (Bell)
states. In Section 8.2 we outline the problem of CPF describing the model and mathematical
tools used to quantify performances with respect to the source. In Section 8.3 we consider the
four quantum sources previously described providing formulae for fidelity and bounds on the
CPF error probability. These are compared to the classical benchmark of a coherent state
whose amplitude α = 1. Finally, in Section 8.3.6 a simple receiver based on photon counting
is outlined and applied to two cases: classical coherent state source and single-photon (Fock)
state source.

8.2 Problem Specification

8.2.1 Basic model

Consider the basic model of quantum CPF comprised of N ≥ 2 input-output black boxes as
shown in Fig. 8.1. For i = 1, 2, . . . N , the ith box Bi contains either a reference channel R or
some target channel E ̸= R and the task is to locate E . We assume the target channel only
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8 Quantum channel position finding using single photons

occupies one box, such that joint probabilities of the form P(Bi = E ,Bj = E) are all zero, and
the target channel is in one of the boxes with certainty, i.e., P(Bi = R ∀i) = 0. Identification
of the target channel is a problem of symmetric quantum hypothesis testing where the task
is to discriminate between N hypotheses given by

Hi : Bi = E and Bj ̸=i = R. (8.1)

To carry out this task we employ a quantum state ρ as input into each of the boxes Bi.
Such a quantum system interacting with its environment unavoidably undergoes the quantum
dynamical process of decoherence. Such a noisy process may be described by the CPT map
B(ρ) acting on the quantum state ρ using the Kraus representation

B(ρ) =
∑

µ

KµρK
†
µ, (8.2)

where Kµ are the Kraus operators satisfying ∑µK
†
µKµ = 1. The output state is then clearly

dependent on the channel’s specification: whether B = R, the reference channel, or B = E ,
the target channel.

We model the contents of each box Bi as a purely dissipative amplitude damping channel
(ADC) with Kraus operators [7]

KADC = {|0⟩⟨0| +
√

1 − γ |1⟩⟨1| ,√γ |0⟩⟨1|}, (8.3)

where γ is the damping rate. Of course, in the case where γ = 0 the channel reduces to the
identity. Such a model allows us to also consider inefficient detectors which may themselves
be modelled as ADCs with damping rate γ = 1 − η, where η is the efficiency.

The classical output at each detector takes a binary value µi ∈ {0, 1} corresponding to a
decision on whether Bi = R or Bi = E , respectively. All of these N outputs must then be
post-processed to give a final decision µ̃ on the target channel’s position.

8.2.2 Quantum state discrimination

The task of quantum CPF may be reduced to one of quantum state discrimination [37, 90].
Our aim is, for a given input state ρ, to best distinguish between two possible channel outputs
E(ρ) and R(ρ).

To determine whether or not a quantum advantage exists we must compute and compare
the error probabilities pN,M

err (ρ) for the N -box, M -use discrimination problem using a classical
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state ρC and quantum state ρQ as input. Exact analytical forms of error probability are
difficult to compute but may be replaced by upper and lower bounds [109,110] such that for
any input state ρ we may write

L(ρ) ≤ pN,M
err (ρ) ≤ U(ρ). (8.4)

Then, establishing that the inequality U(ρQ) < L(ρC) holds is sufficient to prove that
pN,M

err (ρQ) < pN,M
err (ρC).

We assume equiprobable hypotheses, so that pi = N−1 for any i. Suppose that the overall
input state has a tensor product form over the N boxes such that ρ = σ⊗N , such that

EN
i (σ⊗N ) =

⊗
j ̸=i

Rj(σ) ⊗ Ei(σ). (8.5)

Of course, Eq. (8.5) does not hold for more elaborate quantum systems such as GHZ states
where multipartite entanglement is distributed across the entire arrangement of boxes (this
will be studied in Section 8.3.3). Then, we have the following upper- and lower bounds [111–
114], respectively, for the error probability

pN,M
err (ρ) ≤ (N − 1)F 2M (E(σ),R(σ)) , (8.6)

pN,M
err (ρ) ≥ N − 1

2N F 4M (E(σ),R(σ)) , (8.7)

where F is the Bures’ fidelity [115,116]

F (ρ, σ) := ||√ρ
√
σ||1= Tr

√√
ρσ

√
ρ. (8.8)

8.3 Results

In the following, Eqs. (8.6), (8.7) and (8.8) are used to compute the fidelity-based upper-
and lower bounds in error probability for the N -channel, M -use CPF protocol for the various
sources under consideration. Namely, and in order of consideration, these are: the classi-
cal benchmark using coherent states; the single-photon (Fock) state; the GHZ state with
multipartite entanglement; a two-mode (signal-idler) state with bipartite entanglement. For
the final source type with bipartite entanglement an alternative, idler-free CPF protocol is
provided. In all cases, the final performance bounds are computed and plotted in Figs. 8.4
and 8.5 at the end of Section 8.3.4.
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8.3.1 Classical benchmark

For our classical benchmark we consider the classical input state ρC = σ⊗N
C with σC = |α⟩⟨α|.

This is a coherent state with Fock basis representation [10]

|α⟩ = exp
(

−|α|2

2

) ∞∑
n=0

αn

√
n!

|n⟩ , (8.9)

with complex amplitude α = |α|2eiθ where the magnitude |α|2= n̄ is the mean number of
photons and θ is the phase. Under the action of an arbitrary ADC with damping rate γ,
coherent state |α⟩ → |

√
τα⟩, where τ = 1 − γ is the transmissivity.

The squared-fidelity between the outputs of two ADCs, parametrised by rates γ0 and γ1,
respectively, acting on |α⟩ is given by

F 2 (|√τ0α⟩ , |
√
τ1α⟩) = exp

(
−n̄(

√
1 − γ0 −

√
1 − γ1)2

)
, (8.10)

yielding the classical lower bound benchmark

pN,M
err (ρC) ≥ N − 1

2N exp
(
−2M(

√
1 − γ0 −

√
1 − γ1)2

)
, (8.11)

where we have set n̄ = 1.

8.3.2 Single-photon state

The first quantum source we will consider is the tensor product of single-qubit or single-
photon states ρQ = σ⊗N

Q with σQ = |1⟩ in the computational basis. Under action of the ADC
we have that

σQ → γ |0⟩⟨0| + (1 − γ) |1⟩⟨1| . (8.12)

Computing the fidelity between two arbitrary ADC outputs we obtain

F (ρQ,0, ρQ,1) =
√

(1 − γ0)(1 − γ1) + √
γ0γ1, (8.13)

allowing us to write both the lower and upper bounds for error probability as

pN,M
err (ρQ) ≥ N − 1

2N

(√
(1 − γ0)(1 − γ1) + √

γ0γ1

)4M

, (8.14)

and
pN,M

err (ρQ) ≤ (N − 1)
(√

(1 − γ0)(1 − γ1) + √
γ0γ1

)2M

. (8.15)

120



8.3 Results

8.3.3 Multipartite entanglement

Of course one may consider a quantum source with entanglement distributed across the N
boxes. Such a source could take the form of a GHZ state, an entangled quantum state of
N > 2 d-dimensional subsystems, given by

|GHZ⟩ = 1√
d

d−1∑
i=0

|i⟩⊗N . (8.16)

In the case of qubits (d = 2), it reads

|GHZ⟩ = |0⟩⊗N + |1⟩⊗N

√
2

. (8.17)

Consider now the action of an N -box system consisting of ADCs with damping rate γ0 or
γ1 (for one of the N boxes) on the N -partite GHZ state Ψ = |GHZ⟩⟨GHZ|. The resulting
output state consists of all possible partial decays of constituent states |1⟩ → |0⟩. Clearly,
such a state does not have a tensor product form across the N boxes so the fidelity must be
computed across the entire N -partite system outputs

EN
i (Ψ) =

⊗
j ̸=i

Rj ⊗ Ei(Ψ), (8.18)

such that the error probability upper bound reads

pN,M
err (ρ) ≤ (N − 1)FM

(
EN

i (Ψ), EN
k (Ψ)

)
. (8.19)

8.3.4 Bipartite (signal-idler) entanglement

An alternative, entanglement-based quantum source is given by a tensor product over all the
boxes (⊗N) where each signal Si is coupled to an ancillary idler Ii. Only the signal probes
the box while the idler is sent directly to the receiver to join the output. The total joint
state ΦS,I forms a Bell pair in the case where the two modes are maximally-entangled and
the associated quantum channel takes the form

EN
i := ⊗j ̸=i(RSj ⊗ IIj ) ⊗ (ESi ⊗ IIi). (8.20)

Consider as our two-mode source ΦS,I a generic state with density operator given by

ρgen = a |00⟩⟨00| +
√
a(1 − a) (|00⟩⟨11| + |11⟩⟨00|)

+ (1 − a) |11⟩⟨11| ,
(8.21)
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FIG. 8.2: Plots showing fidelity (upper) and trace distance (lower) as a function of a for varying
values of damping rate γ0 = γ1 + 0.1 with (i) γ1 = 0.55, (ii) γ1 = 0.65, (iii) γ1 = 0.75, and (iv)
γ1 = 0.85. Fidelity is always minimised for single qubit/photon states where a = 0. The trace
distance is maximised in most cases by such a Fock state however the optimum value of a resides
somewhere in between the two extremes considered, i.e., 0 < a < 1/2 in regions where damping rates
are both relatively high (≳ 0.75).

where a is a parameter quantifying how close ρgen is to a Bell state. That is, when a = 1/2
the source is a maximally-entangled Bell state while when a = 0 (or a = 1) we have the
single-qubit/single-photon state |11⟩ (or vacuum state |00⟩), which is clearly separable.

Upon action of an ADC with damping rate γ only on the signal (S) mode while performing
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the identity on the reference idler (I) mode our output joint state reads

ρgen → ρ′
gen =a |00⟩⟨00| + (1 − a)γ |01⟩⟨01|

+
√
a(1 − a)(1 − γ)(|00⟩⟨11| + |11⟩⟨00|)

+ (1 − a)(1 − γ) |11⟩⟨11| .

(8.22)

Computing the fidelity between two output states under differing ADCs with rates γ0 and γ1

we obtain
F
(
ρ′

gen,0, ρ
′
gen,1

)
= (1 − a)

√
(1 − x2)(1 − y2) + a+ xy − axy, (8.23)

where we have defined x =
√

1 − γ0 and y =
√

1 − γ1.

It is clear that the state ρgen achieving a minimal discrimination error corresponds to that
also minimising the above fidelity. Performing this minimisation over a gives the minimum
fidelity:

Fmin
(
ρ′

gen

)
=



1 x = y

x x < y = 1

y y < x = 1

xy +
√

(x2 − 1)(y2 − 1) otherwise.

(8.24)

These minima are achieved for a = 0 corresponding to the single qubit/photon Fock state |1⟩.
The trivial solution of Fmin(ρ′

gen) = 1 for all values of x = y is achieved for both a = 0, 1/2.

The upper panel of Fig. 8.2 plots the quantum fidelity given in Eq. (8.23) as a function
of a for varying values of γ0 and γ1, confirming that the minimisation occurs at a = 0,
corresponding to a Fock state. Thus, for use in a signal-idler set-up CPF protocol, Bell
states are sup-optimal sources compared to Fock states. Another tool for quantifying the
distinguishability of quantum states is the trace distance, where the minimum error may be
achieved through its maximisation. This function is similarly plotted in the lower panel of
Fig. 8.2.

8.3.5 Biphoton states via integrate quantum photonics

A leading approach to generating bright and pure single-photon states on-chip is through
the use of microring resonators (MRRs) [117–119]. They comprise a waveguide ring coupled
to a bus waveguide that produces well-defined resonances when the ring’s circumference is
an integer number of wavelengths [120]. Further, when the waveguide itself is made of a
χ(3) material, such as silicon [121] or silicon nitride [122], photons can be generated via the
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FIG. 8.3: Schematic diagram of idler-free channel position finding (CPF) for biphoton states exhibiting
bipartite entanglement for channel arrays consisting of even N boxes.

spontaneous four-wave mixing process. Specifically, pumping the ring with a bright laser
at frequency ωp can cause two photons to be absorbed from the pump, generating a pair of
photons at neighbouring frequencies ωs and ωi such that energy and momentum are conserved.
The frequencies of these generated photons are thus ωs = ωp + i×FSR and ωi = ωp − i×FSR
where FSR is the free spectral range of the rings and i indexes a particular resonance. This
state is typically referred to as a ‘biphoton’ state and, assuming the weak pumping regime,
can be written as

|ψ⟩ = 1√
n

n∑
i=1

|ω−i⟩ |ω+i⟩ . (8.25)

Here |ωi⟩ represents a single photon in the ith frequency mode and n typically depends on
phase-matching conditions for the MRR, which can reach up to n = 40 modes [123].

Use in a signal-idler protocol

When n = 2 the output is a Bell state in the frequency basis given by

|ψ2⟩ = 1√
2

(|ω−1⟩ |ω+1⟩ + |ω−2⟩ |ω+2⟩). (8.26)

We have seen in Sec. 8.3.4 that such states, used in a signal-idler type set-up for each
box, are sub-optimal compared to pure single-photon states. They are, however, relatively
straightforward to generate on-chip at both visible and NIR frequencies, and can have a
frequency resolution of ∼ 1 pm (100’s MHz) [124].
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Consider the biphoton Bell state (Eq. (8.26)) in a signal-idler set-up for the task of quantum
channel position finding, subject to the quantum channel given by Eq. (8.20). In such a
protocol we send the first, −i, signal mode Si into the box while retaining the second, +i,
idler mode Ii for later joint measurement. Computing the fidelity between the two two-mode
output states under ADCs with rates γ0 and γ1 we obtain

F (|ψ2⟩⟨ψ2|0 , |ψ2⟩⟨ψ2|1) = 1
2
(√

1 − γ0
√

1 − γ1 + 1 + √
γ0γ1

)
, (8.27)

yielding the lower and upper bounds

pN,M
err (|ψ2⟩⟨ψ2|) ≥ N − 1

2N F (|ψ2⟩⟨ψ2|0 , |ψ2⟩⟨ψ2|1)4M , (8.28)

and
pN,M

err (|ψ2⟩⟨ψ2|) ≤ (N − 1)F (|ψ2⟩⟨ψ2|0 , |ψ2⟩⟨ψ2|1)2M . (8.29)

Use in an idler-free protocol

A CPF protocol may be devised in which the full entanglement exhibited in a Bell state may
be exploited across the multi-channel array in order to realise a quantum advantage. Such
an advantage may be readily demonstrated due to the experimental availability of biphoton
states.

Consider the CPF protocol for an even number of boxes N . Using as a source the two-mode
biphoton state of Eq. (8.26), label each mode as a signal, S1 and S2, to be used as a probe
between two adjacent boxes, as shown in Fig. 8.3. Then for any CPF problem comprising
N ≥ 4 individual channels, the global quantum channel acting on the state is

EN/2
i := ⊗j ̸=i(RS1,j ⊗ RS2,j ) ⊗ (ES1,i ⊗ RS2,i). (8.30)

Computing the fidelity between the two two-mode output states under ADC pairs with rates
(γ0, γ0) and (γ1, γ0) we obtain

F (|ψ2⟩⟨ψ2|0,0 , |ψ2⟩⟨ψ2|1,0) = 1
2
√

2

√
α

β
, (8.31)

where

α = 2 + 4∆ + 2Γ + 4∆Γ + 4∆γ0 − γ1 + γ0(1 + 2Γ + γ0 + 5γ1), (8.32)

β = (1 + ∆)(1 + γ0), (8.33)
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8 Quantum channel position finding using single photons

and we have defined

Γ =
√

1 − γ0
√

1 − γ1,

∆ = √
γ0γ1.

(8.34)

Then, the even N idler-free CPF protocol has the following lower and upper bounds on the
error probability in identifying the correct pair of channels of which one is the target:

p̃N,M
err (|ψ2⟩⟨ψ2|) ≥ N − 2

2N F (|ψ2⟩⟨ψ2|0,0 , |ψ2⟩⟨ψ2|1,0)4M , (8.35)

and
p̃N,M

err (|ψ2⟩⟨ψ2|) ≤ N − 2
2 F (|ψ2⟩⟨ψ2|0,0 , |ψ2⟩⟨ψ2|1,0)2M . (8.36)

The task of CPF is to determine the location of the target channel, not just the pair in
which it is contained. For the specific idler-free CPF protocol under consideration, there are
two ways in which an overall error may be made. You may choose a pair of channels which
does not contain the target then, within that pair, you always fail to identify the target. This
happens with probability given by Eqs. (8.35) and (8.36). Otherwise, you successful choose
the correct pair and then the task is to determine which of those two channels is, in fact, the
target. To do this, since one knows the specification of the channels under study, one could
engineer a secondary CPF protocol through the addition of two further reference channels on
either side of the successfully located pair. Practically speaking one would simply reconsider
now-known reference channels within the pattern. This would effectively realise a four-box
CPF problem, in which after successfully determining the correct pair, one is certain which
specific box contains the target channel. To maintain our energy constraint we choose to
split our total number of probes in two, yielding M/2 probings for each stage of the overall
idler-free CPF procedure.

Taking this two-stage approach into consideration, the N -box idler-free CPF protocol’s
error probability takes the following form, where we can employ the relevant lower and upper
bounds as required:

pN,M/2
err (|ψ2⟩⟨ψ2|) = p̃N,M/2

err (|ψ2⟩⟨ψ2|) +
[
1 − p̃N,M/2

err (|ψ2⟩⟨ψ2|)
]
p̃4,M/2

err (|ψ2⟩⟨ψ2|). (8.37)

The performance of such a biphoton state in both signal-idler and idler-free protocols is
plotted in Figs. 8.4 and Fig. 8.5 along with the coherent state lower bound (Eq. (8.11)),
single-photon lower (Eq. (8.14)) and upper bound (Eq. (8.15)), and the GHZ state’s upper
bound (Eq. (8.19)). It can be seen that the biphoton Bell state’s upper bound in a signal-idler
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FIG. 8.4: Quantum channel position finding error probability pN,M
err with N = 4 as a function of

number of uses M for four types of source: 1) Coherent state (blue), 2) Quantum single-photon state
(red), 3) Bell biphoton state in both a signal-idler (SI) (black) and idler-free (IF) (purple) set-up, and
4) GHZ state (green). These plots show performance in locating the target channel with damping rate
γ1 = 0 (the identity channel), amongst reference channels with (i) γ0 = 0.2, low damping, and (ii)
γ0 = 0.8, high damping. Lower and upper bounds are indicated by solid and dashed lines, respectively.

protocol follows very similarly the behaviour of the GHZ state’s upper bound.In general, and
particularly for low damping/high transmissivity, entanglement-based protocols can yield a
quantum advantage in CPF. This is especially true for idler-free protocols, as also described
in Ref. [108] under the continuous variable formalism. While a signal-idler protocol is most
advantageous, one may instead use an idler-free protocol, forgoing the need for a quantum
memory, while still retaining a quantum advantage provided channel losses are not too high.
Note, however, that such a scheme as described here may only be applied to CPF problems
comprising an even total number of channels. While this may appear constraining, this can
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FIG. 8.5: Quantum channel position finding error probability pN,M
err with N = 4 as a function of

number of uses M for four types of source: 1) Coherent state (blue), 2) Quantum single-photon state
(red), 3) Bell biphoton state in both a signal-idler (SI) (black) and idler-free (IF) (purple) set-up, and
4) GHZ state (green). These plots show performance in locating a single target channel with damping
rate γ1 amongst reference channels with non-zero damping rates such that γ0 = γ1 + 0.01 where (i)
γ1 = 0.2, low damping, and (ii) γ1 = 0.8, high damping. Lower and upper bounds are indicated by
solid and dashed lines, respectively.

easily be achieved in an experiment by simply adding an extra channel when required.

Note that in all entanglement-based CPF approaches considered, namely, using the GHZ
and biphoton (in both signal-idler and idler-free setups) states as sources, the average number
of photons per channel use is equal to 1/2. One can adjust the protocol across these sources
to consider equal energetic distributions; letting M → 2M means that the average number
of photons per channel use is equal to 1, matching that for the single photon Fock state and
the coherent state classical benchmark. For completeness, Fig. 8.6 plots the associated error
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FIG. 8.6: Quantum channel position finding error probability pN,M
err with N = 4 as a function of

number of uses M for four types of source: 1) Coherent state (blue), 2) Quantum single photon state
(red), 3) Bell biphoton state in both a signal-idler (SI) (black) and idler-free (IF) (purple) set-up, and
4) GHZ state (green). In the latter three cases, we let M → 2M to model the performances when
the average number of photons used each use is equal to 1. These plots show performance in locating
the target channel in the low damping regime with (i) γ0 = 0.2 and γ1 = 0, and (ii) γ0 = 0.21 and
γ1 = 0.2. Lower and upper bounds are indicated by solid and dashed lines, respectively.

probabilities for CPF arising from these changes in the low damping regime where quantum
advantages are greatest, equivalent to modified versions of Fig. 8.4(i) and Fig. 8.5(i). Both the
upper and lower bounds on the error probability in the signal-idler protocol almost coincide
with those of the single photon state, with those for the idler-free protocol closely following
them.
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8 Quantum channel position finding using single photons

8.3.6 Practical receiver for quantum channel position finding based on photon
counting

Attainment of bounds shown in Figs. 8.4 and 8.5 typically requires optimal detection at the
output, the specifics of which is generally unknown. Even then they only provide bounds
for the absolute performance which is given by the Helstrom limit [37, 125]. As a result, it
is important to consider practical receiver designs to harness the input state’s potential at
performing the task. When the input and output states form a tensor product state across the
N boxes, as for the cases studied in Sections 8.3.1 and 8.3.2, we can employ a strategy based
on photon counting at the receiver end of each box and use post-processing to determine
which hypothesis is true.

Consider using photon counting at the receiver. Then for some generic state ρ with field
operator â, the measurement result is a classical random variable n with distribution p(n) =
⟨n| ρ |n⟩, where |n⟩ is the eigenstate of the number operator n̂ = â†â with eigenvalue n.

The output of the ith box afterM probes is the classical string of lengthM , µ⊗M
i , consisting

of zeros and ones corresponding to the absence or presence of photon counts. Modelling our
receiver as a threshold detector, we know that the probability of detecting m ≡ Trµ⊗M

photons in M trials, each with probability of success p, follows the binomial distribution

pdet(p,M,m) =
(
M

m

)
pm(1 − p)M−m. (8.38)

In the case of coherent state inputs, whose initial photon distribution is Poissonian, we
may compute the probability of detecting n photons at the output using their Fock bases
such that

pC(n) = |⟨n|τα⟩ |2= e−τ τ
n

n! = eγ−1 (1 − γ)n

n! , (8.39)

where we have applied the constraint |α|= 1. Then the probability of getting a single ‘click’
in the photon detector is

pC(n = 1) = eγ−1(1 − γ). (8.40)

When our source consists of single qubit/photon states, then with photon counting at the
output we have that

pQ(n = 1) = 1 − γ, (8.41)

and it is clear that
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pQ(n = 1) > pC(n = 1) ∀ γ ∈ [0, 1] . (8.42)

Consider a relatively straightforward approach where the total number of output photons
at each individual receiver is counted. Then the target channel is declared by choosing the
one with the highest or lowest total photon count, dependent on the relative magnitudes of
damping rates between the target and reference channels. Let the probability of measuring a
photon at the output of our target(reference) channel be given by pT (pR). Then the decision
rule becomes arg maximi if pT > pR,

arg minimi if pT < pR.
(8.43)

First consider the case where pT > pR. In such a scenario the min/max receiver would
determine that the target channel is the one whose output has the highest photon count, and
would do so perfectly when all reference channel boxes output fewer photons than the target
channel box. To account for the scenarios where any number of reference channels output an
equal number of photons to the target channel, the decision is reduced to choosing at random
between those boxes. Such a receiver design yields a total error probability

pmin/max
err = 1 − pmin/max

succ , (8.44)

where the probability of success, pmin/max
succ , is given by

pmin/max
succ =

N∑
r=1

M∑
mT =0

pdet(pR,M,mR < mT )N−r

1
r

(
N − 1
r − 1

)
pdet(pT ,M,mT )pdet(pR,M,mT )r−1.

(8.45)

The index r is the number of boxes whose output total photon counts are the same, thus
requiring a random decision between them. The probability that any given reference box
yields an output lower than the target channel is given by

pdet(pR,M,mR < mT ) =
mT −1∑
mR=0

pdet(pR,M,mR), (8.46)

which, to allow for a random choice between all N channels in the event that all outputs are
0, is defined such that

pdet(pR,M,mR < 0)0 = 1. (8.47)
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FIG. 8.7: Quantum channel position finding error probability pN,M
err with N = 10 and M = 10 as

a function of reference channel damping γ0 with target channel damping γ1 = 0. Shown is the
performance of a photon counting receiver “Rec” (dashed) on coherent states (blue) and single-photon
states (red). Lower “LB” and upper “UB” bounds are indicated by solid and dotted lines, respectively.

The performance of such a photon counting receiver on CPF outputs using single-photon
(Fock state) sources and classical coherent state sources are shown in Figs. 8.7 and 8.8.
Fig. 8.7 shows how the error probability changes as a function of reference channel damping
when the target channel is equal to the identity. Quantum-enhanced CPF using single-
photon states may be achieved across almost the entire range of damping values, with the
simple receiver based on direct photon counting capable of realising this for most of this
range. Fig. 8.8 shows how the performance of each type of source, with the use of the photon
counting receiver, changes with the size of the CPF array. This behaviour is shown for the
addition of background channels of differing damping strength relative to the target channel
of interest. It can be seen that, in general, coherent state CPF capabilities are more robust
to increasing pattern size in that the performance remains fairly constant compared to Fock
states with added reference channels. As one would expect, both classical and quantum
sources’ performances are affected more detrimentally when the background channels added
are relatively similar in specification to the target channel, although this effect is greater for
single-photon states employed in conjunction with our proposed photon counting receiver.
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FIG. 8.8: Quantum channel position finding error probability pN,M
err with M = 100 as a function of the

total number of boxes N . Target channel damping γ1 = 0.2 with reference channel damping set to (i)
γ0 = 0.8, and (ii) γ0 = 0.3. Shown is the performance of a photon counting receiver “Rec” (dashed)
on coherent states (blue) and single-photon states (red). Lower “LB” and upper “UB” bounds are
indicated by solid and dotted lines, respectively.

8.4 Conclusion

The research contained within this chapter provides performance comparisons of various
types of source with respect to the problem of CPF where the channels are of differing
transmissivity. The work is carried out in the discrete variable setting under the energetic
constraint that each channel use (probing of the entire channel array) is limited to use, at
most, one photon on average.

Considered in this work are the performances of various types of discrete variable quantum
sources, namely, the single-photon (Fock) state, the GHZ state where entanglement is evenly
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8 Quantum channel position finding using single photons

distributed across the CPF channel array and the biphoton (Bell) state. In the latter case,
two protocols are considered: one considering signal-idler (QI) role across the two modes and
another where both modes are used as a signal. In all cases, fidelity-based bounds on error
probability are derived.

While the signal-idler approach for biphoton states tends to be sub-optimal compared to
the use of Fock states, it is the most optimal amongst the entanglement-based approaches
considered. Nonetheless, such a method may be experimentally demanding since it requires
access to a quantum memory. Our idler-free protocol forgoes this need and still retains much
of the desired quantum advantage in cases where channel damping is low. The biphoton state
is one that may be readily generated and employed using MRRs which could form the basis
of a proof-of-principle experiment for quantum-enhanced CPF using single-photon states.
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9 Multiple quantum hypothesis testing for
target metrology

Abstract

While quantum illumination (QI) can offer a quantum enhancement in target detection, its
potential for performing target ranging remains unclear. With its capabilities hinging on a
joint measurement between a returning signal and its retained idler, an unknown return time
makes a QI-based protocol difficult to realise. This chapter outlines a potential QI-based
approach to quantum target ranging based on recent developments in multiple quantum
hypothesis testing and quantum-enhanced channel position finding (CPF). Applying CPF to
time bins, one finds an upper bound on the error probability for quantum target ranging.
However, using energetic considerations, we show that for such a scheme a quantum advantage
may not be proven with current mathematical tools.

Relevant Publications

Content from the following publications is used in this chapter:

[3] A. Karsa and S. Pirandola, Energetic Considerations in Quantum Target Ranging,
IEEE Rad. Conf. (RadarConf21), 1–4 doi: 10.1109/RadarConf2147009.2021.9455341.
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9 Multiple quantum hypothesis testing for target metrology

9.1 Introduction

Since QI’s inception several prototype experiments have been demonstrated [59,69] however
there are still many aspects inhibiting quantum radar’s readiness for real-world implemen-
tation [11, 102]; one of which, also the subject of this chapter, is that of quantum target
ranging. The issue with target ranging is the fact that signal-idler recombination becomes
problematic. These two modes’ return at the receiver must be synchronised to ensure that
the joint measurement procedure is a success.

Quantum-enhanced channel position finding (CPF) [93] could form a crucial component to
extending the QI protocol from simple detection to actual measurement. Fundamentally a
pattern recognition problem, CPF is based on multiple quantum hypothesis testing [37,90,91]
and quantum channel discrimination [126] where the goal is to locate the ‘target’ channel
amongst an ensemble of ‘background’, or reference, channels [146]. The problem may be
reformulated for target metrology by parameterising the quantum channels under study by
some measurable target property, such as its position, range and velocity.

This chapter investigates a quantum-enhanced target ranging protocol based on CPF and
QI and studies it as a potential solution to the QI ranging problem. In section 9.2 we outline
the CPF problem and provide the relevant bounds on error probability in the cases where
classical and entangled light sources are employed. Further, we briefly review the benefits
afforded by the use of a conditional-nulling (CN) receiver [93] for the entangled case. In
section 9.3 we apply the CPF model to target ranging and determine whether or not, under
any physical parameter constraints, a quantum enhancement in ranging can be realised using
such a multi-array QI-based approach.

9.2 Quantum channel position finding

Consider the task of quantum CPF comprising m ≥ 2 input-output black boxes as shown
in Fig. 9.1. For i = 1, 2, . . .m, the ith box Bi contains either a background channel E(B)

or some target channel E(T ) ̸= E(B) and the task is to locate its position. The assumption
is made that the target channel occupies one box only, i.e., joint probabilities of the form
P(Bi = E(T ),Bj = E(T )) are all zero, and the target channel is in one of the boxes with
certainty: P(Bi = E(B) ∀i) = 0. Identification of the target channel is a problem of symmetric
quantum hypothesis testing (in which both error types are given equal weight and minimised
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FIG. 9.1: Schematic diagram of channel position finding (CPF). For i = 1, . . . ,m we have an ensemble
of boxes Bi and the task is to locate the single target channel amongst background channels. In the
classical strategy, our source σ is sent through the channel (black) with the output going straight to the
receiver for post-processing. In the quantum strategy, we consider a maximally-entangled two-mode
source ψSI comprising a signal (red), sent through the channel, and an idler (blue) which recombines
with the output at the receiver. For each strategy, outputs from each box are combined to yield a
final result, µ̃, giving the target’s location with some error probability.

simultaneously) where the task is to discriminate between N hypotheses given by

Hi : Bi = E(T ) and Bj ̸=i = E(B). (9.1)

For a fixed input the problem of CPF reduces to a multi-ary quantum state discrimination
[37,90].

9.2.1 CPF using classical light

In a classical strategy, the source is described as a state with positive P-representation with
a tensor product structure over the system, ⊗m

i=1σ. This represents a statistical mixture of
coherent states where each of the m boxes is irradiated by M modes and MNS photons in
total. For such a source, the minimum error probability is lower-bounded by the Helstrom
limit, which is the performance of the minimum error probability quantum receiver, given by

PH,LB = m− 1
2m F 4

(
σ(T ), σ(B)

)
, (9.2)
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9 Multiple quantum hypothesis testing for target metrology

where F
(
σ(T ), σ(B)

)
is the fidelity between the states σ(B/T ) = E(B/T )(σ), defined by [10,111]

F
(
σ(T ), σ(B)

)
:=
∥∥∥√σ(T )

√
σ(B)

∥∥∥
1

= Tr
√√

σ(T )σ(B)
√
σ(T ).

(9.3)

Suppose the target and background channels have transmissivity/gain µT , µB and noise
ET , EB, respectively. Then the general lower bound to the error probability for the classical
benchmark, assuming a total of mM modes and mMNS mean photons are irradiated over
the entire system, is given by [93]

PH,LB = m− 1
2m c2M

EB ,ET
exp

[
−

2MNS(√µB − √
µT )2

1 + EB + ET

]
, (9.4)

with
cEB ,ET

≡
[
1 + (

√
EB(1 + (ET )) −

√
ET (1 + EB))2

]−1
. (9.5)

9.2.2 CPF using entangled light

For a quantum strategy, consider entangling each input state with an ancillary idler to form
a two-mode squeezed vacuum state, ψSI := ∑∞

k=0

√
Nk

S/(NS + 1)k+1 |k, k⟩, for each of the m
boxes. The idler systems are sent directly to the measurement with only the signals, each
comprising NS photons per mode, probing the individual boxes. Thus, with M modes per
box, our entangled source takes the tensor product form ψ⊗mM

SI which is acted on by the
global quantum channel

Ei ⊗ I =
[
⊗k ̸=i(E(B)

k ⊗ Ik) ⊗ (E(T )
i ⊗ Ii)

]
, (9.6)

where I is the identity channel. This leads to an upper bound (UB) to the Helstrom limit
given by [93]

PH,UB = (m− 1)F 2
(
Ξ(T ),Ξ(B)

)
, (9.7)

where Ξ(T/B) = (E(T/B) ⊗ I)ψ⊗M
SI .

Employing the generalised conditional-nulling (CN) receiver (see Ref. [93] for full details)
allows far better detection results to be achieved. Suppose there exist two partially unambigu-
ous positive operator-valued measures (POVMs), one corresponding to the target channel,
{Πt

T ,Πb
T }, and another for the background channel {Πb

B,Πt
B}, acting such that

Tr
[
Πt

T Ξ(T )
]

= Tr
[
Πb

BΞ(B)
]

= 1. (9.8)
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i = 1, 2, 3, ..., m

R1, R2, R3, ..., Rm

⋆

FIG. 9.2: Schematic diagram of quantum target ranging (QTR). A range of surveillance from Rmin to
Rmax is split into m spherical shells with radius equal to the corresponding range Ri for i = 1, . . . ,m. A
total of M signal-idler pulses with NS mean photons per mode are generated at well-defined frequencies
corresponding to each of the m range bins, chosen such that only the radiation returned from that
range bin is collected by its associated receiver. Each range bin has an associated signal-return time
such that, upon its potential return, it may be recombined with the corresponding, retained idlers for
joint measurement.

Employing feed-forward across the entire channel arrangement and conditional-nulling of
subsequent hypotheses, the CN receiver yields an overall error probability given by

PCN
err,m(ζ1, ζ2) = 1

m

ζ2
ζ1

(mζ1 + (1 − ζ1)m − 1) . (9.9)

Here ζ1 = Tr
[
Πt

T Ξ(B)
]

= p(H1|H0) and ζ2 = Tr
[
Πb

BΞ(T )
]

= p(H0|H1) are the Type-I and
Type-II error probabilities associated with the two POVMs, respectively.

Note that the CN receiver applies to the QI case only in the limit of NS ≪ 1. In this limit
one can construct some projector via the sum-frequency-generation (SFG) mechanism [62] to
have Tr

[
Ξ(B)

]
≃ 1 to leading order. Such a projector is possible because, in this limit, the

idler is close to vacuum and, by allowing this approximation, Πb
B may always be different

from the identity.

9.3 Quantum target ranging

Quantum-enhanced CPF forms a crucial component towards enabling QI-based detection
protocols to perform target-based metrology for measuring parameters such as location, range
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9 Multiple quantum hypothesis testing for target metrology

and speed. CPF can be viewed as a proxy for these problems in which we reformulate the
protocol such that the m hypotheses instead correspond to multiple space-time-frequency
bins. Crucial to this is ensuring that the frequencies of each range bin’s set of M signal-idler
pulses are chosen to ensure that their respective receivers only collect radiation returned from
their associated range bins. In such a setting, space bins would allow for the determination
of target location, time bins would allow for range estimation, and frequency bins may be
used for the measurement of speed via Doppler shift. The ranging problem is a major barrier
towards real-world implementation of QI for target detection since the signal and idler modes
must be synchronised at the receiver in order to perform an optimal joint measurement and
obtain the best possible performances. For a target located at some unknown range to be
determined, the return time is unknown and is thus problematic.

A potential solution would involve a modification to the direction finding protocol (see
Ref. [93]), based on CPF, whereby we consider a fixed number m of non-overlapping range
bins across some range interval of interest, as shown in Fig. 9.2. Then, by generating a
sequence of M signal-idler pulses, at a well-defined frequency, for each of the m bins, the
signals can be recombined (if returned at the corresponding range) with their respective
idlers. All of the m sectors are simultaneously probed with the total energy irradiated equal
to mMNS , where NS is the average number of photons per signal/idler mode and M is the
total number of modes (experiment repeats). In such a scenario, the total energy the target
is exposed to is at most mMNS , with this upper limit applying when the target is located
in the final, mth, sector.

Consider the thermal-loss channel LN
µ with loss parameter µ and mean number of thermal

photons N so its output noise is given by E = (1 − µ)N . If the target is present in some
sector, a proportion η of the NS signal photons in each mode will be returned, which includes
contributions from target reflectivity and transmission losses due to beam spreading. These
will be mixed with thermal noise comprising NB photons per mode at the receiver and the
M signal modes are acted on by the target channel E(T ) =

(
LNB/(1−η)

η

)⊗M
In contrast,

if the target is absent, all of the M signal modes are lost and the return consists only of
background noise, with NB photons per mode. The corresponding background channel is
given by E(B) =

(
LNB

0

)⊗M
.

Using a quantum source comprising a tensor product of two-mode squeezed vacuum states
ψ⊗mM

SI , each M -mode probing of each of the m sectors yields an ensemble of outputs corre-
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9.3 Quantum target ranging

sponding to the background and target channels, given by

Ξ(T ) =
[
(LNB/(1−η)

η ⊗ I)ψSI

]⊗M
, (9.10)

Ξ(B) =
[
(LNB

0 ⊗ I)ψSI

]⊗M
. (9.11)

Computing the error probability, i.e., Eq. (9.7), for the discrimination of these states yields
the following asymptotic bound for QTR,

PQTR
H,UB ≃ (m− 1) exp

(
−MηNS

NB + 1

)
, (9.12)

in the limits of NS ≪ 1 and M ≫ 1, keeping total energy MNS fixed.

By adapting the SFG receiver for QI [62] to the CN approach, the upper bound for QTR
[Eq. (9.12)] may be significantly improved upon [93]. After multiple SFG cycles and the
application of differing two-mode squeezing operations, the photon counting statistics of
Ξ(T/B) allow for the realisation of two partially unambiguous POVMs for the CN receiver
with corresponding mean error probability

PQTR
CN ≃ 1

2(m− 1) exp
(

−2MηNS

NB

)
. (9.13)

Consider now probing this set of m possible range bins using a classical source. Described
in Section 9.2.1, it comprises M modes, each with NS photons, for each of the m sectors,
employing a total of mMNS photons across the entire protocol. For generic channel finding,
the lower bound achievable using such a source is, using Eqs. (9.4) and (9.5) with ET = EB =
NB and µT = η, µB = 0, given by

PH,LB = m− 1
2m exp

[
− 2MηNS

2NB + 1

]
. (9.14)

However, the separation of each of the m returning signals, while crucial for the QI-based
protocol, is unnecessary for the classical source (its need arises from the fact that in any
QI-based protocol, synchronised recombination is necessary for the joint measurement upon
which it is based). This has particular implications for target-ranging since regardless of the
target’s true location, any signal sent out will certainly return. It is only when using an
entangled source that all but one (corresponding to the target) of the returns are essentially
discarded. As a result, there is, physically, no reason why the classical measurement process
at the receiver should not incorporate the entire signal sent, that is, all of the mMNS coherent
photons. In other words, the coherent pulse can be sent out in just one go to explore all the
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9 Multiple quantum hypothesis testing for target metrology

possible bins and the receiver just needs to be open and check for the return of the energetic
pulse in each one of the bins. Thus, for classical target ranging (CTR), the lower bound of
Eq. (9.14) becomes

PCTR
H,LB = m− 1

2m exp
[
−2mMηNS

2NB + 1

]
. (9.15)

To establish a quantum advantage in target-ranging, all that is needed is to find a suitable
parameter regime whereby the following relation (sufficient condition) is satisfied:

PQTR
CN ≤ PCTR

H,LB. (9.16)

Using Eqs. (9.13) and (9.15), this is satisfied when

lnm ≤ 2Mγ
NB(2 −m) + 1

2NB + 1 , (9.17)

where γ = ηNS/NB is the single-use signal-to-noise ratio (SNR). For any value of NB > 1,
the condition [Eq. (9.17)] cannot physically be satisfied for any m > 2. Thus, it is not
possible to prove that the QI-based ranging protocol can achieve a quantum advantage over
its equivalent classical counterpart (at least with the current mathematical tools). This result
is a mathematical limitation of the approach since, while it provides a sufficient condition for
there to exist a quantum advantage, it does not provide a necessary one.

While Eq. 9.17 provides a sufficient condition for a quantum advantage in target ranging
using the scheme proposed here, the following will outline a necessary condition and its
associated violations. Consider an adaptation of the CTR protocol (yielding the lower bound
Eq. (9.15)) to a scheme where one sends a coherent state pulse of average photon number
mMNS to interrogate the m-bin range uncertainty interval. Performing homodyne detection
alongside match filtering to maximise the SNR on each of the range bins’ return signals
yields corresponding outputs rn where 1 ≤ n ≤ m. The receiver then chooses for the target
to be present in the bin m⋆ = argmax(rn) since all hypotheses are equally likely. In the case
of two bins, the minimum error probability for such a receiver is equivalent to the binary
discrimination error given by

PCTR⋆
2 = Q

(√
mMηNS

2NB + 1

)
, (9.18)

where Q(x) is defined as

Q (x) =
√

2
π

∫ ∞

x
dy exp

(
−y2

2

)
≤ 1

2 exp
(

−x2

2

)
, (9.19)
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providing an exponentially tight upper bound. Extending to an m-array problem comprising
m − 1 background bins, the upper bound to the error probability for such a receiver, using
Eqs. (9.18) and (9.19), is given by

PCTR⋆
UB ≤ m− 1

2 exp
[
− mMηNS

2(2NB + 1)

]
. (9.20)

Comparing this to Eq. (9.13) for QTR with a CN receiver, our condition for a quantum
advantage becomes

m ≤ 8 + 4
NB

, (9.21)

which is violated for m > 8 when NB > 4. Using a CN receiver, currently the best known
tool for testing multiple quantum hypotheses, a quantum advantage may only potentially be
realised for m ≤ 8.

9.4 Conclusion

In this chapter we have outlined and studied a potential QI-based quantum ranging protocol
based on multiple quantum hypothesis testing and channel discrimination, using recent re-
sults of quantum-enhanced CPF. By modelling a discrete set of ranges as multiple quantum
channels, a quantum ranging protocol may be established by the distribution of signals and
recombination with idlers across fixed time intervals. The very nature of the QI protocol
demands that such an approach must be taken, since it is crucially dependent on the ability
to recombine bosonic modes at the correct time in order to perform a joint measurement
to harness any potential advantage. In the optimal classical scenario using a coherent state
source, this energetic distribution across range bins (or, equivalently, time bins) is unneces-
sary and, for all practical purposes, would not be done. As such, the results of this chapter
show that, under fair energetic considerations and the currently available mathematical tools,
it is not possible to show a quantum advantage in target ranging using a QI-based approach
to CPF.
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The non-classical phenomena arising from quantum mechanics have revolutionised the devel-
opment of a wide range of modern technologies, from computation [95–97] and communica-
tion [98–100] to sensing [11] and metrology [78]. Quantum target detection is a particular
subset of quantum sensing problems of which quantum illumination (QI) forms its most fun-
damental formulation whereby the existence of quantum correlations in the system enhances
the performance establishing them as a resource for a quantum advantage.

In this thesis, we have progressively explored some of the well-known open questions and
limitations of QI. Beginning with source generation, with aims of loosening QI’s transmitter
requirements, Chap. 4 reformulated Tan et al.’s Gaussian QI in terms of arbitrary quan-
tum correlations under both symmetric and asymmetric quantum hypothesis testing (QHT),
showing that maximal entanglement is not strictly necessary for a quantum advantage to
be achieved. In the same work, parallels were also drawn between quantum and classical
radar theory to convey physical meaning to parameters. This showed that the performance
entanglement-based quantum target detection, as in QI, is fundamentally limited by target
range, particularly when considering experimental practicalities associated with the genera-
tion of a large number of entangled states within a reasonable time-frame.

Keeping to the theme of experimental practicalities, Chap. 5 considered the effect of a
common methodology in microwave QI whereby the idler mode is immediately heterodyned
rather than stored. Then, only the classical measurement outcomes need to be stored for later
post-processing with that of the returned idler through, for example, a simulation of a phase-
conjugating (PC) receiver. Our results prove, as expected, that such a method’s performance
is upper-bounded by that of coherent states with homodyne detection. Interestingly, however,
if one could process the idler measurement outcomes to effectively clean it from the added
noise, while retaining noise on the signal, one could digitally achieve a performance coinciding
with a real PC receiver, without heterodyne.

The use of amplifiers is able to effectively recover weak signals, however, the resultant
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signal-to-noise ratio (SNR) is bounded by that of the original. Noiseless linear amplifiers
(NLAs) [147] can probabilistically amplify a coherent state while retaining its initial noise.
Specifically, an NLA with gain g transforms a damped coherent state |

√
κα⟩ → |g

√
κα⟩ with

probability of success 1/g2. When the NLA is unsuccessful, it returns a vacuum state. Thus,
when considering its successful runs, the NLA can compensate for the effect of losses and
therefore be of great value for QI and quantum target detection. For continuous variable
quantum key distribution, such protocols have been shown to effectively increase the maxi-
mum transmission distance [148]. In the case of quantum target detection, one could mitigate
all losses associated with the channel by setting g = 1/

√
κ.

Of course, there is a trade-off between the improved SNR achieved during a successful
run and the resultant expected number of successful runs which would ultimately yield the
error probability for a large number of uses. Chap. 6 showed preliminary results for the
analysis of the effect of employing an NLA at the receiver for QI showing that they afforded
a significant performance advantage compared to the equivalent non-NLA protocol. Further,
to mitigate the technologically challenging implementation of a real NLA, one could consider a
measurement-based approach based on heterodyne measurement outcomes with appropriate
post-processing, based on rescaling and filtering. This would essentially implement a virtual
NLA, as discussed in Sec. 6.3.

Microwave-based implementation issues are not solely limited to the TMSV state; the
standard classical benchmark of coherent states with homodyne detection only really applies
in the optical domain. For the purposes of QI benchmarking, where we require a low-energy
signal, room temperature sources of this type do not exist and, further, homodyne of the
returning signals, whose energy is even lower, is not possible. Chap. 7 studied this outlining
a typical microwave coherent illumination approach and a potential alternative based on the
output of a room temperature maser, comparing this to the optical coherent state. Our
results show that the classical sources used in experiments are certainly not the theoretically
optimal ones - however, they are the only ones that exist. Our alternative scheme is shown
to have a performance coinciding with the optical coherent state benchmark, under certain
conditions which may readily be met with current experimental capabilities.

Finally, an important next step for any quantum radar is its extension from a tool solely
for detection to one that can perform measurements. A key example of this is the problem
of quantum target ranging which, for a QI-based approach, is especially difficult due to the
necessary simultaneous recombination of the signal and idler in a joint measurement in order
to harness the full potential quantum advantage. Chap. 8 studied a potential solution to
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this problem in the form of quantum channel position finding (CPF) which tasks one with
locating a particular target channel amongst an ensemble of background channels. In the
formalism of discrete variables, we studied this problem providing fidelity-based bounds on
error probability for a wide class of quantum states constrained to having, at most, one
photon per mode. Included in this analysis were means of source generation for a Bell-type
state capable of achieving a quantum advantage in an idler-free CPF protocol. Further, for
Fock states, a practical receiver design based on simple photon counting was shown to retain
a quantum advantage over coherent state protocols. Chap. 9 extended CPF to QI-based
target ranging showing that, under fair energetic considerations, a quantum advantage could
not absolutely be proven based on current mathematical tools.

While the physical realisation of QI, particularly in the microwave, has proved to be littered
with technical barriers, our understanding of these intricacies have developed tremendously
since QI’s inception [18]. As such, each of them is the subject of ongoing research across fields
spanning beyond simple target detection, including the detection of gravitational waves, data
readout [106] and biological probing [150], giving reason to be optimistic regarding future
technological and theoretical breakthroughs.

Future work: Quantum target ranging

Results from Chap. 9 show that under fair energetic considerations from the perspective of
the amount of energy by which the target is illuminated it is not possible to certainly ascertain
a quantum advantage for any number of range bins. This complication arises from the fact
that, for QI, the receiver must incorporate a joint measurement in which the signal and
idler beams are recombined at a known instant in time, corresponding to the expected time
of arrival of the returning signal from a particular range bin. Despite that not all probing
pulses are used in the ranging protocol, the target is still susceptible to all radiation used. In
the case of coherent states, such a separation of signals is not required since receiver reception
is not time-sensitive with respect to the arrival of the returning signal. As such, the energy
used to probe each range bin may be used in its entirety to probe all bins simultaneously.

One may alternatively consider a protocol where, for the two-mode squeezed vacuum
(TMSV) source, the idler beam is beam splitted into equal components corresponding to
each of the range bins under consideration to provide each associated arrival time’s receiver
for the necessary QI entanglement. Meanwhile, as in the case of coherent states, the entire
signal may be used to probe the full range interval.
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Future work: Alternative quantum sources

Gaussian states and their associated treatment offers a convenient way to mathematically
model physical processes that are readily accessible within quantum optics experiments. As
such, much of the research regarding QI and quantum target detection more broadly has been
confined to the realms of Gaussianity. Consideration of more exotic, non-Gaussian, quantum
sources, such as photon-subtracted TMSV have been shown to theoretically improve the
potential quantum advantage over coherent states to the point where the advantage persists
even at low background noise [151]. Recently, Ref. [152] has studied the effects of both
photon-addition and photon-subtraction on TMSV states as QI sources showing potential
quantum advantages.

Literature on photon-addition/subtraction for QI only considers such an operation on the
TMSV comparing the resultant non-Gaussian state’s performance to a coherent state of
equivalent signal strength. However, it has been shown that the use of photon-added co-
herent states can significantly reduce the error probability in quantum state discrimination
compared to coherent states [153]. In fact, the process of photon-addition on coherent states
yields a non-Gaussian state whose Wigner function has increased negativity with each addi-
tional photon; this negativity is a strong indicator for non-classicality [154]. Thus, a compar-
ison between photon-addition/subtraction on TMSV states versus coherent states could be
valuable.

Future work: Noiseless linear amplifiers (NLAs)

As outlined in Sec. 6.4, future work here would entail the determination of the number of
accepted data points left after post-selection, Macc. Ideally, this would involve an optimisation
over both NLA gain, g, and the number of events, Macc, alongside digital receiver designs
such as that studied in Chap. 5.

Finally, the use of an NLA could be considered alongside a source which is not maximally-
entangled (as was considered in Chap. 4) to allow for an experimentally cheaper way to
implement QI.
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Future work: Unambiguous state discrimination

The underlying theory of QI is based on quantum state discrimination. Its task is to indicate
precisely which state the returning quantum system is in; it may be the returning signal,
indicating the presence of a target, or simply the background. Naturally, these two possible
states are non-orthogonal so with any quantum measurement it is impossible to yield a
conclusive result. There is always a non-zero error probability. This fact has formed the
basis of much of the research surrounding QI resulting in the development of measurement
strategies optimised to carry out the discrimination with respect to minimising the inevitable
error probability. These strategies, such as those considered in this thesis, are all ambiguous.

There does however exist an alternative approach: unambiguous state discrimination [155–
158]. Given an unknown quantum state of interest and a projective measurement in some
basis, it is possible to rule out any possible state which is orthogonal to the basis state corre-
sponding to the measurement outcome. This exclusion of possible states is a natural attribute
of quantum measurements. While minimum-error measurements minimise the probability of
the result being wrong, unambiguous measurements never give an incorrect result. They
allow one to unambiguously (with zero error probability) distinguish between non-orthogonal
states with the caveat that sometimes the protocol will fail. Recently the ultimate limits of
unambiguous discrimination of quantum channels have been studied [159].

Unambiguous state discrimination for the purposes of target detection is largely unstudied,
particularly within the realms of continuous variables. Very recently, practical receivers
for the unambiguous discrimination of coherent states have been studied [160]. There are
promising opportunities for research here across continuous variable protocols such as QI.
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