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Abstract

This thesis aims to develop a means of deriving inflectedsvtrlt does not rely on the head
movement (HM) operation. Guided by the Strong Minimalise3is, | argue that HM is prob-
lematic for empirical and theoretical reasons. Accordingput forward an alternative means
of deriving complex verbs which uses only theoretical géslgeeded for external reasons,
e.g. Merge, a workspace, copying, Agree and labelling. Goimdp these five elements al-
lows complex verbs to be derived outside of the clausal spitlee same way as internal and
external arguments. The verb is built in the workspace usiktgrnal Merge and then each
element of the verb is copied. Copying is facilitated by asisg that Merge is untriggered;
that the workspace can contain multiple structures, andiyfitteat constituents can be Merged
from one structure into another, an operation referred fmaasllel Mergein the literature (e.g.
Citko 2005). Once the complex verb is built, each elemenhefverb is copied using parallel
Merge which allows the clausal spine to be generated. Wishstystem there is no correlation
between a verb’s position and its level of inflection sincis ibuilt before being attached to
the clausal spine. Once the new system has been develojedpijtlied to a set of so called
multiple copy Spell-Out constructions and found to havedfien that HM is lacking. The
data includes predicate cleft constructions, verbal repetconstructions and finally, heavily
inflected verbs from Kiowa. The parallel Merge alternatiggoarticularly beneficial for data
where two copies of an element are pronounced but with diffisiorms, e.g. a tensed verb and

an infinitive verb, because each copy is independently géeein the workspace.
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Chapter 1

Introduction

The Head MovementHM) operation has been a theory internal thorn in moderregpdive
grammars since Minimalism gained traction following itsrelepment by Noam Chomsky
in the mid 1990s (see Chomsky 1993, 1995 for early instamtistof the Minimalist Pro-
gram). HM is highlighted as an issue for one reason or andthenany different analy-
ses (see for instance, Bobaljik & Brown 1997; Bruening 20Qdrstens, Hornstein, & Seely
2016; Chomsky 2001, 2015; Chomsky, Gallego, & Ott 2019; &psKitahara, & Seely 2016;
Harizanov & Gribanova 2018; Matushansky 2006; Roberts 20%ignificantly, HM was de-
veloped in an earlier non-Minimalist framework (see Bake&88) and it never made a satisfac-
tory theoretical transition from the Principles and Par@rseera of generative grammar into
Minimalism. Yet if the operation was dropped altogetherrtesy of its theoretical shortcom-
ings in Minimalism, then a large body of data would becomeatnivdble and need to be reanal-
ysed. In addition, a significant empirical generalisatibe,Mirror Principlefrom Baker (1985,
1988), would be lost. Thus there is tension in the literature. On the one hand, sufopt the
operation regardless (e.g. Collins & Essizewa 2007; Kaoagydr 2008; Landau 2006) while
others try and develop the operation to circumvent the gsagin Bobaljik and Brown (1997)
and Matushansky (2006). Finally, there are analyses whadlish HM altogether and develop
something new (for instance, Adger, Harbour, & Watkins 2@&dy 2000; Bruening 2017)
but that risk losing some of the empirical power of head masem

With these considerations in mind, the ultimate aim of thissis is to develop a means of
deriving verbs containing hierarchical structure, dubbethplex verbgrom now on, without
the issues associated with HM. One set of problems is theakeind can be found in many

places in the literature (e.g. Bobaljik & Brown 1997; Choms2001; Matushansky 2006;

The validity of the Mirror Principle does not go unquestidneSee for instance the discussion in Bruening
(2017), although it worth pointing out the nothing in Bruegis system can derive the Mirror Principle anyway.



Roberts 2011) while the other is empirical and relates to kW is used in the literature
to derive various types of data where a verb or an elementiassd with a verb is pronounced
twice (see Collins & Essizewa 2007; Kandybowicz 2008; Lan#@06). The analysis will be
couched in the Minimalist research program developed byn@hy (1993, 1995). At this
point, it is worth mentioning that, while certain operasoand constraints that were proposed
in Chomsky'’s early Minimalist work have been changed andime cases superseded (see for
instance Chomsky 2013 and Chomsky 2015 which develop Iagedhd projection), the fun-
damental principles of the program have not changed. Thdseigies are provided in what
follows before a brief description of the key operationsgdd in this thesis are presented for
the sake of clarity.

The aim of the Minimalist Program is to limit the postulatiohtheoretical gadgetry so
that the true nature of the language faculty’s computatiepstem can be better understood.
In of itself, this is not a new goal since the “program is siynalcontinuation of efforts from
the origins of the generative enterprise to reduce the fastlirichness of UG, to discover
its actual nature” (Chomsky 2013, 38). This effort is emleddwvithin theStrong Minimalist
Thesis(SMT) which “holds that language is an optimal solution teeiface conditions that FL
(faculty of languageSW) must satisfy” (Chomsky 2008, 135). Thus a grammar that mdhe
to the Minimalist Program and specifically the SMT woulddsfectin the sense that it would
contain no theoretical postulations that were not strindgessary in order to derive an object
which satisfied all interface conditions.

Yet even a system that adopts a strict version of the Minsh&rogram and SMT must
allow a means of combining pieces of syntactic structurey discussion of Generative Gram-
mar has to assume that something exists which can be usedldospntactic structure. In
the past, Phrase Structure rules built sentences (Chon@8g),Jwhile in more recent times,
X’-bar theory produced a hierarchy in combination with #mjection Principle(Haegeman
1994; Sportiche, Koopman, & Stabler 2014). Now the combirialt device assumed in Min-
imalism is referred to adMerge (see Chomsky 1995), and simply put, it takes two objects
and s and combines them to formuf 8}. The extracts provided in (1a) and (1b) illustrate the

necessity of the Merge operation in Minimalist analyses:

D Merge in Minimalism

a. “This operation (MergeSW) is a necessary part of any theory of human grammar.
It allows us to explain how grammar makes “infinite use of émiteans.” In other

words, given two constituents A and B, there must be some wagrbine these



into a larger constituent {A, B}.” (Collins 2002, 43)

b. *“any theory of GG (Generative Gramm&W) must assume the existence of a
computational system that constructs hierarchicallycstined expressions with
displacement. The optimal course to follow, we think, is¢swame a basic compu-
tational operation MERGE, which applies to two objects X anglielding a new
one, K ={X,Y}.” (Chomsky et al. 2019, 232)

The version of Merge provided above does nothing apart fromhine two elementa: and

5 to form {«, S8}. Inits simplest form, nothing is assumed to follow from thperation apart
from the construction of binary syntactic objects. Foranse, Merge does not subsume that
the newly derived object has a label (Chomsky 2013; Collid@22 Seely 2006) in contrast
to the Merge of Chomsky (1995, 2000). So if V Merged with DP tlutcome would not
be a VP but {V, DP}. In addition, Merge does not specify an ordéen two elements are
Merged together (Chomsky 2013, 40). The specific order i# déth separately, possibly
using something akin to thiinear Correspondence AxioffiLCA) from Kayne (1994, 2018)
where linear order corresponds to asymmetric c-commamdiors inside a tree. Finally, it
has also been argued that Merge is not triggered by any eelquioperties (Chomsky 2015)
which ties in with the proposal that it does not specify a labiEneither Merging item has
a selection property, then one element is not more signtfittean the other and should not
provide a label. The outcome of this expose is an analysigevlkerge just builds binary
(and maybe unary, see Adger 2013; Kayne 2008; Tsoulas 20d@xthical structures. This
basic version of Merge is the only one that can be assumeautithotivation given that some
operation is required to attach elements together intoraftuiey.

While a Minimalist syntax that functioned using just Mergeuld be most in-keeping
with the SMT, there is evidence to suggest that an additiopatationAgree(Chomsky 2000,
2001) is required to establish relationships between featon two different syntactic objects.
Agree is parasitic on feature valuation between a probethegtess an unvalued uninterpretable
feature and a goal on which is found a matching interpretaflévalent. The most common
types of feature on which Agree functions ardeatures. In this case, the probe possesses an
unvalued¢ feature [w] while on the goal is a f§]. Finally, in order for [w] to Agree with
[i¢], and as such receive a value from]fi[u¢] must c-command §].

In concluding this brief description of Minimalism, it is wb noting that there are other
components that comprise a Minimalist grammar that will depied and used in this thesis
(for instance phasesand thePhase Impenetrability Conditipbut these will be introduced and

discussed as and when they are needed in the main body okthe te



As the aim of this thesis is to develop a means of generatingptax verbs without the
problems associated with HM using just operations that\eaiadle in a Minimalist grammar,
what follows now is a description of Baker's (1988) HM anddysince his work on the topic
represents a significant milestone in the development obperation in thePrinciples and
Parameter§P&P) era of generative grammars. As will be seen, moderrinvitism and the
P&P framework are not founded on the same set of theoretgsalnaptions, for instance, the
concepts oilGovernmentand Barrier do not carry over into Minimalism. Yet despite the issue
of motivating HM in Minimalism, the empirical generalisatis that Baker (1988) observes still
need to be explained by any new analysis based on Minimaksinaptions. Specifically, Baker
(1988) argues that certain processes, e.g. passive, apmiand causative, are a direct result
of what he refers to aicorporationwhich involves movement and adjunction of a minimal
projection X to another minimal projection % As head movement is a syntactic process,
changes in the morphological composition of a word are atmesult of changes in syntactic
structure. This argument is captured Bie Mirror Principlein (2) from Baker (1985, 375)
which ensures that when more than one syntactic operaties fdace, they occur in a specific
order, e.g. itis possible to passivise an applicative hstribt possible to apply the applicative

process to a passivisation.

(2)  The Mirror Principle

Morphological derivations must directly reflect syntact@rivations (and vice versa).

In addition, Baker argued that titéead Movement ConstraiiMC) (Travis 1984, 131) in (3)
fell out from the Empty Category PrincipléECP) (Baker 1988, 39) in (4), which at the time

was stated in terms déovernmen(Baker 1988, 39) in (5):
(3) The Head Movement Constraint

An X% may only move into the Ythat properly governs it.
(4) The Empty Category Principle

a. Traces must beROPERLY GOVERNED

b. A PROPERLY GOVERNEDB iff A governs B, and A and B are coindexed.

(5) Government
A governs B iff A c-commands B and there is no category such @hé a barrier

between A and B (cf. Chomsky 1986).

Finally, the definition ofBarrierused by Baker (1988, 56) is provided in (6):

10



(6) Barrier
Let D be the smallest maximal projection containing A. Theis @BARRIER between
A and B if and only if C is a maximal projection that contains iBdeexcludes A, and

either:

a. Cisnot selected, or
b. the head of C is distinct from the head of D and selects sorReeuial to or

containing B.

The combination of these definitions meant that when a heado¥em) it has to move and
adjoin to the next highest head Y because otherwise the nadxirojection of another head
would act as a barrier between X and Y. Thus the HMC, ECP, Gowent and Barrier all work

in tandem to ensure that head movement is successive cialie @ head X can never move
beyond a head Y which immediately dominates it, witheferring to X.

We are now in a position to look at an example to tie these quadegether. The clauses
provided in (7a) and (7b) contain the same thematic rolesB#ser (1988, 46) uses theni-
formity of Theta Assignment Hypothes{§ TAH), two clauses that contain the same thematic
roles have to be derived from the same D-structure and detateach other by movement.
The examples are from a Bantu language (Chichewa) and démtenahat Baker refers to as

Causativisation

@) Chichewa

a. Mitsikanaa-na- chitits-a kuti mtsuko u-gw-e.
girl do-CAUSE that waterpotfall

‘The girl made the waterpot fall.’ -

b. Mtsikanaa-na-gw-etsa mtsuko.
girl fall-cAUSE waterpot

‘The girl made the waterpot fall.’

(Baker 1988, 21)

The thematic role assigned motsuko ‘waterpot’ is a theme in both sentences. Given UTAH,
it must be the case thattsukooriginates from the same D-structure position in (7a) an).(7
Baker (1988) derives the key difference between theseesdang HM and argues that the verb
-gw- ‘fall' moves and adjoins taits ‘CAUSE. Consequently, the tree in (8a) represents the

D-structure of (7a) and (7b), while the tree in (8b) représéme post-HM structure of (715):

2The presentation of (8a), (8b) has been modified slightlynfBaker’s (1988) originals.

11



@) a S b. S

NP/\VP /\

NP VP
‘ /\
girl v S gi‘rl v 5
| PN
make NP VP RN PN
| | Vv Vv NP VP
pot V | | | |
| fal;, make pot V
fall |

t;

The trees in (8a) and (8b) illustrate that HM can derive thedince between (7a) and (7b)
since the headw ‘fall’ from the lower VP moves and adjoins to the next highéstad in
the clause, namelts ‘CAUSE. This movement operation is consistent with the constsain
provided in (3)-(6) as the moving verb does not skip ‘ CAUSE. Thus Baker's (1988) formu-
lation of HM derives the data to which it is applied. It is woriothing that data which seems
to be an issue for the Mirror Principle has been presentedgititerature, for instance the dis-
cussion in Bruening (2017) and Harley (2011), although #teel argues that head movement
and a combination of two other operations can derive somggmatic data from Cupefio and
Navajo. See section 6.4 for more on this topic.

The head movement operation as stated in Baker (1988) isjpatible with Minimalist
proposals for two reasons. The first reason relates to |3Hiui6e these constraints have been
superseded in Minimalism, at least with regards to how threystated here. The data that
the ECP captures still requires an explanation, but the ESHH icannot be stated in terms
of Government and Barriers. As a consequence, (3)-(6) ¢amaosed to motivate the HM
operation which is an issue especially since the ECP, Govenhand Barriers were required
in the P&P approach for independent reasons which allowedtéifdllout from the system.
The second problem relates to how structure is built in Malism using the Merge operation.
As mentioned above, Merge takes two elementnd 3 and combines them to forr{ 5}.

In of itself, nothing inherent in the definition of simplestekfe prevents the operation from
embedding one element inside another since Merge just casbiand 5 without stipulating
where each element has to be in relation to its Merge partfetrMerge is often paired with
an assumption that it can only apply at the root of a tree (segeA2003; Chomsky 1995,
2000, 2001, 2005; Collins & Stabler 2016) in order to limg ¢omputational burden. This
assumption is formalised as thextension Condition(ES) in earlier papers and by théo
Tampering ConditiofNTC) which, according to Chomsky (2005, 13) entails the E&.is

assumed that Merge cannot embed, then deriving head aidjumtthe syntactic component is

12



not possible because HM requires that embedding takes. glace given that the HMC, ECP,
Government and Barrier are not contained in the Minimatisttiox and that Merge is assumed
not to embed, HM is not a permissible Minimalist operationaese it requires (3)-(6) to hold
and for head adjunction to be derivable by Merge. Neithehe$é requirements are possible
in Minimalism.

It is worth mentioning at this point that HM is a recognisedlgem in the literature and
not an issue novel to this thesis. Problematic aspects dbpkeation extend beyond (3)-(6)
being unavailable and Merge applying at the root. For irgahomsky (2001) highlights
that syntactic HM does not have a significant effect on therpretation of a clause, e.g. in
French verbs raise to T in matrix clauses; in Scandinaviagudages the main verb is often
found adjoined to C, and in English, the main verb is arguedtmanove out of the verb
phrase, i.e. it adjoins te or Voice depending on the analysis. Adopting the Y-model/ofax,
it is reasonable to expect that movement in the syntactigpom@nt should have an effect on
the interpretation of a clause once it is transferred to kpeeially given the effect of syntactic
phrasal movement at the interface. Yet Chomsky argues hiigaexpectation is not realised
in the data as there is no fundamental difference betweeintibigretation of English, French
and Scandinavian matrix clauses even though their mairs\agpear in different positions.

This issue cannot be taken as conclusive evidence that fibetsebf HM should not be
derived in the syntactic component, but rather that some Btations do not have an in-
terpretative effect. Kandybowicz (2008), Collins and Essia (2007) and Landau (2006) all
adopt the operation and use it to derive structures withiitkvhn effect is noticeable. More
on this in later chapters. Also, others argue that HM carcaffeope relations, e.g. Lechner
(2006) and Roberts (2010). Thus proposing that HM should éeechto PF on the strength of
the French, German and English main verb data misses a sagiiiimount of evidence which
suggests that HM is syntactic. In addition, while it may be tase that verb position between
languages does not make a difference to interpretatiore tha significant difference when,
for instance, an auxiliary verb in English is realised in @osition. Consequently, contrary
to Chomsky’s claim, head movement has to be involved in mseEewhich effect the meaning
of a clause.

Furthermore, Chomsky (2001, 37-8) discusses problemsthgtmechanism that is argued
to trigger head movement. For instance, if T has a strong fifeand a strong V feature, it
was assumed that the D feature is satisfied by moving a DPhetsgecifier of TP, i.e. EPP
movement, and that the strong V feature is satisfied by adpitne verb to T. Yet in principle,

there is no reason why the strong V could not be satisfied byimgdhe VP into the specifier
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of T, or indeed, adjoining the entire VP to T. In a similar veiinshould also be possible to
satisfy the strong D feature by HM of D to T rather than moving éntire phrase. The same
problem holds when the specifier of CP is filled with a wh-paraghy does the phrase fill the
specifier and not adjoin to C? Also, when T-C movement takesspiwhy does T not end up in
the specifier of CP and is instead adjoined to C? Chomsky (Z®)Ilsuggests that these issues
can be avoided by assuming that HM is a phonological operatioich would allow feature
driven movement to always target a specifier in the syntax.

The final problem mentioned by Chomsky (2001) relates to tag tlvat HM is roll-up in
the sense thatxcorporationto use Baker’s (1988) terminology) is not possible. Thedffs
that the entire complex head has to move rather than justiéineecat attracted by the strong
feature. The difference can be illustrated by comparingtiteome of wh-movement and HM.
When a phrase appears in the specifier of matrixAZfiat did John say that Mary atéPhas
to move through four phases which results in there beingiphelloccurrences afvhat within
both clauses. Crucially, and in contrast to HM, the wh-phiiasot incorporated into anything
and each feature that triggers movement of the wh-phrasatfuacts the XP that is required.
The same is not true for HM in general as excorporation isifemhost part not possible.

The head movement operation is also an issue for new lapediiatems where Merge is
assumed to not provide a label when two elements are combpetifically, Chomsky (2013,
2015) proposes that Merge does not subsume a label and ihalhét task of an independent
labelling algorithm(LA) to supply labels to syntactic trees. There are threfediht scenarios

that can occur when LA is applied to a tree and these are sho@):i

(9) Labelling Algorithm

a. When labelling a {X, YP} structure, the labelling algtwit locates the head X via
minimal search and labelling is trivial. X labels.

b. When labelling a {XP, YP} structure, the label is ambigacaetween X and Y,
so either the syntactic object is modified so only one headsible to LA or LA
locates a feature shared by X and Y to provide the label.

c. When labelling a {X, Y} one of the labelling elements ispstiated to be too
“weak” to label (Chomsky 2015, 47). Thus in a\l/{ v} structure, v does not

label whilev does.

As the purpose of this thesis is to examine head-head catistig and to propose an alterna-
tive to head movement, the problem relates to (9¢) since {aré labelled via a stipulation.

In a system that adopted successive cyclic movement, theegonowould be even more of an

14



issue because each occurrence of movement would need tbdiledh For instance, in a V2
language where a main verb moves from its positiowfh(or Voice depending on the anal-
ysis), there would be {X, Y} constructions in the T and C positions at least, and more if
Kratzer's (1996) Voice head is adopted. Thus a significantigroof a tree containing succes-
sive cyclic head movement has to be labelled via a stipulafioue Chomsky (2015) suggests
that V2 phenomena may be moved to externalisation, but eveN-fonting constructions
where the displaced verb has an effect on interpretationt beuderived in the syntactic com-
ponent. Consequently, if Chomsky’s (2013) LA was appliethese analyses, there would be
many instances of {H, H} labelling and those involving aandv would have to be dealt with
via a stipulation. Furthermore, Chomsky does not mentiom &0 {X, Y} construction would
be labelled which involved two heads where neither is a gf, something akin to {\Voice,
v}. A structure like this could materialise in a tree where t,he\/ complex is head adjoined to
Voice via cyclic head movement. Ag is too weak to label, it would be ignored by LA which
allows Voice ands to compete. It is not obvious which head the LA would choose.

The discussion surrounding the labelling algorithm andYX¢onstructions—whether they
are derived by head movement or first Merge—illustratesttietlynamic between heads and
phrases has changed. Forinstance, when trees were lalsihedBare Phrase StructufBPS)

a distinction was not drawn between a phrase and its head$edae same label was used in
both cases, e.g. the label of a verb phrase changed fienufnp} to {jump jump}. Yet in
the new labelling literature, LA relies on being able to idigtiish heads from phrases as each
behaves differently when a label is being assigned. Thefgpesue is that a head can be a
single or multi-headed element in the same way as a phradeecasingle or multiple headed
element. For instance, when C Merges with TP £@f¢> using the LA derived label), C is
unambiguously the closest label. On the other hand, takeas@lsuch athe dog which is
composed of g/, n and D. It should be the case that the phrase is labelled D sinfiest
glance D is the closest head. In reality howeveand D should fight for the right to label the

phrase. The tree in (10) illustrates why this is the case:

(10) ?

/\
D n

/\
n dog

Adopting the proposals from Chomsky (2013) and Chomsky §20J/dog is too weak to
project which allows to label then++/dog complex. D is then Merged with which in turn

means that the D#constituent needs a label. The issue here is that Drasugk equidistant

15



from the top of the tree, meaning that they should competa tabel, which is of course not
the right result since D should be the one to project in igmtatThe significant aspect of this

problem is that it also holds for complex verbs as demoresiray the tree shown in (11):

(11) ?
/\

\oice \Y

/\
v TUn

The rooty/run is stipulated not to project while does, which should mean that Voice and
fight to label the ‘?’ in (11) as both elements are equidisteoih the unlabelled node. The
labelling issue did not occur in previous implementatiorsduse the target of the movement
operation always projected. So for instance, if (11) wasstaérived by HM, { v \/} would
move from its Merge position and adjoin to Voice, but Voiceulgbproject being the target of
the operation. Yet using the labelling algorithm is a prableecause labels are assigned by the
closest head which, as illustrated by (11), is not possiblees/ and Voice compete.

In certain systems (e.g. Adger 2003), the similarities leetuwerbs and determiner phrase
arguments extend to the fact that both enter Agree relatigtiisother elements of the clausal
spine. For instance, the external argument Agrees with Tvahdes an uninterpretable ¢li
feature representing subject-verb agreement. The sulmgeatagreement is encoded on the
verb by an Agree operation: a [ulnfl: ] is valued with the ampiate ¢-features and tense
value. Thus the subject and verb Agree with T and have to AgiteT so that thep-features
on the subject are represented by the inflection assignée tetb during vocabulary insertion.

Furthermore, and as mentioned above, one of the issuesti@ass have used to criticise
head movement relates to the effects that the operationrheednterpretation of the clause
(see Chomsky 2001; Roberts 2011 for discussion). If digplemnt alters the interpretation of
a clause and if HM, at least for the most part, does not geméinatsame interpretative effects
as other types of movement, then it follows that movement mybe the right operation
for deriving inflected verbs. As a consequence, a similaxdy be drawn between building a
complex verb and building an external argument (EA), sirms¢KMerge of the EA does not alter
the interpretation of a clause much like verb movement isedgiot to affect interpretation at
least much of the time.

Given the issues noted for head movement and the simiklitigween complex verbs
and argumental DPs, the central proposal of this thesis wmsify the way in which both
phenomena are constructed. To this end, | propose that egmptbs, like argumental DPs,

are derived outside the clausal spine in the workspacedéfey are attached to the main tree
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in full. In a nutshell, the lexical items that form a clause aelected from the lexicon and
placed in the workspace. In a language like English whichahksited verbal morphology,

a verb consists of a roqy, a categorisew, a Voice head and a T head. These elements are
Merged together. The internal and external arguments arelhilt by the same process in the
usual fashion. At this point, the workspace (W) for a tramsitlausethe woman jumped the
fencewould contain four constituents: the subject, the objda,ibflected verb and a C head.

A representation is provided in (12) for reference:

(12)  Workspace
{w C, {the, {n, Vwoman}}, {the, { n, v/ fence}}, {{{ jump, v}, Voice}, T}}

As the hierarchy of the clausal spine matches the compldximemany cases, | propose that
each element within the complex verb is copied and used td the clausal spine. The copy
operation is facilitated by Merge and does not require arjtiathal assumptions other than
those that are used already in many analyses. For instaagsyine that at the point of applica-
tion, Merge is not triggered by selection requirements; déeatoes not provide a label; Merge
generates binary syntactic objects, and finally, that Meegeot embed as per the Extension

Condition which is shown in (13) for reference:

(13) Extension Condition

Merge applies at the root only.
(Chomsky 1995, 248)

In addition, | assume that the Merge operation can build iplaltobjects in the workspace
at any one time and that constituents can be Merged from @eeirtito another. The first
assumption is a necessity in many systems to allow argunsrtsother items to be held
while the clausal spine is built. The second is also not alndea to this thesis and is found
in the literature under the name phrallel Merge(Citko 2005), with other versions being
calledexternal remergé&e Vries 2009) and interaboreal operations (Bobaljik &Bndl997).
Adopting these assumptions along with untriggered Mergevalthe lexical items from inside
the complex verb to be duplicated. The duplicates can theasbd to generate the clausal
spine. For instance, say that the subject, object and verdblieen assembled as per (12). The
clausal spine has to be built from the bottom up to avoid aarestdbn condition violation so
the first items copied from the verb aygumyp and the categoriser. These items are selected

and combined as a separate tree in the workspace. The diject s then Merged with the
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{+/jump, v} amalgam to form thevP. Then the verb andP are selected and combined to
form the Voice’ before the subject is added to complete thieaf Finally, T is selected from
inside the verb and Merged with the VoiceP to form T'. The sabjnternally Merges into
the specifier of TP before C is added to complete the derivatithe process of generating

structure highlighted above for the workspace in (12) wautsuce the tree in (14):

(14) CP
e 5,
P/\T’

D

—

the woman Tipasy  VoiceP

T

DP \oice’
T~
the woman
\oice vP
TN N
v \oice the fence Jump Vv
/\
jump Vv

Building (14) utilizes untriggered internal Merge, ext@riMerge and parallel Merge to gener-
ate structure. The subject, object and verb are built fifsirbex new tree is produced in parallel
to represent the clausal spine. As the clausal spine is baitth constituent is attached to the
tree in the appropriate position, i.e. the object is in spBcthe verb is in the Voice position
while the subject is in spec-VoiceP. At no point in (14) waadeovement used to build struc-
ture and affix hopping (or a similar operation) was not neddgatovide the verb with a tense
inflection. Since HM is not used to build syntactic struciutesre is no association between
the position of a verb in the clause and the number of inflastibpossesses, e.g. in contrast
to Harizanov and Gribanova’'s (2018ize-height correlationvhich correlates the height of a
verb with its level of inflection as head movement is upward eyclic.

Despite that the new analysis has benefits that HM does rpt,irgflections do not cor-
respond with the height of a verb in the clausal spine, it gkswerates a number of questions
which need answering and which will be answered during tiesis. First, how are the heads
within complex verbs matched with those that comprise thasdl spine? In the derivation, |

illustrated that this can be done using Merge (internakmel and parallel), although another
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alternative would be for the lexicon to be accessed each tieeusing Merge is more effi-
cient in this regard because the operation is only applyrejeéments that are contained in the
workspace.

Second, what triggers Merge of the complex verb with thesadhgpine? The simplest
answer to this question is “nothing” if current Minimalistalyses are correct in assuming that
Merge is not triggered, e.g. as in Chomsky et al. (2019). Venhef Merge is not triggered,
something still needs to ensure that the verb is Merged Wéltkausal spine in the right place.
Accordingly, | explore a labelling option which applies hetphase level and not at the point
when Merge occurs.

Third, why do the heads in the clausal spine select argumehits the ones in the complex
heads do not? If Merge is free, then this is an issue for thpubutonditions to determine.
More will be said on this topic later. A point connected to sfien number three, relates to
distinctness in the sense thatvfinside the complex verb and clausal spinare viewed as
indistinct, then it is feasible that a derivation could cerge when only one is in an argument
relation with a DP seen as the theta requirementg afe satisfied at some point during a
derivation.

Fourth, how does projection work inside the complex verblaow does the complex verb
interact with the labels inside the clausal spine. In thévdtion of (14) above, | have assumed
that Voice projects through the verb with the result thatdbestituent is realised as a Voice
category. | shall explore the possibility that projecti@ande used as a means of ensuring that
a verb is Merged in the right place in the clausal spine in tdrah

While the impetus of the new system is theoretical in natticdfers a number of empirical
benefits when compared to traditional head movement. Asiomatt above, complex verbs
are built before the clausal spine and Merge is used to datplislements from the verb into the
workspace. The copies are then Merged together to form thesal spine. As HM does not
build the complex verb, it can be Merged with the clausalsjairany position (within reason),
e.g. a verb could be Merged in the Voice, T, C positions, or as seen later, into a specifier.
The fallout of this freedom is that a verb can be found in a lesifion without needing to
posit that affix hopping provides a verb with its inflectioret¥f verbs were derived using head
movement only, then it would be expected for verbs in a higgitipm to be more inflected than
verbs in a low position.

In addition, deriving complex verbs in the workspace befospying them using Merge
ensures that a version of tildirror Principle (Baker 1985, 1988) holds because the hierarchy

of the verb has to at least partially match the structure efdlausal spine. For instance, in
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(14) v is Merged with\/jump when the verb is assembled in the workspace. Voice and T are
attached to complete the constituent. If the clausal spaederived by copying the verb from
the top down, T and Voice would be copied first and Merged togrefThen, when it came time

to copy thev and\/ and attach them to the clausal spine, Merge would need toegmbed

v inside the T/Voice amalgam which would violate the extensiondition. Thus the complex
verb has to be copied from the bottom up and the clausal spis¢éohbe built the same way in
order for Merge to avoid embedding. Since the clausal spidecamplex verb are built from

the bottom up and contain the same heads, a version of ther#irinciple is ensured because
both structures need to be hierarchically comparable.

Testing the validity of the proposal that complex verbs aladisal spines are related in
the way indicated above is at first glance problematic bexé@usquires data within which
verbal suffixes are pronounced in conjunction with corresiitg free standing particles. In a
language like English where verbs are inflected with minimigrmation, the proposal can be
argued to hold but only trivially. Yet Adger et al. (2009) &2 a language, Kiowa, where so
called pre-verbal particlesnust appear alongside verbal suffixes. An example of Kiowanfr

Adger et al. (2009, 75) is provided in (15) for reference:

(15) Hayatto hd (- dej- hgjmdo-tloo
probablyNEG 3s—sleep-dia¢EG-MOD
‘Probably he won't fall asleep.’

In (15) there are two pre-verbal selective particlelgyatto‘probably’ andhs ‘NEG. These
particles occur alongside two verbal suffixeso ‘NEG and t/oo ‘MOD’ (the particles and
suffixes are in bold font). As will be shown in chapter 3, Kiog@eakers have access to four
different pre-verbal selective particles and correspogdiuffixes. The particles have to occur
with a suffix but the suffixes can occur in isolation. Once aabdrdataset has been analysed it
is evident that the particles and suffixes appear in a stri#ro These orders are provided in

(16) and (17):

(16)  Order of pre-verbal particles
Evidentiality Modality Negation Aspect
(17)  Order of suffixes

Aspect Negation Modality Evidentiality

The Merge system can derive the data in (15) and the ordet$)rad (17) without an issue.

For instance, if a verb is composed o(/a v, Voice, Negation and Modality morphemes, then
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these elements are taken from the lexicon and Merged tagetfierm the verb in (18):

(18)

><

v Mod

RN

v Neg
/\

v Voice

P

vV
The hierarchy of the clause is then built using Merge andlighfderge in the same way as
(14). Ignoring the position of the verbal arguments and #mbal agreement prefixes, the root
inside the verb is selected first. In Kiowa verbs are realisedlow position so | shall assume
for now at least that they occupy tlveposition. Thus\/ is selected along with complex verb
itself and they are Merged together to fornr @rojection as a separate tree in the workspace.
The Voice head is selected next and it is Merged with the duipthe previous step. Neg and
Mod are then copied using the same process. A representdtaming this partial derivation

is provided in (19):

(29) Mod

The tree built using Merge in (19) corresponds with the Kigaaticle and suffix order pro-
vided in (16) and (17). In addition, thePart,op, Parfies, verb-suffixes-suffixyep> order
derived in (19) is also exemplified by the sentence (15). property of Kiowa is dubbed the
Clausal Mirrorby Adger et al. (2009, 74) and their generalisation is predith (20):

(20)  Clausal Mirror
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Selective particles occur in an order inverse to their aaset suffixes.

The Clausal Mirror falls out from the system because theahidry of the clausal spine is
modelled on the complex verb using internal Merge, extekdatge and parallel Merge. It
is worth noting at this point that exceptions to this type wics ordering have been noted
in the literature, see for instance Harley (2009, 2011) aneeBing (2017). Yet the issues
noted in these papers are specifically directed at analybeshwerive the Mirror Principle
using head movement which entails that inflection corrslatiéh a verb’s height unless an
additional operation such as affix hopping is adopted. UMegge in this way has the benefit
that the height of an element does not correlate with itd lg@aflection. Thus for a verb to be
negated, it does not have to be adjoined to a negative headdmthe entire verb is generated
in the workspace before the clausal spine is built and thergdtewhere it is required. More
will be said on how the verb is attached to the clausal spirdhapter 5.

The process of building complex verbs in the workspace is béneficial for cases of
verbal repetition where two copies of the same verb are proced simultaneously in a single
clause. In particular, generating this data without usiegchmovement is especially beneficial
for cases where the two verbal copies are marginally difter&or instance, in Kabiye it is
possible for two copies of the verb to be externalised inadertontexts. When this occurs
the highest is inflected as normal while the lower one is sedlias an infinitive. An example
of verbal repetition from Collins and Essizewa (2007, 18riovided in (21) to illustrate this

fact;

(21)  mm-kom-a ks kom to
1SG-arrive-PERKI arrive-INFPRT
‘| have just arrived.

In (21), the highest occurrence of the véum “arrive” is inflected with a perfective morpheme
while the lowest is realised as an infinitive. If both occanes of the verb are derived by a
HM operation producing a multi-element chain, which Calland Essizewa (2007) argue is
the case, and if HM is captured under the copy theory of moweomebrella, the system cannot
explain in a satisfactory manner why in (21) both copies efubrb are different. The system
that Collins and Essizewa (2007) propose is reliant on tearaption that the lower copy of
kom is marked as an infinitive because an infinitival marking s default. However, many
argue that the feature content of infinitives is differernir that of their finite equivalents,
e.g. infinitives contain a [-Tense] feature in contrast titdiclauses which are [+Tense] (see

Chomsky 1981; Haegeman 1994; Sportiche et al. 2014; Sta®8ll, 1982 who all argue that
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infinitives are differentiable from finite clauses by a featwr feature value). If the lower
copy of the verb possesses a [-Tense] feature, then giveooihe theory of movement the
higher copy should possess one as well. Yet since the higipgris inflected with a perfective
aspect markeg, it cannot be that it contains a [-Tense] feature or valuausTthe copy theory
of movement has to generate two non-identical copies of #re during a Kabiye verbal
repetition derivation.

The benefit of assuming Merge and parallel Merge extendslfpb@cause both copies of
the verb can be built separately in the workspace and thegédewith the clausal spine in an
appropriate position. | have not placed a restriction omilmaber of items that can be built in
the workspace before the clausal spine is produced. Thuspbpe that the verbal duplicates
in Kabiye verbal repetition constructions can be deriveiigishe same mechanisms as the
Kiowa example in (19). Consequently, all the lexical iteneded to derive (21) are taken
from the lexicon and placed in the workspace before the alaamine is built. If the Kabiye
verbal duplicates consist of a root, verbaliser, Voice ard morpheme denoting tense (or
an absence of tense), then these lexical items are Mergeth&ygstarting with the roots and
categories. The example in (21) indicates that the higher$tal repetition is inflected with a
perfective morpheme while the lowest is an infinitive. Thues difference between each of the
verbs is reducible to whether the tense marker head is aiitivdlror a perfective morpheme.
Once external Merge has derived both complex verbs, thespade contains two trees: a
complex verb containing a perfective marker and a secon wéh an infinitival marker. A

representation of the workspace is provided in (22) forrezfee:

(22) T T
\oice Tperf \oice Tinf
Y, \oice \Y; \oice
/\ /\
vVunderstand V vunderstand V

Once both complex verbs are built, the clausal spine is éenising Merge in the same way
as the tree in (19). The infinitival verb is Merged low, whitetperfective verb is attached to
the clausal spine in a higher position. More will be said ow l&abiye verbal repetition is
derived in chapter 6, although for now it is sufficient to ateethat the problems mentioned
above vanish when using the Merge analysis because thd vepaditions are not related by
the copy theory of movement.

With the preliminaries in place, the structure of the thésias follows. In chapter 2, a
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description is provided of the Minimalist operations cahto this thesis. These include untrig-
gered Merge, the workspace, copying, Agree and projeclibe.importance of assuming that
the workspace is an unordered set is explored in more detils chapter since it requires that
copies can be formed using parallel Merge. In addition, #meifications of producing copies
in this way are explored in more detail here.

The purpose of chapter 3 is to provide more detail regardovg lread movement is used
in the literature to derive multiple copy Spell-Out data @rhincludes predicate cleft construc-
tions, verbal repetition constructions and clauses maltygerbal suffixes and corresponding
pre-verbal particles. The discussion will conclude thatchmovement is too restrictive to de-
rive examples such as (21) and the Clausal Mirror data frommgke (15). The predicate cleft
constructions in Nupe from Kandybowicz (2008) are probléenahen analysed in detail be-
cause the highest copy of the verb is nominalised. In addipeedicate clefts in Hebrew from
Landau (2006) highlight a similar problem since the fromtedbal element is realised as an
infinitive. With regards to verbal repetition constructosimilar issues are evident as exempli-
fied (21). Finally, the pre-verbal particle and suffix datghights why head movement cannot
be used to produce verbal suffixes across the board. Thereaat upward movement of a
verb results in the verb being in the wrong position in relatio other sentence elements, e.g.
the pre-verbal particles in (15).

Combining the Minimalist discussion in chapter 2 and the Hidreination in chapter 3,
chapter 4 discusses whether head movement can be thoughé @b#id Minimalist operation.
The final outcome of this discussion is that HM cannot be ultnd iStrong Minimalist Thesis
is adopted. Consequently, the second substantive sedtibis @hapter provides two analyses
which aim to develop Minimalist versions of the head movenogeration. | shall argue that
both systems fall short.

The purpose of chapter 5 is to provide the central thrustisfttiesis: that complex verbs
are derived in the workspace in the same way as internal aedne@k arguments and that the
clausal spine is produced using internal Merge, externagg®and parallel Merge. The re-
mainder of the chapter then illustrates two of the immediatesequences of the new analysis.
| argue first that it provides a straightforward means ofvilegi modal and auxiliary verbs
since deriving inflected elements is not constrained by meadement. Second, | illustrate
that building verbs in the workspace allows the differerioesveen V2, V-in-T, VO and OV
to be produced in a straightforward manner. Since the vedssembled outside the clausal
spine, it can be attached in tkeVoice, T or C positions. The distinction between Merging th

complex verb into these position is enough to derive eacllwater.
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With the details of the new system in place, chapter 6 aimitsvshow the Merge sys-
tem can generate the data explored in chapter 3 without thildgms noted for head move-
ment. First, predicate clefts are produced along with e&theoidiosyncrasies highlighted in
chapter 3, e.g. basic V-fronting, A-characteristics amel difference between pied-piping and
non-pied-piping predicate clefts. Second, Nupe and Kabgybal repetition constructions are
derived using Merge, before finally, the system is appliepraverbal particle data of the sort
presented in example (15).

The final chapter provides a conclusion and a list of furtlesearch questions to show

where this system can be, and needs to be developed in the.futu
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Chapter 2

The mechanics of Minimalism

This chapter provides the theoretical backdrop of the ghiegidescribing and evaluating the
central operations and assumptions typically assumed imardlist grammar. These opera-
tions will be critical for the novel proposal developed iistthesis, and for the most part, they
are not unusual in nature, meaning that they appear in méway ahalyses. As a consequence,
any divergence or non-standard interpretation will be cheteplicitly. The first section 2.1 cov-
ers Merge and is perhaps overly discursive, but | think fiagtiy so, since the discussion here
is significant later in the thesis when a Minimalist micrgseads applied to the head movement
operation. The second section 2.2 discussedithekspacewhich is an important artefact for
the analysis proposed in chapter 5; the third section 2.8s$a consequence of assuming
that the workspace is an unordered set; the fourth sectibev&luateAgree and finally, the

fifth section 2.5 discussdRrojection another key artefact for later in the thesis.

2.1 Merge

In Minimalist grammars, syntactic structure is derivedhgghe binary combinatorial operation
Merge(Chomsky 1995) which takes two syntactic objegetandS and combines them to form
{«, B}. As highlighted in the previous chapter, Merge is a necgspart of Minimalism since
any Generative Grammar needs a device to form syntactictsbjderge has the benefit of
being simple in the sense that it does not specify the ordéreoMerging elements (Chomsky
2013); it does not provide a label to the objects being cos{iChomsky 2013; Collins 2002;
Seely 2006), and finally, Merge is not triggered by a selegii@mperty on one of the combining
elements (Chomsky 2015).

While a version of Merge is the necessary component of anynMilist grammar, it is often

paired with a number of conditions to limit its applicatiaince on its own, anything in reach
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can be Merged with anything else in reach. These conditionthe No Tampering Condition
(NTC), the Extension ConditiolEC) and thelnclusiveness ConditiofiC). Descriptions of

each are provided in (23):

(23) Conditions on Merge:

a. No Tampering Condition
A natural requirement for efficient computation is a “no-faring condition”
(NTC): Merge of X and Y leaves the two SOs unchanged. If sop tMerge
of X and Y can be taken to yield the set {X, Y}, the simplest pbagy worth

considering. Merge cannot break up X or Y, or add new featiaréisem.
(Chomsky 2008, 138)

b. Extension Condition

Merge applies at the root only.
(Chomsky 1995, 248)

c. Inclusiveness Condition
Inclusiveness “bars introduction of new elements (fe&uie the course of the

computation: indices, traces, syntactic categories oldvats, and so on.”

(Chomsky 2001, 2-3)

The NTC in (23a) prevents a syntactic object from being medifiy Merge while the EC in
(23b) constrains Merge so that the operation cannot erniéatally, the IC in (23c) disallows
all syntactic artefacts that are not already part of the twasdvhg syntactic objects, e.g. traces
and the bar-levels assumed in X'-theory. The three comtitia (23) are important in the dis-
cussion that follows, especially with regards to whethexchmovement should be considered
within a Minimalist framework. More will be said on this tapin chapter 4.

As mentioned above, Merge is not triggered by a selectiopgsty in recent Minimal-
ist analyses but is instead free to apply without being &tgd (cf Abels 2003; Adger 2003;
Chomsky 2000, 2001; Collins 1997, 2002; Watanabe 1996; Wiand 2014). So for instance,
in Adger (2003) and Chomsky (2000, 2001), Merge applied grgease to satisfy an unin-
terpretable feature, represented by Adger (2003) as a Jufg.purpose of [uF] features was

to ensure that the element bearing the feature was Mergédanigppropriate sister, e.g. if

Collins and Stabler (2016) argue that the ES and the NTC aveséparate conditions which can be violated
in isolation. The EC states that Merge always applies atdbewhile the NTC states that Merge cannot “tamper”
with an already built syntactic object (see (Collins & S&at2016, 60) for an example which violates the EC but
not the NTC).
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a preposition P was Merging with a determiner phrase DP, Bgssss a [uD] that can only
be satisfied in a sisterhood relation with a DP. Similarlyverent, i.e. internal Merge, was
triggered by a strong feature, a [uF*] where the “*” denoteerggth, which has to be satisfied
in a local relationship (sisterhood) with an element bepamatching interpretable equivalent,
an [iF]. Thus T was said to possess a [uD*], an EPP featureghwiniggered movement of a
DP into the specifier of TP.

Selection driven Merge is convenient because it limits tinalper of possible derivations
that can occur with any given set of lexical items. Also, ithie case that some lexical items
must be Merged with a category of a particular type, for imsgéa prepositions in English
are combined with DPs while complementisers select TPs arahs Since these relations
have to hold and be satisfied at some point during a derivatielection features might be
considered as good a representation as any. In additioe)eft®on is satisfied by features
in the syntactic component then the process of interpogtadt the interfaces is simpler as
there does not need to be a means of checking whether thatitamihas satisfied all selection
requirements appropriately. If a derivation reaches tliet jpd externalisation then all selection
features must have been appropriately satisfied in thexsynta

However, despite the positives that selection featuraghio a syntactic analysis, there
are others (Chomsky et al. 2019; Collins 2014) who argueNtege should not be triggered
so that the operation can be reduced to its simplest forngwisisometimes calle8implest
Merge An extract from Chomsky et al. (2019, 237-8) describing vidgrge should not be

triggered is provided in (24) for reference:

(24)  “Awidely-held but, we believe, unjustified assumptierihat MERGE is a “Last Re-
sort” operation, licensed by featural requirements of tHeERGE-mates (cf. Chomsky
(2000) and most current literature, e.g. Pesetksy and Jos€2006) Vehicle Re-
guirement on Merge). Note that a trigger condition cannotdséricted to either EM
or IM: the operation MERGE(X,Y) is the same in both cases, dhly difference
being that one of X, Y is a term of the other in one case, whilend & are dis-
tinct in the other. Simplest MERGE is not triggered; feallyraonstrained structure-
building requires a distinct, more complicated operatidefihed as Triggered Merge
in Collins & Stabler 2016; see Collins 2017 for additionasalission). The features
invoked in the technical literature to license applicasiai MERGE are typicallyad
hoc and without independent justification, “EPP-features” agdivalent devices be-
ing only the most obvious case. The same holds for selet¢tamthdiscourse-related

features; the latter in addition violate IC, as noted abo¥eRanselow 2006). Featural
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diacritics typically amount to no more than a statement ti@placement happens”;
they are thus dispensable without empirical loss and wihrtitical gain, in that Trig-
gered Merge or equivalent complications become unnegegfacChomsky 2001, 32,

2008, 151; Richards 2016; Ott 2017).”

In this extract, Chomsky et al. (2019) are persuasive irr t@demnation of selection driven
Merge. The argument that Merge should not be able to disshgoetween a feature that
triggers internal Merge (IM) and one that triggers exteiarge (EM) is valid since IM and
EM are the same operation, Merge. It is also true that triggyderge is a more complicated
operation than non-triggered Merge since the former reguarchecking and deletion compo-
nent to occur with each application of Merge. Finally, it iscathe case that there are many
ad hocfeatures proposed in the literature, with an obvious caseadeing Wells (2015). In
addition, not mentioned by Chomsky et al. (2019) is the faat telection features amount to
a lookahead problem since their purpose is to ensure thattactic object is licit when it is
externalised.

The theoretical positives for a system where Merge is nggéied are in equilibrium with
a number of problems with the proposal. For instance, if Masgfree, then it should be the
case that anything can Merge with anything in the syntaxoAlfsthere is no numeration as
suggested by Chomsky et al. (2019), Merge applies to leiieads directly from the lexicon
which multiplies the number of elements that can be combirstdg Merge. Finally, if Merge
generates copies via the copy theory of movement, the probilereases further since there
is nothing in the syntactic component to restrict the nundig¢imes a particular element can
be duplicated. The result of a system without selection igméastic component where infinite
generation of gibberish is a theoretical possibility andush a problem. Yet one could argue
that the job of the interfaces is to root out the licit struetifrom the gibberish. This type of
system would be akin to the well knownfinite monkey theorywhere a thousand monkeys
at a thousand typewriters could generate the works of Shakes given infinity. Adopting
selection features would banish the comparison betweegdvard the infinite monkey theory
but at the expense of losing simplest Merge.

Given that one aim of this thesis is to adhere to the Strongrvlist Thesis as close as
possible, | assume that the arguments given in (24) are arigiietrack and as such adopt the
version of simplest Merge discussed in Chomsky et al. (20L8)s Merge is not triggered by
a selection property and the output of the operation is werediand unlabelled. The effect of
assuming this version of Merge is a simplified syntactic congmt at the expense of a more

complex relation between the output of the syntax and tlesfantes.
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In Chomsky et al. (2019) it is argued that a derivation predurepresentations that are
accessible by theonceptual-interpretativéC-1) and sensorimoto(SM) systems. These rep-
resentations are dubbed SEM and PHON respectively. Theegsoaf generating SEM and
PHON is dubbedrransferfor the former andExternalisation(EXT) for the latter. As this
thesis adopts simplest Merge (which entails a version ofttbesand monkey theory), the the-
oretical burden placed on Transfer and EXT is increased tmsngpin the syntax ensures that
Merge is building an interpretable syntactic object. Cauosaitly, Chomsky et al. (2019) argue
that once the output of a derivation is converted into SEMRHON, C-l and SM ensure that
the result is a licit object by way of constraints. An extrixotn Chomsky et al. (2019, 242) is
shown in (25), highlighting this stance:

(25) The interpretive and perceptual/articulatory systemcessing PHON and SEM im-
pose constraints on the expressions freely constructedERGE that map onto these
representations. For instance, the C-I system imposeseaaaequirement ofull

Interpretation all terms of a syntactic object must be interpreted, nomebesignored.

The example in (25) indicates that C-l and SM are tasked vétardhining whether the syntac-
tic component has generated an interpretable syntactecbbfonsequently, there is a sharp
divide in the system as the syntax builds an object via Mengéle C-I and SM determine
whether the object is licit via constraints such as full iptetation. So nothing in the syn-
tax can pre-empt what C-1 and SM will find interpretable sisekection and scope/discourse
features are not assumed in this analysis.

Despite that constraints are needed to analyse SEM and PHON and SM, the system
is simple because there is no overlap between the syntaxarn@d-EM: the syntax builds and
the interpretive systems interpret. Therefore, untriggévierge and constraints at C-1 and SM
are adopted in this thesis. The result is that a derivatipresents one of many ways in which
a set of lexical items could be combined. Specifically, dgions highlight the order in which
Merge applies to reach a specific interpretation at C-1 and BMthermore, and in-line with
the SMT, | assume that Merge is the only structure buildingrafion available in the syntax.
As will be shown in section 4, the effect of this assumptioalsh that head movement is not
a permissible syntactic operation since HM is not a sub-tfgderge and the effects of head
movement cannot be derived using Merge as embedding is siigb@gyiven the Extension
Condition. With this characterisation of Merge in hand, thminder of the chapter examines
and evaluates a number of Minimalist artefacts requirecetive inflected verbs without using

head movement.
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2.2 \Workspace

The aim of this subsection is to provide a description antleti@n of the artefact known as the
WorkspacgW) since the proposal introduced and developed in chapgarehiant on a specific
representation of W. In a nutshell, W is the place where sfictabjects are built. So lexical
items are transferred from the lexicon to the workspace asty®lapplies to elements of W
to form syntactic objects. This description of the workspecsimple and other versions of W
are described in a similar way. For instance, in Bruenind. {20the concept of a workspace
does not go beyond it being the place where syntactic obgetbuilt whereas Adger (2017)
develops a workspace which aims to disallow parallel Mergs. will be seen later in the
thesis, the system proposed in this thesis is reliant orlpbkéerge being possible, meaning
that, even though Adger’'s (2017) paper provides a versioafworkspace which is more
developed than others, it cannot be adopted in this thesii fwevents a subtype of Merge
which is critical for the analysis proposed in chapter 5.

The workspace used in this thesis is reminiscent of the oaposed in Chomsky et al.

(2019, 245), an extract of which is provided in (26) for refese:

(26) All syntactic objects in the lexicon and in the worksp&US areaccessibléo MER-
GE; there is no need for a SELECT operation (as in, e.g., Ckprt895). WS rep-
resents the stage of the derivation at any given point. Thi Imsioperty of recursive
generation requires that any object already generateddessible to further opera-
tions. WS can contain multiple objects at a given stage, 40 permit formation of

{XP, YP} structures (subject-predicate constructions)a.

The version of W adopted in this thesis is close to the one phfied in (26) in that Merge
has access to any element in the workspace. That the wokkgaccontain multiple syn-
tactic objects will be a significant part of the analysis deped in chapter 5. One aspect of
W not mentioned by Chomsky et al. (2019) is the specific fornthef workspace. Follow-
ing Collins and Stabler (2016), | assume that the worksps@iunordered set of syntactic
objects, e.g. { «, 3, §, v k}. Merge combines the elements of W to form a successively
larger syntactic object, represented as a tree, and eadibadigm of Merge generates a new
workspace, e.g. W W», W3 and so on.

This conception of W is straightforward in that W is an unoedeset. The version of
untriggered Merge explored in section 2.1 combines elesnafitV to generate syntactic struc-

tures. Yet despite the simplicity of Merge and W, there are tansequences of assuming that
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W ={w ... } which need addressing. First, as W and Merge do not §paniorder, something
needs to be said regarding how order is assigned to strachuié in W since externalized
syntactic objects are ordered. Second, since W is an ureatcet, then {x, x} = {x} applies.
This condition entails that it is impossible for one elem@rthave two identical occurrences of
itself inside W, e.g. { ..., the, the} = {y ..., the}, which is problematic for clauses containing
two determiners likehe dog chased the cdthe first consequence is dealt with now while the
second is discussed in the following section because thei@olis more complex and needs
more space.

In this thesis, | assume that the process of linearisatidmaiglled by a version of the
Linear Correspondence Axiof.CA) from Kayne (1994) where relations of precedence are
determined by asymmetric c-command relations found inea ffe be more specific, in Kayne
(1994) for X to precede Y, a non-terminal node dominating X feec-command a non-terminal
node dominating Y. Kayne captured this proposal in (27),re&krepresents the non-terminal
node to terminal node relation and T represents a phraseemditike variabled stands for the
set of ordered pairs of non-terminal nodeX|, Y;>, where X asymmetrically c-commands

YjZ

(27)  Linear Correspondence Axiom (LCA)

d(A) is a linear ordering of T

The definition in (27) states that the linear ordering of Thaage marker, is determined by
applying the non-terminal to terminal relatiodgo the set of all ordered pairs of hon-terminal
nodes<X;, Y;> where X asymmetrically commands;Y The fallout of this idea is that if a
non-terminal node X asymmetrically c-commands a non-teainhode Y, and if we assume
that X immediately dominates and likewise for Y and/, and thatx andy are terminal nodes,

then it follows thatx precedey. As an illustration, Kayne (1994, 7) provides the following

example:
(28) a. K
/\
J L
|
j M N
|
m P
|
p

b. <J,M>, <J, N>, <J, P>, <M, P>
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Since the workspace is an unordered set, ig..{ }, a linearisation system is required which
only makes use of the hierarchy that Merge builds. The trg@8a) illustrates that J asym-
metrically c-commands M, N and P while M asymmetrically ercpands P. Given that the
terminal nodes are dominated by J, M, N and P, then it folldvas & linear order o&j, m, p>

is produced using nothing more that then the hierarchy med iy Merge and the LCA.

Before moving on, if Kayne’'s (1994) system is to be fully atspin this thesis, it can-
not be that the asymmetric c-command relations hold betwearterminal nodes since post-
minimalist analyses eschew vacuous nodes in favour of mamémal representations such
as Chomsky’s (1995bare phrase structuf@PS). Yet adapting the LCA to a BPS system or
derivative seems straightforward because the c-comméatibres can hold between the termi-
nal nodes themselves, which seems to be the assumption midgne (2008). For instance,
in the set {X, {Y, {Z}}} X asymmetrically c-commands Y and Z, hile Y asymmetrically c-
commands Z. Since asymmetric c-command relations holddsetvX, Y and Z, the LCA is
still applicable to these minimal representations.

Finally, since vacuous nodes are dropped in BPS, a probletariaises for the LCA
when two terminal nodes are Merged together, e.g. {X, Y} aunfations where X might be
a categoriser and Y g As neither X nor Y asymmetrically c-commands the other,tG&
fails to generate an order for this type of configuration. ®@etimardes (2000) developed a
work-around which helped to nullify this issue to a largeegtoy proposing that if either X or
Y was allowed to Merge with itself, known &elf-Mergein the literature, then the symmetry
between X and Y would be broken. For instance, rather thaergéing {X, Y}, were Y to
self-Merge producing {Y}, before being Merged with X, thdexft would be {X, {Y}}. From
this example, it is evident that X asymmetrically c-comnmivdas Y is contained inside a
singleton set. There is nothing preventing self-Merge famourring in this thesis since Merge
is free. Moreover, given that the syntax keeps generatingtstre until it produces something
that satisfies the interfaces (more on this later), it doéseem unreasonable to assume that
the interfaces are satisfied when either X or Y self-Merges. dencreteness, | assume that
an LCA based linearisation system is on the right track, outat represent the self-Merge of
Guimaraes (2000) in the structures that follow to keep tbestias compact as possible. Thus,
Merge generates structure in an unordered workspace. TRAeapPlies post-syntactically in
the Phonetic Form wing of the grammar, possibly after thepmological component, and
generates a linear order so that unordered syntactic sbyect be reinterpreted as ordered

sequences$.

2Another option would to assume that the LCA occurred aftentiorphological component and as such, follow-
ing morphological operations such fasion from the Distributed Morphological framework of Halle ancakntz
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What follows in section 2.3 is a discussion of a consequehogpoesenting the workspace

as an unordered set, namely that multiple membership in ardared set is not possible.

2.3 Copying and Copies

As mentioned above, the second consequence of assumirtgehabrkspace is an unordered
set relates to the issue of multiple membership being inpless.e. in set theoretic terms {X,

x} = {x}. The outcome is that a sentence suchths dog chased the dag at first glance hard

to derive because the workspace can only contain one ooceref the n and+/dog when

two of each are required, e.g. both the subject and objece strainternal structure {the
V/dog}}. When all the lexical items are placed in the workspacepto the clause being built,
only a single determiner, categoriserand \/dog can appear. The example sentence and a

workspace are provided in (29a) and (29b) to illustrate pbigt:

(29) a. The dog chased the dog.
b. {wC,T, \Voice,v, Vvchase, the,n, \/dog}

The system as it stands does not allow for there to be moreamerence of any lexical item in
the workspace which is inherently problematic for casesrash@o copies of the same lexical
item are needed to build a clause, e.g. as in (29a). When Meaggmbles the objetite dog
in (29b), the categoriser, determiner agidog are no longer elements of W and as such cannot
be used to derive the subjetie dog

The issue of multiple membership can be tackled by adoptipagjreof assumptions. First,
it is possible for the Merge operation to build more than object in the workspace at once,
which in of itself is a necessity to allow, e.g. a direct objecbe built alongside the clausal
spine. Second, itis possible for lexical items to be Mergetdhfone tree into another. The latter
assumption is also not a novel idea and is referred to in theature aparallel Merge(Citko
2005), with versions of the operation existing under thesgsiiofexternal remergéde Vries
2009) and asteraboreal operation®obaljik & Brown 1997). Combining these assumptions
allows one set of lexical items to be placed in the workspada é€9b) but for them to be used
in both the subject and object.

When the option of parallel Merge is combined with the wodcgin (29b), it becomes

(1993). If {X, Y} is understood as a root and categorizer (dease morpheme and a verb for instance), then it
may be feasible to assume that both heads will undergo fasidras such be interpreted as a single node for the
purposes of vocabulary insertion. If the LCA applied to acture after fusion then the issue of X and Y being in a
symmetric c-command relation would be irrelevant becalisg@toblematic structure would be reduced to a single
node.
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possible to duplicatehe n and+/dog using nothing more than Merge. A derivation would
proceed in the following way. Firs{/dog, n and the are Merged together to form one of
the arguments, say the internal argument. Second, as theatlgpine is built the internal
argument is Merged in the specifier oP which removes it from the workspace. Since the
internal argument is out of the workspace, the externalraegu can now be built using parallel
Merge which avoids the issue of multiple membership corepleBo+/dog andn are selected
from inside the external argument and Merged together tm for, /dog} as a separate tree
in the workspace. The determinefthe is then selected and attached to the second tree in the
workspace finishing the external argument. The EA is abletvlbrged with the clausal spine
to complete the VoiceP. A schematic of the sequence of evergded to derive the VoiceP
from the workspace in (29b) is provided in (30). Only the val# parts of each workspace are

provided to save space across the page width:

(30) a. BuildIAthe dog={ ... {the, {n, \/dog}}}
b. Build thevP = { ... {yp {the, {n, /dog}, { v, Vchasel}}
Parallel Merge,/dog andn = { ... {n, v/dog}}

d. Parallel Mergeheand {n, /dog} ={ w ... {the, {n, \/dog}}}

o

The process of events exemplified by (30) allows the dire@adtandvP to be built from
(29b). Once the DO is embedded inside the claualthe subject can then be assembled in
the workspace using parallel Merge without {x, x} = {X} caunsj a problem. The subject can
then be added into the specifier of VoiceP and the rest of tgsal spine can be built (more
on this in chapter 5).

Throughout this thesis and the derivations that use paM#ege, | assume that the opera-
tion is no different from internal and external Merge in tHie internal Merge, parallel Merge
adheres to the copy theory of movement. So when an elemenplgated like in (30), the
original item copied is not modified by the parallel Merge @en in any. The same is true
when an external argument internally Merges from its basgipa into the specifier of TP,
for instance. Consequently, | assume that the only diff@rdsetween all the Merge subtypes
is related to from where the Merging elements are selected.ekample, ifa is embedded
inside 3, and« is selected and Merged with internal Merge has taken place.dfandg are
selected and Merged together, and neither is embedded othltbe external Merge has taken
place. Finally, ifo andj are selected and one is embedded inside the other, and ¢ot @fff
the Merge operation either extends or generates a sepeaeatie the workspace, then parallel

Merge has taken place.
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The analysis as it stands does not and indeed cannot distinigne subject and the object in
(30) which is a benefit since the same lexical items can be tasiedild both constituents. Yet
once the tree is complete and transfers, there has to be asrokdistinguishing the internal
and external arguments and any copies derived by internajdvie-or instance, once (29a)
has been built, the structure would need to contain threesafthe dog A representation is

provided in (31) to illustraté:

(31)

CA
/\

A
the dog
T \oiceP
\oice’
the dog /\
\oice vP
\oice T DP v’
1% \oice thedog V chase
/\
Vchase V

In (31), there are two copies of the subject and a copy of tliecabThese constituents are
indistinguishable in the syntax which is beneficial sinceajal Merge is then able to duplicate
elements of the objedhe dogto generate the subject. Yet as mentioned above, there teeeds
be a means of differentiating the object from the subjectiencbpy.

To this end, | follow one of the possibilities presented iro@isky et al. (2019, 246-7) and
suppose that the system is able to reconstruct how oftenstitteant has been displaced via
Merge. They suggest that two identical items, e.g. in my ¢asedogand the dog may be
calculated as distinct during transfer using phase-levainory. Thus the derivation is able
to remember, for a time at least, how a pair of constituentevaeded to a tree. So ithe
dog chased the datpere are three copies die dogaccording to the structure in (31). Two

subject copies and the object. Phase level memory would lee¢@betermine that the object

3More information will be provided in chapter 5 regarding hthve verb is built and how it relates to the clausal
spine.
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and lowest copy of the subject were added to the tree viaraltdferge whereas the highest
copy of the dogwas generated by internal Merge. Significantly, for thigtipatar example,
the direct object would transfer on its own in the domain &f Yloice phase head while both
copies of the subject would transfer inside the CP phaseeSiansfer is able to keep track of
how a constituent is added to the tree via phasal memoripgiisshing distinct elements such
as those found isue saw Suwith copies as idohn arrived< John- becomes straightforward
(for a critical evaluation of this approach see Collins amdas2018).

Moreover, when a constituent moves beyond the phase in vitiilkexternally Merged, it
must be the case that phase level memory can track a constitweugh the edge of a phase
to account for long distance movement suchwamt did John say that Mary sawwhat>.
Conversely, if the wh-phrase moved from DO position of théedded clause to the spec-CP
position of the main clause in one go, then the route of theptwiase would not be trackable
through the tree phase by phase, and as such, the interfacéd mot be be able to match
the displaced wh-phrase with its copy in the embedded cla¥eeit is worth noting at this
point that long distance wh-movement of the “in one go” kisehot possible using a grammar
informed by phase theory since the wh-phrase in its Mergéiposvould be inaccessible
before matrix spec-CP is generated. Thus the only way fomavedded wh-phrase to move
into a matrix clause is for it to hop through phase edges itrm#laches its target destination,
with the result that it is trackable all the way via phase lewemory.

To summarise, this section has argued that the issue of {% #} highlighted at the
end of section 2.2 can be mitigated by assuming that more dharelement can be built in
the workspace at once and that elements in one tree can beed/leigh another (parellel
Merge). Thus in (29b) the direct object is built and hung o ¢tausal spine whereupon the
determiner, categoriser anddog are parellel Merged forming the subject. The subject can
then be Merged in the specifier of VoiceP in the usual fashieimally, in order to identify
copies and truly different elements, edphn arriveck Johrn> and Sue saw Syé adopted one
of the possibilities provided in Chomsky et al. (2019), nhntleat phase level memory is able

to identify whether a constituent is a copy or a distinct item

2.4 Agree

The Minimalist artefacts in subsections 2.1 and 2.2 are essiy of any generative grammar
in the sense that there needs to be an operation that buittictig structure (Merge) and there
needs to be a place where the structure can be built (Worksp@bere is also evidence that

Agree needs to be part of the Minimalist toolkit (Chomskyle2819). The operation was
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formalised in Chomsky (2001) and its purpose is to estabéktions between features inside
syntactic objects. The essence of the proposal is that fobgatt to be available for syntactic

operations it needs to possess an unvalued uninterprefedtigre. If it does not, then the

syntactic object is not able to move and is frozen in placeurAirmary of Chomsky's system is

provided in (32):

(32)  Probe/goal relations
...probe and goal match if features have values for the gdaidit for the probe: it-
features were valued for the probe, it would be inactive andccdrive no operation;
if they were unvalued for the goal, they would receive no galfrom the (unvalued)

matching features of the probe.
(Chomsky 2001, 6)

Thus an unvalued probe receives a value from the goal of teeatipn. If valuation cannot
occur, i.e. the probe has already been valued, then thetmpednes not take place since the
probe cannot be valued by the Agree relation between it anddhl.

A concrete example is subject verb agreement in Englishe lther probe is T and it pos-
sesses an unvalued uninterpretabieature which looks down the tree to find a set of features
with which it can receive a value. The closest feature sattigained inside the subject which,
when T is Merged, can be found in its Merge position in the gigeof vP or VoiceP. Since
T has an unvalueg-feature and the external argument contains a valued sgffeditures, a
probe/goal relation is established between both syntabjects.

Agree is an important mechanism available in Minimalisthgnzars so it deserves mention-
ing in this section. Yet it will not play a large role in the dyss that follows when compared

to Merge, the workspace and the topic of the next subsegtimjection.

2.5 Projection

The purpose if this section is to provide an overview of the vmawhich syntactic structures
are labelled since labelling will play a small but significaale in the analysis proposed in
chapter 5. The system of labelling adopted in this thesigas®8 on the proposal put forward
in Chomsky (2008) and developed in Chomsky (2013) which dmesassume that labels are
an inherent part of the Merge operation. Instead, labels@pplied to a syntactic structure
via a labelling algorithm which targets heads in the firstanse and shared features when two

heads compete for a label. Yet despite the influence of Chp({2§K 3) on the labelling anal-
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ysis adopted in this thesis, there is a significant diffeecnetween the two regarding whether
labelling triggers internal Merge: in Chomsky (2013) ldingl requirements are proposed to
result in movement, while in this thesis they do not. Mord W said on this difference later

once Chomsky (2013) has been outlined.

As highlighted in subsection 2.1, Merge does not subsumbed \@hen two elements are
combined. The lack of a label is in contrast to X'-theory, whthe head is the element that
projects. When the head requires a specifier, the head dfea bar level, otherwise, the
head projects to a maximal category. The distinction betwesad, bar level and phrase was
inherent within X’-bar theory (Sportiche et al. 2014) andsash the difference between Xs
and XPs was a fundamental part of the system. In additioey ditflan X’-theory itself, nothing
additional was required to ensure that heads behaved as ardgbhrases behaved as phrases.
Yet as explained in section 2.1, Minimalism brought withhi¢ tnclusiveness Conditiowhich
prohibited bar levels and resulted in the systemBafe Phrase StructurgChomsky 1995)
which does not suppose a distinction between heads andeghrBise consequence is that, e.g.
verb phrases are not labelled ag hit DP} but rather §;; hit DP} when V is Merged with the
direct object.

However, the preference for a simpler version of Merge pitech@homsky (2013) to argue
that the output of Merge generates an unordered set. Thasisdeot new in of itself and has
appeared in Collins (2002) among others, but unlike Cqll®somsky (2013) assumes that
labels are required for a syntactic object to be interpreteithe interfaces. Chomsky (2013)
does not say why a syntactic object needs to be labelled tienpiretation at the interfaces, but
just assumes that it does. Mare on this later. As the outpMerfje is unlabelled, and labels
are required for Transfer and Externalisation, Chomsky82@roposes aabelling Algorithm

which applies at the phase level. The algorithm is summaiis€33):

(33) Labelling Algorithm

a. When labelling a {X, YP} structure, the labelling algdwit locates the head X
via minimal search and labelling is trivial. X labels.

b. When labelling a {XP, YP} structure, the label is ambigadietween X and Y,
so either the syntactic object is modified so only one headsiblg to LA or LA

locates a feature shared by X and Y to provide the label.

Chomsky shows how the LA provides labels for {XP, YP} struetsiby deriving the predicate
internal subject hypothesis. An {XP, YP} is generated whiea é&xternal argument (EA) is
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Merged in the specifier af*P.* An example from Chomsky (2013, 44) is provided in (34):
(34) T EAIVIVIAL

The example in (34) represents the point when EA has beenddergo the specifier o¥P
but prior to it undergoing EPP movement. Ags an {XP, YP} structure, it cannot be labelled
in its current form. The labelling algorithm finds the heade# (EA(H)) and v* and does
not provide a label because EA(H) antido not share a feature. In order fGrto be labelled,
Chomsky argues that EA must raise to the specifier of TP sa/ttetn label when combined
with the added stipulation that copies are invisible to LA.

When EA moves from its Merge position to the specifier of TRR@sd {XP, YP} structure
is generated. Again the labelling algorithm finds two cormgeheads, EA(H) and T, but unlike
in the previous example, T and EA(H) share prominent featufehe ¢-features on EA(H)
value the uninterpretablé-feature on T as soon as T is Merged. As a consequence, when the
labelling algorithm finds a symmetric {XP, YP}, LA searchegtlh heads and finds matching

o-features. These features then providegdabel as exemplified in (35):

(35)  pp EA [Trug) [ <EA>[v*...]II]

As the copy of EA is invisibley* labels 8 and since EA(H) and T shatgfeatures, the second
{XP, YP} structure can be labelled asp. The labelling system of Chomsky (2013) is devel-
oped in Chomsky (2015) where it is applied to more data. Thehaugics of the system remain
essentially the same with one notable exception regardiegeaquirement that labelling can
break an {XP, YP} configuration by movement. Specifically,d@isky (2015) requires move-
ment to occur before labelling in order to avoid countercyEPP movement. In the literature,
EPP movement occurs after feature inheritance (Chomsldg{2fsen suggests tentatively that
inheritance may involve transfer of an EPP feature) whiaoimtercyclic since T inherits fea-
tures from C after C has been Merged. One way to avoid thigissto use the assumption
that Merge is not triggered and say that the subject movestlira specifier of TP cyclically
before C is Merged. This point is developed in Chomsky et24119) where it is stated that
movement is not instigated by labelling requirements bgedderge is not triggered, but that
a labelling violation would occur if the movement did not pap.

In Chomsky (2013), it is said that labels are required foernptetation despite that no

reason is given for why this is the case. Yet as Merge is uyerigd and could produce a random

“The “*" represents the difference between a strong and wéalsga Phasal effects are restricted to strong
phases which are marked by the “*".
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hierarchy of lexical items (the thousand monkey theoryygla that the process of labelling
provides a means of determining whether a structure isgrétable at C-1 and SM. In this
case, labelling is carrying some of the weight dropped byragsy that Merge is not triggered
by selection features. The literature suggests that labeticcurs at the phase level meaning
that objects are labelled just before or during Transfdaginalisation. Also, the stipulation
that copies are invisible to the labelling algorithm canm®imaintained if an element needs to
provide a label in order for it to be interpreted given thestamint of full interpretation. If a
copy of an argument is not interpreted, then reconstruaftects (e.g. Legate 2003) would
not be derivable since the lower copy would be invisible ®ldbelling algorithm and as such
uninterpretable.

The considerations in the previous paragraph suggest ansyshere copies cannot be
invisible given that they can have a significant interprega¢ffect at C-1. In Chomsky’s (2013)
system, movement is triggered by the need to label an uslalee]XP, YP} structure, meaning
that movement occurs once the labelling algorithm has ifiesta point of symmetry. Copies
have to be invisible by stipulation in Chomsky (2013) so tiiaplacement is able to break the
symmetry of an {XP, YP} configuration. Yet using the versidruatriggered Merge presented
in subsection 2.1 mitigates the need to stipulate that sogie invisible because movement
occurs before labels are generated. For instance, wherxtdma argument is positioned in
the specifier of TP, movement occurs as soon as T is attachibd teee. The structure is then
labelled at the phase level.

Given that the labelling algorithm does not need to triggewvement, | argue that the
“freeness” of Merge also extends to the way in which syntagkijects are labelled. Thus a
tree can be labelled one of many different ways using an idthgoiin the same way that Merge
can combine anything with anything, but that crucially, yonhe set of labels will yield an
appropriate interpretatioh. The example in (36) provides the algorithm that will be used i

this thesis to generate labels:

(36)  Labelling Algorithm 2

In a configuration §, 5} either:

a. «orpjprojects, or
b. afeature shared hyandg projects, or

c. distinct features i andg project.

5A similar idea is provided in Chomsky (2008, 145), e.g. “taedling algorithms apply freely, sometimes
producing deviant expressions. The outcome will satisé/empirical conditions on I-language if these are the
interpretations actually assigned.”
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The labelling algorithm in (36) is similar to Chomsky (2018)broad strokes since (36a) se-
lectsa or 5 as the label while (36b) targets features shared betweand 5. Yet there are
two novel aspects of this algorithm. First, there is an egtmadition in (36¢) which applies
to cases involving copies, such as the specifier of Voice®or®k (36a) is applicable in {X,
Y}, {X, YP} and {XP, YP} environments. Nothing constrains tb just apply in configura-
tions involving {X, YP} configurations. | argue that this isp@sitive since {X, YP} and {XP,
YP} structures are difficult to define prior to labels beingigaed. In addition, labelling, like
Merge, operates freely in the sense that nothing constvatiith type of label in (36) is gener-
ated. Thus when a complete derivation is provided in thisighé indicates how labels have to
be assigned to produce a specific interpretation, but rgttictates that the algorithm has to
generate that set of labels. Consequently, the thousandeyndineory applies for labelling as
well in the sense that labels are generated repeatedlyamiiiterpretable object is produced.
Finally, in order to illustrate how (36) functions, an urdélbd VoiceP for the sentenc®hn de-
stroyed the walls provided in (37) with a labelled equivalent following B8) ¢ A description

of how (36) applies follows the tre€s:

(37)
John
T v
\oice the . J v
Vdestroy v
(38) {D, Voice}
John \oice
\Voice ol
\oice T D v
/\ N P
v \oice the n v
PN RN
Vdestroy v n

The lowest node in the tree; using X'-theory, is labelled using (36a) withh projecting.

SLabelling would take place later in the derivation, but floe sake of convenience, | have chosen to represent
the VoiceP only.
"More will be said regarding how this tree is built in chapter 4
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Clausal spines Agrees with the direct object which allows (36b) to lab€l using the shared
o-features. The direct object and D labels are derived using (36a). The complex verb is
labelled using (36a) exclusively as is Voice’. Finally, &P is labelled using (36¢) which
provides a label of {D, Voice}. The rest of the derivation viddiollow a similar pattern, e.g.
T would label with (36a) while TP would be labelle using (36b). Lastly, C would then
project using (36a).

The labelling algorithm in (36) produces structures thatpsut Chomsky’s (2013) pro-
posal that labels are required for interpretation. Foraineg, Full Interpretation dictates that
a tree needs interpreting in its entirety. Yet in Chomskg2813) system, despite that labels
are needed for interpretation, copies are ignored by thadliad algorithm. This creates a di-
chotomy since copies should provide a label but are stipdl&d not so that symmetric {XP,
YP} structures can be labelled. The labelling algorithm36)(avoids this problem as copies
label using the condition (36c¢) which targets a feature efakternal argument D and a feature
of the clausal spine Voice. These elements then projectwdatisfies full interpretation as an
element of the external argument is projected as part of tiee®? label.

While full interpretation requires that each part of a treéniterpreted, the constraint of
headednessquires every phrase to have a head, and that a propertatofie¢lad has to de-
termine the type of phrase (a versionh#adednesappears in Adger 2003 but is defined in
different terms since Merge is triggered in that analysisprevious versions of generative syn-
tax, headedness was ensured by X'-theory since the heagttsdp an intermediate and then
a maximal projection (Sportiche et al. 2014). Similarly,grammars that adopiare phrase
structurethe head is determined by the element that possesses dcsefeeture (Chomsky
2001). In the grammar adopted and developed in this theaigule that headedness ensures
syntactic objects built by Merge and labelled using (36)liein that all the phrases have
a head. So for instance, if the inflected verb in (38) was labelith T instead of Voice,
headedness would be violated since Voice would not be helagedh appropriate element.
Taken together, full interpretation and headedness areseptative of constraints imposed by
C-l and SM to ensure that the syntax builds licit objects.alfynwhen labels are assigned at
the phase level, the labelling algorithm does not care vanetie labels it assigns are inter-
pretable. Like Merge, (36) keeps generating until a stmecisi produced which satisfies full
interpretation and headedness.

Finally, while | argue that having a free labelling algonithis a positive because the op-
eration follows the same principle as free Merge, it suflamsempirical loss when compared

to Chomsky’s (2013) system (but not the systems found in Ghgra015 and Chomsky et al.
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2019). The issue has been mentioned in the main body of teditapdiscussion but will be
addressed in more detail here. Chomsky (2013) proposeththated to label an unlabelable
{XP, YP} triggers movement of a constituent into a higher @fier position in order for the
unlabelable structure to be broken. Chomsky (2015) and Gkyet al. (2019) lose this gener-
alisation on the assumption that Merge builds structureredabelling takes place in order to
avoid the counter-cyclic movement which would occur if ltibg at the phase level triggered
movement. To use EPP movement as an example, if movementeftamal argument into
the specifier of TP took place at the phase level, then the mentwould violate the extension
condition. For this reason, Chomsky (2015) and Chomsky. ¢2@alL9) drop the proposal that
labelling requirements cause movement and instead relytiggered Merge.

Given the assumptions adopted in the thesis regarding Msegesection 2.1), | also adopt
the proposal that movement, i.e. internal Merge, occursrbdfbelling and is not triggered by
anything. As Merge isn't triggered nothing can force movanie occur in the syntax which
is not problematic given that Merge is comparable to theghod monkey theory in that all
permutations are realised including structures where mew occurs and ones where it does
not. Yet since internal Merge and external Merge are fregslime that movement is restricted
post-syntactically by parameters. To use EPP movement agtisé as an example, those
structures that Merge derives which contain movement ofl@ment into the specifier of TP
(either the external argument for active clauses or inteargument for passive clauses) are
interpretable post-syntactically. So if Merge built eitlod the trees in (39a) and (39b) then
then the EPP movement parameter would be satisfied, whérease in (40) would cause a
crash since the specifier of TP is not filled with a constitudriite trees are represented using

X’-bar labels for convenience and> show copies left by internal Merde:

8've assumed that active clauses and passive clauses sirgydished by a distinct Voice head and a passive
auxiliary. For thorough passive analyses, see for inst@uténs (2005) or Jaeggli (1986).
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39 a CP
/\
C TP
TN
Subj T

T \oiceP

T

<Subp> \oice’
/\
\oice vP

P
DO %

P

v Vv

o
O
i)

(40) cP

T

C TP

RN

T \oiceP

TN

Subj \oice’

N

\oice vP
/\

For English, the trees in (39) satisfy the way in which the pBRmeter is set since both trees
contain movement into the specifier of TP. For instance, )(3Baws the external argument
moving into the specifier of TP while (39b) shows a passivasgawith the internal argument

in spec-TP. In contrast, (40) represents a violation of tAE Rarameter because the specifier of
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TP is not full. The same type of mechanism can also be apmiether types of movement, e.g.
wh-movement, which | assume is governed by its own paramEtgrinstance, depending on
the language, the wh-movement parameter could be set oneefways: requiring movement,
requiring no movement, or allowing both. So in English foample, the parameter would be
set to require movement whereas a wh-in-situ language wawd a parameter preventing wh-
movement structures from being externali€efivo trees are provided in (41) which exemplify

the wh-movement example further:

(41 a.
/\
/\
/\
Subj

/\

VoiceP

T

<Subp> \oice’

/\

\oice
/\
<WhP> v

PN

VoV
/\
/\

\oiceP

TN

<Subp> \oice’

T

\oice vP
/\

In English, the wh-parameter is set to require wh-movemertake place. Consequently,

the tree in (41a) represents a structure that is interdeetayp the wh-movement parameter

9Although, it is worth noting that if arguments in ReintgegSourd, and Chung (2006) are on the right track,
then there will need to be a distinction between a movemeanpeter and a parameter governing where a displaced
constituent is Spelled-Out.



whereas (41b) is not. Since Merge is free, nothing in theagfitt component can constrain

the operation apart from the extension condition, no tamgeand inclusiveness. Therefore,

something is required to ensure that structures built bygelere interpretable. Seen as the
solution has to be post-syntactic, it does not seem unrahsoin my mind to suppose that

movement occurs (or not) in the syntax for free and that patars determine whether the

structure built by Merge is licit during transfer and extdisation. For the purposes of this

thesis, | assume that these ideas are on the right track.

To conclude the discussion on labels and projection, uygrigd Merge makes it difficult to
formulate labelling in traditional terms because neithardying element possesses a selection
feature. Thus the element bearing the feature cannot jogtqdr Then Chomsky’s (2013)
labelling algorithm was explored and found to be problemuathen paired with untriggered
Merge since breaking an unlabelable structure cannot caaosement because, by the time an
object is labelled, movement will have already occurredpersthe latter stages of Chomsky
(2015). Thus | argued that projection should follow the gahprinciple of free-Merge in that
itis not triggered or constrained to only apply in a specifiofiguration. With this in mind, an
alternative labelling algorithm was proposed in (36) whicimtrasts with Chomsky’s (2013)
analysis in not making reference to specific structures,{Xe YP} and {XP, YP}. Instead,
(36) uses variables and 8 which can apply in any binary structure generated by Mergk an
nothing constrains whether (36a), (36b) and (36¢) applieshethera or 5 projects in (36a).
The labelling algorithm keeps producing labels until it gexies a licit labelled object that
satisfies full interpretation and headedness, in the samgeved Merge keeps building until
a valid syntactic structure is produced. Finally, as laletsassigned freely once movement
has taken place, the proposal that movement occurs forlitadpglurposes is lost. Thus |
proposed that movement occurs for free in the syntax angtistsyntactic parameters weed

out structures that are interpretable in a given language.

2.6 Summary

The evaluation of Minimalist operations provided in thispter has accomplished two things.
First, it has provided an indication of what gadgets neecttavailable in Minimalism which is
beneficial when determining whether head movement can hgedias a Minimalist operation.
Second, it can be viewed as the groundwork for the altemativiead movement developed in

chapter 5.
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Chapter 3

Multiple realisation of heads and head

movement

The aim of this chapter is to evaluate three analyses andsmonding datasets to show how
head movement is viewed in the literature when applied totiptel copy Spell-Out data.
Specifically, these systems aim to produce predicate abeftcuctions, verbal repetition con-
structions and clauses containing pre-verbal particlelscamresponding verbal suffixes. Sec-
tion 3.1 is devoted to predicate clefts from KandybowiczO@0and Landau (2006) who both
adopt the head movement operation. Section 3.2 providedyawicz's (2008) verbal repe-
tition system along with that of Collins and Essizewa (200%) again both use HM to derive
their examples. Finally, section 3.3 examines Adger e2dl09) where it is argued that HM
cannot deal with clauses containing free standing prealgrirticles and matching verbal suf-

fixes.

3.1 Predicate cleft constructions and head movement

The aim of this section is to examine tpeedicate cleft constructio(PCC) since head move-
ment is a significant operation in analyses which derivettige of phenomenon. Much of the
data is drawn from Kandybowicz (2008) while a smaller numdfezxamples are taken from
Landau (2006) to show how PCCs can differ across languagase @e data has been pro-
vided, the discussion turns to the way in which PCCs are ddsenin Kandybowicz (2008)
and Landau (2006), and specifically to the issues that madiseriwhen building PCCs using
head movement.

Before providing the PCC data and highlighting their chieastics, Kandybowicz first

shows how PCCs are different from other cases of constifoens found in Nupe, since it is
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also possible to focus the subject, the object, and adjuictamples of each are provided in
(42b)-(42e) and a neutral sentence is also shown in (42apfapleteness. All the data is from

Kandybowicz (2008, 83):

(42) a. Neutral sentence

Musaa ba nakansasi esun V4] yin.
MusaFuT cutmeat sometomorrowmorningPRT

‘Musa will cut some meat tomorrow morning.’

b. Subject focus

Musa__a ba nakansasi ésun lazi yin o.
Musa FUT cutmeat sometomorrowmorningPRT FOC

‘MUSA will cut some meat tomorrow morning.’

c. Object focus

Nakansasi Musaa ba __ ésun lazi yin o.
meat someMusaFuT cut tomorrowmorningPRT FOC

‘Musa will cut SOME MEAT tomorrow morning.’

d. Modifier focus

Esun lazi Musaa ba nakansasi __yin o.
tomorrowmorningMusaFuT cutmeat some PRTFOC

‘As for believing, he believes in miracles.’

e. Predicate focus
Bi-ba Musaa *(ba)nakansasi ésun lazi yin o.
RED-cutMusaFuT cut meat sometomorrowmorningPRT FOC

‘Itis CUTTING that Musa will do to some meat tomorrow morning

Starting with the similarities, each focused element is @daw the left periphery as one would
expect. Yet in all cases apart from (42e), the fronted elénsemot pronounced twice. Also,
in (42b) to (42d) the fronted material is phrasal (both thieject and object are DPs and the
adjunct is an AdvP) while the verb in (42e) is not as the dimgect remains in-situ. In
fact, unlike wh-movement which can involve a full phrases fbhcused element in predicate
cleft constructions is just a reduplicated root and canmofrbnted with any other material,
i.e. pied-piping is not possible. Examples from Kandybaw{2008, 86-7) illustrating this

requirement are provided in (43):

(43) Piped-Piping is impossible in PCCs
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a. *[Du-du cénkafa]Musaa du cenkafao.
RED-cookrice MusaFuT cookrice FOC

‘It is COOKING RICE that Musa will do.’

b. *[CénkafaDu-du] Musaa du cénkafao.
rice RED-cook MusaFuT cookrice FOC

‘It is COOKING RICE that Musa will do.’

c. *[(@) du-du (a)] Musad du cénkafao.
FUT RED-cook FUT MusaFuT cookrice FOC

‘It is COOKING that Musa will do to the rice.’

d. *[(@Q) du-du (ad)] Musaa du ceénkafao.
PERFRED-cOOKk PERFMusaPERFcookrice FOC

‘It is COOKING that Musa has done to the rice.’

e. *[(Dada)du-du  (sanyin)]Musaa du cénkafao.
quickly RED-cook quickly MusaFuT cookrice  FOC

‘It is QUICK/QUIET COOKING that Musa will do to the rice.’

f. *[Wu-wu gutq] Ganawu Musao.
RED-hit threeGanahit Musaroc

‘It was HITTING THREE TIMES that Gana did to Musa.’

g. *[Wu-wu wangi] Ganawu Musao.
RED-hit good Ganahit MusarFoc

‘It was A GOOD HITTING that Gana gave to Musa.’

Each example in (43) indicates that the only element to moeeRCC is the focused predicate
which must be represented as some type of root. If the froslemhent was any larger, then
more material would need to appear with the root when it isised which, as exemplified by
(43), is not possible.

Kandybowicz (2008) argues that Nupe PCCs behave in the samaswh-movement with
respect to certain phenomena. This suggests that like wement, PCCs involve movement
of an element to an A-position. The data from Kandybowic2Q@, 84-5) which prompts this
type of analysis is provided in (44):

(44) a. Sentential embedding under bridge verbs
MusagangananNamkpe gananGanasi eci.
Musasay coMmp Nanaknow comp Ganabuy yam
‘Musa said that Nana know that Gana bought a yam.
b. OExtraction across the clausal complement of bridge verbs
Si-si MusagangananNarmakpe gananGanasi eci o.
RED-buy Musasay comp Nanaknow comp Ganabuy yamFOC

‘It was BUYING that Musa said that Nana knows that Gana didyam.'
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c. Sentential embedding under a non-bridge verb
u: tan Musagananmi: si doko.
3rd.sG painMusacomp 1stSG buy horse
‘It pained Musa that | bought a horse.’

d. *Extraction across clausal complement of a non-bridgé ve
*Si-si W tan Musagananmi: si doko o.
RED-buy 3rd.sG painMusacomp 1stsG buy horseFoc
‘It pained Musa that | BOUGHT a horse.’

e. Wh-island
*Si-si  Musagbinganké Ganasi 0] o.
RED-buy Musaask whatGanabuy FOC FOC
‘Musa asked what Gana BOUGHT.’

f.  Complex NP island
*Gi-gi Musasi [bisena gi eyi na] o.
RED-eatMusabuy hen comp eatcornPRT FOC
‘Musa bought the hen that ATE the corn.’

g. Subjectisland

*Si-si  [gananetsu si dokoJtan Musao.
RED-buy comp chief buy horse painMusarFoc

‘That the chief BOUGHT a horse pained Musa.’

h.  Adjunct island
*Bi-ba [Musaga €& banakanjo, Ganaa pa eci
RED-cut Musa COND PRScutmeat FOC GanarFuT poundyam
‘If Musa is CUTTING the meat, then Gana will pound a yam.’

i. Musagd € ba nakanpi-pa Ganaa pa eci o.
MusaCOND PRScut meat, RED-poundGanaruT poundyamFOC
‘If Musa is cutting the meat, then it is POUNDING that Ganalwi to a yam.’

j.  Coordinate islands

*Bi-ba [Musg a ba nakan]u; maa du cénkafao.
RED-cutMusa FUT cutmeat 3rd.sGandruT cookrice FOC
‘Itis CUTTING that Musa will do to the meat and hevill cook the rice.’

k. *Du-du Musga banakanu; maa du cenkafalo.
RED-cookMusa FUT cutmeat 3rd.SG andFUT cookrice FOC

‘Musg will cut the meat and it is COOKING that hwill do to the rice.’

The data in (44) indicates that bridge verbs constrain theament of the predicate in the same

way as they constrain wh-phrases. Movement across a claoigatiary is only possible when
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the clause is introduced by a bridge verb. The fronted patelialso behaves in the same way
as a wh-phrase with regards to island constraints.

The similarities between wh-movement and PCCs also extetitetfact that either a wh-
phrase or a predicate can appear in the left periphery. Tdrereboth types of phrase are in
complementary distribution since only one is available lefavard position at any given time.

This characteristic is illustrated in (45) using examplest Kandybowicz (2008, 85):

(45) a. *Ké bi-ba Musaba 0?
whatRED-cut Musacut FOC

‘What did Musa CUT?’
b. *Bi-ba ké Musaba 0?
RED-cutwhatMusacut FOC

In (45), the doubled predicate and the wh-phrase appearhbféiga similar position which,
when taken with the data in (44) suggests that PCCs and tumrgtiquestions can be derived
in the same way. For example, if movement into the left peniplis triggered by a feature on
C, then C will possess an EPP feature that either targetshrdses or focused constituents.

Despite the similarities between wh-movement and PCC mewenthey also differ in
several ways. For instance, a PCC contains two occurrerfabe alisplaced element while
only one is typically pronounced in a wh-question. If predécclefts are derived by move-
ment then both copies of the verb should be identical givervthy that the copy theory of
movement works. Yet as highlighted later in the sectionfitbeted predicate in Nupe appears
nominalised which makes it look as though predicate clefigealised twice because the two
copies of the predicate are distinct. This aspect of the P&& provides a means of differ-
entiating wh-movement and PCC movement. Even cases of wieiment where a wh-phrase
moves but is pronounced in-situ are different because tjteeki position of the wh-phrase is
marked by a relative tense morpheme that appears on C (siesttamce Reintges et al. 2006).
So the wh-phrase moves and establishes a relation with G lprbhounced in-situ presum-
ably because the moved element and the copy left behind entiddl which allows one to
be deleted for reasons of economy. In more general termésghe in a Minimalist research
program which adopts the copy theory of movement no londata®to how the lower copy
is generated rather than a trace, but why the lower copy isgomaced. The copy theory of
movement advances that a full copy of a moved element isrdfié pre-movement position
which enables a system to derive multiple copy Spell-Out Wit right constraints.

A further difference between wh-movement and PCCs is thitipe nothing can be pied-

piped with the focused predicate. Whether an element pijgespor not is a point of variation
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in PCCs across languages. For instance, Hebrew and Rudisiarpaed-piping while Nupe,
Vata and Haitian do not. Consequently, in some languagesietement and PCC movement
will not be differentiable by this characteristic if piedpng is allowed in both types of con-
struction. Yet since the amount of material that is allonedppear with the fronted predicate
is source of variation between languages, it representaracteristic that needs to be derivable
in a system that deals with the phenomenon.

The final characteristic of Nupe PCCs to be discussed heeb&fandybowicz’s (2008)
derivation is provided relates to the reduplication of trenfed predicate and the similarities
between this property and a type of nominalisation fountiénanguage. As mentioned above,
when a predicate is focused in Nupe it appears to move higb@apdonounced in reduplicated

form. Example (42¢) is repeated as (46) to illustrate:

(46) Bi-ba Musaa *(ba)nakansasi ésun lazi yin o.
RED-cutMusaFuT cut meat sometomorrowmorningPRT FOC
‘It is CUTTING that Musa will do to some meat tomorrow morning

The lower copyba is obligatory and must be pronounced in conjunction withftoated el-

ement in order for the sentence to be grammatical. The mtogical shape of the clefted
predicate is the same as if it were nominalised using onesofitiminalisation strategies avail-
able in the language. A number of verbs and their reduplicens are provided in Table 3.1.
In (47), two examples are provided as evidence that redatfit is a method of nominalisation

in Nupe (Table 3.1 and (47) are from Kandybowicz 2008, 88):

yi ‘be very small’ yi-yi ‘shrinking’
yé ‘respond’ yi-yé ‘responding’
ya ‘give’ yi-ya ‘giving’

wo  ‘be dry’ wu-wo  ‘drying’

wu  ‘teach’ wu-wla  ‘teaching’
wun  ‘to own’ wi-wun  ‘owning’

Table 3.1: Nominalisation via verb reduplication

47 Reduplicated verbs occur in nominal syntactic envirents

a. Musasundarbi-bé nya Gana).
Musafear RED-comePOSsGana

‘Musa feared Gana’s coming.’

b. [Bi-ba na u: ba nakanna] tan Musa.
RED-cut comp 3rd.sG cut meat PRTpainMusa

‘His cutting the meat pained Musa.’
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In (47a) and (47b) the nominalised verb is selected by a Dgssss. Typically nominals are
found in the complement position of a D which shows thiabé and bi-ba share a distribution
with nouns in (47). The form of the verb in (47b) mirrors thdttloe clefted predicate in
(46) which Kandybowicz (2008) takes to mean that the focusatl has acquired nominal
properties. Thus the clefting process has to involve aegiyaallowing the fronted predicate to
acquire nominal properties not found on the lower copy.

To summarise, the combination of properties that have bisengsed so far in this section
provide a set of data that any analysis of Nupe PCCs needglaiexThe first observation that
Kandybowicz (2008) makes is that when an element is focus#tkilanguage, only PCCs re-
quire that the lower copy is pronounced. The next point madeat pied-piping is impossible
when the predicate is focused so the direct object, tensphmores, aspect morphemes and
adjuncts cannot be fronted with the predicate. The inglulitextra material to move suggests
that PCC movement should be analysed as a de-verbal roatrilatgoes head movement to
a higher specifier position. Yet Kandybowicz (2008) illasés that PCC movement is con-
strained in the same way as wh-movement at least some oftliee ¢i.g. the predicate can be
extracted from inside the complement of a bridge verb likehaphrase, while the same type
of movement is not possible when a bridge verb is not predenaddition, wh-phrases and
fronted predicates also seem to fight for a similar positieodoise it is impossible to have a
predicate and a wh-phrase in the same left periphery. Firta# form of the fronted predicate
is identical to verbs that have been nominalised via redafiin. This suggests that move-
ment of the predicate into the left periphery provides thedimate with nominal properties
since nominalised verbs share a distribution with nouns.

Therefore, a means of deriving PCCs is required that camédate the similarities that the
phenomenon shares with A-movement with the differences iiakes the construction type
unigue. The next part of this subsection deals with the aimthat Kandybowicz (2008) pro-
poses to account for the set of PCC characteristics notagaB@andybowicz (2008) proposes
that predicate cleft constructions are derived by moverateanon-verbalised root to the spec-
ifier of Foc which explains why pied-piping is not availablEhe A-restrictions on predicate
cleft movement are also explainable since the head targefs-josition, and thus is a type
of A-movement. While Kandybowicz (2008) acknowledgestthioving a head into a spec-
ifier is problematic under standard generative assumptagating from Emonds’s (1970)
Structure Preservatioand formalised in Minimalism by Chomsky and Lasnik’s (19€3jain
Uniformity Condition, Kandybowicz (2008, 106) dismissd® tcondition by citing Vicente

(2006) and claiming that a) the condition is not viable in anMialist grammar, b) its appli-
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cability is limited, and c) the effect of the condition fatisit from other parts of the grammar.
These assumptions allow Kandybowicz (2008) to proposeaHhatad can target a specifier
during a movement operation.

The key to Kandybowicz’s (2008) PCC analysis is the idea tih@troot moves from its
Merge position twice resulting in its Merge position beirglised as the lowest link in two
separate chains. The first chain plots the journey of thethwotigh the verbal extended pro-
jection via cyclic head movement to the lower phase head wtiic Kandybowicz isv. The
second chain represents the root's movement from its Mesgiign to the specifier of FocP.
Kandybowicz (2008, 107) argues that a low copy of the rootesdw the specifier of FocP and
not a higher verbal complex head since the fronted pred@appears with nominal features
realised by the reduplication. The idea is that the root soverbalised when it adjoins to
thev, so in order for the root to acquire nominal properties, istriae an un-verbalised copy
that appears in the specifier of FocP. The nominal featuigiate from the Foc headwhich
Kandybowicz (2008, 111) proposes iskausal determinethat assigns nominal properties to
the fronted predicate. Evidence for the determiner-likeireaof theo head is provided by the
sentences in (48) which seem to show that an item posses$srgame form ae can appear
in environments where it behaves like a determiner. The ehtrm question, i.e. non-left
peripheralo, does not generate a focus reading and is glossed@sn the examples (from

Kandybowicz 2008, 111) that follow:

(48) The distribution of D-typ®

a. Musale kata o.
MusasleeproomLoC

‘Musa slept in the room.’

b. Musadan kata o.
Musabe inroomLOC

‘Musa is in the room.’

c. Musasi eci ndondo.
Musabuy yamevery
‘Musa bought every yam.

d. Musaklinnakansasi.
Musasell meat some

‘Musa sold some meat.’

e. Musakuneci nanazi.
Musasell yamthis pL

‘Musa sold these yams.’

The examples in (48) seem to show tbhatan appear in a position which can also be occupied
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by a determiner, e.geveryin (48c), somein (48d) andthis pL in (48e). If Kandybowicz's

(2008) proposal is correct and clausal determiners shamena With elements that appear
to behave as Ds, then the nominal features of a predicatecdefd stem from the clausal
determiner. He strengthens this proposal further by adgmigeneralisation from Lefebvre
(1992, 61) which states that there is a correlation betwgars#ion in a language for clausal
determiners and the ability of the language to produce pageliclefts. The statement provided

by Kandybowicz (2008, 112) is shown in (49):

(49) Lefebvre’s generalisation(Lefebvre 1992)
The availability of predicate cleft within a particular gnanar correlates with the ex-

istence of a syntactic position for clausal determiners.

The generalisation in (49) states that there is a correldt@ween predicate clefts being avail-
able and the language having a position for clausal detemninSignificantly, (49) does not
entail that PCCs and clausal determiners co-occur but Kaowdigz (2008) still adopts the

generalisation and argues that the focus head in Nupe PCiis idausal determiner. The
outcome is that the focus head in PCCs has two jobs: beinguaatldeterminer and being the
head of the focus phrase. Kandybowicz’s (2008) analysiatesea significant point since it
necessitates that the language needs two heads to derivedonstructions. The first is one
that does not provide nominal features and targets norigatedconstituents while the second
does provide nominal features and moves predicates.

As Kandybowicz (2008) analyses the nominalising focus hesma clausal determiner,
then one question to ask is whether predicate clefts canr agithout clausal determiners
since an affirmative answer would require three focus heaws dinguistically: one to derive
constituent focus, one to derive predicate clefts, andlfirale to derive predicate clefts with
nominalisation. It is not difficult to find data which showsattpredicate clefts can be built
without a clausal determiner. The relevant examples carobedf in Landau (2006) who
examines predicate clefts in Hebrew. One significant difiee between Landau’s predicate
clefts and the ones in Nupe is that in Hebrew, an inflected cbplye verb is pronounced in T
while the fronted copy is realised in its infinitive form. Arample from Landau (2006, 37) is

shown in (50) to illustrate:

(50) lirkod, Gillo yirkod ba-xayim.
to-danceGil notwill-dancein-the-life
‘As for dancing, Gil will never dance.’
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In addition, and unlike in Nupe, pied-piping of an internedament is possible in Hebrew, but

not obligatory as (51b) and (52b) indicate:

(51) a. liknotet ha-praxim,hi kanta.
to-buy Acc the-flowersshebought

‘As for buying the flowers, she bought.’

b. liknot,hi kanta et ha-praxim.
to-buy sheboughtacc the-flowers

‘As for buying, she bought the flowers.’

(52) a. le’ha’amirbe-nisim, huma’amin.
to-believe in-miracleshe believes
‘As for believing in miracles, he believes.’

b. le’ha’amin,hu ma’aminbe-nisim.
to-believe he believes in-miracles
‘As for believing, he believes in miracles.’

Regardless of whether pied-piping occurs or whether mowéseems to just involve a head,
none of the examples in (51) and (52) contain a morpheme thédl correspond to a clausal
determiner. Indeed, even Kandybowicz (2008, 112) who adbetgeneralisation in (49) states
that certain languages allow predicate clefts to occur gagynwithout a clausal determiner
being present, and uses Hebrew as an example. Therefole #Holc 0 head in Nupe is
a clausal determiner that triggers predicate clefts andimalises the fronted element, then
three different focus heads are required to account forabasf constructions discussed in this
section. This first is one to derive the constituent focusygdiied in (42b), (42c) and (42d)
where no nominalisation takes place. The second is a focas that produces nominalised
predicate cleft constructions, e.g. (42e). Finally, thedtis needed to build predicate clefts
without nominalisation which is required for the Hebrew %0}, (51) and (52).

A second question that materialises from Kandybowicz'©8@nalysis and (49) relates
to whether clausal determiners can occur in non-predidafecontexts. This is significant be-
cause an affirmative answer here would require a fourth leeaddount for data that contained
a clausal determiner that did not trigger a predicate cleéfebvre (2013, 41) provides data
illustrating that clausal determiners can occur in simpdeses where they determine the event
expressed by the verb as in (53a), while the example in (58h) Rountree (1992, 26) shows

that they appear in temporal adverbial clauses (the claietatminer is glossed &=F):

(53) a. Fongbe
E wa 5.
3sG arrive DEF
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‘(S)he has arrived.’ (as we knew (s)he would)
b. Saramaccan

Di migda lio, misi fi.

DEF| gotoriver,| seeyou

‘When | went to the river, | saw you.’

Since predicate clefts can occur without clausal detemrsin@d clausal determiners do not
always trigger predicate clefts, there does not seem to Ioe &ooone relation between clausal
determiners and predicate cleft constructions which isleroatic for Kandybowicz’s (2008)
analysis since he incorporates the clausal determinertltdocus head. In addition, since
clausal determiners can occur in non-predicate cleft etgitea fourth head is needed that
corresponds toEF in (53) which functions as a clausal determiner dnly.

Thus predicate cleft and clausal determiner data taken foe, Hebrew, Fongbe and
Saramaccan requires four different heads if the Nupe foeaddis to be analysed as a clausal
determiner as per Kandybowicz’s (2008) analysis. The fiestdh(for reference&oc) gener-
ates constituent focus constructions; the secamdPRED builds predicate cleft constructions
without nominalisation; the thirdoc-DEF derives predicate clefts with nominalisation, and
finally the fourthDeF produces examples containing a clausal determiner wittleriting a
predicate cleft construction. The analysis would be mareastlined ifFOC-DEF could be
reduced to a combination ebc and the D om that provides nominal features to the fronted
predicate. Yet since Kandybowicz (2008) adopts a movenmaiysis of predicate clefts where
the head moves to the specifier of the focus phrase, the usaiamics available to a head
movement system are not usable. Thus the predicate cann@ amal adjoin to a nominal
element somewhere inside thecP in a way reminiscent of how a verb moves and adjoins to
T.

The discussion so far has shown that Kandybowicz’s (2008lyais struggles when it is
applied to examples outside of his Nupe data set. What felloaw is an examination of
the theory internal ramifications of the system. Specifjcaliere are four theoretical issues
discussed here. The first relates to the way that movemehtedbdre root into the specifier

of the focus head violates Chomsky’s (2001) formulation rafgg/goal relations. The second

Hiraiwa (2005, 276) argues that (49) is too strong a gersatidin and proposes an alternative provided in
(i) which draws a connection between nominalisation andcthesal determiner rather than predicate clefts and
clausal determiners:

@ In languages that allow a clausal determiner, focusedipates in PCC (sic) are nominalized.

Yet for the purposes of this thesis, even this moderate asergiquires a significant number of heads to implement
when combined with Kandybowicz’s (2008) proposal that theus head in a Nupe predicate cleft is a clausal
determiner.
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and third relate to the consequences of moving a head intspthefier of focus and how this
operation interacts with th€ategorization Assumptioftom Embick and Noyer (2007, 296)
and the labelling algorithm from Chomsky (2013). The finallgem relates to the realisation
of the fronted predicate in Hebrew as an infinitive.

As the fronted element in Nupe predicate clefts is nomiedligandybowicz (2008) argues
that the bare root (the copy in its un-verbalised positiomyves straight to the specifier of
the focus head, whereupon it inherits nominal features fra-DEF. The root also moves
cyclically though the verbal extended projection via hedjdaction until it reaches the position
where it is Spelled-Out as a tensed verb. A schematic traegepting each occurrence of

movement is provided in (54):

(54) FocP
\/1 FOC
FOC \VoiceP
Subj Voice'

\oice vP

v \oice v \/p

5N PN PN

N v/ Obj

In (54), there are four occurrences of the roptind each has been marked with a superscript
number for reference. There are two chains containing\/thene chain is generated by the
movement operation which positions a copy of;/lm’nto the specifier of focus, e.g. CH\71,

\/“; the other chain contains the bare root and the elementredjdbv, e.g. CH =\/3, \/“

In addition, as v adjoins to Voice, four copies gfare generated in (54) which is significant
because deriving thg/1 copy requires the focus head to target the lowest occurr&m:g/
available.

If the FOCc head possesses a feature which attracts the root into @dispehen that feature
will act as a probe and look down into the structure to find amelnt that it can use to satisfy
its requirement. Generally, a probing element always @trthe closest thing that possesses
a matching feature. In (54), the problem is immediately obsi Deriving a predicate cleft
where the un-verbalised root is moved into the specifier@iP requires that the feature on

Foc ignores all intervening copies qf/ in order for the lowest one\x“) to end up in the
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specifier ofFoCP.

Given the way that Chomsky (2001) formulates probe/goailticris between features, an
analysis which necessitates that an un-verbalised ro@aap(in the specifier afocP is prob-
lematic since it requires an instance of movement that doeoperate like other types of
syntactic displacement. True, one could follow Chomsky@@0dn proposing that head move-
ment is better analysed as a post-syntactic operation keéthetsult that the movement need not
necessarily be driven by a syntactic feature. However mdhse, it is not possible to analyse
PCC movement as a post-syntactic operation since the £fieetvisible at LF.

The second and third issues are connected and relate tOdtsgorization Assumption
and Chomsky’s (2013) labelling algorithm. In Nupe, Kandyizz (2008) argues that the un-
verbalised root moves from its Merge position into the siercof the focus phrase. Since the
moved element is a bare root, it must be the case that the loogr is categorised during
the derivation, which (54) exemplifies since a copy of the raoves from its Merge position
and adjoins to a categorising head litheFor reference, th€ategorization Assumptiofnom

Embick and Noyer (2007, 296) is provided in (55):

(55) Categorization Assumption
Roots cannot appear without being categorized; Roots aegaadzed by combining

with category-defining functional heads.

Since the copy theory of movement generates two copies,ngdkie predicate in PCCs gen-
erates an uncategorised copy of the root which in theoryldhdalate (55). Kandybowicz's
(2008) analysis avoids this problem by proposing that naiigatures are transferred from
theFoc-DEF head. Despite the issue highlighted above regarding tlstegde of the different
types of focus head and clausal determiner, the categpfisaiures that the bare root requires
in the specifier of focus are available fraroc-DEF.

Yet this aspect of the analysis has a significant consequehes examined through a
lens coloured by the discussion in Chomsky (2013) regartfiadabelling algorithm. A brief
description of the analysis follows. In an effort to simplihe operation Merge, Chomsky
(2013) removes the requirement that the output of an apigicaf Merge has to be endocen-
tric. Previous versions of the operation encoded enddcéptthrough the fact that the label
of a generated syntactic object was always derived fromélael hBy removing the stipulation
that Merge generates a label, Chomsky (2013) proposeshbaiutput of Merge should be
an unordered set. This idea is not new in of itself as it hagaa in Collins (2002) among

others. But unlike Collins, Chomsky (2013, 43) assumeslétetis are required for a syntactic
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object to be interpreted at the interfaces. Chomsky (20283 ahot say why a syntactic object
needs to be labelled for it to be interpreted at the intedale just assumes that it does.
As the output of Merge is unlabelled, and labels are requatetthe interfaces, Chomsky

(2013, 43) proposes the followirgabelling Algorithmwhich applies at the phase level:

(56) a. When labelling a {X, YP} structure, the labelling atghm locates the head X
via minimal search and labelling is trivial. X labels.
b. When labelling a {XP, YP} structure, the label is ambigadietween X and Y,
so either the syntactic object is modified so only one headsiblg to LA or LA

locates a feature shared by X and Y to provide the label.

In the case of {X, Y} constructions of the sort where X is a raod Y is a categorising head,
Chomsky (2013, 2015) supposes that roots are too weak tbvdidieh allows the categorising
element to determine the label of an {X, Y} structure.

Since Chomsky states that roots are too weak to label ondheirand as such need to be
associated with a categorising head by adjunction or Me\péecannot label in (54) but the
v to which \/3 is adjoined does. If the amalgamation of a root and a catsgggrhead (or at
least the categoriser) can label, then it should be the tetdhe root in the specifier of the
focus phrase provides a label since it acquires categaristtatures fronFoc-DEF which is
of course problematic. On the other hand, if the redupbicadf the fronted predicate could be
argued to represent something other than nominalisatidhesooot could be invisible to the
labelling algorithm, the Categorisation Assumption in)(&®uld be violated.

To summarise the labelling problem, if the displaced roaaiegorised it must provide a
label since it is the closest labelling element to tleecP label, which is the wrong result. Yet
if the reduplication could be argued to not provide evideiocanominalisation, the root in the
specifier of the focus phrase could remain bare and invisibltae labelling algorithm. The
outcome of this proposal however would result in a Categtiom Assumption violation since
the tree would contain an uncategorised root.

The final problem discussed relates specifically to the faadtin Hebrew, the fronted pred-
icate is realised as an infinitive. Landau (2006) arguesttigaverb moves into the specifier of
FOCP and that it is realised as an infinitive because it has nat pewvided with any inflection
material during the derivation. So the infinitival marking the verb can be thought of as a
default which appears since V is uninflected. The propogaiablematic when viewed in light
of languages that use an additional head to mark the infqiiike English ando, e.g./ want to

run, where run is in the infinitive. In Hebrew, Landau (2006) etahat verbs are marked as an
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infinitive by the addition of a prefix to a specific form. In (5@e infinitival prefix isli - which
according to Landau’'s analysis is not a separate head bubptre [v+\/] complex. While
this analysis may work for Hebrew, it is inherently probleaimdor English since a negative
element can intervene between the infinitival marker andséub, e.g.! want to not run the
race In addition, since Hebrew has a set of infinitival markersvbfch il- is one (the others
arele- andla- and differ depending on the verb) it does not seem appreptiaanalyse the
fronted verbs as just a root and a verbaliser. Yet since Laf2206) moves a\,{+\/] into the
specifier offFOCP there is no way for these verbs to be derived with a separhéad.

In summary, the purpose of this section was to provide a gesar of the so called Predi-
cate Cleft Construction in order to determine whether iigsghcrasies can be derived using a
type of head movement. At a glance, the operation can desisescwhere only a head occurs
in the left periphery but struggles when other material edgpiped with the predicate. This
suggests that some types of predicate cleft data involvd heavement while others require
phrasal movement.

Additionally, Kandybowicz’s (2008) system of deriving PE@ith head movement re-
quires four heads to account for the data examined in thisosecThere needs to be a head
that derives constituent focus, e.gr@c. Then there needs to be a head that derives predicate
clefts without nominalisatiomoc-PRED. A third headFoC-DEF is required to generate nom-
inalised predicate clefts, and finally, a foumleF is required to build examples containing a
clausal determiner but that are not predicate cleft coastms. A more streamlined approach
would be one which used a head to derive focus constructiothe geparate head to derive the
nominalisation.

Furthermore, Kandybowicz’s (2008) analysis was shown t@rhoblematic with regards
to the Categorization Assumption from Embick and Noyer {@0hd the labelling algorithm
of Chomsky (2013). A root has to be categorised accordindnéoférmer but categorised
roots label according to the latter. Thus a root in the sprcdf focus either violates the
Categorisation Principle or provides a label inappropriatthe focus phrase.

Another problem was highlighted using the Hebrew data freendau (2006) since the
fronted predicate is realised as an infinitive because inisflected for tense. Yet it does not
seem appropriate to propose that an infinitive is the forrargie a verb when it is bare because
in other languages, infinitives are marked using an additiororpheme, e.gto run to hide
to speakand so on. Like the nominalisation property acquired by Nupeted predicates, the
infinitive marking on Hebrew predicates must come from sohww. But since the predicate

is moved straight to the specifier BbcP, it cannot even be said that it adjoins to a head in
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the left periphery which functions as an infinitive markékglEnglishto). As a consequence,
the way that the verb acquires its infinitival morpheme ingpecifier of the focus phrase is a

mystery which requires a solution.

3.2 \Verbal repetition constructions and head movement

The aim of this section is to examine verbal repetition aoresions since they involve mul-
tiple copy Spell-Out of verbal elements, but unlike pretéozlefts where one element moves
to the specifier of a left peripheral head, the verbs in verbaétition constructions are pro-
nounced in a clause medial position. While verbal repetitian be used to convey a number
of different meanings, the derivations proposed in theditge share a common element in
that both occurrences of the verb are generated by the cepyyttof movement using either
head movement or movement where a verbal element targetspduifier of a focus phrase.
At first glance, movement derives the correct results sirah epplication of the operation
provides an additional copy capable of being pronouncedit Véll be shown that movement
analyses of verbal repetition are problematic when oneroecce of the verb differs from
the other in form, i.e. one is inflected with-past] while the other is realised as an infinitive
especially given that infinitives are argued by many to pesseftTense] feature (Chomsky
1981; Haegeman 1994; Sportiche et al. 2014; Stowell 19832)1®hich cannot appear on the
verbal copy out of nowhere. Since the copy theory of movemerduces two elements that
are identical, or at least produces two elements that argid@é until the higher one Agrees
with another head (e.g. the highest occurrence of a verbatEby successive cyclic movement
would Agree with T), it should be impossible for the lower gdp possess a feature that is not
contained in the higher one (see for instance Pérez 2018).

The structure of this section is as follows. An examinatibKandybowicz’s (2008) Nupe
verbal repetition data is provided to illustrate how themqmaenon distributes in the language.
Second, an illustration of Kandybowicz’s (2008) analysigncluded to highlight how he uses
movement to derive the Nupe data. The third part of this geaikamines more verbal repeti-
tion data, this time from Collins and Essizewa (2007), wharte copy of the verb is inflected
differently from the other. This part of the discussion alldgstrates why deriving the phe-
nomenon with movement is problematic. The final part of thtige summarises the findings
and underlines the key characteristics that any verbatitigmeanalysis needs to generate.

As mentioned above, the first set of data to be examined is #amdybowicz (2008)
who provides an analysis @fare root verbal repetition constructiofBRVRCSs) which are a

subtype of verbal repetitions. These constructions arprasentative case of verbal repetition

63



phenomena and are derived using the head movement operation

The overt pronunciation of the lower copy is triggered by astmint that does not allow
an unsupported phonological tone to be Spelled-Out with@yintactic object to which it can
attach. Kandybowicz (2008) also argues that the higher oblye verb is Spelled-Out due to
morphological considerations since the element to whielmtbved root attaches, the littlieis
an affix and failure to pronounce this copy would result inr@gAffix filter violation (Lasnik
1981, 1995). Two BRVRCs from Kandybowicz (2008, 51) are med in (57) to illustrate
how the data patterns and to show that pronouncing two cipjeEsssible in both positive and

negative contexts:

(57) a. A Musd)pa eci a
MusaFrT poundyamNEG
‘Musa didn’t pound a yam.'

B: EbaMusapa eci pa.
yes Musapoundyampound

‘Yes, Musa DID IN FACT pound a yam.’

b. A: Musapa eci.
Musapoundyam

‘Musa pounded a yam.’

B: HahaMusa() pa eci pa a.
no MusaFT poundyampoundNEG
‘No, Musa DID NOT IN FACT pound a yam.’

In Nupe, to use terms Kandybowicz (2008, 50), BRVRCs are 'leatip declaratives that assert
the truth-value of a proposition or presupposition thattasts with the hypothesised truth-
value of a discourse-salient assertion”. Thus BRVRCs aveya said in response to another
utterance in order to create a distinction with the truthueeaof the previous statement. This
type of contrast is provided in (57) where the BRVRCs in theBtences are used to contradict
the assertions created by the A sentences.

It is worth mentioning now that a second construction in Nuggembles the BRVRCs
provided in (57). These are dubb&erial Verb Construction$SVCs), and like BRVRCs,
they contain multiple verbal elements. Kandybowicz (20083trates that the key difference
between SVCs and BRVRCs relates to the verbs in the formaglabstinct elements selected
from the lexicon individually while the verbs in the latteealerived by movement and Spelling
Out multiple members of the subsequent chain. Examples Kandybowicz (2008, 52-3) of
the different types of SVCs are provided in (58)-(60) foerehce:

(58) Consequential Serial Verb Constructions (CSVCs)

64



a. Musaa wan bisezln gi.
MusaFruT catchhen slaughtereat

‘Musa will catch a hen, slaughter it and (then) sell it.’

b. Musada du eci kin
MusaFruT cookyamsell

‘Musa will cook a yam and (then) sell it.

(59) Resultative SVCs (RSVCs)

a. Musae fo éwod i
MusapPRrswashgarmentbe clean

‘Musa is washing a garment clean.

b. Eldginikin tsu.
bird fall die

‘The bird fell to its death.’

(60) Purposive SVCs (PSVCs)

a. Musaa si eyi dzo
MusaFuT buy cornplant
‘Musa will buy corn in order to plant it.’

b. Musaa 14 ebi ba nakan.
MusaFuT takeknife cut meat

‘Musa will take the knife in order to cut the meat.’

SVCs and BRVRCs appear similar on the surface in that eacétremtion contains multiple
verbs which are not linked with coordination. In additiorgt mall the verbal arguments are
pronounced (only one direct object is externalised in (®0)- despite that multiple verbs are
present which presumably all possess a selection prop&ypoth differ in a number of ways
that are too significant to reconcile if both constructioresderived using the same mechanism
and each will be explored in turn. The first is that the secarth in a SVC cannot be unerga-
tive while the second verb in a BRVRC can. The contrast is @kéied by the data from
Kandybowicz (2008, 54) provided in (57):

(61) a. V2 cannot be unergative in Nupe RSVC
*Eldagi nikin fu.
bird fall fly
‘The bird fell, thereby causing it to fly.’
b. V2 may be unergative in a Nupe BRVRC

Eltgi fu fu.
bird fly fly

‘The bird DID IN FACT fly.
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Since unergative verbs are one place predicates that cemiitin a subject, it is impossible for
fu “fly” to be the final verb in (61a), which suggests that SVCs dbeontain more than one
subject-introducing littler head. In contrast, an unergative verb can appear last in &8RS
illustrated in (61). While a movement and multiple Spellt@oalysis does not seem workable
for the SVC data since the verbs are different lexical iteting,BRVRC appear derivable by
movement since the verbs are identical and there is only cogr@ence of the subject . If the
first and secondu “fly” verbs were independently generated, than somethinglavbe needed
to explain why one of the subjects is suppressed.

The second contrast between a BRVRC and a SVC is that V1 magpeated in a serial
verb construction while neither verb can repeat in a BRVRKariples from Kandybowicz

(2008, 54-5) proving this claim are shown in (62) to (65):

(62) Only V1 may repeat in a Nupe CSVC

a. Musadu eci du kan.
Musacookyamcooksell

‘Musa DID IN FACT cook a yam and (then) sell it.’

b. *Musadu eci kun kan.
Musacookyamsell sell

(63) Only V1 may repeat in a Nupe RSVC

a. Musae fo eéewo fo i
MusapPrswashgarmentwasbe clean

‘Musa IS IN FACT washing the garment clean.’
b. *Musaé fo eéewo i li.
MusaPRswashgarmentbe clearbe clean
(64) Only V1 may be repeated in PSVC
a. Musaa si eyl si dzo
MusaFuT buy cornbuy plant
‘Musa WILL IN FACT buy corn in order to plant it

b. *Musaa si eyi dzo dzo
MusaFruT buy cornplantplant

(65) Neither verb in a BRVRC may undergo further repetition

a. *Musaé gi bisegi gi.
MusaPRseathen eateat
b. *Eldgifu fu fu.
bird fly fly fly
When the first verb is repeated in (62a), (63a) and (64a) thdtris acceptable while repetition

of the second verb generates an ungrammatical sentenoeuff €Eonstructions are derived by
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establishing a relation between a verb in this case and & foead, then the grammaticality
judgements presented in (62), (63) and (64) are expected #ie second verb is further from
the focus head than the first verb. As a consequence, a relaioveen the focus head and
the second verb will skip the first verb and should trigger aimality violation. Again the
BRVRC in (65) patterns differently in that neither the firssecond verb can be repeated. This
is also expected if BRVRCs involve a relationship betweenftitus head and another element
within the clause since doubling one of the already dupidaterbs would require a second
chain to be established with the focus head.

Kandybowicz (2008, 56) exemplifies a third difference betwdlupe SVCs and BRVRCs.
It is possible to extract a subject or object from a SVC butax8RVRC in order to generate
either subject or object focus. The examples in (66) conE®VCs; (67) contains RSVCs;
(68) contains PSVCs, while (69) contains BRVRCs where stilsied object movement is not

possible:

(66) Extraction from CSVCs is possible

a. Musa du eci kano.
Musa cookyamsell FOC

‘MUSA cooked a yam and (then) sold it.’
b. Eci Musadu __ kdno.

yamMusacook sell Foc

‘Musa cooked A YAM and (then) sold it.’

(67) Extraction from RSVCs is possible

a. Musa ¢é& fo ewo i 0.
Musa PRswashgarmentbe clearFoc

‘MUSA is washing the garment clean.’

b. Ewd Musaé fo i 0.
garmentMusaPrRswash  be clearFoc

‘Musa is washing THE GARMENT clean.’

(68) Extraction from PSVCs is possible

a. Musa a si eyi dzo o.
Musa FUT buy cornplantFoc
‘MUSA will buy corn in order to plant it.’

b. Eyi Musad si __ dzo o.
cornMusaFuT buy plantFoc

‘Musa will buy CORN in order to plant it.’

(69) Extraction from BRVRCs is blocked
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a. *Musa__du eci du o.
Musa cookyamcookFocC

‘MUSA DID IN FACT cook a yam.

b. *Eci Musadu __ cookrFoc
yamMusacook cookFocC

'Musa DID IN FACT cook A YAM.’

Subject and object extraction is possible in all the SVCysidedl in (66), (67) and (68). As-
suming that subject and object focus involves movementtimtospecifier of a focus phrase,
nothing prevents either constituent from satisfying adfemabn the focus head which also sug-
gests that nothing else is in a relationship withc. The BRVRCs provided in (69) pattern
differently since subject and object movement is prohiit&ince BRVRCs are focus con-
structions already, i.e. they focus the truth value of a psiifon, it is expected that focusing
the subject and object will lead to an ungrammatical serteiace the focus head is already
in use.

Kandybowicz (2008) takes the collection of data in (58) tB8)(&s evidence that unlike
SVCs, BRVRCs are not derived independently but are insteaidatl by movement, specif-
ically head movement. This being the case, it allows an aislp be proposed where both
copies of the verb are members of a single chain and are pnoaduor independent reasons.
Accordingly, it is now time to provide the syntactic chaeaettics of BRVRCs to determine
whether movement is the best way to derive the data or whethedternative needs to be
proposed. The discussion suggests that the Nupe datavallerivith head movement despite
the inherent problems that afflict the operation.

In Nupe, BRVRCs are a type of Focus construction where thasfed element is a null
headed affirmative phrase which Kandybowicz (2008, 60)lsaae>P. TheXP is moved into
the specifier of a Focus head, also null. This accounts fod#ta provided in (70) which
indicates that moving an element from inside a BRVRC to tliederiphery is impossible,

which is to be expected if Focus already contains a null hetatiease in its specifier:

(70) Movement to the left periphery is impossible in a BRVRC

a. *Musa__du eci du o.
Musa cookyamcookFocC

‘Musa DID IN FACT cook a yam.

b. *2z& _ du eci du o0?
who cookyamcookFoc
‘Who DID IN FACT cook a yam?’
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c. *Eci Musadu _ du o.
yamMusacook cookFoc

‘Musa DID IN FACT cook A YAM.

d. *Ké Musadu __ du o0?
whatMusacook cookFoc

‘What DID IN FACT Musa cook?’

e. *KanciMusadu eci du _ 0?
when Musacookyamcook FoOC

‘When DID IN FACT Musa cook a yam?’

Example (70a) shows that the subject cannot be focused in/&BRvhile (70b) indicates that
the subject cannot be moved to the left periphery via wh-mmrd within a BRVRC which
suggest that the left periphery is already filled by a null ph@me. The direct object follows
the same pattern since the object cannot be focused (70nflergo wh-movement (70d). The
final example in (70e) illustrates that a temporal adjunoncé be moved in a BRVRC.

So far in this section, two types of focus have been used tmpbty how BRVRCs pattern.
The first is the BRVRC itself while the second is introducedhso Foc morpheme and used
for cases of constituent focus. Examples of these are prdvi (71a) (Kandybowicz 2008,
59) and (71b) (Kandybowicz 2008, 60) respectively. Nupeaiaa derive a third type of focus
constituent introduced bwyil, which at first glance seems to do the same job as a BRVRC in
the sense that it also focuses the polarity of the propositithough this time without verbal

repetition. For reference, one is provided in (71c) (Karmyiez 2008, 60).

(71) a. Musau eci du.
Musacookyamcook

‘Musa DID IN FACT cook a yam.” (NOT: ‘Musa COOKED a yam.")

b. Musadu eci o.
MusacookyamFoc

‘MUSA cooked a yam.’

c. Musadu eci ni.
MusacookyamFocC

‘Musa actually cooked a yam.’

When comparing the examples in (71), one can ask why Nupewwamethods for focusing
the polarity of a clause, i.e. why can polarity be focusedgitheni Foc head when it can also
be done using BRVRCs? Given that two constructions existdbdahe same job, there seems
to be a reduplication of efforts which at first glance seeneffitient. Kandybowicz (2008)
examines each in more detail and it appears that while batktaations focus the polarity,

the effect is pragmatically different in each case. Theedifice betweeni and BRVRCs is
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related to the speaker and the proposition being emphaskadinstance, in a BRVRC the
proposition is stated as a fact whereas inihease, it is an asserted proposition that may be
false. To illustrate, Kandybowicz (2008, 61-2) providetemlative translations of (71a) and
(71c) which draw this contrast out further. These are shaw(i@2a) and (72b) respectively:

(72) Alternative translations of (71a) and (71c) respetyiv

a. ‘Forall anyone knows, Musa DID IN FACT cook a yam.

b. ‘For all | know, Musa actually cooked a yam.

Kandybowicz proposes that the factive difference betw&@a) and (72b) necessitates that
BRVRCs contain a Fact head that encodes the additional mgeami(72a). Kandybowicz
(2008, 63-4) diagnoses the position of the additional etémsing a prosodic difference be-
tween each copy of the verb in BRVRCs. Tracking the pitch witnBRVRC illustrates that
the second copy of the verb §)/consistently corresponds with a low tone. In contrast,iwhe
pitch is tracked in non-BRVRCs containing two distinct v&rb.g. an SYOV, construction,
the second verb (3 is realised with a high tone. Thus the low tone associated W4 in a
BRVRC seems idiosyncratic to that construction and prav@éocation for the factive head,
e.g. somewhere below the position of the final landing sitb@flirect object but above the VP.
The structure proposed by Kandybowicz (2008, 67) is pravidg73). TheXP immediately

dominates the TP:
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(73) FocP

>pm Foc’
/\
) TP
\
) /\

DPsyg, T
/\
T vP
A
DPsug; v

v AgroP

/\/\

1
Agro v DPgg; Agro’

FoGop(Factivey XP™

Agro! FACTP
/\
FACTS  Agro
Py FACTK VP
V! FACT Vi JP
— \

/e ) J/\v DPQ\\/

The derivation would proceed in the following way. The lowescurrence of the root is
Merged with the direct object DP to form th\gP. The V then Merges with tth before\/
moves and adjoins to V. The next step is to MergerkeT head to the VP which results in
subsequent head movement generating two copies.ofdfo is then attached to thacTP.
Head movement afAcT follows along with movement of the object into the specifieAgroP.
The little v is Merged with AgroP. Head movement of Agro follows and thiejsct is Merged
with v’ to form the vP. T is then attached to the tree before the subject moves#sdrapecifier.
The nullX head is then attached followed by FAP is then moved into the specifier of Foc
to generate the required polarity focus reading that iattlie of the BRVRC.

Since therACT head is argued to be the source of the low tone associate BRMRCs,
Kandybowicz (2008) argues that pronunciation of the lowagrycof the verb is triggered by a
need to not have an unsupported floating tone when the destuecture is externalised. This

constraint is captured by Kandybowicz (2008, 71) in (74):

(74)  Tonal reinforcement condition (TORC)
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Prosodically unsupported tonal content is uninterpretabl

To make sure that there is no unsupported prosodic maténiconstraint in (74) forces a
lower copy to be pronounced so that a floating tone is not eatised. With regards to which
copy is pronounced, Kandybowicz (2008) argues that theifipabne is realised on material
that is left adjacent to theacT head. The result is that the pronounced lower copy could cor-
respond to the root inside the material adjoined torkeT head or the Agro head. According
to Kandybowicz (2008, 73), as Agro does not correspond tdSplled-Out material, there is
no way identify which root corresponds to the floating tone.

To summarise Kandybowicz’s (2008) discussion, the phenmomef bare root verb repe-
tition is argued to the fall-out from a “repair strategy” acdng at PF to prohibit unsupported
floating tones from being externalised. One attractive @spiethis analysis is that it does not
make use of any dubious structure building operations wigheixception of head movement.
The tree derived in (73) is similar to a transitive clause aiphie TP, at which point th&P
phrase and FocP provide the focused polarity reading. énid TP, the factive head is the
only structural difference between a transitive and a BRVR@wever, once a larger dataset is
analysed, it becomes apparent that this analysis strugdjes the lower copy contains an overt
morpheme not found in the higher copy. The reason relatdsetadpy theory of movement
because by definition, where two copies are produced, theytbae identical. Consequently,
anything contained in the lower copy has to also be an eleofdéhe higher copy.

With this issue in mind, data from Kabiye is analysed nexteiih exemplifies a problem-
atic case of verbal repetition where the lower copy contaifeature or head not found in the
higher copy. The examples are from Collins and Essizewa7(2@0o analyse a particular di-
alect of Kabiye where an infinitival verbal copy appears atéhd of the clause after a particle
ki. This construction generates two different meanings. @latas to time and is provided in

(75) while the other is shown in (76) and gives a contrastemal focus interpretation.

(75) mim-kom-a ks kom to
1SG-arrive-PERKI arrive-INFPRT
‘| have just arrived.’

(76) ma-nis kabiye ki ni-uv ma-a y20d-u ks

1SG-understand-IMPRabiye Kl understand-INAASG-NEGspeak-IMPFit
‘| only understand Kabiye. | don't speak it

The interpretation in (76) will be the focus of this discassi It is is worth noting at this

point however that there is a significant difference betwienmeaning generated by verbal
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repetition in Kabiye and Nupe. In Nupe, the proposition isufged, while in Kabiye, it is the
event denoted by the verb. Consequently, the interpretatid<abiye verbal repetition has
more in common with Nupe predicate clefts which assert thatevent will take place rather
than another, i.elt is POUNDING that Musa will do to a yam (as opposed to salimpi).
Before providing a detailed description and examinatiofollins and Essizewa’s (2007)
analysis, what follows is a brief description of Kabiye toayihe discussion a context. The
basic order of Kabiye is Subject-Verb-Object (SVO) with itiary verbs appearing in between
the subject and V, i.e. SAuxVO order. Collins and Essizevi® {2 192) provide a basic tran-

sitive as a starting point:

(77) ma-nis kabiye
1SG-understand-IMPRabiye
‘| understand Kabiye.’

In Kabiye, verbal repetition is significant for a head movemanalysis because the lower
verbal copy appears as an infinitive and is marked with [Fhis is exemplified in (76) where
the second occurrence af “understand” has a §] suffix.?2 An additional example from

Collins and Essizewa (2007, 192) is provided in (78) for rexfiee?

(78) &5 ya-k kekést ki yab
Essobuy-IMPFbean cake&l buy-INF
‘Eso [sic, SW] is just buying bean cakes.’

The data from Kabiye seems to lend itself to a movement aisagsause the first and second
occurrence of the verb have to correspond to the same létéoal The examples in (79), (80)

and (81) from Collins and Essizewa (2007, 192-3) illustthte fact:

(79) a. e y’rdu ki ys0d-6
Essospeak-IMPHKI speak-INF
‘Esso is just speaking.
b. *es5 yod-u ki kél-u
Essospeak-IMPHKI yell-INF

C. *& Yydod-u ki hog-u
Essospeak-IMPHKI laugh-INF

(80) a. cica mab-a e ki madbv (*Kkt 10-u)
teachethit-PERFEssoKI hit-INF Kl hit-INF
‘The teacher only hit Esso.

2It is also worth pointing out that the suffix denoting the infpetive is also [s].
3Collins and Essizewa (2007) state that kn&IMPF” suffix appearing at the end of the first verbal occumen
is an allomorph of the imperfective morpheme. Its appear@ndue to the fact that the verb is of the form CVb.
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b. cica Iu e ki l0-u  (*k1 méabwv
teachehit-PERFEssoKI hit-INF Kl hit-INF
‘The teacher only hit Esso.’

(81) a. &y Cét-u ki cét-v  (* kT feb-u)
Essalie-IMPF K1 lie-INF Kl lie-INF
‘He is just telling a lie’

b. &5 fe-kr ki feb-u  (* k1 cét-u)
Essdlie-IMPF Kl lie-INF  KI lie-INF
‘He is just telling a lie.

The sentences in (79), (80) and (81) illustrate that the ifeptve verb and the infinitive have
to be derived from the same lexical item. To use (81) as an pbearthe stenfe “lie” has to

be used for both verb copies. If the infinitival copy is suiétid for a synonym, the result is
unacceptable as the parentheses indicate in (81a) and (Bid)nability of the verbal copies
to be derived from different stems is taken by Collins andZesga (2007) to point towards a
movement analysis because they argue that a copy operatais to generate one of the verbs.
In addition, the authors also suggest that the infinitivekingrappears because “it is impos-
sible (outside of the imperative) to have a bare verb in KabiLollins & Essizewa 2007,
193). Yet as discussed in section 3.1, the morphewjehgs to correspond to a syntactic head
since languages exist where the infinitive is marked by amete¢ which is in complementary
distribution with other types of T, e.g. Englist.

Before providing a derivation for verb focus constructio@®ollins and Essizewa (2007)
show how subject and object focus are generated in Kabigetii®s with the object, there are
two options. The first is for the object to be clause initiahil& the second is for it to appear
in a position following the verb. The examples in (82) and) @ from Collins and Essizewa

(2007, 194);

(82) a. ma-nfs kabyiye (deké)na
1SG-understand-IMPRabiye only FOC
‘l understand (only) Kabiye.’
b. kabiy-¢ (*na) ma-nr'v
Kabiye-FOCFOC 1SG-understand-IMPF
‘| understand Kabiye.’

(reply to: ‘What language do you understand?’)

(83) a. m-pu  svlom
1SG-drinkbeverage (alcohalic)

‘l am drinking (an alcoholic beverage).
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b. sslom-m Mo-nou
beverage (alcoholic)-FOCSG-drink
'l am drinking (an alcoholic beverage).

(reply to: ‘What are you drinking?”)

The data in (82) and (83) highlights that when the object cu$ed in the clause initial po-
sition, thena FOC head is unavailable. Instead, the final element of thatdrbconstituent

is lengthened, e.g. in (82b) the finalin kabiye is lengthened t&kabiye-e while the finalm

in sulum is lengthened tsulum-m in example (83b). Collins and Essizewa (2007) propose
that the lengthening is due to a focus head which appearseadjto the fronted constituent.
Given this analysis, the fronted object appears to movetidspecifier of a clause initial fo-
cus phrase. Yet when the object is focused in a lower posi@ailins and Essizewa (2007)
analysena as the head of a low focus phrase which is Merged to the VP.ghtyi modified

structure from Collins and Essizewa (2007, 194) of (82ayawided in (84):

(84) IP
DP I
\
ma FOCP
\
U DP FOC’
kabiye FOC VP

| P
na V <DP>

ni

The focus construction in (84) is derived by moving the digjectkabiyeinto the specifier
of the low focus phrase. The verb then moves and adjoins t@tevthe s morpheme appears
as a suffix. Since the verb and direct object move,thbead appears in the final position of
the clause, as exemplified by (82a).

The derivation that Collins and Essizewa (2007) providesfdsject focus is similar to the
object focus in that it uses a clause internal focus head véhealso moves from its base po-
sition to the | head meaning that it again appears befardwo examples of subject focus are
provided in (85) before a tree is shown in (86). Both examplasthe tree (slightly modified)
are from Collins and Essizewa (2007, 194-5):
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(85) a. &0 niv na kabiye
Essounderstand-IMPFOCKabiye
‘Esso understands Kabiye.’

(reply to: ‘Who understands Kabiye?’)

b. &5 dekéni-v na kabiye
Essoonly understand-IMPRFFOCKabiye
‘Only Esso understands Kabiye.’

(86)

The example in (85a) is derived by moving the subject fronb@se position to the specifier
of the internal focus phrase, before it then moves to theipeof IP. As with the tree in
(84), the verbni moves from inside the VP and adjoins to | so that the verb plec¢hena
focus head. As a final note, it is not possible for the subjedie focused by moving it into
the specifier of a clause initial focus position. The exanipi@7) illustrating this tendency is

from Collins and Essizewa (2007, 195):

(87) *es95 ni-u (na) kabiye
Essounderstand-IMPFOCKabiye

As it is not possible to lengthen the last vowel of the subfadth or without thena head),
Collins and Essizewa (2007) take this to mean that the subfgmot move to a clause initial
focus head.

With the analyses for subject and object focus in mind, thlewdision can now turn to
verbal focus. The data patterns more like subject focus tiigact focus because it is impos-
sible for a focused verb to appear in the specifier of a clanisialifocus phrase. Data from

Collins and Essizewa (2007, 195-6) demonstrating thisi$gatovided in (88) and (89):
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(88) a. *ki ni-v ma-niv kabiye
Kl understand-INALSG-understand-IMPRabiye
‘| only speak Kabiye.’

b. *ni-v ma-niv kabiye
understand-INALSG-understand-IMPRabiye
(89) a. *kiyod-s e yood-§
Kl speak-INFEssospeak-IMPF
b. *yod-6 &5 yos0d-§
speak-INFEssospeak-IMPF
The examples in (88) and (89) indicate that the verbal copyatoccur in the clause initial
position much like the subject focus example provided ir).(&7addition, the authors provide
evidence which indicates that the focus headtan appear in verbal focus contexts. Note that
the grammaticality judgement of (90a) becomes degraded Wienahead is added while the
judgement in (90b) is acceptable with or withast

(90) a. ma-nis kabiye ki ni-u (?na)
1SG-understand-IMPRabiye Kl understand-INFFOC
‘| only understand Kabiye.’

b. piya ééy-u ki leey-a (na)
childrenplay-IMPFKI play-INF FOC
‘The children are only playing.’

Given thatnais possible and that the infinitival copy of the verb cannqies in the clause
initial position, Collins and Essizewa (2007) propose thatverb moves from its base position
to the specifier of the internal focus phrase.

Finally, we turn to the function of thki “KI” head. Collins and Essizewa (2007, 197) use
it to avoid a syntactic problem that materialises because¢ib moves from its base position
to the specifier of focus and is realised as an infinitive leefooving to I. The authors provide

the diagram in (91) to illustrate the issue:

(91) INFL lee-u  (na) leey-

play-INF FOCplay
If the lower copy of leey- “play” were to move and adjoin to théFL head, Relativized
Minimality would be violated because the closest occureenicthe verb is the one found in
the specifier of focus. Collins and Essizewa (2007) avoid pinoblem by proposing that the
lower VP moves into the specifier &f “KI”. Once the VP has moved, the verb closest to INFL

becomes the uninflected copy inside the moved VP, which aamniove and adjoin to INFL
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without causing a Relativized Minimality violation. Touktrate how all these components fit
together to produce an occurrence of verbal focus, CollmasEssizewa (2007, 198) provide a
tree, of which a slightly modified version is shown in (92).€Tinovement of the VP into the

specifier of the Kl phrase is represented by angled bracketsia index:

(92) P
DP I
\ /\
ma
| KIP
|
IMPE
VP, Kl
/\
Y D‘P Kl FOCP
ni- kabiye
VP FOC'

|
ni-o FOC <VP>;

‘ P\
(na) V DP
| |
ni  kabiye

In (92), the focus head is realised optionallyresand the verlni “understand” moves into its
specifier to produce the verbal focus reading. The verb irspleeifier of focus is pronounced
as an infinitive but Collins and Essizewa (2007) do not sayreliee infinitival morphology
comes from other than that Kabiye disallows uninflected s¢olbe pronounced, with the ex-
ception of imperatives. A mechanism is not provided to erpf@w the infinitival morpheme
-u materialises on the verb or whethercorresponds to a second head. Once the verb move-
ment has taken place, Kl is attached to the FOCP which alloe/¥'P to move into the specifier
of KIP. The INFL head is Merged with KIP and the verbal copyidesthe specifier of KIP is
adjoined to INFL. The subject is then internally Merged te thfrom its base position (not
represented in the tree).

Despite that Collins and Essizewa’s (2007) can derive thais, they cannot provide a sat-
isfactory explanation of how the infinitival morpheme apgean the copy of the verb. To
reiterate, the authors claim that verbs, with the excepifdmperatives, cannot be uninflected
in Kabiye but nothing is said about the head to which the itiigli morpheme must presumably
correspond. In the derivation of (92), one copy of the veiibtisrnally Merged with the speci-
fier of the focus phrase where it is turned into an infinitiveeTnfinitival verb blocks T from

seeing the lower copy of the verb. In order to get around tredlpm, Collins and Essizewa
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(2007) proposed that the verb $snuggled(to use Collins’s (2005) term) past the infinitival
copy to a position where it can be targeted by Infl. This smingghovement also ensures that
the direct object is in an appropriate position betweenghegdd verb and infinitive.

Yet this analysis is problematic. The issue relates to thegghng movement being trig-
gered by the stipulation that the copy of the verb in the djgzadf the lower focus phrase is
turned into an infinitive as soon as it lands in its post-mosetposition. As the infinitive
intervenes between Infl and the lowest copy of the verb, thénd8to move into the specifier
of KIP. However, there is no reason (other than the stipptativhy the uninflected verb in the
specifier of the focus phrase should not be permitted to mmVefit The reason it becomes
an infinitive in the first place is connected to the fact thabiga does not allow uninflected
verbs to be externalised. Given that Infl requires an unitgftbgerb to which it can provide
tense, and that the uninflected verb in the specifier of fogtisa closest potential target, the
only thing that bars the movement of that element to Infl isgfiygulation that it acquires an
infinitival marking from somewhere. If the infinitival marig is assigned as default to prevent
a derivation crash, then it would make more sense for the teedequire the marking during
Spell-Out as a last resort to allow as much time as possibli tw be assigned tense by other
means. This in turn would require the copy of the verb in thecHer of focus to move and
adjoin to Infl. If the infinitive did adjoin to Infl, then nothgncould ensure that the direct ob-
ject appears in an appropriate place since the VP would rgetomeed to move to KIP. Thus
this aspect of the analysis is built on the stipulation thatihfinitive marking on the verb is
acquired during or immediately after movement.

If the infinitive marker is acquired via a stipulation durieg immediately after move-
ment, then Collins and Essizewa’s (2007) analysis woulanste contradict other systems
where infinitives possess aense] feature, which in the case of finite clauses is setrisfle
while infinitives are set to [-Tense]. For example, in Choyngko81), infinitives possess a
[-Tense] feature but ng-features. This position is also adopted by Stowell (19882} who
posits that infinitives aredffTense] but are notdfpast]. Furthermore, Haegeman (1994) and
Sportiche et al. (2014) state infinitives are [-Tense]. §n&resnan (1972, 86) proposes that
the complements dbr complementisers “may describe something hypotheticahwgalised”
which Stowell (1982, 562) argues corresponds to a “possililee” and can be interpreted as
a type of tense.

Given these arguments, it does not seem appropriate foffiaitiil morpheme to be ac-
quired through a movement operation because the meaningteatures associated with an

infinitive need to be located on a head. In English, the infiaifeatures are located on Infl (or
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T in newer systems) and are collectively Spelled-Oupass the [-Tense] feature in an infini-
tive should correspond to a head, the infinitive in Kabiyebvéoubling constructions should
contain a head to host the feature. Since Collins and Esaigd®007) analysis is reliant on
the verbal copy in the low focus phrase acquiring an infialtinflection, it must be the case
that the verb possesses a [-Tense] feature. If there wereidenee of a [-Tense] feature, then
their system would be less problematic, but as an infinitivatking [«] is attached to the verb,
one does not have to look far to find a suitable host for theufeafl herefore, | argue that their
analysis is built on a stipulation that a [-Tense] infinititead is attached to the copy of the
verb that moves into the specifier of the low focus phrase.ukiyg a head during a movement
operation is problematic because it violates the inclumgs condition, the extension condi-
tion and the copy theory of movement. This last violationus db the moving element being
different from and the copy left in the pre-movement positio

To summarise the discussion, the verbal repetition data #@andybowicz (2008) was
analysed and the accompanying derivation was presented.cdpy theory of movement is
invoked to deal with the multiple occurrences of the vertunesgl in a verbal repetition con-
struction. While this proposal is applicable to the Nupenepies, movement cannot deal with
data from Collins and Essizewa (2007) where the higher cepwfiected for tense and the
lower copy is realised as an infinitive given arguments inliteeature that infinitives contain
a [-Tense] feature. As movement requires that the lower eheris a subset of the higher el-
ement, the only way for Collins and Essizewa (2007) to expilé presence of the infinitive
morpheme is to stipulate that the verb is put into the infiaittnce it moves to the specifier of
the lower focus phrase.

As Kandybowicz’s (2008) and Collins and Essizewa’s (200i8lyses are problematic, an
alternative is required that allows the Nupe and Kabiye tatze derived without any unrea-
sonable stipulations required to build examples where ethal copies are distinct. In (93),

a summary is provided of the verbal repetition characiesighat any system needs to derive:

(93) Generating verbal repetition constructions requires

a. A means of deriving multiple copies of the same verb,
() where all copies are identical,
(i) and the cases where each is distinct.

b. A way to build the “emphatic declaratives” in Nupe,

c. and the verbal focus of Kabiye.

d. A way of ensuring that all copies of the verb are derivednfitbe same lexical
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item.
e. An explanation of how the verbal copy is inside a low foquecier in Kabiye,
f.  but remains attached to a verbal projection in Nupe.
g. A means of explaining the differences between constitioeus and verbal focus

in Kabiye and Nupe.

If all the characteristics shown in (93) can be addressesfaetorily without adopting a dubi-
ous movement operation, then a significant step will be tadeards having a unified analysis
that can account for two different types of verbal copyinpe hext step in the dissertation is

to show how pre-verbal particles and verbal suffixes fit intpicture.

3.3 Pre-verbal particles and verbal suffixes

The purpose of this section is to examine cases of MultipllSput where a pre-verbal par-
ticle appears alongside a verbal suffix. Using negatioriustilate, when a morpheme appears
on a verb, the most obvious way to derive the data is by heagment since a verb can start
low and adjoin to each head cyclically in the clausal spinet When a free standing negative
element is also present in the clause, the position of thativegsuffix can become a problem
since a head movement analysis requires that inflectionsserbaare derived by adjoining the
verb to the target of the movement operation. The target@fhtbvement operation, in this
case a clausal negation head, then becomes an affix on thel mleveent. If a clause contains
only one negative suffix, then head movement is able to dénieadata as long as the suffix
appears on the verb in an appropriate place relative to #rarshy of the clause. In addition,
if a clause contains a free standing negative morpheme utithio affix on the verb, then it
can be argued that the verb does not move to the free standadjbut instead remains low.
Problems materialise when a clause contains a free standigaive element and a negative
suffix because head movement requires that the target of ekremrent operation becomes an
affix.

To set the scene for the discussion of pre-verbal particidsvarbal suffixes, data is pro-
vided from Halle and Marantz (1993) who derive complex varb®otawatomi using head
movement where the verb starts low and moves up, succesaglining to each head within
the verbal spine. Then examples are provided from Passaddgand Kiowa which contain
pre-verbal particles and suffixes to highlight why geneatffixes using head movement is
problematic.

Halle and Marantz (1993) provide a head movement analysiemflex verbs in the Al-
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gonquian language of Potawatomi. They derive that datayukim head movement operation
in conjunction with a number of Distributed Morphology tihetical assumptions which will
be introduced during the discussion. Yet before examinivgposition of the verb and the
way it receives its inflection, a more general descriptiothef clause is required to place the
discussion of Potawatomi’s verbal characteristics in g@raontext.

Beginning in broad terms, a tree from Halle and Marantz (1993) is shown in (94) to

illustrate how an independent order clatigestructured in Potawatomi without syntactic head

movement:
(94) CP
TP C
NegP Tns
IndP Neg
/\
VP Ind
DPAcc v

The distribution of DPs in Potawatomi is complex and sumseatiby Halle and Marantz
(1993, 144) in (95):

(95) “...all the DPs in argument positions in Potawatomi@@nominals, consisting solely
of features on the head D. Full DPs “doubling” these pronainamguments will be
adjoined to the CP when they occur, [-obv] Ds—1st, 2nd, antesihird person Ds—
are true pronominals and will cliticize to the front of CP abMDther Ds—[+obv] 3rd

person Ds and Ds unmarked for [obv]—must be small pro’s.”

To reiterate, the subject and object positions are occupyeds. When these Ds are [-obv]
they are adjoined to CP, yet when they are [+obv], the Ds nenmasitu and are analysed as
small pro’s. Finally, all complex DPs which double the Ds iguament positions are adjoined
to CP. In (94), thenoM argument represents the subject and is found in the spelifier

(synonymous with Voice for me) while the objestc is sister to V. If one of these arguments

“The distinction betweemdependenand conjunctorders relates to a difference in inflection, with indepetide

usually being used to mark main clauses and conjunct beipliedto subordinate clauses (see Halle & Marantz
1993 for more details).
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(or both) were [-obv], it would end up adjoined to CP at theelesf morphology, whereas a
[+obv] argument is a pro and stays put.

Now that the basic structure of an independent order claasebken highlighted, the
method that Halle and Marantz (1993) develop to derive cermpérbs can be explored. To
start proceedings, an example from Halle and Marantz (184@) of a Potawatomi complex

verb is provided in (96a). An alternative gloss is also pdediin (96b):

(96)  Potawatomi
a. k-wapm-a -s'i -m -wapunin-uk
Clv Agr NegAgr Tns Agr
‘you (pl) didn’t see them.’

b. k-wapm-a -s'i -m -wapunin-uk
2 see 3ACC2pl Negpreterit 3pl

‘you (pl) didn’t see them.’

In order to form the complex verb in (96a), V raises througtheaf the clausal heads in (94)

cyclically via head adjunction until it reaches C. Then agnent Agr heads are attached to
Ind, Tns and C post-syntactically at the level of MorphobadjiStructure (MS). As a result, the

agreement morphemes are not part of the syntax but appeairahe derivational process.

A tree form Halle and Marantz (1993, 145) representing appeddent order verb which has
moved to C is provided in (97):

(97) C

As the agreement markers in (97) are inserted after the tieébben sent to Morphological
Structure, the three Agr heads will not be visible or usablhé syntax.

Now that a brief summary of Halle and Marantz’s (1993) arialiias been provided, what
follows is an overview of how their system would derive thample in (96a). First, V Merges

with the direct object which must be either a [+obv] or unnearlsince it does not appear ad-

83



joined to CP at Morphological Structure. Second, the heddarges with VP to form an Ind'.
Now V undergoes head movement and adjoins to Ind. Third,ubgest argument is Merged
which forms the IndP. Fourth, Neg is attached to IndP whiggérs movement of the V+Ind
complex to Neg. Fifth, Tns is then Merged with NegP and, atiogrto Halle and Marantz
(1993, 145), the subject may move into the specifier of TP édnke (the final order of the
clause is not reliant on it). The Neg complex head moves ajaradto Tns. Finally, C is
attached to TP which again triggers syntactic head moveretnée is provided in (98) which
shows the final syntactic output of (96a) before it gets serihé morphological component.
As vocabulary insertion is a morphological operation, tiee in (98) does not contain any Agr

morphemes or vocabulary items:
(98) CP
C

/\ Tns/\c

NegP Tns

/\
/\ Neg Tns
/\
IndP Ind Neg
/\ o
DPNow )d\ V Ind
VP Ind
/\

When the tree passes to MS, vocabulary items are matched telévant terminal nodes. The

effect for the complex verb is represented by the tree in:(99)

/\

C
PN
/\ é Agr3
|
/\ /\ -uk
Agr? Tns

Neg |
‘,. -m  -wapunin
\% Ind =Sl
‘ PN

wapm Ind Agrl

-a

(99)



As the subject pronominal is marked [—-obv] by being in theosdmerson, it is adjoined to CP

during Morphological Structure. This movement operat®shiown by the tree in (100):

(100) CP
Cl CP
|
k—, /\
TP C
NegP Tns Ths c
IndP Neg C Ag
Neg Tns |
/\ /\ TN -uk
t; Ind’ I Neg Agr? Tns
N | |
VP Ind TN ‘,. -m  -wapunin
\Y Ind =Sl

To summarise the derivation of (100), the complex verb i# buthe syntactic component via
successive applications of head movement (the interneedagties are not represented for ease
of exposition). Then in the morphological component, vataty items are assigned once the
Agr heads have been added while the subject clitic is adjoineCP by dint of being a 2nd
person pronoun, i.e. [-obv].

The tree in (100) demonstrates that the head movement @peisapplicable in this con-
text because the target of the movement operation alway@res a verbal affix. Yet this
type of analysis becomes problematic when a free standiggtie element is pronounced
alongside the inflection on the verb.

The first examples provided to highlight the weaknesses @fa Imovement analysis are
from Bruening (2001) while the corresponding argumentmgigg why the data is problematic
can be found in Bruening (2017). The issue relates spedyfittathe position of the negative
element inside the complex verb in relation to the positibthe verb in the clause relative
to the free-standing negative element which dominates #nb. vThe example in (101a) is
originally from Bruening (2001, 146) and is taken from Pasaguoddy-Maliseet which is

also an Algonquian language like Potawatomi:
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(101) Passamaquoddy-Maliseet

a. Tamama=te wen wikuwaci-toli-hpi-w?
whereNeg=Emphsomeoneenjoy-there-eat.3-Neg

‘Where does no one like to eat?’

b. Kat=op keq kt-ol-essi-w.
Neg=wouldsomething2-thus-happen.to-Neg
‘Nothing shall happen to you.’

The issue here is the position of the verb relative to thedtarding negative element. Bruen-
ing assumes that the wh-phrase is in the specifier of CP. Tihigests that the subjeatenin
(101a) (the subject) is either in the specifier of TP or inslif the subject has raised to spec-
TP, thenma-tecould be in the C position. On the other hand, if the subjeict-8tu, thenma-te
could be in C, T or a separate Neg projection above the pogitithe subject. Regardless of
the position ofma-te the example in (101a) appears to show that there is alwaygemener
between thena-teand the verb regardless of the position of the subject. Thega also true
with (101b) as the subject again intervenes between thdinegdementKat=opand the verb.

Consequently, (101a) and (101b) show that verbal infleatimmnot be a result of head
movement in all cases. Head movement produces head-addjumsttuctures where the target
of the operation becomes an affix which attaches to the mdeadest. By a head movement
analysis, the verbs in (101) are predicted to have moved ¢osithee a Neg morpheme appears
as an affix. Yet as the free-standing negative element isddaauch higher up the clause, the
movement analysis is problematic since a displaced verbldlorm a constituent with the
target of the operation. In a nutshell, the verb cannot magie énough to adjoin to Neg since
the subject intervenes between Neg and the verb.

In order to further highlight the problem of head movement #re position of negation,
Bruening (2017, 23) provides more data where a verb conigiainegative element is in the
wrong position relative to a free standing negative markgnér up the clause. The example in
(102a) illustrates the position of the Neg morpheme indigeverb relative to the stem, while
(102b) and (102c) show the position of the free-standing Megelation to the other tense

morphemes found on the verb:

(202) Passamaquoddy-Maliseet

a. ’'-tokom-awi-wa-s-opon-il
3-hit-Dir-Neg-3P-Dubitative-Preterit-Obv
‘they (proximate) may have hit him/her (obviative)’

b. Ma=ten-koti-nomiy-a-wi-k kehceyawi-c—ik weyossis-ok.
Neg 1l-want-see-Dir-Neg-3RC.be.many-3Conj-Part3&imal-3P
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‘| don’t want to see a lot of animals.’

c. Ma=te wen - kisi-tomh-a-wiy-il Piyel-ol.
Neg=Emphsomeone-perf-beat-Dir-Neg-ObWw.-Obv
'No one beat Peter.

In (102a), Bruening (2017, 23) presumes that the Dubitative: Preterite morphemes corre-
spond to Modal and Tense categories respectively which sntéahNeg needs to appear under
Mod and T in the clausal hierarchy if this verb were to be datiby head movement. In of
itself, this does not seem to be a problem, but in (102b) af@d)l the position of the free-
standing negative head does not match the position of thatimeglement in the clause. The
problem for a head movement analysis is that negation isehititan the perfective head and
koti which Bruening states can be analysed as a future markerwaris As negation is free
standing, the verb cannot have raised to Neg which meandhthadtieg head is higher than
tense, aspect and mood. Yet the negative morpheme insideithés closer to the stem than
the other elements which is a fundamental problem for anggsal which links verbal com-
position with head movement because in this case, the posifithe negative morpheme does
not correspond with the position of the clausal negatiordhea

What follows now is an examination of another language, kKipthat uses free stand-
ing particles in conjunction with corresponding suffixestba verb. The language was orig-
inally based in the Black Hills of Montana but usage has dedito a limited number of
speakers (Adger et al. 2009). Kiowa is significant for theppse of this thesis because it ex-
hibits tendencies characteristic of non-configuratiomalgllages such as extensive pro-drop,
free argument order and constituent splitting, which appeaombination with configura-
tional properties connected to the composition of the vedbarequirement that certain pre-
verbal particles must occur with certain verbal suffixes.e Bltuation therefore is similar to
the Passamaquoddy-Maliseet examples since a pre-vednaget occurs in conjunction with
a verbal suffix. In addition, and like Passamaquoddy-Matisi¢is shown that the head move-
ment operation cannot generate complex verbs in Kiowa lsecamere the verb to move, it
would end up in the wrong position relative to the other secdeclements. Furthermore, it is
also argued that these examples cannot be derived using Amgthae style of Adger (2003)
where a clausal head values an uninterpretable featureeareth since the verb would need to
contain multiple uninterpretable features which wouldhtheed to be ordered once the agree-
ment operations had taken place. In this case, an assumptiavorst still a stipulation, is
needed to ensure that the morphemes corresponding to trexv@atures in the verb’s feature

bundle are attached to the verb in the correct order as thmlsuffixes in Kiowa are rigidly
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ordered.

However, before analysing the data from Kiowa, a brief dpion is provided of what it
means to be a non-configurational language. This part of idwskion focuses on Warlpiri
and the way in which Hale (1983) derives the characterigiicthe language that are now
associated with being non-configurational, i.e. pro-dnepi¢h Hale refers to as usingull
anaphory, free word order and the ability to split constituents. ©ticese properties have
been exemplified, an examination of Kiowa can begin.

Hale (1983) captures the non-configurational aspects olpitiany proposing that, to use
his terminology, the lexical structure of a clause is hieléral in contrast to the phrase struc-
ture which is flat and ordered only in a very limited sense. Sigaificant phrase structure

rules that Hale (1983, 7) proposes for Warlpiri are proviaoe03):

(103)  Warlpiri phrase structure rules
a. X —X*X
b. V — AUX X*V X*

Both (103a) and (103b) are rules which provide the struabdir@ constituent labelled with a
phrase marker. The first is representative of nominals afiitimes since such phrases are
head final. The “*" is interpreted as a number of phrases eguat greater than zero which
allows a head final phrase to consist of just a head or any nuofb&ther phrase markers.
The rule in (103b) specifies that finite clauses have an ayilivhich is initial. Any number
of phrases can follow the auxiliary before the verb appeaise verb can then be followed
by any number of phrases. A point worth noting is that the laryi can move to the second
position in certain circumstance and must move in othersliggirate the freedom with which
Warlpiri is ordered, a single sentence from Hale (1983, @yavided in (104) followed by all
the possible orders within which its constituents can béses (the final three orders in (104)

are from Adger et al. (2009, 27)):

(104) a. Ngarrka-ngkda wawirri panti-rni.
man  ERG AUX kangarocspeamON-PAST

‘The man is spearing the kangaroo.’

b.  Wawirri ka pantirni ngarrkangku.
c. Pantirni ka ngarrkangku wawirri.
d. Ngarrkangku ka pantirni wawirri.

e. Pantirni ka wawirri ngarrkangku.

f.  Wawirri ka ngarrkangku pantirni.
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The example in (104) demonstrates that there is no restiotn the order of constituents inside
a transitive sentence. The exception is the auxilia@yvhich has to be in the second position
despite how the other constituents are ordered. It is thed [&f freedom which prompts Hale
(1983) to propose that the phrase structure of non-configued languages is flat.

The characterisation of non-configurational languagesate Ki1983) also extends to the
use of discontinuous constituents, i.e. constituentstthe¢ been separated by other sentence
material, and allowing arguments to be unpronounced amegsepted by “null anaphora” in
Hale’s (1983) terms. The use of discontinuous constituemsemplified by (105a) and (105b),
both of which are from Hale (1983, 6):

(105) a. Wawirri kapi-rnapanti-rni yalumpu.
kangarocAUX  speamON-PAST that
‘| will spear that kangaroo.’

b.  Wawirri yalumpukapi-rnapanti-rni.
kangaroahat AUX speamON-PAST
In (105a)wawirri and yalumpaare both interpreted as a single constituent, that kangaroo
even though both elements are not continuous. The intatpetof wawirri and yalumpais
the same in (105b) which means that the distance betweerethertstrative and NP does not
affect the interpretation. The use of null anaphora is exXiieghby the examples in (106) from
Hale (1983, 7) where both the subject and direct object campeonounced without affecting

the acceptability of the sentences:

(106) a. Ngarrka-ngka panti-rni.
man  ERG AUX SpeamoON-PAST
‘The man is spearing him/her/it.

b.  Wawirri ka panti-rni.
kangarocAux speamON-PAST

‘He/she is spearing the kangaroo.’

c. Panti-rni ka.
SpeamON-PAST AUX

‘He/she is spearing /him/her/it.

In (106a), the direct object is unpronounced which, usinfpld€1983) terms, means that it has
been replaced by a null element. The same is also true in {1B@tinstead of the object being
dropped, it is the subject which is unpronounced. Finatlg,éxample in (106c) illustrates that
the subject and object can be dropped at the same time wlitleaves a tensed verb and an
auxiliary.

Armed with this brief description of non-configurationglithe next language to be exam-
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ined is Kiowa which exhibits the properties exemplified aiowve. free word order, discon-
tinuous elements and null anaphora alongside other rigifigurational properties. Given the
purpose of this section and thesis in general, the mostfiigni of these relates to how the
order of pre-verbal particles is mirrored by verbal suffixesaddition, it will be shown below
that the relationship between the particle and suffix cabeatstablished by head movement.
What follows now are illustrations of the non-configuratibmaspects of Kiowa’'s grammar to
set the scene for a discussion of the language’s confignedta@haracteristics later in the sec-
tion.

Even though Kiowa exhibits the non-configurational chamastics described above, i.e.
pro-drop, free word order and split constituents, and ab selies heavily on inflection, an
unmarked basic word order becomes apparent upon exammndtie example in (107a) from
Adger et al. (2009, 5) provides a schematic of the order wii7b) and (107c) illustrate

(107a) using sentences from Kiowa:

(207) a. Particles> Agent=- Indirect Object=- Direct Object=- Verb

b. Hin PaithaliiPsthipdek!ii dad 5— thém-omoo
NEG Vincent Daniel stick. 3s:3s:3-break-makeNEG
"Vincent didn’'t make Daniel break the stick.” (Harbour 200:4)

c. Hét [nddgo am]xégunthgisebédéi— 2
HORT1 CcoONJ2 dog bomesliN.D:3sD—giveliMP
‘Let’s you and | give two bones to the dog.’ (Adger et al. 2089,

In (107b) and (107c) the particlégon “NEG” and Hét “HORT” precede the subjectBaithalii
“Vincent” and n35 go am “you and 1" respectively. The subjects are then followed bg t
indirect objectsPhithspdeklii “Daniel” and xégun“the dog” before the direct objectdad
“the stick” andthgyse“two bones” provide the last argument position. The lastgets in
(107b) and (107c) are the verbsthémapmoo “make/break” andédéi-) “give” respectively.
As seen in Warlpiri and Hale (1983), Kiowa allows DPs to beronpunced. The examples
provided in (108) from Adger et al. (2009, 5) use the samesrad(107b) and (107c) but do

not contain any argumengs:

(108) a. Hho- thém-9omoo
NEG 3s:3s:31-break-makelEG
‘He didn’t make him break it.’
b. Hét bédéi- 2
HORT 1IN.D:3s:3D—givelMP
‘Let’s give them to it.’

5This is referenced to Watkins (1990) in Adger et al. (2009)rmpage number is provided.
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As Kiowa can drop DP arguments, the examples in (107b) anicjldre rare when compared
to the clauses in (108). Since pro-drop is possible, theopeand number of the absent ar-
guments is read off the verbal prefix which Adger et al. (208&)arate from the root using
an en-dash (-). The structure and glossing of the prefix imian in Table 3.2 (Adger et al.
2009, 16). A clause containing an unaccusative verb is geavin (109) to further illustrate

the system:

(109)  Thaly6épni— xan
boyl  :1s:3i-arrivePF
‘The boys came to me.

Prefix type  Argument type

Xy:z- X = agent of (ditransitive) verb
y = indirect object / applicative of (di)transitive
z = direct object of (di)transitive

X:Z- X = agent of transitive
z = direct object of transitive
yiz- y = applicative of unaccusative
Z = subject of unaccusative
z- Z = subject of unaccusative

Table 3.2: Glossing system for Kiowa agreement prefixes

In (109) the indirect argument has been pro-dropped andysvigible as an inflection on the
verb. Thus:1s: refers to the first person singular indirect object whie corresponds to the
verbal subject, i.ethe boys

The final aspect of Kiowa grammar that needs highlightingpteefinalysing the compo-
sition of the verb relates to the manoeuvrability of DPs atigtioconstituents to the left and
right edges of the clause. To exemplify this property, theeamples from Adger et al. (2009,
5) are shown in (110):

(110) a. Hh mathn — x4and
NEG girl 3s-arriveNEG
‘The girl didn't arrive.’
b. Mathhnhin (— xaand
girl NEG 3s-arriveNEG
‘The girl didn’t arrive.’
Cc. Hon (- xadadnd  Mathon
NEG 3s-arriveNEG girl
‘The girl didn't arrive.’

In (110a)matton “girl” appears in the canonical subject position specifigd107a) as right-
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adjacent to the particle, in this caseG. In (110b), mathn is in a left-peripheral position
while in (110c) the constituent appears in the rightmositipps Each position is associated
with a different interpretation for the constituent. Thé [@eripheral dislocation is associated
with topic and focus while the rightward position is asstaiawith old information. This
aspect of Kiowa grammar will be mentioned in more detail abwhen it is necessary.

Now that an outline of Kiowa'’s key characteristics has bemvided, what follows is a
detailed discussion of the way that the pre-verbal padiaieract with the suffixes on the
verb. There are two types of particle in Kiowa. The first afened to aselective particleso
called because they must co-occur with a suffix on the verilewiie second are dubbewn-
selective particless they do not need to appear alongside a verbal suffix (Adgér 2009).
Non-selective particles will be analysed before seleqgti@eicles since selective particles are
more significant for the analysis presented in chapter 5.

As previously mentioned, the distribution of non-selesfparticles is relatively free in the
sense that they can occur in either pre- or post-verbaliposit In addition, when in a pre-
verbal position it is possible for non-selective partidieappear either before or after selective
particles. These traits are demonstrated in (111) usinmpbes from Adger et al. (2009, 73)

which highlight the manoeuvrability of the inferential realective particlenn :

(1112) a. Oudensn énédaakho-ky@&din— ¢g man
there INFER Anadarko-LocC 31:3s.3I—givePF INFER
‘They probably gave it to him there at Anadarko.’

b. Haya bat- pel- dou- déide)jynya an mdn
somehowliN.PL:3P—thought-hold-Dthat differently HAB INFER
gya— pél- douklothdyd (- 5n- dé-xo  gya— Kliikjomo
3s:3p-thought-holdyet somehowBs-think-D- instead3s:3p—determinaMpF
‘Whatever we may have on our minds, he thinks differently determines

things as he thinks.’

c. Gya—mjibé- do min an e- tog- xo6- dd
3p— difficult-becauseNFER HAB 3i—talk-reticent-be
‘They are probably reticent to talk [Kiowa] because it iffidiflt.

The example in (111a) shows that non-selective particlesocaur in a post-verbal position
while (111b) and (111c) indicate that non-selective pkasicare possible pre-verbally, and
that when they do occur pre-verbally, they can either beddfacent or right-adjacent to the
selective particle, which in this case is an aspectual @ardin Moreover, the same distribu-
tion pattern is shared by the non-selective particie “thus”. The examples in (112) from

Adger et al. (2009, 73) provide evidence:
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(112) a. Poi (- thottéhel x32
again3s:3s—shookvID thus

‘Again, he shot at him in that way.’

b. An x55 paa ét— (gji- 9ote-bo
HAB thussome3i:3P—night-workAux
‘Some people are wont to work at night.’

c. Hégo- al x50 an ét— gii- 9ote-bto
which.-alsothusHAB 31:3P—night-work-Aux
‘Some of the others also occasionally worked at night.’

Like the examples in (111), (112) illustrates thab can occur post-verbally (112a), pre-
verbally after selective particles (112b) or pre-verbalhgceding selective particles (112c).
It is also the case that non-selective particles do not habe in a specific order with respect
to other non-selective particles as exemplified in (113)cWwhis also from Adger et al. (2009,

73).

(113) a. An— kb3n-haigyado-do min  x35 gya— mikhdgluHomei
:3s:3P—pitiful-know- becauseNFER thus3s:3rP-block- makerF
‘She knows how pitiful they are so she tried to block them.’
b. Gig x50 pdaglig min é—  xéi
CONJthusas a wholeNFER 3s:31—places/D.PF
‘So, she placed it whole into the oven.’

The sentences in (113a) and (113b) indicate that the ordke afon-selective particles is unim-
portant in this instance since boxio — mon and msn — x50 are possible. Yet Adger et al.
(2009, 74) point out that the order of non-selective patiags not completely irrelevant. The
authors use the particleéty “still” and the examples in (114) to illustrate this resteid be-

haviour:

(114) a. E-syi hép

3i—smallp still
‘They were still small.’

b. Hétdhdn pai-al (— bwddio
still NEG sun-alsa3s—appeanNEG
‘The sun wasn't even up yet.

Cc. 3hoo gya—dpméi- ei héthan slhjtlai é— 29MH
there 3P— IMPF.EVID-LOC still HAB silver 31:3A:35—QiveIMPF
‘At that time they must have still been paying out in silver’

The example in (114a) illustrates thiaét' can occur after the verb. The next two sentences
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in (114b) and (114c) show that whémb occurs in a pre-verbal position, it must precede
the selective particleton “NEG” and an“HAB”. In addition, a further restriction ohét is

exemplified in (115) which is also from Adger et al. (2009,:74)

(115) Hétd) hon Laurel é— héig> (*hétd)
still  NEG Laurel:1s:3s-knowNEG  still
‘I don’t know Laurel (yet).

In (115), the non-selective particle is possible in a prdsak position with a free-standing
negative elementsn but is unacceptable in a post-verbal position. Adger et2009) do
not cover the restrictive properties of non-selective ipi@g in detail but rather provide the
examples in (114) and (115) to indicate that they are not déeiely free in all contexts

The distribution of non-selective particles shares pridgemwith what has historically been
described as adjunction. The ordering freedom of non-Bedeparticles is reminiscent of
the way that the DPs representing verbal arguments areeatde®ince the distribution of
non-selective particles is similar to the distribution bé&tDPs, it seems that an adjunction
operation would be able to account for much of the non-setegarticle data. Admittedly,
the distribution of particles likéét “still” remains an issue since they are not totally free, as
highlighted in (115). Yet as this thesis is concerned withding complex verbs, the issue of
non-selective particles can be sidestepped if the adpmatperation is responsible for their
distribution. Thus for clarity, | assume that non-selextparticles are attached to a syntactic
object using the adjunction operation (which | assume idbtype of Merge), and as such, will
not be derived using the complex verb deriving mechanismgsed in chapter 5.

This assumption is not ideal for two reasons. Firstly, itraztnderive the restrictions on
héty even though it does explain why non-selective particlesatreast for the most part, free
with regards to their distribution. Secondly, proposingttadjuncts are able to adjoin leftward
or rightward with no or few restrictions does not work witldrsystem using Kayne (1994)
(contra section 2.2) and the LCA. In a strictly LCA based eystspecifiers and adjuncts are
indistinguishable and both project leftward as a matter afrse, with surface word order
variations produced with roll-up movement. Thus in ordectmm that adjuncts can adjoin
leftward or rightward, a less strict version of the LCA woulded to be adopted which is
not ideal. Yet since this thesis is concerned with buildiogiplex verbs, for clarity’s sake, |
assume a modified version of the LCA despite the issue of wiadr&ayne's (1994) analysis.

Now that the order of non-selective particles has been enaahithe discussion turns to
selective particles. In terms of importance to the thesiecsive particles are more significant

than their non-selective counterparts because a strattarship is required between the parti-
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cle and the verb. In more specific terms, selective particdesiot occur in a clause without a
corresponding verbal suffix. Also, the selective particdas only occur pre-verbally and in a
particular order when more than one appears in a sentenaddition, the suffixes on the verb
have to be similarly ordered since the suffix correspondiniipé pre-verbal particle closest to
the verb has to be the closest suffix to the verbal root. Thergdisation can be represented
using a schematic structure such as the one in (116) whepegheerbal particles and verb are

represented using an ordered sequence:
(116) <part,, part, verb-suffixg-suffix, >

In (116), particled corresponds to suffi and both elements indexed withare closer to the
verb than those indexed with Two examples from Kiowa that demonstrate the order pralide
in (116) are shown in (117). Both examples are from Adger.€2809, 61), (but the first was
originally in Anquoe (1962)):

(117) a. Béthoo hdn y4&—  hdig-3>- hel- do N5 de— s5gyakhnnm
MIR  NEG:1s:3P—knowNEG-EVID-becausel 1sReFL—hold backmMmpPF
‘I was holding back because | didn’t know.’

b. *H5n béthoo &m em—d)-mdo-hel
NEG MIR  you2S— be- NEG-EVID
‘| didn't realise it wasn'’t you.’

The pattern exemplified in (116) is evident in (117a) and k) 17Starting with (117a), the
closest suffix to the root of the vetfiig “know” is NEG while the closest pre-verbal particle
is alsoNEG. The next closest is the evidential suffire/ which corresponds to the particle
immediately on the left ofon “NEG". The example in (117b) illustrates that a sentence where
the verbal suffixes are order@&G-EVID is unacceptable when the pre-verbal negative particle
is further from the main verb, in this casb) “be”, than the mirative particldétho. Two
further examples from Adger et al. (2009, 75) illustratihgttthe suffixes have to be ordered

with respect to the pre-verbal particles are provided ir8{11

(118) a. Béthooan 5— bdu- hnxlou- vyii- tloo- dei

MIR  HAB :3s3-always-come lateMPF-MOD-EVID
‘| didn't realise he was going to keep coming late.’

b. Hayatto hd (- dei- hej-m3o-tloo
probablyNEG 3s—sleep-di&¢EG-MOD
‘Probably he won't fall asleep.’

c. Bethéndemin xlalii &— hop-ii-  tloo
unlikely about tocalf :3s:3s—birthivPF-MOD
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‘The calf is unlikely to be about to be born.’

In (118a) there are two pre-verbal particles, the miraBé#po and the habituahn The habit-
ual particle corresponds to the imperfective suffilc while the mirative particle corresponds
to the evidential headlei Again the closest particle to the verb corresponds to theest
suffix, and the suffix matched with the next closest partisl@urther away. The same is true
in (118b) whereHayatto“probably” corresponds witltyoo “mMOD” while hj is associated with
m3s “NEG". In this instance, thelEG particle is closet to the verb which matches the position
of the NEG suffix since it is closer to the verb than thi@bD suffix. The final example illustrates
the same tendency &ethéndée‘unlikely” is related tot/oo “mMOD” and min “about to” corre-
sponds tdi “IMPF”. To summarise which particles correspond to which suffiledble 3.3 is

taken from Adger et al. (2009, 70) for reference:

Evidential

bél so much for EVID
béllondé so much for EVID
bétho unbeknown iIR) EVID
hstbm isitsothat@.EvID) EVID
Modal

bethénde, bothénde unlikely MOD
hayatto probably, likely MOD
poi don’t (PROH) MOD
Negation

hon not (NEG) NEG
hsnhénde merely NEG
Aspect

mii nearly PF
st just recently PF
an usually HAB) IMPF
min about to IMPF

Table 3.3: Selective Particles

The set of particles listed in the left-hand column of TabRaé@ways corresponds to the type of
verbal suffix listed in the right-hand column and the ordathefparticles is always represented
on the verb. Yet two questions still remain. First, can thebaksuffixes occur without the
selective particles? Second, are the verbal suffixes aratiagsd pre-verbal particles in a
strict order?

The answer to the first question is an affirmative since it ssfide for the suffix types that
correspond with selective particles to occur in isolatiathout the particles. The answer to the

second question is also yes as the suffixes have to be ordeeegairticular way with respect
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to each other. Evidence from Adger et al. (2009, 64-5) fohlastswers is provided in (119)
and (120):

(119) a. haap- ii- - (dei)
pick upiMPF-MOD-EVID
‘(apparently) will continually pick up’

b. hédap- 25- to
pick UpNEG-MOD
‘will not pick up’

c. haap- 25- hel
pick UpNEG-EVID
‘apparently did not pick up’

(120) a. *héap- a- Yyii- (dei)
pick upmMOD-IMPF-EVID
‘(apparently) will continually pick up’

b. *hdap- 9>- guu
pick upmMOD-NEG
‘will not pick up’

c. *haap- hel- 25
pick UpEVID-NEG
‘apparently did not pick up’

As mentioned above, it is possible for suffixes to occur wittgelective particles since none
of the examples in (119) and (120) contain them. In additibe,order of the suffixes is fixed
in the sense that the imperfective suffix has to precede nitypeldiich in turn precedes eviden-
tiality. The data also suggests that negation has to prabedmodal suffix and the evidential
suffix. The examples in (119) and (120) do not provide an ofolenegation with respect to
aspect because in Kiowa the negative suffix and the aspédit appear to be in complemen-
tary distribution and as such never co-occur (it is aspedatiypically goes unpronounced in
favour of negation (Adger et al. 2009)). Despite this appll@ck of data, Adger et al. (2009,
65) argue that evidence is available for ordering the aspdftix before negation. In Kiowa,
so calledlight verbscan be combined with non-verbal roots to convey a number écisal
meanings such as imperfectivity, inceptive perfectivatyd completive perfectivity. Unlike the
basic aspectual suffix found in (119), these light verbs @anacur with negation. Examples
from Adger et al. (2009, 65) supporting this claim are preddn (121) where the light verbs

are glossed asctandfight respectively:

(121) a. Hhem- dd- t35-g5o
NEG 3S:REFL-SINg-actNEG
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‘He isn’t/wasn’t signing/doesn’t sing.’

b. Hinem- d5- plaigoo
NEG 3S:REFL-sing-fight-NEG
‘He didn't sing.’

In (121), the elements that encode the aspectual propémtid1a) and (121b) aract and
fight and these precede negation. The position of the light verpgests that the appropriate
place for the aspectual suffix is in a position which also pdes negation. When these con-
siderations are combined with the orders exemplified inY&b@ (120) the result is the suffix

order from Adger et al. (2009, 64) shown in (122):

(122)  Order of suffixes
Aspect Negation Modality Evidentiality

In (122), Aspect precedes Negation which in turn is follovegdModality. Finally, the eviden-
tial suffix is attached to the verb after the modality suffix.alddition and as seen above during
the discussion of the pre-verbal selective particles, #drégbes themselves occur in a specific

order as well. For reference, the relevant sequence isgedvn (123):

(123)  Order of pre-verbal particles
Evidentiality Modality Negation Aspect

The order in which the pre-verbal selective particles apfgea mirror image of the sequence
of suffixes summarised in (122). This property of Kiowa is loeth by Adger et al. (2009, 74)

as theClausal Mirrorand is presented in (124):

(124)  Clausal Mirror

Selective particles occur in an order inverse to their aaset suffixes.

To summarise the discussion on particles and suffixes in &jdvihas been shown that a strict
relationship exists between selective particles and thesponding suffixes. Specifically, the
pre-verbal selective particles cannot occur without asuwiffi the verb. The reverse does not
hold since the suffixes can occur without the pre-verbaliggagt In addition, this section has
also presented evidence indicating that the selectivécfestand the verbal suffixes are in a
strict order, with the sequence of particles being a mimoade of the sequence of suffixes.
This generalisation is captured in the Clausal Mirror pded in (124). What follows now is

a discussion of whether the Clausal Mirror can be derivedgusead movement. As with the
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Passamaquoddy-Maliseet data used above, it will be shaatméad movement is inadequate
for Kiowa because it predicts that the verb should appednénarong position relative to its
arguments.

At first glance, one way in which head movement could derieeGtausal Mirror would be
to assume that the pre-verbal particles were heads in the s@ayas auxiliaries and negative
not in English, and then argue that the verb is inflected via headement but is Spelled-Out
in its Merge position (in a similar way to Kandybowicz's (&)Overbal repetition analysis). If
the sentence in (117a), and repeated below as (125) for wiemee, is used as an example
along with arguments from Adger et al. (2009) that the bastcstfucture of Kiowa contains a
vP, Applicative and VP depending on the number and types ofnaegt present, a simpleP

structure for a ditransitive would resemble the one show{26)

(125) Béthao hdn ya—  haig-5o0- hel- do nd5 de— sdgyakhnmo
MIR NEG :1s:3P—know-NEG-EVID-becausel 1sREFL-hold backmPF
‘I was holding back because | didn't know.’

(126) vP
DPagent v

N

v ApplP

N

DP|O Appl’

RN

Appl VP

/\
DPpo V

Adger et al. (2009) analyses the matrix véatoow as an unaccusative, which means that the
agreement prefixes correspond to a null unaccusative suijd@pplicative argument respec-
tively. As mentioned above, if the pre-verbal particles lagads likenot and auxiliaries in
English, which under a head movement system of verbal coitigposvould be required, then

a basic clause structure for (126) would resemble the tréE2im);

81 have not represented the pre-verbal agreement suffixas artalysis of (125). More will be said on this topic
late in chapter 6 when the head movement alternative is eeghlo

"Unlike Adger et al. (2009, 83) who do not include a litttén their basic representation of an unaccusative, |
assume that unaccusative and unergative clauses corgéiinctliittle vs. The unergative introduces an external
argument while the unaccusative littledoes not. In addition, | have treated thecauselause as an adjunct and
have not represented it in (127) to save space.



(127) EvidP

Evidy s NegP
/\

Neg vP
v ApplP

N

DPo Appl’

RN

Appl VP

DPpo V

A derivation producing the complex verb would proceed ak¥a. First V Merges with its
direct object. Then the VP is Merged with Appl. The first im&tas of head movement takes
place when V moves and adjoins to Appl. The (silent in thisetagpplicative DP is then
Merged into the specifier of ApplP. The next step is to Mergewthvhich again triggers head
movement. This time the V-Appl complex is adjoined to theamesative littlev head. Now
the first of the pre-verbal selective particles can be addeithe structure. Neg is Merged
to vP while the evidential head is attached to NegP. Both Neg andl&ntial) trigger head
movement of the verb. The outcome is a complex verb with thetstre V-Applv-Neg-Evid.

A representation of (127) containing head movement is peavin (128)

(128) EvidP
Evidyr NegP
/\
Neg Evidyr
/\N Neg vP
v eg PN /\
N v Neg
Appl v P v ApplP
A~ Appl v PN /\
V' Appl PN Appl Vv
V Appl P DPio Appl’
VvV  Appl /\
Appl VP
N

The structure of the complex head generated by head movertoamisponds with the verb
in (125) in the sense that the Eyid suffix is further from the verbal root than the negation
suffix. Yet despite that head movement derives the correattsire for the complex head, it

cannot account for the fact that in (125) the pre-verbal xedfiare free-standing and not a
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part of the verbal complex. This issue is reminiscent of ttablem highlighted in Bruening
(2017) which concerned the Passamaquoddy-Maliseet datalpd in (101) and (102). Once
head movement takes place, the free-standing pre-verliadlpa are no longer separate from
the verb. In addition, it cannot be the case that a lower cdgiieverb is pronounced once
head movement has taken place because the lower copiestardlewied with the negative
and evidential suffixes. Furthermore, as highlighted by7§)0(107b) and (107c¢) the default
position of a verb in Kiowa is after all the arguments. If treglvmoves and adjoins to Neg and
Evidential as a matter of course, then the sentences whebijhct or indirect object appear
in front of the verb will be impossible to derive without fogr movement operations.

Another possibility for deriving Kiowa complex verbs woulé to assume that the clauses
are universally head final. This approach is adopted in AdgdrHarbour (2007) but is ulti-
mately rejected in Adger et al. (2009) because it predicsdlguments can appear in between
the verb and its suffixes. A basic representation of a KiovadH@al clause containing pre-
verbal selective particles is provided in (129). The diagia originally from Adger et al.

(2009, 93) but some of the labels have been changed for temsys sake:

(129) EvidP

Partyp EvidP

T

ModP Evid®

T

Partiop ModP

AspP Mod®

Part,sp AspP

T

vP Asp®

—
Agrs Verb

The relationship between the pre-verbal selective paracld the suffixes in (129) is modifi-
cational in the sense that the particle modifies the suffithdfparticles are linearised in this

position and the heads of EvidP, ModP and AspP are head fival, the tree in (129) cap-
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tures the Clausal Mirror succinctly because it producesther<Partyp, Partiop, Parkse,
Agrs-Verb-Asp-Mod-Evid-. In addition, as arguments can appear either pre- or pobaig
one could argue that specifiers containing argumentégpl and V by Adger et al.'s (2009)
assumptions) can be linearised to the left or the right. Hewes highlighted in Adger et al.
(2009) this proposal is problematic because it predicts ttie direct object could intervene
between the verb and the evidential suffix. Two diagrams féaiger et al. (2009, 94) are

provided in (130) to demonstrate this issue:

(130) a. vP

Agent (Agent)

VP/V\VO
/’\

Object Verb (Object)

b. EvidP
Partyip EvidP
VP Evid®
/\.
Verb Object

In (130a), the Agent and the Object can be linearised to fi ar the left. Yet as illustrated in
(130b), when the direct object is linearised to the right, B intervenes between the verb and
the evidential suffix. To illustrate that this order does g@herate acceptable Kiowa sentences,
Adger et al. (2009, 95) provide a series of examples whichstteeturally equivalent to the
tree in (130b) where the object DP intervenes between thHeitesuffixes. These examples

are shown in (131), (132) and (133):

(131) a. "Hb5tom (— thoq phitthoghél?
Q.EVID 3s-drink beer- EVID
‘Is it true that he drank the beer?’
b. Hbtom (- thgg-hél phitthgg?
Q.EVID 3s-drink-EVID beer
‘Is it true that he drank the beer?’
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(132)  a. Han (- thgg phitthggm3o
NEG 3s-drink beer- NEG
‘He didn’t drank the beer?’

b. Han (- thdQ-m33 phitthgy?
NEG 3s-drink-NEG beer
‘He didn’t drink the beer.’

(133) a. "An (- thgu phitthgyuamo
HAB 3s-drink beer-  IMPF
‘He usually drinks beer.

b. An (-th6é- nmo phitthgy?
HAB 3s-drink-IMPF beer
‘He usually drinks beer.’

The examples in (131), (132) and (133) indicate that it isasgible for the direct object to
intervene between the verb and its suffix. The result is theesghen different suffixes are used
with their corresponding pre-verbal particles. The evidgnnegative and aspectual suffixes
have to be structurally adjacent to the verb in order for #r#ences to be acceptable. Thus
like head movement, a head final analysis cannot accourthidédfiowa clausal mirror.

Finally, a description and evaluation is provided of thehmoétthat Adger et al. (2009) use
to derive the clausal mirror, nameMirror Theory (Brody 2000). The outcome of the system
is an analysis where complex verbs are derived without theei®f arguments intervening
between a verb and its suffixes. Yet, while mirror theory carnve the clausal mirror, it
also faces an issue which in my mind makes its adoption difficlhe theory is reliant on
a hypothesigMirror which states that the complementation relation correspaliveéctly with
the morphological structure of a word, in the case of Kiowd #e clausal mirror, the verb. A

version of the hypothesis from Brody (2000, 29) is provideli34):

(134)  Mirror

X'is the complement of Y only if Y-X form a morphological unég-word.

The hypothesis in (134) is paired with an assumption dubbaldscopewhich reduces the
projections normally associated with a head, i.e. 8" XX’ and X™ to a single node that
represents both the minimal and maximal projection. Thtlserahan representing the same
material at least twice as one would with a hea®are Phrase Structuf€homsky 1995), i.e.
[hit hit John], a telescoped structure cuts down on redundareaguise the head, maximal pro-
jection and intermediate projection are compressed intoghesnode. A structure representing

X'-theory is provided in (135a) while (135b) hosts the mirtheoretic equivalent. Both trees
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are from Brody (2000, 30-1) but (135a) has been lightly medifi

(135) a. IP
Subj I
| vP
PN
1% | /\
Py (Subj) V'
V v /\
1% VP
PN S
V v Ob V
\
V
b. I
Subj v
/\
(Sub)) V
\
Obj

In (135a) the complex verbal head p#] is constructed by head movement. Yet the telescoped
tree in (135b) does not represent the complex head by headmeo, but it is instead read
off the maximal projection ly and V using the Mirror hypothesis. Sineds the complement
of I and V is the complement of v, by Mirror in (134), ¥4 forms a complex verb (which
Brody refers to as anorphological word. Thus and in a nutshell, the complex verb is read
off the maximal projections from the bottom up. This proddemorphological word that is
a sealed unit in the sense that an XP cannot intervene betilveererb and its suffix. The
Kiowa clausal mirror is derived in a straightforward manneing mirror theory because the
verbal suffixes are necessarily a mirror image of the ordéhefclausal spine. An example
from Adger et al. (2009, 116) demonstrating the way that thesal mirror is derivable using
mirror theory is shown in (136). Note that this analysis iszgithat the pre-verbal selective

particles are Merged into specifier positions:
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(136) Evid

Partyip Mod
Part,op Asp
Pariasp v
/\
Subj V
|
Obj

In (136), the pre-verbal selective particles are specifietheir respective heads. The subject
and object are in the specifier positionsvodind V respectively. As complementation relations
correspond to the structure of morphological words, thé werthis example is equivalent to
<V-v-Asp-Mod-Evid>. To reiterate, according to (134) if X is the complement oh¥n Y is

a suffix of X in the morphology. V is the complementwfsov is a suffix of V and so on until
the evidential head. One aspect of mirror theory not dislisslates to the position in which
the verb is pronounced. In Kiowa the situation is simple & $ense that the default order is
verb final meaning that the verb is pronounced in its lowesitjpm, in this case V. Thus the
order of a sentence containing the elements in (136) is septed by the sequence in (137)

from Adger et al. (2009, 116):
(137) Party,p Part,op Parkse Subject Object W-Aspr-MoD-PRT8

The object is in the specifier of V so V is pronounced after thigct. One way structures can
differ in mirror theory is related to the position in whichetimorphological word, in this case
the verb is Spelled-Out. As highlighted by Adger et al. (20@ difference between whether
the verb is Spelled-Out in V ar is enough to differentiate a VO order from a OV order. The
parametric difference between VO and OV in mirror theortgiens can be formalised using
feature strength, e.g. if is a category that possesses a strong feature, then the oltajoial
word corresponding to the verb will be Spelled-Out in thagipon. Consequently, in English,
v is strong while in French T is strong and so on.

Despite that mirror theory can derive the clausal mirrod e&n be parametrised to account
for verbal position in a number of languages, it seems ta@gteuwith the data explored in
sections 3.1 and 3.2. Starting with predicate clefts, itisatear how a predicate could move

without also pied-piping the internal argument since thaimal and maximal projections of

8The final suffix in (137) is represented as Prt in Adger et Z10@ 116). | do not know why it is not Evid seen
since Evid is the highest head in (136), and as such, shoutiebeutermost suffix attached to the verb.
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the verb phrase have been collapsed into a single node. $tanae, if the rest of (136) was
built and the outcome was a predicate cleft constructiors fitot clear how the head of VP
could be disentangled from the maximal projection in orderjfist the head to move into
the specifier of CP. The data in section 3.2 is also problentattause it is not clear how two
copies of a verb could be pronounced inside the verb phrase shly one head is parametrised
with a strong feature. For example, the Nupe data requishitto complex verbal heads are
pronounced inside theP. Since only one verbal projection is assigned a strongifeathere

is only a single position in which a verb can be pronouncedlinthe vP, with the outcome
being that verbal repetitions are underivable.

To summarise this section, it has been shown that head movesaenot derive exam-
ples containing a free standing morpheme—or pre-verbaicfgato use Adger et al.’s (2009)
terminology—and an inflected verb, e.g. a free standingtivegalement with a negative mor-
pheme of the verb. The reason is that head movement deriflestion by displacement,
meaning that the verb has to move and adjoin to the elemermtwihiturn becomes a verbal
suffix. Yet by dint of a free standing morpheme being freeaitrot be the case that the verb
moves as high as the free element. In Kiowa at least, thettevanezasons why the verb cannot
move. The first is that the free morpheme remains free and iseatised as an affix, while the
second relates to the verb’s position relative to the otlements in the sentence. If the verb
has to move, then it would be impossible for sentences in Kitmbe verb final in the sense
that the verb would have to move to a higher position than tfeedobject.

One seemingly simple alternative that does not require mewt and allows a relationship
to be established between the pre-verbal particle and theweuld be to assume that the
pre-verbal particle values a feature on the verb via Agrele \ferb could then possess an
unvalued feature which is valued once the pre-verbal paisdvierged. While this may work
for languages like English where the verb only Agrees with lo@ad, in this case T, the analysis
would be more problematic in a language such as Kiowa whergdtb would need to Agree
with multiple pre-verbal elements. The problem stems frbenfact that the valued features on
the verb would need to be ordered in a specific way once theeAgdation has taken place.
Consequently, it is not clear how a feature bundle could dered with anything other than a
stipulation at this point.

In addition, mirror theory was explored, and while it genedathe clausal mirror and could
be parametrised to deal with differences in the Spell-Ositijpm of a verb, it could not deal
with the displacement of an element smaller than a maximgkeption since all the nodes

comprising the extended projection of a head are collapgedingle item. This is an issue for
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deriving predicate cleft constructions where the diregectdoes not pied-pipe. In addition,
mirror theory was also argued to be problematic when appbetthe verbal repetition data
explored in section 3.2.

Finally, and before concluding this summary, it must alsaded that Kiowa and Passam-
aquoddy-Maliseet are only representative of cases whebaMgarticles are used in conjunc-
tion with a verbal suffix. As illustrated by Dryer (2013), amsing negation as an example, lan-
guages can differ with regards to how many negative morpbéhay employ and also the posi-
tion in which those negative morphemes occur. For instaaaglish has a pre-verbal negative
morphemenot without a verbal suffix; as shown in this section, Kiowa andgaaaquoddy-
Maliseet use a pre-verbal negative element with a verbéixgialthough in Kiowa the suffix
can occur in isolation); Salinan uses a free standing negatement in conjunction with a
verbal prefix; Ma uses a verbal prefix with a post-verbal ftaading morpheme, and finally
Limbu negates using a verbal prefix and suffix simultaneoustamples from these languages

are provided in (138) for referenéet?

(138) a. Salinan (Turner 1987, 132)
kara® ké’- eSax
NEG NEG-eat
‘| did not eat it
b. Ma (Tucker, Bryan, & Leslau 1966, 130)
ta- mu-subu-li  nonghs nys
NEG-1s- eat- PASTMeat NEG
‘| did not eat meat.’

c. Limbu (van Driem 1987, 91)

allb namme- sek- nen.
now sun NEG-ShineNEG

‘The sun’s not shining now.’

In (138a), the negative element attached to the verb is axpsfile the free standing mor-
pheme is pre-verbal. In contrast, the (138b) illustratearguliage that employs a negative

verbal prefix along with a particle that occurs after the véiimally, (138c) shows a language

9According to Dryer (2013) no language exhibits the ordeN@g)Neg, i.e. a verbal suffix with a post-verbal
free-standing element. The significant aspect of this ehsien is that the (V-Neg)Neg order would be suited to
a derivation that used head movement and multiple copy €péllbecause the verb would need to move higher
than the particle in order to derive the particle’s postetposition. The absence of this order (at least with regard
to Dryer’s (2013) dataset) can be taken as another problerarfalyses deriving complex verbs using the head
movement operation.

1%The formatting and example glosses have been altered tafiitié conventions adopted in this thesis.
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where both negative morphemes are affixes to the verb. Talgathier with the examples
from Potawatomi, Passamaquoddy-Maliseet and Kiowa, tteiddhis section has illustrated
how head movement cannot be the sole mechanism for derigimgplex verbs. Thus either
head movement is required in combination with one or moretiaddl operations to derive
the complex verbs analysed in this section, or an altermateeds to be proposed which can
build complex verbs and clauses without relying on multigberations. What follows now is

a summary of this chapter.

3.4 Summary

The aim of this chapter was to highlight that head movementidequate when applied to data
that requires a single complex verb to be pronounced moredhae. In section 3.1, it was
shown that predicate cleft constructions could not be predun a satisfactory manner since
head movement could only derive cases where a single headeddn the left periphery and
not examples which involved pied-piping of extra phrasalerial. In addition, Kandybowicz’s
(2008) analysis requires a proliferation of heagls, FOC-PRED, FOC-DEF, DEF) in order to
produce constituent focus, predicate clefts without natisation, predicate clefts with nom-
inalisation, and finally examples containing a clausal meiteer but no predicate cleft. This
section also highlighted issues relating the Categooisa#rinciple (Embick & Noyer 2007)
and the labelling algorithm (Chomsky 2013). Finally, a peob was raised with Landau’s
(2006) proposal that the infinitival marking on predicatefts in Hebrew is a default inflection
when the infinitive in a language like English is derived by #ddition of morpheme, e.do
run, to hide

The discussion moved from predicate clefts to verbal répetin section 3.2 and it was
found that examples of the phenomenon in Nupe can be deriitachead movement assum-
ing that the operation generates multiple copies in the saayeas other occurrences of the
copy theory of movement. Yet it was shown that head movemamtat deal with data from
Collins and Essizewa (2007) where the higher copy is inftefdetense while the lower copy
is realised as an infinitive given arguments that infinitigessess a [-Tense] feature. Deriving
both copies by movement does not explain how the [-Tensajrieappears on the lower copy
when the higher copy is not also an infinitive.

Finally, section 3.3 analyses languages where pre-vedsticies and corresponding suf-
fixes are present in a single clause. An analysis from Halliehdarantz (1993) of Potawatomi
which makes use of head movement was discussed and it was floatnthe operation works

in this instance because only suffixes are pronounced. Hawewhen a sentence contains a
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pre-verbal particle and a suffix, head movement fails siheddrget of the operation becomes
an affix on the moved verb. Thus the Passamaquoddy-MaliseeKiawa data is problematic
for head movement and prompts an analysis where a complexceer be derived without it
having to attach to the free standing element. Lastly, twerahtives were explored, Agree and
Mirror Theory, and both were argued to be problematic.

Given that head movement is an issue when used to derive th@aesented in this chap-
ter, i.e. predicate clefts, verbal repetition and verbatigles with suffixes, the next chapter
explores whether the operation can be and should be in@iggzbinto a Minimalist grammar.
The outcome is negative because HM does not comply with thengstions put forward in

chapter 2.
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Chapter 4

Can head movement be a Minimalist

operation?

The discussion in chapter 2 provided the key componentedflihimalist grammar adopted in
this thesis, e.g. Merge, the workspace, the copy operatigree and projection. Then in chap-
ter 3 an evaluation of multiple copy Spell-Out analyses wesrgto show why head movement
is used, and not used, in the literature. It was argued hatéttl operation is problematic when
used to derive this dataset. The aim of the current chapterirgicate why HM is an issue
in strict Minimalist systems assuming Merge as the only medmeriving syntactic structure.
Specifically, section 4.1 examines the theoretical ramifioa of head movement alongside
the Minimalist gadgets from chapter 2. In section 4.2, twalgses (Bobaljik & Brown 1997;
Matushansky 2006) are discussed in an attempt to see wihthbead movement operation
can be reconciled with a Minimalist research program. | artpat Bobaljik and Brown (1997)
and Matushansky (2006) are problematic for theoretical@rempirical reasons which paves

the way for the novel system developed in chapter 5.

4.1 Head movement and Minimalism

The aim of this section is to determine whether head movemenlicit Minimalist operation
given the discussion in subsection 2.1 regarding Merge. éLiteome of the argument is that
head movement cannot be thought of as Minimalist becauseei dot function like Merge
since the output of the operation is different from the outgfuMerge. The difference is not
attributed to Merge itself, but rather is due to the No Tarmge€ondition and the Extension
Condition which prohibit embedding when building syntaaibjects. Since structures built

by head movement cannot be derived using Merge, HM is redj@isean addition to Merge
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which is problematic given th&trong Minimalist Thesi¢SMT). Therefore, | argue that head
movement is not a viable Minimalist operation.

The conclusion drawn at the end of this section is relianthenassumption that Merge is
the only operation allowed by SMT and that any other opengtimposed in addition to Merge
has to be rigorously analysed to see whether it is viable. araet from Chomsky (2015, 4)

stating this assumption is provided in (139) for reference:

(139) “In the best case, phenomena would be explained bsaittten of the simplest com-
putational operation — Merge, with its two logically podsibubcases, Internal Merge
IM (automatically yielding “the copy theory off movementgihd External Merge EM
—interacting with general principles of minimal computatiMC. TheStrong Mini-

malist ThesisSMT articulates this goal.”

According to Chomsky (2015), Merge is combined with pritegpof minimal computation,
which | take to be theNo Tampering Condition(23a), theExtension Conditior(23b) and
Inclusivenesg23c), to derive syntactic structure. The problem of headamnent is not related
to Merge since Merge just combines two elements to form a fgect which on its own would
not prohibit an occurrence of head adjunction from beinglpoed. The issue is connected to
the NTC and EC since both of these conditions disallow thel leavement operation. A

derivation is provided in (140) to illustrate this issue:

a. EMViove with v = {v, Viove}
b. HM Viove to v = { v+V/love, Viove}
EM Mary = {Mary, { v+Vlove, Vlove}}
EM Voice= {Voice, {Mary, { v+v/love, Viove}}}
e. HMv+VIove to Voice = {Voice+v+y/love, {Mary, {. ..
f.  EM John= {John, {Voice+v+\/love, {Mary, {...
g. EMT={T, {John, {Voice+v+y/love, {Mary, {...
IM John= {John, {T, {John, {Voice+v+\/love, {...

(140)

o o

Whenever External Merge (EM) or Internal Merge (IM) takesgel, a new set is derived which
is correct given the NTC and EC since each application of Klehgpuld extend the object being
built. Yet when HM occurs, e.g. in (140b) and (140e), a heashibedded inside an already
built set, for instancey/love is embedded inside v/love} rather than being attached to it.
As Merge is the only syntactic structure building operatigwven for free by the SMT, in an

ideal Minimalist system, Merge should be the only procediyrerhich structure is built. Since
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head movement does not function like Merge, it has to be \deagea separate operation which
is problematic for the SMT. Finally, it cannot just be argubdt head adjunction structures
fallout from Merge since Merge cannot embed courtesy of tttension and no tampering

conditions.

The conclusion drawn from this section is that head movemedthead adjunction struc-
tures are not licit Minimalist artefacts when the systemuglgd by the Strong Minimalist
Thesis. As Merge is the only structure building operatidoveéd by SMT, head movement
cannot be assumed alongside Merge because it is an opeiatamdition to Merge rather
than being a sub-case. Also, head adjunction structurestae derived by Merge since em-
bedding is not permitted courtesy of the NTC and EC. With tloisclusion in mind, the next
section provides two proposals (Bobaljik & Brown 1997; Mstansky 2006) which attempt to

show how complex heads can be derived by Merge without Wgjdhe Extension Condition.

4.2 Two Minimalist head movement accounts

The issues surrounding the head movement operation hamgprd some scholars to exam-
ine the operation to see if it can be reconciled with a Ministalesearch program. In the
following subsections, a pair of analyses are evaluatedwaim to produce Minimalist ver-
sions of the head movement operation which do not violatextension condition. The first
is by Bobaljik and Brown (1997) while the second is by Matustly (2006). Despite that
both analyses can derive complex verbs without the thealessues associated with head
movement, they cannot generate data where an inflected véolbind low in a tree because
both systems are reliant on a different type of upward movemim addition, Matushansky
(2006) is problematic when used alongside a grammar whistinass phases in the sense of
Chomsky (2000, 2001). To begin the discussion, sectiorl &2aluates Bobaljik and Brown
(1997) while section 4.2.2 examines Matushansky’s (209§esn.

4.2.1 Bobaljik and Brown (1997)

Bobaljik and Brown (1997) propose that HM can adhere to thereston condition if what the
authors callnterarboreal operationseferred to by others asdeward Mergeand external re-
merge(de Vries 2012, 148), are permitted within the system. Sypehations allow a syntactic
object to move to other trees in the workspace. A slightlypaelh example of an interaboreal

occurrence of HM from Bobaljik and Brown (1997, 346) is pa®rdl in (141):
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(141) a. VP b. | — c. P

PN PR /\
vV DP IV | VP

. B
I V. V DP

The derivation would proceed in the following way: a) V wollterge with DP and project

to VP, b) V would then move out of VP and Merge with another edatrin the workspace

which in this case is I, ¢) the complex verb 1+V is then Mergathwhe VP. Crucially V-to-I

movement occurs before | has been Merged with VP.

The solution presented in Bobaljik and Brown (1997) cajsiés on the often implicit as-
sumption that at least two extended projections have to liesbuultaneously in most deriva-
tions. For example, whenever a sentence is derived whidaicsra subject consisting of more
than one head, e.ghe dog chased the ¢dlhe subject has to be built prior to it being Merged
into the specifier of VoiceP. As a consequence, the workspast also act as a holding ground
for pre-built syntactic objects that are waiting to be Merg&hus the only addition to the sys-
tem is the requirement that interarboreal movement takeseph order to derive MH without
violating the extension condition.

To illustrate Bobaljik and Brown’s (1997) analysis with semon-schematic examples, |
shall show how their system can be used to derive cyclic HMreshemoves to T before the
verbal complex V+T moves to C. The first example derived israsstituent question from Old
English, although any other V2 clause would work here. Twaneggles fromA Colloquy on
Occupationsby Zlfric are provided in (142) and a final output tree for (A% shown in
(143)1

(142) Old English

a. Hweknecraeftcanstpu?
which  craft knowyou

“Which craft do you know?”
(Mitchell & Robinson 2012, 192)

b. Hwaeshunta eartpu?
Whosehunterare you

“Whose hunter are you?”

(Mitchell & Robinson 2012, 192)

1The structure of the tree in (143) is different from the cilussructure used in Bobaljik and Brown (1997). For
example, the authors use IP rather then TP and there appdss1bvP in their examples. Even though the tree in
(143) includes a TP and\#P, Bobaljik and Brown’s (1997) HM analysis will work in theraa way.
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(143)

CP
DP C

T~
which craft
C TP
/\
T C
P DP T
1% T \
V/\v you T op

/\

v T /\
P DP v
Vv v ‘ /\

you v VP
o~ /\
V. v vy DP
T~
which craft

Using Bobaljik and Brown’s (1997) analysis, a derivation fb43) would proceed as follows.
First, the direct object (DO) wh-phrase is built using emé¢Merge in the usual way. Then DO
is Merged with the V, again with external Merge. The next stegtypical HM analysis would
be to Merge thes and then adjoin V tov, thus completing an instance of HM that violates
the extension condition. Bobaljik and Brown’s (1997) sgstavoids the extension condition
by Merging V with v while v is in the workspace. This step generates a second tree, the V+
amalgam, which is then combined with the VP to produte

After the subject has been added to far® another occurrence of interarboreal movement
takes place. This time T is selected and placed in workspBoe.complexv head is Merged
with T to form {{V, v}, T}. This syntactic object is then Merged 1. The subject undergoes
EPP movement which generates the TP. C is selected and thdecomhead attaches to C
while C is in the workspace. The entire complex C head is thengked to TP. The final step
of the derivation positions the direct object into the sfiecof CP.

Bobaljik and Brown’s (1997) analysis is now tested with aosecexample, this time Ger-
man, where an auxiliary moves from its Merge position insadeAuxP to T, before it then

moves from T to C. Like the Old English examples in (142), (1i44 V2 clause:

(144) DiesedAuto hat Fritz in Michengeklaut.
this car hasFritzin Munich stolen

‘Fritz stole this car in Munich.’

(Harizanov & Gribanova 2018, 6)
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In (144) this caris in the specifier of CPEritz is in the specifier of TPin Mlichenis adjoined

to vP, and finallygeklauthas raised from it Merge position to A tree is provided in (145):

(145) CP
DP (04
this car
C TP
/\
T C ,
o~ DP T
Aux T \ /\
Fritz
T AuxP
PN /\
Aux T

Aux vP

\

has

PP vP

T~

in Michen /\
DP 1%
‘ /\
Fritz v VP

PN /\
V v V DP
—_
this car

The first occurrence of interarboreal movement to take pladé45) is movement of V to
v. Like in the previous example, the moving element attachetsthost before the host has
been Merged with the clausal spine. So in this cads,free in the workspace and V Merges
with v before the entire syntactic object is attached to VP to formi & he next occurrence
of interarboreal movement takes place when Aux is combinitd Wwhile T is still in the
workspace. The T’ is then generated when T+Aux is Merged witltP. Finally, T+Aux
Merges with C immediately after C has been selected fromdkiedn. When the Merge
operation has taken place the complex C head is then attachiee clausal spine.

In summary, Bobaljik and Brown (1997) develop a method oiviteg complex heads that
works with the requirement that a workspace must exist irerotd derive a subject in the
specifier ofvP. The workspace allows Bobaljik and Brown (1997) to argws thhead can
move out of the clausal spine and attach to another headigedtaithin the workspace, thus
forming a complex head without violating the extension étiod. The complex head in its
entirety is then attached to the clausal spine to form a XellevThe system proposed by
Bobaljik and Brown (1997) does not make use of anything thatéblematic for a Minimalist
analysis because its key ingredients are Merge and a warspa a consequence, the validity

of their system becomes an empirical matter and can be stwfai tvhen it is applied to data
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where an inflected verb is found low in the verbal spine.

To develop the empirical problems further, interarborgarations face the same problems
as conventional head movement when deriving the ClausaioMin Kiowa. Specifically,
if verbal suffixes are derived by upward movement whetheeitkternal re-Merge or head
adjunction, the consequence is still the same since antiefleerb would need to occur in the
same position as the clausal head corresponding to theefarsuffix from the root. Thus in
a clause containing a verb possessing suffixes in the oraeEd/AsP, the V would need to
adjoin to the negative head before it attached to aspectiawds the aspectual head is higher
than the direct object which means that the verb needs teaappea higher position than the
direct object which is bad since Kiowa is a verb final languageus even though interarboreal
operations are theoretically preferable to those deriyelddad movement, data with inflected

low verbs is still a problem.

4.2.2 Matushansky (2006)

Matushansky (2006) also provides a way of deriving HM withaiolating the extension con-
dition. Specifically, she derives HM and phrasal movementh@ same way using feature
checking: phrasal movement and HM are triggered by unirgaple features. The proposal
is that a head (probe) possesses an uninterpretable feehicle attracts another head (goal)
into the specifier of the first head. The process of moving #aallinto the specifier is identical
to moving a phrase into a specifier, with the only differeneen which feature triggers the
movement.

After an occurrence of HM, an operation calledmergertakes both the probe and goal
and re-brackets them into a structure identical to an instaf head adjunction. A schematic

example adapted from Matushansky (2006, 81) is providel46)(

(146) XP (147) XP
O/\,
XOLur) YP Yo X
/\
& v X v
P /\,
YO[iF] WP ZP Y
S
i WP

As movement is triggered by uninterpretable features,uRgdn XC attracts a head possessing
a matching interpretable feature [iF], in this case Yhe head ¥ moves into the specifier of
X9 in the same way as a phrase undergoing movement. Movthigty the specifier of R

derives the tree in (147). The head$ &nd YO are now structurally adjacent which allows

116



m-merger to take place. The effect of m-merger on (147) isngkified by the tree in (148),
which is also from Matushansky (2006, 81):

(148) XP
X0 YP
PN N
Y% X° zp ’
PN
i WP

The system developed by Matushansky (2006) allows HM to beeatklike phrasal movement,
and as such, in a way that does not violate the extension ttmmdand adheres to c-command
in the sense that, before m-merger, the moved element c-eodsrits lower copy.

The one addition to the system is m-merger. Matushansky62@@ues there is evidence
to suggest that m-merger should be treated as an indepgrakeinf the grammar and not just
as a special operation to derive HM. She uses the Saxonwgeaiian example and follows
Abney (1987) by assuming that a DP with a possessor, @ug.book contains an NBbook
which is selected by a D -'s. A schematic example slightlypaeld from Matushansky (2006,
86) is provided in (149):

(149) DP

T

DP D’

‘ PN
1pl D° NP

| ~
Poss book

Matushansky asserts that the possessive D head in (14@im®atDP in its specifier which is
both a minimal and maximal projection. As the possessives taken to be the 1pl morpheme
in combination with the possessive D head, the local stratadjacency allows the 1pl mor-
pheme and the possessive D to undergo m-merger. The exanffp&0) provides a second tree

from Matushansky (2006, 87) representing how (149) looter aifi-merger has taken place:
(150) DP

/\ PN
DP/D° D°  book

|
1pl Poss

The structure created by m-merger is now ready for the poghseiic procesgusion from
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the Distributive Morphology framework of Halle and Maraift®93) to generate a single node
from the 1pl and Poss heads in preparation for vocabulagrtins (Matushansky 2006, 8%).

Now, a schematic example of a Germanic V2 clause reminisifehe ones that were used
to test Bobaljik and Brown (1997) is built using MatusharisK2006) system. If a V2 clause
is build-able, than (142) and (144) can also be generatdtbutitany problems. The first three
steps of the derivation are provided in (151), (152) and (153

(151) VP (152) V' (153) V'
PN PN N
V DO V{uv] VP Vv V'
PN N
vV DO V[W] VP
PN
V DO

In (151) the direct object (DO) is Merged with3/Then a little v that possesses a uninter-
pretable selection feature is Merged to VP. The featurgérig movement of V into the speci-
fier of v. This final step is represented by the example in (153).

As v and V are in a head-specifier relation, the operation m-memye take place. This is

exemplified in (154):

(154) v

The outcome is that a complex head wis formed. Recall that at this point in proceedings,
m-merger is a syntactic operation as mentioned in footnote 2

The next steps of the derivation are illustrated in (155) @a®). In (155), the constituent
that will become the subject is Merged into the specifievBf while in (156), T is Merged

with vP:

2At this point in proceedings, it is worth pointing out that fdatushansky (2006, 89) m-merger occurs imme-
diately after movement of a head into a specifier. If it did, ben there would be time to move the head out of
the specifier again which would provide evidence of phenartbat on the surface looked like excorporation. Yet
later in the paper, Matushansky (2006, 94-97) provides gmnaent for why m-merger should be treated as a mor-
phological operation rather than a syntactic one. In myiopinmoving m-merger from the syntactic component
does not work and the issues that it causes will be dealt ai#r In this section. Yet for the examples that follow,
the assumption that m-merger is syntactic will suffice.

3For the sake of simplicity, | am not representing EPP moverogthe direct object or feature inheritance.
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(155) vP (156) T

SUbj 4 T[uv] vP
/\
v VP Subj Vv
PN PN
V v V DO V/\VP
PN PN
V v V DO

As before, the uninterpretable feature on T triggers moverofEthe complexv head into the

specifier of TP. The movement operation is exemplified in 157

(157) T

V v V DO

The complex head and T are now structurally adjacent whlolwalthem to undergo m-merger.

After the operation has taken place the outcome is a comphead as seen in (158):

(158) T
T vP
PN
v T /\
Subj v

P
/\

VoV v VP
PN PN
V v V DO

For the next step of the derivation, the constituent repitrsg the subject undergoes EPP

movement to form the TP. This operation is provided in (159):
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Subj T

vP
N
v T /\
Subj v
PN
/\
VoV v VP

V v V DO

The head C is then Merged with TP to form a C'. As C possessesiatetpretable T feature,

the complex head moves into the specifier C. This stage of ¢higation is represented in
(160):

(160) C

PN
/\
Vo VP

<

DO

V
As the complex head is structurally adjacent to C, it and Cergml m-merger to form the last

level of complex head. This is shown in (161):
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(161) c

C TP
/\
T C
N SUbj T
v T /\
vV Vv T vP
N
v T /\
Subj v
P
/\
VoV v VP
PN PN
V v V DO

Finally, a constituent (XP) is Merged into the specifier of DBpending on the type of clause,

this constituent could be a topic or a wh-phrase. An exangabedvided in (162):

(162) cP
XP C
C TP
/\
T C
N SUbj T
4 T /\
Yy T vP
N
v T /\
Subj v
P
/\
Vo v VP
P PN
V v V DO

Regardless of whether the derivation built a topicalisaisucture or a some form of question,
the steps would be fundamentally the same from the perspeoti Matushansky’s (2006)

analysis since the complex verb would still move into thecHjgs of each head that made
up the verbal spine. In each specifier position the attrgdtead and complex verb would then
undergo m-merger so that by the time the complex verb is ngeteto C, it has acquired a
copy of all the heads that it needs. The analysis as it starajsplicable to all the data that was
used to test Bobaljik and Brown (1997) in section 4.2.1.

Yet Matushansky’s (2006) proposal is problematic. An isslates to how m-merger is
defined and the assumptions needed to make it a viable comipoha grammar. There are

two main questions that an m-merger analysis needs to anivefirst relates to the fact that
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it is allegedly impossible to extract a sub-component (feabr head) from inside a complex
head. Thus a complex head is opaque to syntactic operatiahg isense that it can only be
manipulated as a whole. The second question relates to whenerger occurs in a generative
grammar and the consequences of it being a syntactic or rolagibal operation.

Predictably, the first question is addressed first. The igpubhe operation m-merger is
a pair of heads in a head-specifier relation while the outpat complex verb. Matushansky
(2006) aims to derive the fact that excorporation out of agemhead is impossible using m-
merger. The first step is to assume Chomsky'’s (1995) proplaesiieatures cannot be moved in
isolation in the syntax. The reason behind this accordirngdtushansky is that a feature bun-
dle (i.e. a head) is generated in the morphological componreassembled pre-syntactically,
with the result that the syntax cannot separate a head filodividual features. As m-merger
generates a larger head from two smaller ones, it followsetkeorporation is not possible be-
cause the syntax cannot manipulate features in isolatithowi general pied-piping occurring
as well.

Matushansky (2006, 95) then states that m-merger must egtuiSpell-Out if the com-
plex head is to be treated as impenetrable to syntactic tipesa The general idea seems to be
that the complex head is un-modifiable once m-merger has takee given that a Spelled-Out
object is inaccessible. At this point it is worth stating keifly that Matushansky (2006) is as-
suming that an m-merged complex head is a phase. Thus tlersgssumes a strong version
of Chomsky (2000, 2001) where complex heads are phasal ancbtitents of the head are
subject to the phase impenetrability condition.

The analysis as it stands generates two points of interd. filst relates to whether it is
necessary to include the assumption that features canmbbed in isolation from Chomsky
(1995) and the one supposing that Spelled-Out m-mergedsha@dinaccessible by being
phases. The reason is that both seem to be doing the same ljoaking a complex head
inaccessible. The second is potentially more dubious allgmes arise from invoking the
phase analysis from Chomsky (2000, 2001). The Spell-Outailowf a phase is inaccessible
to syntactic operations, but all phases (@P,and maybe DP) have an edge where items within
the phase can move to if they need to appear in a positionefucgh the tree. One such case
would be long distance wh-movement across multiple ph&siren that phases have an edge,
it should be the case that a complex head also has an edgerdigiy, if a complex head has
an edge then it should be possible for a head to be extractibe ame way as a constituent
from a phase. The result is that excorporation out of a headhgoretical possibility, which

is of course a bad result.
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If a complex head is phasal, then it should also be the casa ttmnplex head Spells-Out
in the same way as any other phase. However a complex headhodibgsem to behave like a
vP or a CP. For instance when a CP is Spelled-Out, the compteshéme phase head is sent
to the interfaces to be manipulated in the usual ways. Cudige constituent that represents
the phase is already a constituent when it is sent to thdfaiotes. If m-merger is to be thought
of as a morphological operation rather than a syntactic ibmeyst be the case that a sub-part
of the tree is sent to the morphological component so thatarger can take place. However
there does not seem to be a valid constituent that can be $éctt Woes not just include the
entire XP because the syntax builds a head-specifier coafignrwhich m-merger turns into
a complex head, e.g. like in (147) and (148).

True Matushansky (2006, 95) does say that each Merge apegdherates a phase, which
would allow the entire XP to be sent to the morphological comgmt, but it must still be the
case that the output of m-merger is accessible for furthetasyic computation given that the
m-merged head can check features in the syntax and moverfurththe tree. If m-merger
occurs in the morphological component which in many analyseart of the PF wing of the
grammar, then it must be the case that the effects of m-meayefeed the syntactic com-
ponent. This should be impossible assuming a standard Y oodehof grammar. Finally,
if each Merge operation did generate a phase (dulbedie and Spell-Ouby Matushansky
2006, 95), then it must also be the case that each phase hdgeatheough which constituents
(complex heads and phrases) can move. Such an analysis alsaolckquire that each Merging
head possessed some kind of EPP feature to trigger moverheonhstituents that needed to
be displaced further up the tree. | am not sure that a systenthis is workable.

The last issue to be discussed relates specifically to thegmmoof proposing that m-merger
is a morphological operation. If it occurs post-syntadljcahen the Head Movement Con-
straintfrom Travis (1984, 131) no longer falls out from the systerhe Teason is as follows.
Say that a V is Merged with a direct object. Then this Merged with the VP. As the pos-
sesses an uninterpretable V feature, the V moves into thedfigpef v. It is at this point where
the distinction of a syntactic or post-syntactic m-mergesignificant. If m-merger is syntactic,
then the operation takes place and generates a complex siegdiandy in the way exempli-
fied by (154) and the derivation proceeds until a tree like}1$ built. However, if m-merger
is post-syntactic then presumably nothing will happen wtes internally Merged into the
specifier ofv. Thus the subject is Merged forming a second specifier. Amelais provided
in (163):
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/\
Subj V'
/\
V V'
/\
% VP
PN
V DO

The problem arises when T is Merged with the tree. As T possearn uninterpretable

feature, thev in the specifier has to move into the specifier of T. A tree isxghim (164):

(164) T

vV DO

As (164) indicates, the V has been stranded in the specifierlicause m-merger has not
taken place and attachadand V together. The same problem will materialise when C is
Merged since the uninterpretable feature on C will triggevement of T into the specifier of
CP. By the time the derivation concludes, V will be strandedhie specifier of/; v will be
stranded in the specifier of T, and T will be stranded in theifiee of CP. Therefore it does
not appear that m-merger can be morphological operatiogsarit occurs in parallel with the
syntactic component which, as mentioned in the previousgvaphs, seems unworkable given
the model of grammar assumed here.

Finally, like Bobaljik and Brown (1997), Matushansky’s (&) system is empirically prob-
lematic because the analysis requires that complex headsudt using upward movement.
Thus to build a complex verb possessingc and Asp suffixes, the verb would need to move
into the specifier ofsp in order for it to be m-merged with the aspectual head. As a&on
quence, in Kiowa the verb is predicted to be in the wrong fsitelative to the direct object

since verb movement derives a VO order rather than the esdj@W.
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4.3 Summary

The aim of this chapter was to determine whether head movecaarnbe assumed in a Mini-
malist grammar. If the Strong Minimalist Thesis is adopt&eén | argue that the short answer
is no. In Minimalism, the SMT allows Merge as the only opematthat can occur in a gram-
mar for free since all generative grammars need a proceduwéhith syntactic structure can
be built. Merge is the simplest combinatorial operationsfile whereas head movement is
not. In addition, as highlighted in Chomsky (2015, 4), Mergeracts with “principles of min-
imal computation” which | take to be thdo Tampering ConditionExtension Conditiorand
Inclusivenessmaking it impossible for Merge to derive head adjunctiondures since these
conditions disallow the operation from embedding one haaitlé an already built object.

The next section 4.2 discussed how the head movement apefas been adapted to fit
within a Minimalist grammar. The first analysis is by Bolagind Brown (1997) who develop
a system which uses the workspace to show how complex headseocderived without vio-
lating the Extension Condition using an operation dubbeddye assideward Merge The
second analysis (Matushansky 2006) suggests that headmantean avoid the theoretical is-
sues associated with head adjunction if heads target sgreaifhen they move, whereupon the
moved head is combined with its target by m-merger, a proghgsh restructures two adjacent
heads into a configuration that resembles a head adjundtimctige. Yet Bobaljik and Brown
(1997) and Matushansky (2006) suffer the same empiricakisince their analyses both use
upward movement to derive complex heads. The outcome indititer system can explain
how a complex verb appears in a low position without havingdstulate an additional opera-
tion such asaffix hopping(Chomsky 1957). Furthermore, Matushansky (2006) is proate
when combined with a grammar that adopts phase theory.

The head movement issues highlighted above allow for amalige to be developed in
chapter 5 which uses just the mechanisms and operationssdest in chapter 2. Specifically,
| propose that complex verbs are derivable using nothingertt@an Merge, the workspace, the

copy operation and the method of labelling developed inectizn 2.5.
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Chapter 5

An alternative to head movement

This chapter aims to provide a means of deriving inflectebs/arithout using the head move-
ment operation. The key to the proposal is that it adhereBadstrong Minimalist Thesis as
much as possible. Consequently, the analysis is based ghebietical operations discussed
in chapter 2 and any departures from Merge, the Workspagwjiran Agree and Projection
will be brief and only occur when necessary. The structurthefchapter is as follows: sec-
tion 5.1 provides an outline of the Minimalist operationsatissed in chapter 2. Next, section
5.2 combines each of these constructs into a system withape of deriving complex verbs
without the issues associated with head movement. SectBexplores the consequences of
building complex verbs using the new system. Subsectioi p:@vides an analysis of modal
and auxiliary verbs while subsection 5.3.2 develops a mefnsing the new system to derive

VO, OV, V-in-T and V2 word orders. Finally, section 5.4 sumisas the chapter.

5.1 An overview of the model

The model adopted in this chapter is reliant on the Minimgégets discussed in chapter 2.
An overview of each operation is provided in this sectiongbup the development of the new
system in section 5.2. Merge begins the discussion.

The binary combinatorial operatiaWergeis used to derive syntactic structure. The ver-
sion of Merge adopted in this thesis takes two obje¢t8 and combines them to formy{ /}.
As mentioned in section 2.1, Merge does not specify a labebiisky 2013; Collins 2002;
Seely 2006) or an order (Chomsky 2013, 40), and finally, itostriggered by selection fea-
tures (Chomsky 2015, 14). Merge is combined with the No TamgeCondition, Extension
Condition and Inclusiveness, which when taken togetheurerthat Merge only applies at the

root, cannot tamper with pre-built syntactic objects andsdnot add elements such as traces
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and bar levels. In addition, Merge can be internal (IM) whea Merge element is contained in
the other, e.ga is contained in3, or external (EM) when both Merging elements are separate
objects in the workspace.

Merge applies to elements of the workspace, where workspagelerstood in this thesis
as an unordered set W 50, «, 3, v and so on} as in Collins and Stabler (2016). ltems are
extracted from the lexicon and placed directly in the wodcsp allowing Merge to combine
them to form larger syntactic objects. Each applicationegates a new workspace, e.gq W
W,, W3 etc. This conception of the workspace is paired with two @miukl assumptions.
First, the Merge operation can build more than one objedténiorkspace at any given time
which is a necessity to allow constituents to be built prathe clausal spine. Second, it is
possible for lexical items to be Merged from one tree intatheo Lastly copying is facilitated
by parallel Merge and internal Merge. To illustrate with asample, if 5 is embedded inside
«a andg is selected and Merged with a copy of 3 is generated via internal Merge. Yetaf
was selected along with another element ingigdasay~y, and3 and~ were Merged together
forming a separate constituent in the workspace, then aanos of parallel Merge has taken
place. In the derivations to come, parallel Merge and itelierge are both used to generate
copies.

The next operation mentioned is Agree since it will be resplifor the discussion of la-
belling in the following paragraph. The version of Agree pigial in this thesis is uncontrover-
sial since it does not differ from any other standard versibAgree proposed in the literature
(see for instance Adger 2003; Chomsky 2001). An Agree midt established between two
elements if a high unvalued uninterpretable feature (grisbealued by a lower valued equiv-
alent (goal). To use an example, a common type of Agree aperé found between an
unvalued [w] on T and interpretableg]] features on the subject. The feature on T probes and
is valued by the corresponding features on the subject. Aonmected occurrence of internal
Merge then positions the subject in the specifier of TP.

The final artefact discussed in section 2.5 is the labelllggrahm from Chomsky (2013).
Using a constituentd, 5} as an example, there are three ways a label can be assiginet]. F
eithera or 8 provides the label. Second, a feature shared bynd g provides the label. Third,
« and g provide the label together. This latter point representg@adure from Chomsky’s
(2013) labelling algorithm for two reasons. The first is tf@at Chomsky, movement is trig-
gered when an {XP, YP} configuration cannot be labelled. Tyrarsetry of a such a structure
is broken by internal Merge and stipulating that the copyldehind is invisible to the labelling

algorithm. Yet | assume that internal Merge is not triggebgdanything and occurs as soon
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as possible which is before labelling takes place. Thigim&tation is similar to that found
in Chomsky (2015) and Chomsky et al. (2019). Second, | do sstirae that copies can be
ignored by the labelling algorithm. One reason is that itusthde impossible to distinguish
a lower copy from a higher one given Merge and inclusiven@smther reason relates to full
interpretation. If labels are required for an object to kenpreted, and if copies are ignored
by the labelling algorithm, then copies should be ignore@-&t These issues are avoided by
assuming that {XP, YP} structures can be labelled using aesh&eature (as in Chomsky’s
system) or by two categorial features if no shared featupgdsent. Finally, the labelling al-
gorithm in (36) is free in that nothing constrains how it applto a structure. Once labelling is
complete, constraints such as full interpretation and éeaess determine whether the struc-
ture is licit. The algorithm in (36) keeps applying until itqouces appropriate labels, at which
point the tree passes to the interfaces, completing theadienm.

This section has provided a brief summary of the Minimalistchanisms that were intro-
duced in chapter 2 and will be used in section 5.2 to deriveptexnverbs. Key to the system
are Merge and a workspace since the former builds syntaatictsre while the latter is a space
where Merge can occur. The operation Agree is assumed ihibéss where necessary, but
it does not make a novel contribution unlike labelling whithays a small but significant role
in licensing where a complex verb appears within the clasgale. As these operations have
been discussed in detail in chapter 2 and summarised in thentisection, it is now time to

see how they fit together to derive a complex verb.

5.2 Building verbs in the workspace

The Minimalist operations needed to build an inflected verthe workspace have been pro-
vided in chapter 2 and were summarised in section 5.1. Itustimae to compile these oper-

ations into a single system which is capable of deriving demperbs in the workspace. The
mechanisms needed to accomplish this goal are Merge (IM, ivparallel), the workspace,

copying, Agree and labelling.

The proposal of this thesis is that complex verbs are buittguexternal Merge in the same
way as subject and object DPs. Each element of the compléxséren copied using Merge.
The process begins by accessing the lexicon and placinbealekical items needed into the
workspace. The subject, direct object and inflected verlbaile using external Merge. At
this point the workspace contains four elemenrgsverb, Subj, DO, C}. Each element of the
complex verb is copied using first parallel Merge, and theemwthe verb is attached to the

clausal spine, internal Merge. The copies are attachedhegt form the clausal spine. As
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the clausal spine is being built, the direct object and siilgee Merged in the appropriate
places. The subject moves into the specifier of TP prior tellay taking place before C is

Merged to complete the derivation. The benefit of this systethat complex verbs are not
derived using head movement and that nothing is assumedsthet already a necessary part
of the syntactic component. The structure is then labelteden the discussion in subsection
2.5. A more detailed description follows regarding how asitive clause is generated using
this system.

The first step is to place the lexical items needed to buildrdmsitive clause in (165) into
the workspace (W). The lexicon is accessed once and all émeegits needed are transferred.
As mentioned in chapter 2, | do not assume a lexical array oremation since all the items
needed for the clause can be held in W. An example is proviadd#lG6) to illustrate how W

looks when it contains all the lexical items needed to detieesentence in (165):

(165) The boy rode the bike.

(166)  Workspace
{w V'ride, v, Voice, Tpasi the,n, \/boy, v bike, C}

In (166), W is filled with everything required to produce (169 he subject, object and verb
are built first. Beginning with the direct objeat/bike andn are Merged together to fornmy
Vbike} and the is attached to complete the DP. An updated representatiti isfshown in
(167):

(167)  {w Vride, v, Voice, Tpas; {the, {n, V/bike}}, /boy, C}

As the workspace is an unordered set, it cannot contain rharedne occurrence of a lexical
item which, at first glance, is an issue since generating)(léifuires more than one instance
of theandn. Yet as mentioned in section 2.3, copiesnadind /bike can be generated using
parallel Merge. So once the direct object has been built la@evbrkspace does not contain an
occurrence ofheor n, parallel Merge is used to build the subject. For instarfee categoriser
inside the direct object is selected along with {ieoy in the workspace. These elements are
parallel Merged together forming \/boy}. Then the determiner is selected from inside the
object and is parallel Merged withn{ v/boy} which completes the subject. A illustration of

these steps is provided in (168). Abbreviated workspaaepravided to save space:

(168) a. Merge/boy andn
{w ... {n, /boy}, {the, { n, Vbike}}, C}

129



b. Mergetheand {n, v/boy}
{w ... {the, {n, v/boy}}, {the, { n, Vbike}}, C}

Once the subject has been built, the workspace contains #&ddd a selection of lexical
items. The complex verb is derived in the same way as the cuajel object, e.g. the root
V'ride is Merged withv before Voice is attached to the amalgam,6fide andv. Finally Tpast

completes the verb. The workspace now contains five elenasritisistrated by (169):

(169)  {w {{ V/ride, v}, Voice}, Tpas}, {the, { n, \/Boy}}, {the, { n, Vbike}}, C}

The complex verb, subject and object are built and readyiithér computations. The clausal
spine is derived next. The first steps involve copying. Tha Bteps are similar to the ones
used to derive the subject from the object in that elementiseo¥erb are copied using parallel
Merge and assembled to form the clausal spine. An examplesepting how theP is formed

is provided in (170). The workspaces are abbreviated to Saaee:

(170) a. Merger andv/ride
{w {Vride, v}, {{ V'ride, v}, Voice}, Tpas}, ... }
b. Mergethe bikeand {v, v/ride}
{w {{the, { n, bike}}, { V'ride, V}}, {{{ V'ride, v}, Voice}, Tpas}, ... }

In (170a)v and+/ride are parallel Merged to form a new constituent in the workspahese
elements combined to form’ in X'-bar theoretic terms. The direct object is then Merged
in (170b) to form the specifier ofP. The complex verb is attached in the Voice position. A
tree (rather than brackets, for ease of exposition) is gdeaviin (171) to illustrate the effect
of Merging the complex verb with the clausal spine. Note {i&tl) is represented using X’
labels rather than those generated by the labelling algorih (36) for ease of reference since

labels are not assigned until CP:

(171 \oice’
\oice vP
VOICe Tpast DP/\‘/,
/\ /\ P
1% \oice the n v ide
/\ /\
vV ride 4 n /bzke



As the tree in (171) has reached the Voice’ level, the suligestided to form the VoiceP. The
Tpastinside the complex verb is then selected and Merged with tiee¥? to produce a copy.
The subject is then Merged into the specifier of TP. Finallis @ttached to TP to complete the

clause. An output tree is provided in (172):

(172)

PN
the n
n \/boy /\
\oice’
PN
the n
- \oice
n +/boy A /\
Voice Tpast DP %
/\_ PN o~
v \oice the n V Vride
N Pl
Vride V n+/bike

To summarise, deriving (172) in the way exemplified aboveireg a number of assumptions.
The first is Merge which is unproblematic given current Mialist grammars. The second is
a workspace which is also not a problem. The third is that thekgpace can contain multiple
structures at any given time while the fourth is that items ba Merged from one tree into
another (parallel Merge). Given the nature of building gdiinese assumptions, the complex
verb has to be built before the clausal spine. If the claysakswas built first and the complex
verb was assembled second using Merge and parallel Metgehizig the verb to the spine
would result in an Extension Condition violation becausedéavould need to embed the verb
in an already assembled syntactic object.

The final aspect of building (165) which needs discussingéasaay in which the structure

is labelled using the labelling algorithm in (36), repeate{il 73) for convenience:

(173) Labelling Algorithm 2

In a configuration §, 5} either:

a. «orpgprojects, or
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b. afeature shared hyandg projects, or

c. distinct features i and project.

As mentioned in subsection 2.5, the labelling algorithmcfions in a way similar to the one
developed in Chomsky (2013), but with a couple of differendgirst, labelling requirements
do not trigger movement. In a transitive clause, labelliogginot start until after C has been
Merged given the PIC Il in Chomsky (2001) where the complenoérX, X a phase head,
transfers at YP, with Y being the next highest phase heads the time C has been attached
to the clause, the external argument has already been capédoved into the specifier of
TP, meaning that labelling cannot trigger movement becthese is no movement left in the
tree to trigger. Second, copies are not ignored by the lalgedilgorithm. Labels are required
for interpretation (Chomsky 2013) and copies need intémyeat the interface for a variety
of reasons, e.g. reconstruction effects and pronouncipgsadn situ to name two (see Legate
2003 for the former and Reintges 2007 for the latter). Thuppsed in subsection 2.5 that
when an {XP, YP} is generated where nothing is shared betwderge-mates, an element
from a and an element fron® is used to label the symmetric projection. For instance, the
specifier of VoiceP in a transitive clause is labelled usifigagure from the external argument
and a comparable one from inside what would be Voice’ in Xgety. This produces a {D,
Voice} label.

When these assumptions are combined with the labellingittigo in (173), the tree in
(172) is labelable without an issue. As mentioned above2)(i¥ represented using labels
derived from X’-theory. Yet since labelling follows PIC Kt the point that C is Merged with
TP, the tree contains no labels. Consequently, a labelskessture is provided in (174) to

better represent the situation at the point which C is agdch

(274)

. Tpast
m v Voice the n ke v ride

The labelling algorithm applies from the bottom up and ashsbegins withv and v/ ride

132



inside thevP. Thev-v/ride amalgam is labelled as using (173a). Since the direct object
and v Agree, (173b) uses a-feature from each constituent to generate wfelabel. The
inflected verb and direct object are labelled using (173ajuskely. The condition in (173a)
also provides a label for Voice’ and all the labels insidegbbject. Finally, (173c) generates
a label for VoiceP using the D inside the external argumedttha Voice inside Voice'. The
rest of the tree is labelled in a straightforward manner3é)provides a T label to T’ while
the external argument in the specifier of the TP is labelleti {di73b) which generatesqp
before CP is labelled using (173a). A final output tree is joled in (175) for reference:

(175) C
C o20]
D T
/\ /\
the n )
o~ Tpast {D, Voice}
n +/boy
D \oice
/\
the n
n/\boy \Voice b
v \oice the n v ride
/\ /\
Vride V n  bike

The tree in (175) is built using the Minimalist operationglexed in chapter 2. (175) also
adheres to full interpretation and headedness because@agprovides a label and an element
from the head of every phrase labels through its projectidiesreiterate, nothing determines
how each element is Merged together and which constrairt48)(generates labels. Merge
and (173) apply in combination with “principles of minimaroputation” (Chomsky 2015, 4),
such as the extension condition, no tampering and incloss& until a licit syntactic object
is produced which satisfies full interpretation and headesin Once the syntax has built and
labelled an object, it is down to the interfaces to determihether that object is licit.

To summarise this section, the minimalist operations piewiin chapter 2 are combined
into a system which is used to derive inflected verbs withbatissues associated with head

movement. This analysis is reliant on the assumption thag®é untriggered and that a
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workspace exists where inflected verbs are built beforegogftached to the clausal spine. In
addition, a development of Chomsky’s (2013) analysis plesilabels which are used by the
interfaces to determine whether a syntactic object satiffiieinterpretation (FI) and headed-
ness. Like Merge, labelling is free in that nothing dictatdgch condition in (173) is used to
generate a label but FI and headedness require each noddatioelied appropriately. Thus
(173) keeps producing labels until FI and headedness asfiexht

What follows in section 5.3, is an exploration of two commatedtypes with the hope of
illustrating how the Merge system developed in this sectian be used to generate different

datasets.

5.3 Consequences of the system

The aim of this section is to apply the system developed itises.2 to two simple datasets
to determine whether Merge and parallel Merge can be apmiedher types of verbal con-
struction. Subsection 5.3.1 derives data containing madelauxiliary verbs while subsection

5.3.2 uses the analysis to produce the differences betweéevi@ V-in-T and V2 word orders.

5.3.1 Modal and auxiliary verbs in English

One immediate consequence of the system presented inreBc2igs that it provides a means
of deriving modal and auxiliary verbs without any additibaasumptions or allowances. The
thrust of this section is that auxiliary and modal verbs ariét brior to the clausal spine in the
workspace. The inflected verb is then externally Merged dneelausal spine has been built
using the new system. The first part of this section discugsesomposition of modal and
auxiliary verbs while the second provides an illustratidrhow the system developed in 5.2
can be applied to this dataset.

Given the way that complex verbs are constructed in thisighesixiliaries and modals
must consist of at least two elements: a morpheme that @\ttt core meaning of the aux-
iliary and a second morpheme indicating how the auxiliarinfeected. So for instance, an
English auxiliary, e.ghad is comprised oPERFand Tpastmorphemes. Similarly a modal verb
like mayis built from moD and Tpresmorphemes. An analysis which attempts to derive aux-
iliaries should also provide a means of explaining how ago#dtement in a clause is inflected
by the auxiliary, e.g. the lexical verb in a string suchhase eatenThe -enmorpheme is pro-
nounced on the verb in the presence of the auxillzaye meaning that a perfective auxiliary
needs building alongside a lexical verb containirge& Fmorpheme. A benefit of the analysis

developed in this thesis is that it allows a verb inflectedhwiperfective morpheme to be built
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in the same way as a verb inflected with for example, a past telaspheme.

The similarities between a verb inflected for tense and ofiecied for aspect allow the
derivation of the participle to follow the process illuged in section 5.2. The sentence be-
ing derived is provided in (176) while (177) illustrates hdve workspace looks after all the
lexical items needed to derive (176) are selected from tkieda. For simplicities sake, both
arguments are pronouns to limit the number of lexical itemthe workspace. The modal is

represented agoD while the perfective auxiliary iSERF

(176) She might have eaten it.

(177)  Workspace

{w she, it,MOD, PERF, v/¢at, V, Voice, Tpas; C}

The first step in deriving (176) is to build the participle byeling v/eat with v and then
attaching Voice. The perfective morphemerFis attached after Voice. If the direct object
and external argument were complex elements, then thesk Wweubuilt prior to the clausal
spine. Yet it is assumed here that pronouns do not requiesrddg and that they can be treated
as simplex elements which allows the next step to involvecthesal spine. The first elements
copied are/eat andv. As before copying is facilitated by internal Merge and pafMerge.
Consequentlyy and+/eat are selected from inside the participle and Merged togdtering
anew element in the workspace. The new constituentvisreX’-bar theoretic terms, although
since labels are only assigned at the phase level in thismayssing the labelling algorithm in
(173), the tree is technically label-less. The internaliargnt is then Merged to formP. The
inflected verb is then attached to produce the Voice’ and xtermal argument is Merged to
complete the VoiceP. An accurate, and as such label-lggesentation is provided in (178)

for reference:
(178)

She

it
PERF v eat

Jeal v \oice

The VoiceP in (178) does not deviate in structure from thasgaderived in section 5.2, mean-
ing that both derivations follow the same pattern. The nex sepresents the first structural
difference between the two since it is now time to build thefgative auxiliary, but again to

re-emphasise the point, no new mechanism or operationugreetto produce this type of data.
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First, the perfective morpheme is copied from inside thichhwerb by being parallel Merged
with the MmoD morpheme found in the workspace. The perfective auxiliarthen Merged
with VoiceP. The modal verb is the next element generatedttamgbrocess is identical. The
MOD morpheme is parallel Merged from insid@&ve with the Tpagin the workspace before
the tensed modal in its entirety is combined with the clagpale to produce T'. The external
argument is Merged with T’ to produce TP before C is attaclezbmplete the derivation. As
the phase level has been reached, the labelling algoritiptieapThe VoiceP is labelled in the
same way as the one in section 5.2 and so is glossed over heige the perfective auxiliary,
PERFprojects through to the maximal projection. Since the mai®lerged in the T position,
the derivation that converges is the one in which T projeistsrgheadedness. The specifier of
TP is labelled using a shared feature of T and the externahagt. Finally, C projects. A tree

is provided in (179) to illustrate:

179 C
C ot}
she T
T PERF
/\
MOD  Tpast
PERF {D, Voice}
/\
PERF MOD
she \oice
\oice 03]
\oice PERF U /V\
/\. v eat
1% \oice
N
veat V

To summarise the building process, the matrix verb is baithe workspace beforg’eat and

v are Merged together to begin the process of building thesalaspine. The direct object is
Merged in the specifier ofP, and the verb appears in the Voice position. The subjecded

to form the specifier of VoiceP beforeRFis parallel Merged with th@oD in the workspace,
which allows the auxiliary verb to be attached to the claspaie. The same process generates

the modal, i.emoD is parallel Merged with the gasthead in the workspace. The modal is then
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combined with the clausal spine in the T position and theesitbjnoves into the specifier of
TP. Merging C completes the derivation. Finally, the trelali®lled using (173).

The tree in (179) represents one of many different strusttirat could have been derived
using these lexical items and untriggered Merge. Also, dbelling algorithm in (173) could
have generated a different set of labels for (179), but tleestiown satisfies full interpretation
and headedness since all copies inside (179) are inteof@eta a label and each phrase is
headed.

Deriving auxiliary and modal verbs in this way allows thenb®produced using the same
set of operations proposed for lexical verbs. Untriggereztdd builds syntactic objects and
these structures are then labelled using (173). No additiassumptions are required to ac-
count for this dataset. The next subsection 5.3.2 develapsytstem further by showing how it
can derive OV, V-in-T and V2. The fallout of discussing howheare positionable using this

Merge based analysis will be significant for what follows vapter 6.

5.3.2 QV, V-in-T and V2 word orders

The purpose of this section is to illustrate how the Mergeeamalysis from section 5.2 can
be applied to data where the verb is Merged with the clausaksp a position other than
Voice, e.g. they, T and C positions. The process for building the complex v&the same in
that it is derived in the workspace using external Mergergddhe clausal spine, but as Merge
is free, nothing dictates where the verb must appear in tesal spine. The outcome is that it
can be attached in any position just as long as headednedsllainterpretation are satisfied.
Each of the positions in which a verb could be attached to ldngsal spine is associated with
a different type of structure. For instance, if the verb werappear in thes position, an OV
structure would be produced since the direct object doreintte verb from the specifier of
vP. The tree in (179) demonstrates a VO example, while Merdiegerb in T would generate
a V-in-T clause, as found in French. Finally, Merging thebvierthe C position produces a V2
structure.

Consequently, the fundamental difference between OV, \UD;Vand V2 clauses relates
to the position that the complex verb is externally Mergethimtree and the aim of this sub-
section is to explore in more detail how the system develdapeection 5.2 can be applied in
oV, VO, V-in-T and V2 contexts.

Starting with VO and QV, the only difference between these tnders is connected to the
position in which the inflected verb is attached to the clhgpme. So if the verb occupies

the Voice position, then a VO order is produced since the derbinates the direct object
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(DO), assuming that DO occupies the specifievBf Similarly, if the verb is Merged in the

position, an OV order will be derived since the verb is dortédeby DO. Consequently, if the
VoicePs of a VO and QV, clause are compared, it is evidentttigabnly difference between
them relates to the position in which the verb is attachede WdicePs exemplified in (180)
and (181) demonstrate this distinction. The trees are l&beising the labelling algorithm

provided in (173):

(180) {D, Voice}

T

Subj Voice

T

\oice oP
/\ N
\oice T DO v
/\ PN
v \oice ARV
P
vV
(181) {D, Voice}

T

Subj \oice

\oice oo}
DO/\V
TN
v v
N
v T
N

v \oice
PN

vV
The only difference between (180) and (181) relates to tlsitipn where the verb is Merged.
In the former, it occupies the Voice position while in thedat it occupies the position. The
labelling algorithm in (173) provides labels that ensuradeziness and full interpretation since
the VoiceP in (180) and theP in (181) are appropriately headed while a feature from the
internal and external arguments is incorporated into thellaf VoiceP andvP respectively.
As in all previous derivations, the trees in (180) and (18® produced using untriggered
Merge and a free labelling algorithm. The result is a systdrare trees are built and labelled

continuously until a structure is derived that satisfiekiferpretation and headedness.
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The derivation of a V-in-T clause would be the same in allutsdfamentals to VO and OV
structures, with the only difference being the positiort tha verb is Merged with the clausal
spine. A canonical example of V-in-T data is provided by Etesince the verb does not appear
inside the VoiceP but is instead found in the T position. Tlhese in (182) from Harley (2013,

113) provides evidence of the verb outside the VoiceP:

(182)  Astérixmangeait souventdusanglier
Asterix eat.3.IMPFoften of boar
‘Asterix often ate boar.’

In (182), the verbnangeaiprecedes the advedwouvent If adverbs mark the edge of thw or
VoiceP (depending on the analysis), then the verb is notquieced in its domain but is instead
higher up the tree. The analysis from section 5.2 provideasaightforward way of deriving
the inflected verb in this position. The process does notassr require any assumptions not
already a part of the system and the V-in-T data is derivabthé same way as that shown in
(180) and (181). To exemplify, the tree in (183) represenis (182) would look if it were
derived using the head movement alternative presenteceali@bels are assigned using the

algorithm in (173):

(183) C
C o%0]
Astérix T
T {Adv, Voice}
/\
\Voice T
P souvent {D, Voice}
v \oice
PN
eat Vv Astérix b
D v
/\ PN
du n v eat
/\

n +/sanglier

The verb in (183) is built in the workspace prior to the cldusane along with the subject

and object. The clausal spine is then assembled using glakédirge. The inflected verb is
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then attached to the clausal spine to form the T’ beféséerix is internally Merged into the
specifier of TP. Finally, C is attached to complete the déowa The labelling algorithm in
(173) generates labels using a combination of its conditidfor instance, the’ is labelled
using (173a) whilevP is labelled with (173b) which targets a shateéeature. The VoiceP
labels are assigned using (173c) which uses a separatesfedach constituent. The inflected
verb is labelled by (173a) as is the T' node. The label of TRismEd using (173b), while the
final label is generated using (173a).

Germanic V2 clauses are the final verb position to be derimeithis subsection. When
compared with V-in-T clauses, the key difference betweemtls that the verb appears in the
C position and a phrase is Merged into the specifier of CP. Amiaal V2 example of Old

English from Mitchell and Robinson (2012, 192) is providadq184) for reference:

(184) HwekEnecreeftcanstpu?
which  craft knowyou

“Which craft do you know?”

The clause in (184) can be derived using the same set of aisum@s (182) in that the
complex verb is built in the workspace and then used to généna clausal spine with parallel

Merge. A tree representing (184) is provided in (185):

. /QQ\
Wh C
Whlﬁ\n C/\¢ #
ma ft T T
T Co you T

P
v Voice T
T you \Voice
vVknow V /\
\oice b

Once (185) is assembled, labels are assigned in the sameswaglathe other trees. The only
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difference in this case is that the specifier of CP containhgolrase. The wh-phrase and C
share a Q feature which provides the label for the final nodbértree. In (185), headedness
is satisfied because an element from the head of each phrasedsto label the maximal
projection of that phrase. Full interpretation is alsosad since nothing is ignored by (173)
as the copy of each argument supplies a label somewheraliniclausal spine.

To summarise, this section has aimed to show how a Merge lsységin can derive OV,
VO, V-in-T and V2 word orders in a straightforward mannemgsnothing more than the tools
needed to derive simple English declarative clauses. Tstemsyprovides a level of freedom
in the way that the complex verb can be attached to the clapéad. For instance, the verb
can be Merged in the v, Voice, T or C positions with each pmsiieing associated with one
of the datasets mentioned above. In addition, the labedliggrithm provided in (173) is able
to generate a set of labels which can be used to ensure thagdresss and full interpretation
are satisfied. Finally, and to reiterate, nothing dictat®s the lexical items in (180), (181),
(183) and (185) are Merged together. The trees represdarinagossibility given that Merge
is untriggered. The same is true for how the trees are labsllece nothing constrains which
condition in (173) is used to label a particular node. Asuksed in subsection 2.5, the trees
show how labels can be assigned to achieve a particulapietation that satisfies full inter-

pretation and headedness.

5.4 Summary

This aim of this section was to present a means of derivingpbexnverbs with the hope of
avoiding the theoretical issues associated with the heagment operation. Section 5.1 pro-
vided the key Minimalist operations needed for the systerheyTare Merge, a workspace,
copying, Agree and projection. Then section 5.2 put forwamdanalysis in which complex
verbs are assembled in the workspace prior to the clauga.spiach element of the complex
verb is copied using parallel Merge which allows the claspahe to be built. As the structure
is generated, the arguments and verb are attached to thesirepexternal Merge. Once the
tree reaches the appropriate phase level as determinedbly @homsky 2001), the tree is
then labelled using the algorithm provided in (173). Whhe &lgorithm is significantly in-
fluenced by the one developed in Chomsky (2013), it beha¥&gatitly in two areas. First,
none of the conditions in (173) are constrained by a strattamfiguration such as {X, YP} or
{XP, YP}. Second, (173c) allows labels to be formed usingatdee from each of the Merging
elements. The differences are combined with an assumptairiabelling is free in the same

way as Merge. Consequently, any condition in (173) couldyagipany given point during the
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labelling process. Also, as labelling occurs at the phassl,|€173) does not trigger move-
ment since internal Merge occurs during the derivation. &ffiect of combining untriggered
Merge with an unconstrained labelling algorithm is a systhat produces trees and labels
until something is built that satisfies full interpretatiand headedness.

The remainder of the chapter applied the system from sebt®io two different datasets.
Subsection 5.3.1 found that modal and auxiliary verbs cbalderived using parallel Merge in
a way comparable to lexical verbs. The second subsectiol Gs&d the analysis to derive the
differences between OV, VO, V-in-T and V2 clauses. The difficwhen using the system is
not whether a particular structure can be produced butrative a structure can be identified as
interpretable. This burden falls to full interpretationdameadedness since the former requires
that everything within a tree is interpretable while thédaensures that all phrases have heads.
The labels assigned by the labelling algorithm are checkaihat these conditions.

Now that the Merge based system has been introduced ané@dpplsome simple data,
the next chapter uses the analysis to generate the multple®pell-Out data from chapter 3.
The hope is that parallel Merge can be applied in these ctantégshout the issues associated

with head movement.
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Chapter 6

Deriving the effects of head movement

with external Merge

The aim of this chapter is to show how the Merge and paralleiglanalysis can be applied
to the data examined in chapter 3. In section 6.1, the predideft construction (PCC) ex-
amples are presented and produced using the head moveteenatite central to the thesis.
Each characteristic of this data type highlighted in chaBtéVv-fronting, A-characteristics,
Pied-piping) is built in turn. Then in section 6.2, verbgeétion constructions from Nupe and
Kabiye are generated using the same method. The intentithmisagection is to highlight how
multiple copies of a verb can be derived in non-peripheraitipms even when both copies are
not identical. Section 6.3 applies the Merge based systé¢netore-verbal particle and multiple
suffix data explored in chapter 3. Examples without pre-aeparticles from Potawatomi are
built first, while Kiowa is representative of languages ths¢ pre-verbal particles. Since this
analysis is less strict than head movement regarding wheneetrb appears in the clausal spine,
the system provides a means of deriving the differencesdmtva language like Potawatomi
where the verb is high and Kiowa where the verb is low. Therentisn 6.4 examples which
are supposed to represent violations of the mirror priecgse examined. The data in ques-
tion is from Cupefio and Navajo respectively and Harley (2Q&bvides an analysis which
generates the problematic cases using head movement amdhgraheoretical assumptions.
Yet once Merge and parallel Merge are applied to the datarhbysis becomes more stream-
lined because one of the assumptions, Merger Under Adjgdentype of post-syntactic head
movement akin to affix hopping) can be removed from the systiemg with head movement.

Finally, section 6.5 summarises the chapter.
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6.1 Predicate Cleft Constructions

What follows in this section is a discussion of how Merge aadapiel Merge can derive the
predicate cleft constructions (PCCs) provided in sectidn 3n order to provide a thorough
account, the analysis needs to produce a number of chasticethat are idiosyncratic to the
PCC data. Subsection 6.1.1 builds clauses where just assédnted. Subsection 6.1.2 shows
how the proposal from chapter 5 can generate the A-charsiits exhibited by the Nupe and
Hebrew predicate clefts. Finally, subsection 6.1.3 usegg®and parallel Merge to derive the

differences between pied-piping and non-pied-piping iocedd clefts.

6.1.1 V-fronting

This subsection intends to show how Merge and parallel Meage be used to derive the
displacement property of predicate clefts while at the sime explaining how the fronted
element can possess nominal properties in Nupe but be aitiuafim Hebrew. The method
proposed in this subsection does not require that the foead Is a clausal determiner which
transfers nominal properties to the clefted verb like in #ygrowicz’s (2008) analysis and does
not claim that the infinitival marking is default becausebgeneed to be inflected in Hebrew.
The system developed in chapter 5 incorporates untriggdiede (internal, external and
parallel), a workspace, Agree and a free version of thelialgedlgorithm to produce structures
that have to satisfy full interpretation and headednesss@leonditions use labels to determine
whether a tree is a licit syntactic object. Since Merge ardabelling algorithm in (173) are
free, nothing dictates how constituents are generated awdley are labelled. It is the job
of the interface conditions to ascertain whether the outptiie derivation is interpretable. A
positive outcome is a derivation that converges while a tgautcome is one that crashes.
This first subsection shows how predicate clefts can be @kbiivNupe and Hebrew when
pied-piping does not take place (see section 6.1.3 for aigésa of how the Hebrew pied-
piping data can be derived in this system). The data providgd86) is representative of
non-pied-piping contexts and exemplifies a hominalisedlipate cleft from Nupe originally
shown in (42e) but repeated in (186a) for convenience, andfanitival cleft from Landau

(2006, 50):

(186) a. Nupe

Bi-ba Musaa *(ba)nakansasi eésun lazi yin o.
RED-cutMusaFuT cut meat sometomorrowmorningPRT FOC

‘It is CUTTING that Musa will do to some meat tomorrow morning
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b. Hebrew

likro, hukaraet ha-sefer.
to-readhe readAcc the-book

‘As for reading, he read the book.’

The example in (186) provides two predicate clefts whererb igefronted. In both examples,
Bi-ba andlikro are not inflected in the same way as their in-situ countesparich as men-
tioned in section 3.1, is problematic at first glance for aalysis which derives the fronted
verbs by movement. Kandybowicz (2008) generates the rid@tipih of the Nupe fronted verb
by proposing that the focus headis a clausal determiner and that the nominal features on
the verb are inherited from. Conversely, Landau (2006) claims that the infinitival niame
attached to the fronted verb in Hebrew is assigned by debmdause no other inflection is
present on the verb. Since section 3.1 highlighted thespopeds as problematic, | aim to
show how (186a) and (186b) can be derived using Merge antigddvierge.

Starting with (186a), the first step is to access the lexicwhpace all the items needed to

build the clause into the workspace. A representation oiikspace is provided in (187):

(187)  Workspace
{w Vcut, v, Voice, Try, Musa, somen, v/meat, Foc}*

The first step in building (187) is to derive the lexical ve@onsequently the/cut, v, Voice
and T morphemes are Merged together. In (187), | assumeMhstis a simplex element
for simplicity’s sake (see Longobardi (1994) for argumesuggesting that proper names are
complex elements) and so does not require building whileotject is generated by Merging
n andv/meat before addingsometo complete the DP. The last element that requires assembly
is the clefted predicate.

As highlighted in section 3.1, the fronted predicate anétkbverb differ in that the fronted
predicate shares a form with nominalised Nupe verbs. Caestly, the similarity between the
clefted predicate and a nominalised verb prompts Kandytm{#008) to argue that the focus
head assigns nominal features to the fronted verb, whichighdighted in section 3.1 is a
problem.

A benefit of this Merge based system over Kandybowicz’s (2@98tem is that the verb

is generated in the workspace and a nominalisation feasukéerged to the verb during the

!Kandybowicz (2008, 83) analysg#n as a “temporal adverbial particle”. Given that adverbiala be inter-
preted as adjuncts, | have omitted the particle along tathorrow morningon the assumption that both elements
would be adjoined to a maximal projection within the clausgahe if they were present.
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building process. Thug/cut, v, and Voice are copied using parallel Merge. For instan@ad
Veut and selected from inside the the verb and are Merged togfetireing a new tree in the
workspace. Voice is then combined with the §/cut} amalgam. The nominalisation feature
which appears in the fronted predicate is generated bylpbakdérging then from inside the
direct object with the fronted verb. The workspace is nowedilith four constituents and the

focus head. An updated version of (187) is provided in (188)dference:

(188)  Workspace

{w {T ru {Voice, { v, Veut}}}, { n, {Voice, {v, Vcut}}}, Musa, {some, {n, v/meat}},
Foc}

All the structurally complex elements needed to derive §)&8e now contained in (188). The
next step is to derive the clausal spine by copying using ®ard parallel Merge. The step
needed to start producing the clausal spine is providedwbialexample (189). The workspace

is abbreviated to save space:

(189)  Parallel Merge/cut andv
{W {V, \/@}1 {T Futs {VOice’ {V! \/@}}}! }

The example in (189) shows the first step needed to begin #usal spine. Botk/cut and
v are selected from inside the complex verb and are paralleyyddie forming a separate tree
in the workspace. The internal argumesaime meats then attached to complete th®. The
lexical verb is then Merged in the Voice position before thiemal argument is added. A tree
is provided in (190) for reference. The tree in (190) is ldbsk since the labelling algorithm

in (173) applies when C is attached:
(190)

Musa

v eut

174 cut some v

n meat

Next, the Ty is selected from inside the verb and Merged with the VoicePotm the T'.
The external argument then moves into the specifier of TRlllgjrthe focus head is attached

and the fronted predicate is Merged to complete the depwatiabelling is then triggered. As
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illustrated in sections 2.5 and 5.2, labelling (like Merggdfyee in that it keeps generating labels
until a structure is produced which satisfies the interfamaditions of full interpretation and
headedness. Once the labelling algorithm in (173) hasexgppii the PCC structure generated
by Merge, the derivation is complete. A final output tree Bvinted in (191) to illustrate:

(191) {n, Foc}
n Foc
/\
n \oice
/\ 1030 Foc
\Voice v /\
N
v cut  Musa T
Trut {D, Voice}
Musa \oice
\oice oP
Trut \oice D v
\oice v some n Vv cut
/\
v cut n meat

The labels in (191) are in principle no different from any bé tother derivations described
in chapter 5 and as such are glossed over here. The only extépthe maximal projection
of the focus phrase which projects using features from ixifipr and the head Foc. If this
structure were a constituent question, than CP would bel¢ab@Q since @ and the wh-
phrase share a Q label. Yet in this case, it is not clear whethabel is shared between Foc
and the fronted verb. The algorithm in (173) provides a meétabelling symmetric structures
by using a feature from each competing constituent, whichndpplied to the focus phrase,
allows n and Foc to project. The labels are read by the interface tiondiheadedness and
full interpretation, and it is clear that both are satisfigdtire {n, Foc} label sincen allows
the fronted predicate to be visible for interpretation whtloc ensures that the focus phrase is
appropriately headed.

Deriving (186b) follows the same procedure. The differebhetween (186a) and (186b)

is that in (186b) the fronted verb is an infinitive rather ttmnominalised verb. Despite its
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infinitival status, it must be the case that it minimally ains a\/and averbaliser. Moreover, if
the discussion in section 3.1 is correct, then the frontedipate must also contain a morpheme
to host the infinitival prefix. As infinitivato in English is of category T, it seems reasonable to
assume that the Hebrew prefix is also of category T. Alsogsinis Merged with Voice in the
clausal spine, | assume that the infinitival morpheme in tbetéd verb is adjacent to a Voice
head. With these assumptions in place, the derivation cgin.be

Each element needed to derive (186b) is taken from the lexéswl dropped into the
workspace. These elements are then attached together Mgirge, and where copies are
necessary, heads are duplicated using parallel Merge.ntémal argument, lexical verb and
fronted predicate are built and then the clausal spine idymed. Each pre-built constituent
is attached where required. One difference between Nupélehdew is that the lexical verb
appears in T rather than Voice. The external argument is &kirgo the specifier of TP before
Foc is attached. Finally, the fronted predicate is reala®the specifier of focus to complete

the clause. A tree is provided in (192) complete with labelsegated by (173):

(192) {Tinf, Foc}
T
Tine Voice Foc ¢¢
/\
\oice Vv /\
PN
V Vread /\
T {D, Voice}
TPast \oice /\VOICG
/\
\oice v /\
o~ \oice [010)
V Vread /\
D v
PN PN
the n vV Vread
PN
n +/book

The tree in (192) is built in the same way as the Nupe examphe Way in which complex

verbs are derived in (191) and (192) does not assume any misghar operation not required
for other purposes since all structure building is fadilithby Merge. Finally, this system
benefits from not needing to explain how head movement cah®one hand target a head

and result in head adjunction, while on the other, positibead into a specifier position. Since
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inflected verbs are built in the workspace, Merging a verb atspecifier is no different from
Merging the verb into the T position in (192) as both itemslauit prior to being externally
Merged with the tree.

One indirect benefit of the PCC analysis developed in thisesttipn is that it does not
require the focus head to be a clausal determiner in contiitsKandybowicz’s (2008) anal-
ysis where the focus head provides nominal features to tmtefd predicate. As highlighted
in section 3.1, this type of analysis requires a proliferatf heads, all of which are avoided
by a Merge based system since the focus head is non-speaifaming that there is no differ-
ence between the head that triggers predicate clefts arshthevhich is used for other types
of constituent focus. This aspect of the system would seebe ta benefit given the specific
formulation of Lefebvre’s (1992) generalisation which da®t require predicate cleft con-
structions to contain a clausal determiner but which jusbeiates languages that allow PCCs
with the availability of a position for clausal determiners

To summarise, Merge (internal, external and parallel) reenhused to derive Nupe and
Hebrew predicate clefts. The system allows languages terdifith respect to the position
that verbs are externally Merged. Accordingly, verbs in 8ligpe attached in the Voice po-
sition while their Hebrew counterparts occupy the T posititn addition, it is also possible
for multiple copies of a verb to differ in a single clause sireach verb is built in isolation
in the workspace. This characteristic of the system is belwhen deriving predicate cleft
constructions since the fronted predicate in both langa@geot identical to the lexical verb.

Since this subsection has provided a derivation for a basdigate cleft construction,
what follows in subsection 6.1.2 is an exploration of how kiherge analysis can derive the

A-characteristics of PCCs.

6.1.2 A'-characteristics

The aim of this section is to develop the analysis provideskution 6.1.1 to the point where it
can generate the A-characteristics of the predicatescieéintioned in section 3.1. Despite that
Merge can derive the predicate cleft data, at first glanckimgtin the system can account for
the A-characteristics that PCCs share with wh-movemehis iBsue appears to be a significant
problem since the analyses in Kandybowicz (2008) and Lar{d@06) derive PCCs using
movement and as such, can readily explain the similaritedg/den predicate clefts and wh-
movement constructions. Yet as will be shown later in théi@ecthe constraints that produce
A-restrictions are also applicable in a Merge analysis. n§&amuently, the first part of this

section reiterates the similarities between A-movemaet e distribution of predicate clefts
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in Nupe. The second part of this section proposes that thesgste@m can be made sensitive to
A-restrictions if copying is sensitive to phase boundsri€he final part of this section explores
this proposal by generating a PCC where the predicate momggistance.

As shown in section 3.1, predicate clefts in Nupe exhibitrabieristics which can be at-
tributed to an interaction between phase theory and moveifrdiaplacement of the predicate
is attributable to internal Merge. The three sets of evidahat Kandybowicz (2008) uses to
support this claim are that predicate clefts can be extldoten inside the clausal complement
of a bridge verb; predicates cannot be moved out of variopsstyf island, and finally that
wh-movement and predicate cleft movement are in complesmgidtistribution. Examples il-
lustrating this behaviour were presented in (44) and (45)abel repeated in (193) and (194)

for convenience:

(193) a. Sentential embedding under bridge verbs
MusagangananNarakpe gananGanasi eci.
Musasay coMmp Nanaknow comMmp Ganabuy yam
‘Musa said that Nana know that Gana bought a yam.’

b. OExtraction across the clausal complement of bridge verbs
Si-si MusagangananNarmakpe gananGanasi eci o.
RED-buy Musasay coMp Nanaknow coMmp Ganabuy yamFOC
‘It was BUYING that Musa said that Nana knows that Gana did yam.'

c. Sentential embedding under a non-bridge verb
u: tan Musagananmi: si doko.
3rd.sG painMusacomp 1stsc buy horse
‘It pained Musa that | bought a horse.’

d. *Extraction across clausal complement of a non-bridge ve
*Si-si u: tan Musagananmi: si doko o.
red-buy3rd.sG pain MusacompP 1stsG buy horseFoc
‘It pained Musa that | BOUGHT a horse.’

e. Whe-island
*Si-si  Musagbinganké Ganasi o] o.
red-buyMusaask whatGanabuy FOC FOC
‘Musa asked what Gana BOUGHT.’

f.  Complex NP island
*Gi-gi Musasi [bisena gi eyi na] o.
RED-eatMusabuy hen compeatcornPRT FOC

‘Musa bought the hen that ATE the corn.’
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g. Subjectisland

*Si-si  [gananetsu si  doko]tdn Musao.
RED-buy comp chief buy horsepainMusarFoc

‘That the chief BOUGHT a horse pained Musa.’
h. Adjunctisland

~

*Bi-ba [Musaga €& banakanlo, Ganaa pa eci.
RED-cutMusa COND PRScutmeat FOC GanaruT poundyam

‘If Musa is CUTTING the meat, then Gana will pound a yam.’

i. Musagd € ba nakanpi-pa Ganaa pa eci o.
MusaCOND PRScutmeat, RED-poundGanaruT poundyamFOC
‘If Musa is cutting the meat, then it is POUNDING that Ganalw® to a yam.’

j-  Coordinate islands

*Bi-ba [Musg a ba nakan]u; maa du céenkafao.
RED-cutMusa FUT cutmeat 3rd.sGandrFuT cookrice FOC

‘Itis CUTTING that Musa will do to the meat and hewvill cook the rice.’

k. *Du-du Musga banakanu; maa du cenkafalo.
RED-cookMusa FUT cutmeat 3rd.sG andrFUT cookrice FOC

‘Musa; will cut the meat and it is COOKING that hwill do to the rice.’

(194) a. *Ké bi-ba Musaba 0?
whatRED-cut Musacut FOC

‘What did Musa CUT?’
b. *Bi-ba ké Musaba 0?

RED-cutwhatMusacut FOC
The distribution of the data in (193) and (194) can be captuséng the phase theory proposal
developed in Chomsky (2000, 2001). The idea behind phassythe to limit the amount
of structure that needs to be held in derivational memory drydsg sub-parts of the tree
to the interfaces at specific points which enables the exlised part of the tree to become
inaccessible to further syntactic operations. The deduataches a point of Spell-Out when a
strong phase head (Voisedr C) is Merged. Chomsky (2001, 14) defines the phasal Spdll-O
domain by thePhase Impenetrability Condition (P1C) which is provided in (195):

(195) Phase Impenetrability Condition Il (PIC)
The domain of H is not accessible to operations at ZP; onlydHisredge are acces-

sible to such operations.

By the PIC in (195), the domain of H, i.e. the complement ofdHnaccessible when the next

highest phase projects to a maximal projection. Thus in thematic & Z ...{yp H {vp
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... 11}, the domain of H has not been sent to the interface smants inside YP can still take
part in syntactic operations. Yet when Z' is realised as aimakprojection, the domain of
H, in this case YP, is sent to the interfaces and as such isvadakle to syntactic operations
triggered outside of ZP. If a syntactic object needs to ceophase boundary, then it must do
so by moving to the phase’s edge before the sub-part of thdrirehich it is contained gets
externalised.

In order to demonstrate how Merge (internal, external andlied) can derive the A-
characteristics exemplified in (193), and how it differanfira movement analysis, | shall first
show how head movement can be used to derive (193b) (igntdrafpibles of the operation
for the most part) before providing the Merge based alterpaf\s (193b) contains three verbs
which take a CP clausal complement, the derivation for eaéhdllows the same pattern.
Thus, rather than repeating the same procedure numeroes, tihe following provides an ac-
count of how the first CP is built, which allows only signifitanoments to be mentioned for
the other two CPs. Finally, throughout these derivationsd X’-Theory labels for ease of
reference.

Beginning the derivation, the first part of the tree built e towervP which involves
attachingv to \/buy and then Mergingzam to form the specifier of/P. Voice is then added
which allows thev+./buy amalgam to move and adjoin to the Voice head. The \VoiceP is
completed by Mergingsanawith Voice’. T is Merged with the VoiceP an@anaundergoes
EPP movement to the specifier of TP. Finally, the complersents attached to form the CP. It
is worth pointing out at this stage that the complement of¥dgthe lower phase) transfers when
the CP projects to a maximal projection. Currently, thermisieed for the Voice complex verb
to move to the edge of the CP phase because by (195) it hasanstdrred by dint of being at
edge of the VoiceP phase (Voice corresponds to H in (195)eptasentation of the derivation
so far is provided in (196):
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(196) cP

/\
C TP
Gana T

N

T \oiceP

TN

<Gana> \oice’

\oice vP

P e

\oice "4 yam v

/\ /\
v buy

<

=

<
<

The VoiceP of the next higher clause proceeds much like teeiith the exception that the
CRyy is the direct object oknow and as such appears in the specifier position hoiP
Once the subject dfnow is attached to the tree and the Vaig®, head projects to a maximal
projection, Voicg,y moves to the edge of the Voicgly phase so that it is accessible for
further computation. With reference to (195), Chomsky @0€assifies the edge of a phase
as being the specifiers of the phase head (anything sistavite’)or the elements adjoined
to the maximal projection of the phase. For reasons of expdiss, | have chosen to represent
a phase’s edge as a separate projection labelezt. An illustration of how the VoiceRow

looks with thebuy complex verb in th&DGE projection is provided in (197):

(297) EDGE

)

\oice \VoiceP
\Y[ /\ /\
bice v .
o~ Nana \Voice
v buy /\
\oice vP
\oice v CP V'
O T~
V. Vknow  buy.. Vv Vknow

The tree in (197) illustrates how thmiy complex verb moves to the edge of the VoigeR

phase. It also shows the vekmow being built by head movement. The next step in the

2Each CP is labelled according to its matrix verb, e.gn/GRefers to the lowest complementiser phrase while
CPnow refers to the next highest CP and so on. Consequently, \ipicesers to the VoiceP contained insidedaP
The same applies for all the other nodes in the tree.

153



derivation builds the CGRow phase and follows the same procedure as the previous oree sinc
Voiceyyy remains accessible at the edge of the VoigglPphase. T is then attached which
triggers EPP movement dfanainto the specifier of TP before C is Merged to form the CP.
As before, CRnow is the direct object of the next highest verb, in this casec&y, which
means that VoiceRy is built using the same procedure as the Voiggl2 Thusv is Merged

with | /say before CRnow is attached to form theP. Voice is then added which triggers head
movement of thev+,/say complex. The final subject is then Merged with Voice’ befdre t
complexbuy head is moved to the edge of the Voiggfphase. A tree is shown in (198) to

illustrate, but note that GR.w and CRy are represented using triangles to save space:

(198) EDGE
\oice \VoiceP
y /\ /\
bice v .
o~ Nana \oice
v buy
\oice vP
P /\
Voice v cp ,
N v
v say N
cp v say
..know__——~__
...buy...

As with the previous CPs, T is Merged next befdvanaundergoes EPP movement to the
specifier of TP. This CP differs from the previous two in thas @ focus head which attracts the
buy complex verb into its specifier to generate the predicati dading. Since the predicate
has moved to the specifier of FocP, it must acquire its nonfigzdlres by the assumption that
Foc is a clausal determiner and that the nominal featurebefrdnted predicate are inherited
from the focus head in the style of Kandybowicz (2008). A fitkestrating the final stage of
the derivation is provided in (199):
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(199) FocP

/\

\oice
\Voice v
PN
v Vbuy /\
Nana
EDGE
\oice \oiceP
\Voice Vv .
Py Nana \oice
v Vbuy /\
\oice
\Voice % ...CP...
PN
vV \/say

As discussed in section 3.1, a series of issues are evidezn eVvaluating the validity of a
predicate cleft construction derived by movement. In bribése include the way that the
nominal features in Nupe and infinitival features in Hebrew attached to the fronted predi-
cates by dubious assumptions, in conjunction with someré¢tieal issues inherent in the way
Kandybowicz (2008) formulates his analysis.

Despite that the A-characteristics of Nupe predicatetslefe derivable by movement,
such an analysis requires the issues mentioned in sectib@s8 4 to be adopted. Yet there is
a way to formulate the new analysis to derive the relevara ifl@bpying is assumed to interact
with phases in the same way as movement, which is a necessanmyngtion anyway given that
copying is facilitated by Merge. In fact, since Merge is fieavould be impossible for IM
and EM to be constrained by phases and for the same not to drotbbying. To this end, |
propose that copying is only applicable to elements thatiaiele to syntactic computation by
the PIC Il'in (195). The fallout of this proposal will be thaten an inflected verb moves long
distance, it is copied and externally Merged at the edge dfase so that it does not become
stranded in a Spelled-Out phase. What follows now is a sederidation of (193b) to indicate
how copying via Merge interacts with phase theory.

As with all previous examples, the first step is to build thenptex verb of the lowest CP by
Merging ,/say with v and attaching Voice then T. The clausal spine is then debyeahrallel
Merging ,/say andyv to form v'. Next, the direct object is added by Merginam with v'.
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Since the verb occupies the Voice position in Nupe, the cerpérb is attached teP which
then allowsGanato be Merged with Voice’ to generate the VoiceP. T is MergethwbiceP
from inside the verb befor&anais Merged into the specifier of TP. Finally, C is attached and
projects to CP. At this point the complement of the lowestsghlacad Spells-Out and can no
longer take part in syntactic operations. A tree represgritie lowest CP (labelled Gg, for

reference) is provided in (200):

(200) CRuy

/\

Gana T

\oice v

Building CRow Starts in the same way since the complex viembw is produced first before

v andv/know are parallel Merged to forra’. The vP is built by Merging CBuy with v’ and
know is Merged in the Voice positionNanais then Merged with Voice'. At this point, Merge
generates a duplicate of the complex vbtly at the edge of the VoiceP phase in order for the
verb to be accessible for further computations. So pargleige produces a facsimile by

in the workspace which is then attached to the edge of thee\oliase. A representation is

shown in (201) to illustrate the effect of these operati@ksnig place:
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(201) EDGE

A

\oice \oiceP
\Voice v .
P Nana \oice’
v buy
\oice vP
PN
T Voice
Vi T CRyyy v
oice v /\ N
S C TP v know
\% know Py
Gana T
/\
T \VoiceP
/\

Gana \oice’

\oice vP

P

T Voice yam v

_/\ N
\oice v Y buy

P
vV Vbuy

Since a copy obuy is located at the edge of the VoiceP phase, it can be accegdderge
further up the tree. To continue the derivation, T from iesiideknow complex verb is Merged
with EDGE before Nanais Merged to form the specifier of TP. C is added to generaigd«P

at which point the complement of the next lowest phase (Vgigg transfers. The first half of
CPsayis built in the same way as the first half of Ry in that complex vertsayis generated
which allows parallel Merge to produce the CPynow is Merged withv’ to form the specifier
position of vP. The verbsayis then Merged in the Voice position and the highest subgct i
attached to the Voice’. As with the previous Voice phase, gyaaf buy is positioned at the

edge of the Voicgy phase. A tree is presented in (202) to exemplify:
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(202) EDGE

\oice \oiceP
/\ /\
\Voice v .
P Musa \oice
v buy
\oice vP
N
T \oice
'/\ CH(now V'
Voice v P o~
v/\say C TP Y say
/\
Nana T
/\
T EDGE
\oice \VoiceP
PN /\
\oice v Nana  \oice’
PN
v Vbuy /\
\oice vP
/\. —
T \oice CPouy
7N
\oice v
PN
Vv know

The next step in the derivation involves Merging T from irsszy with VoicePs,y to produce

the T'. Musais Merged into the specifier of TP. The focus head Foc is atthtt TP to produce
Foc’. The predicate cleft reading is generated by duphggathebuy complex verb using with
parallel Merge. Then, while thieuy copy is in the workspace, a nominaliser is attached to the
verb before the whole constituent is externally Merged \tlin Foc’ to generate the FocP. A

tree representing the final stage of the derivation is pexvid (203):
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(203) FocP

n Foc’
/\ /\
n \oice
~ Foc TP
Voice v /\
SN Musa T
vV buy /\
T EDGE
\oice \VoiceP
bice v )
P Musa \oice’
v buy /\

The tree in (203) illustrates that if Merge and parallel Mergre sensitive to phase boundaries,
it is possible to generate the A-characteristics of PCGsguthe new system developed in
this thesis. Since Merge is able to duplicate elements ormalex verb has been built,
proposing that Merge can produce facsimiles of a verb to begdtbagain at a phase’s edge is
not unreasonable. In addition, once copying via Merge isedgo be a usable mechanism in
a Minimalist grammar (see section 2.3), it must be restlittg phases and (195) in the same
way as any other syntactic operation. Consequently, lostguiie displacement facilitated by
copying has to leave multiple copies at the edge of certaasgdh in the same way as long
distance wh-movement. These duplicates are then acaessifiirther Merge operations as
illustrated by the derivation of (203).

The mechanisms which derive long distance predicate ateftsalso be parametrised so
that they cannot derive the non-bridge verb and island dadevrs in (193d)-(193j). If it is
assumed that the phases at the outer edge of an island armtidge-verbal complements do
not have an edge position, then it will not be possible forveeloduplicate to be accessed in
a higher phase. The result is that Merge will not be able toirsgide an island or into the
complement of a non-bridge verb. Since copying is Merge,litbghave in the same way as
internal Merge with regard to phases, which given the Arabteristics of predicate clefts, is

the desired result.
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To summarise, this section has shown that it is possibledpyiag via Merge to be con-
strained by phase theory so that it can derive the A-charistics inherent in the Nupe data
provided in (193). This is accomplished by building verbgthe workspace and attaching
them to the clausal spine in the usual fashion in combinatiitin the restrictions required by
adopting a phase theoretic Minimalist grammar. Thus if dipete is built and Merged in the
Voice position of a clausal complement, in order for it moegdnd the c-commanding VoiceP
phase, it must first be duplicated via Merge before being khbig the edge position of that

VoiceP phase.

6.1.3 Pied-piping

In section 3.1, it was shown that languages differ with rdgao the amount of material which
can be pied-piped with the clefted predicate. On the one,ithede are languages like Nupe
which do not allow any additional elements to be fronted tfith verb, while on the other,
Hebrew permits the predicate to be bare or to appear adjaewenpied-piped direct object.
Despite the issues associated with the operation, headmemigs a possibility when deriving
predicate clefts in languages like Nupe and Hebrew (whemimgipied-pipes) since strict head
movement does not allow anything other than a head to beadisgl Yet in languages where
pied-piping is possible, the head movement operation vdiiEh entails that two operations
are required: one to produce data where nothing is piedd@pd one to generate data in which
pied-piping occurs. The aim of this section is to illustratsv pied-piping and non-pied-piping
predicate cleft data can be derived using the Merge bas¢ehsysom section 5.2.

The analysis presented in this thesis cannot draw on adlistinbetween features on the
focus head since Merge is untriggered. For instance, if Blergs triggered, a language which
permits pied-piping in predicate clefts (Hebrew) would aséocus head possessed with a
feature satisfied by a head or one satisfied by a phrase, veHarepiages which do not permit
pied-piping (Nupe) only have access to a feature that targaetomplex verb. A distinction
between features that are checked by heads and those tichieaked by phrases is not a new
one and as such, versions of this distinction have been peapand used in various analyses
(see for example Chomsky 1995 and Adger 2003). For instancegme languages, T can
possess two features which trigger movement. The first isDd] [&EPP feature while the
second is a [uV*] which targets a verb. When both of theseufeathave been satisfied, the
specifier of TP will be filled with a DP and a complex verb will imethe T position. Yet as
illustrated in chapter 1, differentiating movement indugstrong features which target heads

and similar strong features that target phrases is noghtfarward.
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As Merge is untriggered in this thesis, the issue of difféegimg features that target heads
and those that target phrases is avoided, since featurest tiigger Merge. Yet at the present
time there is no way of explaining the difference betweerdigege clefts that pied-pipe and
those that do not. In addition, as highlighted in section Bildvement cannot derive the fronted
predicates in Hebrew because the verb is inflected as antivdiniLandau (2006) assumes
that the infinitival marking is present because the cleftas assigned tense and as such is
realised with a default marking. This approach is flawed h@wvsince T is Merged before
the focus head which means that T is able to value the verbsa®opgaresent before it moves
into the specifier of Foc. The issue is more significant in laarsl (2006) analysis because
the verb moves to T which again occurs before the focus hesdbéen Merged with the TP.
Consequently, the closest verbal complex to Foc is the ¢ease in the T position meaning
that it should be the one Merged into Foc's specifier. Theraté/e is to assume that the
movement feature on focus ignores the tensed verb and inttegets thevP copy left in
the pre-movement position. This approach does not workusecthe tensed verb intervenes
between Focus and the lower copywH.

While distinguishing languages which allow pied-pipingrfr those which do not is at first
blush problematic for the system developed in this thesigyithg them is straightforward since
the pied-piped and non-pied-piped examples can be gedarsieg untriggered Merge in the
same way as internal and external arguments. A method falupieg non-pied-piped clefts
was provided in subsection 6.1.1 and so the focus here wilhlibose that involve pied-piping.
| propose that the relevant data can be derived using Menggritial, external and parallel) in
the same way as all the other examples discussed so far. fiddsonted predicate is built
in the workspace prior to it being Merged with the clausahspiAn example was originally

provided in (51a), but is repeated in (204) for convenience:

(204) liknot et ha-praxim,hi kanta.
to-buy Acc the-flowersshebought

‘As for buying the flowers, she bought.’
(205)  Workspace
{w Foc, she, T, Tpasi Voice, v, v/buy, the,n, \/flowers}

Building (204) follows the same procedure as the predichtf i subsection 6.1.1 in that
all the lexical items needed to generate the clause are foutha workspace (represented by
(205)). The internal argument is built along with the tenkedcal verb, e.g. {Fasi {VOice,
{v, vbuy}}}. The clausal spine is then produced using parallel Memeaning that\/ and
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v are Merged together forming' as a separate tree in the workspace. The direct object is
added to formvP. Voice is then parallel Merged withP to form Voice’ before the pronoun
sheis attached to complete the phrase. The lexical verb is fautite T position and as such
gets Merged with VoiceP. The external argument is Mergealtim specifier of TP and Foc is
attached to form Foc’. The fronted predicate is now builhggparallel Merge. The/buy, v
and Voice from inside the lexical verb are selected fromdaghe complex verb and Merged
together as a separate constituent in the workspace. ¥iti@l infinitival T morpheme in the
workspace is attached to complete the uninflected verb.eShe predicate also contains an
occurrence of the internal argument (IA), each elementefAhinside thevP is selected and a
second occurrence of the IA is assembled in the workspang psirallel Merge. The duplicate
is then combined with the infinitival complex verb to form fiodl cleft. The complete fronted
predicate is then Merged with Foc’ to finish the derivationfial output tree is provided in

(206) for reference:

(206) {9, Foc}
1030 Foc
/\ N
; D Foc 030
N Sr{\T

v vbuy  the flowers

/\ /\
Tint v

P T {D, Voice}
\oice v T/V\oice T

P she Voice

v Vbuy Voice v N
o~ \oice 030
v Vbuy N

D v
A SN

the flowers Vv /buy

To reiterate, the only difference between the tree in (208) the one representing bare V-
fronting in (192) is that the fronted predicate in (206) @n$ a copy of the internal argument.
The processes by which the internal argument, lexical vedofeonted predicate are derived
is the same regardless of whether pied-piping does or ddescoar, and the only difference
between the two derivations is that the fronted predicat{@®) requires more building since
it contains an occurrence of the direct object.

As mentioned above, the derivation which produces (20@3tiates how Merge (internal,

external and parallel) can avoid the issue of having an wGtgtvP in the specifier of focus.
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A movement analysis struggles because a duplicate cregtttlropy theory of movement
has to be identical to the element from which it is copied. &the focus head is Merged, the
verb will have already been valued by T and as such, movingPhe&ould produce a predicate
cleft where the fronted phrase contains an inflected verlb.siviee this Merge based system
builds the clefted element outside of the main clausal spir@an contain an infinitival verb
without an issue.

One question that this section has not dealt with is how samguages have pied-piping
and how some do not. Untriggered Merge prohibits the diffeeebetween the two being
parametrised using a feature on the focus head, e.g. a [uleretbn-pied-piping examples
and a [uPredP] for the piped-piping ones. Consequentlyppgse that a post-syntactic param-
eter determines whether a language allows pied-pipings doeallow pied-piping or allows
both. Drawing on work by Kayne (2005) and Baker (2008), treslfpiping parameter would
be a so callednicroparametesince it refers to a particular construction rather than esom
thing more general such as thead directionality parametgrhich Baker (2008) suggests is a
macroparametei he purpose of the pied-piping parameter is to ensure tiigtoonstructions
which match the parameter setting of a given language agepirgttable at the interfaces. As
Merge and the labelling algorithm generate structured ané is produced which satisfies full
interpretation and headedness, the pied-piping paramesteesents a language specific con-
dition that determines whether pied-piping can occur irdjmage clefts. This parameter and
many others work in tandem with full interpretation and hezhtess to generate licit predicate
cleft constructions.

To summarise this subsection, it has been argued that Mamgen@l, external and par-
allel) is applicable in pied-piping and non-pied-pipingntexts. Subsection 6.1.1 provided a
derivation for non-pied-piping predicate clefts whileslsubsection focused on those exam-
ples which permit pied-piping. It was argued that the pigdng data does not require any
additional operations to position more material in the peftiphery with the clefted predicate.
Finally, as Merge is untriggered, a feature cannot be usdifayentiate languages like Nupe
and Hebrew, so work by Kayne (2005) and Baker (2008) inspinedoroposal that the abil-
ity to pied-pipe is determined by a post-syntactic micrapagter. Consequently, when Merge
derives a structure which satisfies the way that the pieihgiparameter is set for a particular

language, that derivation converges assuming it alsdisatleeadedness and full interpretation.
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6.2 Verbal Repetition Constructions

The aim of this section is to apply the Merge based systemlojaee in section 5.2 to the
verbal repetition data provided in section 3.2. Any analaiempting to generate the data
explored in section 3.2 needs to handle a number of idioggies that are argued in the liter-
ature to be an inherent part of Nupe and Kabiye verbal répetitonstructions. Each of these
properties is derived in the following sections. Specificaection 6.2.1 focuses on the Nupe
data and as such illustrates how the extraction banytle®nstruction and theacT head can
be derived using Merge. Section 6.2.2 does the same for Kalig illustrates how the infini-
tival marking and clause internal focus position can beveeriwithout head movement even
though Collins and Essizewa (2007) provide data illusigathat the two verbal copies have to

be derived from the same lexical item.

6.2.1 Verbal repetition in Nupe

The way that verbal repetition is derived in Nupe using Mdigeernal, external and parallel)
relies on mechanics similar to those proposed in sectiotfio8.firedicate cleft constructions.
Both types of construction involve a focused element andipielcopies of the verb being
produced in the workspace. Yet Nupe verbal repetition ardipate cleft constructions differ
with regards to the element that is focused. As seen in $e6tib, predicate clefts require a
copy of the verb to appear in the specifier of a left periphferalis phrase whereas in a verbal
repetition construction, both verbal copies appear belmsvMoiceP node. In addition, the
verbal repetition data explored in section 3.2 exhibitedimiper of characteristics which need
to be derived. These include the ban on extraction from énaiderbal repetition construction;
the difference betweemi focus and verbal repetition, and the inclusion of HaeT head.

What follows is a summary of how a verbal repetition congtaicis built. Since many of
the steps follow the same pattern as the predicate cleftatienh provided in section 6.1, the
familiar aspects are skipped through with a degree of spAadexample is provided in (57)
but repeated in (207) for convenience. As indicated by (201 type of construction is said in
order to generate a contradiction with a previous statenddrd verbal repetition construction

in the b. sentence opposes the truth value of the statem#re e sentence:

(207) a. Musd) pa eci a
MusaFrT poundyamNEG
‘Musa didn’t pound a yam.’

b. EbaMusapa eci pa.
yes Musapoundyampound
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‘Yes, Musa DID IN FACT pound a yam.’

(208)  Workspace
{w +/pa, v, Voice T, D, n, eci, Musa X, Foc, Fact}

To begin the derivation, all the lexical items needed towdettie sentence in (207b) are placed
in the workspace. A representation of the workspace is shinwWB08). The tensed verb is
produced by Merging/pa, v, Voice and T. The next step is to derive the lower copy of the
verb. At first glance, this appears less straightforwardabse the lower copy is associated
with a low tone which Kandybowicz (2008) represents with Baet head. The Fact head is
part of the clausal spine for Kandybowicz (2008) which meartss analysis, when the verb
moves up through the clause, Fact is realised as a suffix énceay of the verb that dominates
the Fact clausal head. For Kandybowicz (2008) two headsmhtmiclausal spine Facot:and
Agro (in my systemy and Agro would be synonymous with Voice andespectively). Thus
Kandybowicz’s derivation contains three copiesa€T and all three of them are adjoined to
different copies of the verb, but only one is associated wiliw tone.

This is perhaps counter intuitive because in general tetieshighest occurrence of an
element in a movement chain is pronounced which should nfedrthie highest copy of the
Fact head (the one contained in the verb adjoined to Kandybowicz’s (2008) system) is
realised as the floating tone. However, this is not the casm ghe floating tone is associated
with either the material adjoined to the Fact head or Agro. efdit of using Merge is that
only one verbal repetition has to be associated with the fi@ad since successive cyclic head
movement does not build inflected verbs in my system. Coresgty the lower verbal copy
incorporates the Fact head and is built using parallel Mefpes, /pa andv are selected from
inside the lexical verb and Merged together forming a sdpdrae in the workspace. Then
the Fact head is attached to the {/pa} amalgam before Voice is selected and Merged to
complete the lower verb. Since Fact is built into the loweabyéhere is no need for the clausal
spine to contain a Fact head. This situation is similar to hdwnted verb in a Nupe predicate
cleft construction is nominalised even thougls not a part of the clausal spine.

The next step is to generate the internal argument (1A) uslegge. When IA has been
built, the clausal spine is derived using Merge and pardletge in the way shown many
times before. With regards to verbal position, | assumetti@tensed lexical verb is attached
in the Voice position because the highest occurrence of ¢ne ¥ (207b) precedes the IA.
Conversely, the lower copy is Merged in thigoosition since it is preceded by the IA. Once the

lexical verb has been combined with the verbal spine, thereat argumenMusais Merged
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to complete the VoiceP. A tree representing the VoiceP igigedl in (209). As before the tree

is label-less since the algorithm in (173) applies duriagsfer:

(209)

\oice

FACT

v Jpa

In (209), both copies of the verb have been derived and therloecurrence contains a Fact
morpheme which is realised as a low tone when the structuegt&nalised. The T head is
then selected from inside the lexical verb and Merged witic&® to produce T'. The external
argument is Merged into the specifier of TP. Following Karmlylzz (2008), | assume that
the focus reading of Nupe verbal repetition constructianderrived by moving an affirmative
phrase labelle® into the specifier of FocP. Thus is added next followed by Foc which
enables th&P to be copied and Merged into the specifier of the focus phrasepresentation

of these steps is provided in (210). Since the tree in (21@esents the final output of the
verbal repetition derivation, the labels have been geedrasing the labelling algorithm in

(173):
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(210) {%, Foc}

)

P Foc
oc
)Y olo]
Musa T
T {D, Voice}
Musa \oice
Voice Jole)
/\
T \oice
./\ D v
Voice v o~ /\
v gl DT v Vi
pa N
n eci /\
\oice v
/\
Fact v
N
v ‘pa

The tree in (210) produces an order where the direct objentbhetween two occurrences of
the verbpa “pound”. The lowest occurrence @fa is associated with a low tone by dint of
it containing a Fact morpheme. The displacement offihghrase into the specifier of FocP
generates the interpretation associated with verbalitepet

The analysis developed for Nupe verbal repetition can asount for the two other quirks
explored in section 3.2, i.e. the fact that extraction fromegbal repetition construction is
blocked and the difference between verbal repetition aaditifocus construction. The data
which prompts the observation that extraction cannot oiscprovided in (70) but repeated in

(211) for convenience:

(211) Movement to the left periphery is impossible in a BRVRC

a. *Musa__du eci du o.
Musa cookyamcookFoc

‘Musa DID IN FACT cook a yam.

b. *Zé _ du eci du 07?
who cookyamcookFoc
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‘Who DID IN FACT cook a yam?’

c. *Eci Musadu _ du o.
yamMusacook cookFoc

‘Musa DID IN FACT cook A YAM.’

d. *Ké Musadu __ du o0?
whatMusacook cookFoc

‘What DID IN FACT Musa cook?’

e. *KanciMusadu eci du __ 07
when Musacookyamcook FoOC

‘When DID IN FACT Musa cook a yam?’

The inability of a constituent to be focused in a Nupe verbpétition construction is explained
by the fact that the specifier of FocP already contains’th@hrase, meaning that there is no
room in FocP forMusain (211a), the wh-phrasgé in (211b) and so on. Thus in a nutshell,
since the specifier of FocP is full, a second element canngenmbo the left periphery.

The analysis developed above can also be applied to theatitfe between verbal repeti-
tion and theni focus construction. As discussed in section 3.2, verbadtitgn constructions
contain a factive meaning not found in clauses contaimngA verbal repetition construc-
tion is compared with @i construction in examples (71a) and (71c) respectivelythmde are

repeated as (212a) and (212b) for convenience:

(212) a. Musalu eci du.
Musacookyamcook

‘Musa DID IN FACT cook a yam.” (NOT: ‘Musa COOKED a yam.))

b. Musadu eci ni.
MusacookyamFocC

‘Musa actually cooked a yam.

Kandybowicz (2008) argues that the difference betweentbés down to the verbal repetition
construction containing a Fact head. The Fact head protdetactive reading and requires
the lower verb to be pronounced since it is realised as affipatine. Failure to pronounce

a lower copy would result in a violation of Kandybowicz’s TORonstraint, the ban on un-
supported prosodic content. Thé construction does not contain a factive head since it does
not convey a factive reading. The result is that in tihie&onstruction there is no need to pro-
nounce a lower copy of the verb because it is not associatddamy unsupported prosodic
material. Consequently, if a construction was derived using Merge, only one complex verb
would need to be generated. As Kandybowicz (2008) argu¢stthdifference between and

verbal repetition is attributable to the Fact head, theonstruction will still contain phrasal
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movement of & phrase into the specifier of focus. For the sake of completeaestructure of

(212b) is provided in (213) for reference. All the labels preduced using (173):

(213) {¥, Foc}

N

Foc

by
/\ P
5 Py Foc X

Musa T
T {D, Voice}
Musa \oice
Voice oo}
T \oice ecl v
P P
\Voice v v Vdu
N
vV  Vdu

In order to derive the tree in (213), the complex Voice healuitt in the workspace using
external Merge. The clausal spine is then generated as eagepeee in the workspace using
parallel Merge. As the clausal spine is produced the inteargumenteci “yam” and the
external argumentiusaare attached in the specifiers\d® and VoiceP respectively. Once the
derivation has reached the point wherieis attached, th&P is duplicated and Merged into
the specifier of Foc to generate the focus reading. Since théad is not present, a lower
copy of the verb does not need to be Spelled-Out. Conseguant as mentioned above, the
difference between Nupe verbal repetition andrtheonstruction is traceable to the appearance
or absence of the Fact head.

To summarise this section, it has been shown how the Mergall®stem can be applied
to Nupe verbal repetition constructions. The derivatiomssamilar to the ones developed for
predicate clefts in that the complex verbs are built in thekspace before each element inside
the lexical verb is duplicated using parallel Merge. Théedi#nce between verbal repetition
andni constructions is attributed to the Fact head which appeattsel former but not in the
latter. When Fact is built into one of the verbs, it requirtes syntactic object in which it is

found to be pronounced since Fact is realised as a floating t@onsequently, in a verbal
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repetition construction a lower copy has to be built and ptmted to act as a host for Fact
while in a ni construction, the absence of a Fact head means that onlyeshéasvbuilt and

attached to the clausal spine. This concludes the diseus$igerbal repetition constructions
in Nupe. What follows in section 6.2.2 is a description of hiw verbal repetition data from

Kabiye can also be derived using internal Merge, externag®land parallel Merge.

6.2.2 Verbal repetition in Kabiye

Deriving verbal repetition in Kabiye follows many of the samrinciples seen in section 6.1
and subsection 6.2.1. Yet despite the similarities, thera significant difference between
the interpretation of verbal repetition in Nupe and Kabigeduse in Nupe the proposition is
focused, whereas in Kabiye, it is the event denoted by the V& a consequence, the meaning
of verbal repetition in Kabiye has more in common with Nupedicate clefts than Nupe verbal
repetition. Yet since neither verbal copy appears in theplefiphery, Kabiye verbal repetitions
are not analysed as predicate clefts.

As illustrated in section 3.2, Kabiye verbal repetition swactions require that both verbs
are derived from the same lexical item. Examples illustgathis fact were provided in section

3.2, but (80) from Collins and Essizewa (2007, 192) is regmbat (214) for convenience:

(214) a. cica mab-4 & ki mabv (* kT 10-u)
teachehit-PERFEssoKI hit-INF Kl hit-INF
‘The teacher only hit Esso.’

b. cica I ey ki l0-u  (*kT mabw)
teachehit-PERFEssoKI hit-INF Kl hit-INF
‘The teacher only hit Esso.’

In (214), the verbud-u “hit-INF” cannot serve as the repeat wfabv “hit-PERF” even though
the interpretation of both verbs is the same. This propedy used by Collins and Essizewa
(2007) as evidence that a movement operation generatesdyuitts of the verb. Yet given the
issues explored in section 3.2, it was shown that movemesipnablematic not least because
the repetitions are inflected differently, with one beingsied and other being an infinitive.
One aspect of Collins and Essizewa’s (2007) analysis tmatased when the Merge based
system is applied to Kabiye is the use of a low focus phrasesegs in 3.2, object focus can
be analysed as movement of the IA into the specifier of a lowdqahrase. This low FocP is
also argued to be the landing site of the lowest verb in a Vedpetition construction which
provides a reason as to why the interpretation of examplesasi(214) have more in common

with Nupe predicate clefts than Nupe verbal repetition. iictture from Collins and Essizewa
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(2007, 198) illustrating how their movement analysis desiKabiye verbal repetition is pro-

vided in (92) but repeated as (215) for convenience:

(215) P
DP I
| /\
ma
| KIP
‘ /\
IMPF
VP, Kl
/\
V DP T
‘ | K] FOCP
ni- kabiye

VP FOC’

nI-U FOC <VP>.

(na) V
n| kablye

The tree in (215) is simplified in that it does not represert\WP-internal subject hypothesis
and a CP layer, but even so the derivation is straightforw@te VP is built before the focus
head is added. The vers then moves into the specifier of Foc. Kl Merges with the FocP
which then allows the VP to move into the specifier of Kl. Ifghihovement did not occur,
then lowest occurrence of the verb would not be able to modeaalpin to Infl. Once the
VP has moved, the copy of the vert in the specifier of KIP can then be adjoined to I.
The subjectmaappears in the IP specifier position with its movement frogida the VP not
represented. Collins and Essizewa (2007) propose thatltiseused as a means sinuggling
(to use Collins (2005) term) the lowest occurrence of thd yarst the infinitival copy in the
specifier of focus. If this movement did not occur, then theowegould not be able to move to
I. Yet as the Merge analysis does not assume that V-T digplaeeis derived by a movement
operation, this explanation of the Kl head is not applicable

Instead, | propose that Kl acts as an intermediary betweand Foc only when a verb is
focused. This could have one of two consequences. The fitsti«l allows a focus phrase to
appear in a position dominated layn the sense the cannot be adjacent to Foc but can appear
next to Kl, which in turn is adjacent to Foc. Yet if this weretbase, one would expect Kl to
appear whenever a focus phrase was Merged in a low posititichw does not.

The second option would be to assume that Kl licenses thendearbal copy to be pro-

nounced, since in object focus constructions which alsdéatom low focus phrase but no Ki,
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a second copy of the object is not externalised. In all theiptelcopy Spell-Out datasets and
derivations built in this chapter using Merge (internalkeeral and parallel), whenever a com-
plex verb is pronounced twice (as opposed touRen Hebrew pied-piping predicate clefts), a
third categorised copy of the root does not intervene batleetwo pronounced copies of the
same verb. In this case however, both verbal copies areaedary a third duplicate (see the
tree in (218) for reference) sinsedominates KIP. It is worth mentioning at this point thetas
to dominate Kl and the lower focus phrase because the dilgettoprecedes both elements
in (214). As a consequence, | argue that the purpose of Kl establish an Agree relation
between the pronounced copies of the verb since the higbpgtoan Agree with Kl, while Kl
can Agree with the lower copy, which in turn allows the thintermediate copy to be ignored.
If the purpose of Kl is to allow the highest verb and the lowesb to Agree, then it functions
in a similar to way Collins and Essizewa’s (2007) smugglimgy that in my case, features are
being smuggled past an intermediary using Agree rathertti@oonstituent itself.

With these preliminary discussions in place, it is now time Kabiye verbal repetition
constructions to be derived using Merge. A clause is pravideexample (216) (a repeat of
(90a) for convenience) which will exemplify each Kabiye weristic discussed so far. A

workspace containing all the lexical items needed to d@i®) is also shown in (217):

(216) ma-nis kabiye ki ni-v (?na)
1SG-understand-IMPRabiye Kl understand-INFFOC
‘| only understand Kabiye.’

(217)  Workspace
{w Vunderstand, v, Voice, Tpres Tint, |, Kabiye, KIl, Foc, C}

The first step is to build the complex verbs. The highest ispmsad ofvunderstand, v,
Voice and present tense T. The duplicate is identical ircitre and built using parallel Merge
up until the final T affix, which in this case is the infinitive.iWboth complex verbs being in
the workspace, the low focus phrase is then derived by Mgigat with the infinitival complex
verb to produce the FocP. The Kl head is then Merged with thes@hrase which allows Ki
to Agree with the complex verb it dominates. The reGinderstand and the verbaliser are
parallel Merged before being combined with KIP to form thie The direct objectKabiyeis
added, completing theP. Voice is selected and Merged with the. The first person singular
subject is Merged with Voice’. The tensed complex verb isdéerwith VoiceP which enables
it to Agree with KI. The subject is then Merged into the specidf TP. C is then Merged

with TP to complete the clause. A full tree is provided in (Ridillustrate the output of the
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derivation. The labels are generated by (173):

(218) C
C ol
/\
| T
T {D, Voice}
Tpres Voice I \oice
\oice 1% \Voice o
/\ /\
VvV  Vaunderstand ;
Kabiye v
1% Kl
/\ /\
% understand K] {T, Foc}
T Foc
T Voice Foc
/\
\oice 1%
/\

VvV  Vunderstand

There are two main differences between the derivation sgmted by the tree in (218) and
the Nupe verbal repetition construction in (210). The fisstdnnected to the material that is
focused. In the Nupe example, thiephrase appears in the specifier of Foc while in (218) the
specifier of focus is filled with the infinitival complex verbhe structural disparity between the
two explains why both types of verbal repetition constiuttiave a unique interpretation since
in one a complex verb is focused while in the other the speaifiehe focus phrase is filled
with a proposition. The second difference is connecteddémted in Kabiye for a head Kl to
establish an Agree relation between both pronounced copibg verb. As the infinitival verb
appears in a low focus phrase, the root and verbaliser amatganprising part of the verbal
spine intervenes between the highest and lowest verbatso@ionsequently, the highest verb
Agrees with Kl which allows Kl to Agree with the lowest verbhigh in turn enables the third
vt/ amalgam to be ignored.

To summarise this subsection, the aim was to show how Mermbeased to derive verbal

repetition constructions from Kabiye. As mentioned abdhere are two main differences
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between verbal repetition in Kabiye and Nupe. The first isneated to the low focus phrase
while the second relates to the function of the Kl head. Ohesd differences were discussed
and incorporated into the system, both copies of the verle @erived in much the same way
as the fronted predicates in section 6.1 and the Nupe veepatition examples from section

6.2.1.

6.3 Suffixes and Pre-Verbal Particles

The aim of this section is to show how Merge (internal, exdéand parallel) can be used to
derive the suffix and pre-verbal particle data discusse@dtian 3.3. Specifically, subsection
6.3.1 addresses the Potawatomi examples which involvebebesng assigned multiple suffixes
and Agr morphemes. Subsection 6.3.2 uses Merge to build ilweakdata featuring suffixes

and free-standing pre-verbal particles. As verbal suffases free standing particles are gov-
erned by the Clausal Mirror, the discussion also aims to show Merge can generate this

generalisation.

6.3.1 \Verbal Suffixes in Potawatomi

This section focuses on the data from Potawatomi providesgdtion 3.3 to show how Merge
can produce the structures that Halle and Marantz (1993)edesing head movement. Since
strict head movement ensures the mirror principle, thecatra of the complex verb mirrors
that of the clausal spine. For reference, example (96a) fection 3.3 and the corresponding

HM tree in (100) are provided in (219) and (220) for referefice

(219) k-wapm-a -s'i -m -wapunin-uk
Clv Agr NegAgr Tns Agr

‘you (pl) didn’t see them.’

3The intermediate stages of head movement are not shownén wréteep the tree as compact as possible.
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(220) cP

Cl CP
\
K-i
TP C
NegP Tns Tns/\C
N
/\ /\ G Agr3
IndP Neg Neg Tns ‘
/\ /\ PN -uk
1 2
ti )d\ Ind Neg Ag‘]r T‘ns
VP Ind N ‘,. -m  -wapunin
Vv Ind =Sl
N
DPAcc V wapm Ind Agrl

-a

Toreiterate, V is Merged with the direct object Ri2 before Ind is attached to the VP. V moves
and adjoins to Ind and the subject (realised as the diés Merged to form the specifier of
IndP. Neg is attached next which again triggers HM, this twh¢he V+Ind complex. The
Tense node is combined with NegP, also causing HM. The fieaheht attached to the tree is
C which initiates HM of the tense complex verb. The subjeiticds a second person pronoun
and as such is adjoined to CP. The agreement heads are thelmeslttto Ind, Tns and C post-
syntactically during Morphological Structure.

While HM can build Potawatomi complex verbs, the operatiobnggles with languages
where the suffixes on the verb correspond to a free-standinicie found within the clause.
To pre-empt the shift away from head movement, what folloms i$ a demonstration of how
Merge is able to derive the Potawatomi examples. Firstegithl items needed to derive (219)
are placed in the workspace. Since my derivations decomyas® a ,/ andv, my complex
verb will contain a node not used by Halle and Marantz (1988addition, | shall assume that
the agreement morphemes on Ind, Tns (T by my notation) ane @ttached to the structure
when the complex verb is built in the workspace (W). Once eglement needed to derive
the complex verb is placed in W, tf@ is Merged with the verbaliser. Voice (Ind in Halle
and Marantz’s system) is then Merged with an Agr morphemerbehe Voice+Agr complex

is combined withv. Neg is then attached to the Voice complex verb. T and Agr aireel
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together in W and Merged with Neg. Finally, C is combined veithAgr and then Merged with

T to complete the verb. A representation is provided in (221)

(221) C
T C
/\ PN
C Agr
Neg T
/\ PN
) T Agr
\oice Neg

v \oice
PN N

v v Voice Agr

The significant difference between the way that this stmecisi derived and the others in sec-
tions 6.1 and 6.2, is that here, Agr morphemes are added twethewnhile it is being built in
the workspace. The rest of the tree is produced using Mertieiway illustrated many times
before in this chapter. The clausal spine is built by pdrdlerging the necessary heads from
(221). The argument pronouns are added into the specifi¢he &oiceP and/P as the tree is
built. The complex verb is attached in the C position and thgext second person pronoun is
adjoined to CP. A final output tree is shown in (222) to illagrhow (219) looks when derived

using Merge. The tree is labelled using the algorithm in J173
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(222) {D, C}

T,

DI:)Nom
C
/\ /\ PN
C Agr
{D, Voice} T
/\ /\ ﬁgr
DPnom \oice
/\ /\
Jole) Ind v
N PN /\
DPacc v v v Ind Agr
P
vV

The structure provided in (222) is derived using the samehanr@sms as the predicate cleft
and verbal repetition constructions discussed earliee difierence here is that the complex
head contains multiple morphemes that are not used to éldlausal spine. This could pose
a problem if Agr was duplicated rather than, for example, THeead since Agr would then
form part of the clausal spine rather than T. Yet as Mergeeis &ind generates structure until
it produces something interpretable, it seems feasiblegarae that a derivation where Agr is
part of the clausal spine is one that would crash when it tearesd.

In summary, this section has provided the groundworks ferdiscussion in the next sec-
tion since the mechanisms required to derive the clausabnare identical to the ones used to
build verbs in Potawatomi. Consequently, the pre-verbelgla and suffix data from Kiowa is
tackled next and it is found that Merge in combination withaasumption that the pre-verbal
selective particles are heads can derive the correct sesitliout the issues associated with a

head final approach or relying on head movement.

6.3.2 Pre-verbal particles and suffixes

The aim of this subsection is to derive data containing gndal selective particles and their
corresponding verbal suffixes. The examples are from Kidwajt is worth noting that this
system is generalisable to any dataset which exhibits thexmerties, e.g. Passamaquoddy-

Maliseet. Before providing a derivation, a brief summarpriavided of Kiowa’s main charac-
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teristics along with the issues associated with head monearel head final analyses.

First, it was shown in section 3.3 that Kiowa exhibits an urked word order even though
the language displays a number of non-configurational ptiegei.e. discontinuous of con-
stituents, manoeuvrability of DP arguments and pro-drape &@xample used to illustrate the

basic word order is provided in (107a) but repeated in (28B8¢dnvenience:

(223) Hn PaithaliiP!35thspdeklii dad  5— thém-9omoo
NEG Vincent Daniel stickJ 3s:3s:3-break-makelEG
‘Vincent didn't make Daniel break the stick.” (Harbour 2004)

The order in (223) places pre-verbal selective particlderbehe subject, the indirect object
follows the subject and the direct object is the last argumeEne verb in example (223) is the
last element. When more than one pre-verbal selectivecfgmdccurs in a clause, they are or-
dered in a specific way and all pre-verbal selective padigiest co-occur with a specific suffix
on the verb. The ordering restrictions on pre-verbal padiand verbal suffixes are provided
in (122) and (123) respectively, but are repeated as (2241 22b) for ease of reference. To

exemplify these orders, (118b) is repeated in (226) for eni@nce:

(224)  Order of suffixes
Aspect Negation Modality Evidentiality

(225)  Order of pre-verbal particles
Evidentiality Modality Negation Aspect
(226) Hayatto hd  (— dei- hej-m3o-tloo

probablyNEG 3s—sleep-die¢EG-MOD
‘Probably he won't fall asleep.’

When (224) is compared with (225), it is evident that the oafahe pre-verbal particles is a
mirror image of the verbal suffixes. These orders are show@26) since the negative suffix
and negative particle are closer to the verb than the modfk sund corresponding modal
particle. As explored in section 3.3, analyses relying oadhemovement or on Kiowa being
parametrised as head final do not produce the correct re§disnstance, if head movement
generated the complex verb, then it would have to move aadratb each of the pre-verbal
selective particles. As a consequence, the head movemerdtigm predicts that the verb
should be in the wrong position with respect to other semtehdements. In addition, the head
final approach is also problematic since it predicts thatirments should be able to intervene

between the verb and its suffixes, which is of course incarrec
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An immediate benefit of adopting Merge (internal, exterrmrad aarallel) is that the verb
cannot be broken by any sentence elements because it igrbtlile workspace before the
clausal spine. Also, the position of the verb does not posmllgm because it is externally
Merged in the clause where required, e.g. in Potawatomidupies the C position, while
English verbs appear in Voice. In addition, since pre-viese#ective particles correspond to
the suffixes on the verb, the particles can be interpretecupbcdtes of the verbal suffixes
derived by parallel Merge. This allows each particle to ehbad of its particle phrase which
in my mind is more intuitive since, for example, negation,dals and auxiliaries in other
languages are analysed as heads rather than adfuictghermore, treating the particles as
heads rather than adjuncts avoids the manoeuvrabilitylgm@bmentioned above since heads
are typically less mobile than adjuncts. In a language likglEh the particlenot can only
occur pre-verbally, e.gl will not run vs *I will run not. If not was adjoined to a negative
phrase, it should be more manoeuvrable since adjuncts pexally branch to the left or to the
right, e.g.l will quickly run an errandvs | will run an errand quickly

| argue that deriving the clausal mirror using Merge is fisie on the grounds mentioned
above, so what follows now is a more thorough descriptionce§ the system derives Kiowa
clause structure. In of itself, the analysis is no differfeatn the one provided for predicate
clefts and verbal repetition, but the Kiowa data is significhecause both the suffixes and
pre-verbal particles are pronounced. Before a derivasqravided for an example shown in
section 3.3, several assumptions need to be made expligitdiag Kiowa clause structure.
These assumptions are taken from Adger and Harbour (2003%), IFshall assume that verbal
arguments are represented @features and that thesefeatures are realised as the verbal
prefix. Second, when the arguments are pronounced as ovsrtiBsume that these DPs
are adjoined to the highest verbal maximal projection wliichmy case is VoiceP. Finally, |
shall assume that AspP is not optional in Kiowa and that ivigies case to a VoiceP internal
argument (like T in English). With these assumptions in @Jacdemonstration of how Merge
is able to derive a Kiowa clause can begin. For the sake dfyclakample (107b) is produced
since it contains a pre-verbal selective particle, thresrto®Ps adjoined to VoiceP, three sets
of ¢-features in argument positions and a complex head contamhegation morpheme. For

ease of reference, the example is repeated as (227):

(227) Hn PaithaliiP!35thspdeklii dad  5— thém-9omoo
NEG Vincent Daniel stick. 3s:3s:3-break-makelEG
‘Vincent didn’'t make Daniel break the stick.” (Harbour 200.4)

4See Adger (2003) for an analysis where auxiliaries and i@yate heads, but see Sportiche et al. (2014) and
Haegeman (1994) for systems where auxiliaries are headggation is an adjunct.
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Deriving (227) follows the same procedure as each exampsedations 6.1 and 6.2 in that
the complex verb is built before the clausal spine. Consttyyeall the lexical items needed
to derive (227) are placed in the workspace, includifigeak, a light verb corresponding to
make Appl, Voice, the obligatory aspectual marker Asp, and finblleg. These elements are
Merged together. As the verb appears low in the Kiowa claggiie (I assume it occupies
the v position), vbreak is selected from inside the verb and parallel Merged withvéerd to
form thev'. As mentioned in chapter 5, it must be that the complex verbopied from the
bottom up because otherwise, the clausal spine would beflarit the top down, resulting in
extension condition violations. Since the clausal sping @mplex verb are both generated
from the bottom up, the clausal mirror is ensured becausehtezarchies have to match. The
¢-features corresponding to the direct object are thentadthto the tree in the specifier oP.
Next, Appl is duplicated from inside the complex verb and §&et withvP. Since (227) is
a ditransitive, the specifier of the Appl phrase is filled wathet of¢-features representing the
indirect object. The VoiceP is built in the same way as ApplEhat the Voice head is selected
and Merged withvP to form Voice’ before a set af-features are placed in the specifier. As
all three arguments correspond to overt DPs in (227), thd2g &)e attached to the VoiceP.
The final steps in the derivation are straightforward: th@ Aeffix is selected from inside
the complex verb and Merged with VoiceP. Neg is also seleatebithen Merged with AspP.
Finally, C is combined with NegP. It is worth mentioning thfaf is required to complete the
clausal spine of Kiowa, it would occur in between C and NegwEler, as Asp provides case
to the in-situ external argument, | have chosen to not repteB. Since the derivation is now
complete, a tree representing the entire structure is geavin (228) for reference. As the
tree is large, it was problematic to format without escaphgmargins so the image has been
split into the clausal spine provided in (228a) and the cempkrb which appears in (228b).
The position of the verb inside the clausal spine is repiteselny the (228b) label. The tree is
labelled using the algorithm provided in (173) and the @ponding discussion from section

2.5:
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(228) a. C

/\
C Neg
T
Neg Asp
P .
Asp {D, Voice}
Vincent {D, Voice}
/\ -
Daniel {D, Voice}
stickl {D, Voice}
PN
¢3s  \oice
/\
\oice bo
/\
®3s Appl
P
Appl ol
/\
¢z v
N
(228b) Vbreak
b. v
1% Neg
v Asp
1% Voice
/\
v Appl
T
vbreak v
|
make

The trees in (228) show how Merge can be used to derive a Kidnanditive clause. As the
language has extensive pro-drop, it is uncommon for all thenet DPs to be present in the
manner exemplified by (227). A version of (227) more likelyrid in unsolicited conversation

is provided in (108a) but repeated in (229) for convenience:

(229) Hon 5— thém-9omoo
NEG 3s:3s:31-break-makelEG
‘He didn’'t make him break it.

The structure of (229) is identical to that provided in (228ith one exception. As (229) does
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not contain any overt DPs, no adjuncts are attached to VoiatRsince the agreement prefix
is identical in both examples and the verb is still inflectathwa negative suffix, the verb and
clausal spine are built in the same way.

In order to demonstrate the system further, a different gtans derived which contains
two pre-verbal selective particles with correspondindise$ but no overt DP adjuncts. The
clause is an unaccusative built around the gt “sleep” and originally appeared in (118b)

but has been repeated in (230) for convenience:

(230) Hayatto hd (- dej- hej-m3o-t'oo
probablyNEG 3s—sleep-dia¢EG-MOD
‘Probably he won't fall asleep.’

The verb in (230) contains a root, a light veigi-“die”, an unaccusative Voice head, an oblig-
atory Asp head, a negative suffivo and a modal suffix!/oo. Once these items are selected
from the lexicon, they are Merged together to produce thb.vEne verb occupies the posi-
tion in the clausal spine so it is Merged withsicep as demonstrated by (228). The bundle of
¢-features realised as the agreement prefix is Merged in #afi|gy of vP. The unaccusative
Voice head is selected from inside the verb and Merged wélvEh The non-optional Aspect
head is selected and Merged as is the negative suffix. Thelsent to be selected and at-
tached to the clausal spine is the modal head realisddagztto “probably”. Finally, C is
Merged with the modal phrase. A tree is provided in (231) &erence:
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The tree in (231) is built using the same mechanisms as (B28at the verb is derived before
the clausal spine. The pre-verbal selective particlesreatysed as heads produced by Merge.

To summarise, it has been shown how Merge can be used to diegvaausal mirror in
Kiowa. As with the predicate cleft and verbal repetition stoactions, the complex verb is built
prior to the clausal spine using external Merge from thedmottip which ensures a version of
the mirror principle since the verb and spine are built ingame direction.

The next section examines data from Harley (2011) whichgsexat by some to be prob-
lematic for analyses which assume a strict ordering reiadbietween a verb and the clause.
Specifically, Harley argues that the Mirror Principle (a @etlisation with a similar scope to
the clausal mirror) from Baker (1985, 1988) can be upheldhéf hierarchy within a verb is
derived using a combination of three operations, two of White countercyclic. | argue that
Merge (internal, external and parallel) allows Harley'§12) data to be generated without

needing to assume any countercyclic operations.
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6.4 Mirror Principle Violations

The aim of this section is to examine how the new Merge basatdisycan derive examples that
at first glance are problematic for the mirror principle sirthe structure of the verb does not
match the hierarchy of the clause. The data is from Harleg1P@nd consists of clauses from
Cupefio and Navajo. Harley has to derive the data using a catidm of three operations:
head movement, affix-driven linearisation and Merger Urfsidjacency. The first and last of
these operations involves countercyclic displacementevdifix-driven linearisation allows an
element undergoing syntactic head movement to eitheatéiin or right-adjoin to the probe,
giving either a prefix or a suffix respectively. Harley (20Eyues that a combination of
these gadgets allows the Cupefio and Navajo clauses to bedlaithout having to argue that
the mirror principle does not hold in these languages. Hewdvargue that using Merge is
more efficient since it allows the data to be produced withh@awing to resort to countercyclic
movement when combined with a version of affix-driven lingstion modified so that it can
apply in a system without head movement. Subsection 6.4figes the Cupefio examples

while subsection 6.4.2 generates the Navajo verbal data.

6.4.1 Cupeno

The aim of this subsection is to highlight how Merge (intérrexternal and parallel) can be
applied to Cupefio verbal data which appears to violate thnprinciple, but first, Harley’s
(2011) system is detailed for reference. The trivialityhwithich this data does not fall within
the mirror principle allows a system to be developed whesalhmovement, MUA and affix-
driven linearisation can derive the problematic exampligéisout assuming that the hierarchy of
the inflected verb is different from that of the clausal spifiee problematic data from Harley

(2011, 178) is provided in (232) for reference :

(232) mi=wichax-nen-gal
3PL.OB=throw-Pst.1sgvAGT -Imp.Sg
“l was throwing them.”

The complex verb in (232) is an issue because the ngobax “throw” and the v agentive
marker realised as (both in bold) are separated by the past tense morphen&iven the
mirror principle, one would expeetto intervene between the root and tense because the clausal
spine is usually represented as having-a(-T structure, low to high.

Harley (2011) presents an analysis by Barragan (2003) witiclves the data in (232)

using head movement and affix-driven linearisation. A treenf(Harley 2011, 179) (lightly
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modified) is provided in (233) to represent how the clause282) would look prior to head

movement:
(233) TP
DP T
‘ /\
pro
AspP T/Agr
/\ -
vP Asp
|
-qal
tj v’ g
VP v

DP \Y @)n
mi= wichax-

Harley states that in Cupefio, V does not move whea agentive, in which case moves
through Asp to T. The subject moves from its Merge positidie @pecifier of vP for Harley)
into the specifier of TP. The order of the morphemes insided¢hie is generated by affix-driven
linearisation which allows specific suffixes to be paramsettiso that they can either be left-
or right-adjoined to the head to which they are attached.upeBio,v is linearised as a sulffix;
Asp is linearised a suffix, and T is realised as a prefix. Widséhlanguage specific details in
mind, HM would apply in the following way. The moves and adjoins to Asp, with Asp being
a suffix. Then thes+Asp complex moves and adjoins to T with T being realised asefp

A second tree from Harley (2011, 180) (lightly modified) issm in (234) to highlight how

(233) looks once head movement has applied:
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(234)

/\
i) /\

AspP T/IAgr
/\ /\
T/IAQr Asp
VP tASp /\
/\ ne- v Asp
: : | |
b v (n -gal

/\
VP ty
PN

\
m‘iz Wic‘hax—
Once head movement has taken place, V is adjacent to T sireérBarised as a prefix once
the v+Asp amalgam adjoins to T via head movement. The final stagvies the second type
of countercyclic movement, Merger Under Adjacency (MUARi@h occurs post-syntactically
and according to Harley is a modern implementation of aféipging (Chomsky 1957). In
order for MUA to take place, the moving element and the lapdiite need to be linearly
adjacent. In (234), V and the complex T head are linearlycaijaand as such MUA can
apply. The complex T head “hops” down and right adjoins towiao which creates its final

form. A tree representing (234) after MUA is provided in (235
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(235) TP

DR

/T\

AspP tr

VP tAsp

[ V'
VP ty
DP \Y

m=y T/Agr
N
wichax- T/Agr Asp
| P
ne- v  Asp
| |
@n -gal

Significantly for Harley, the hierarchy of the clausal spatches the hierarchy of the complex
verb prior to MUA which means that, by the analysis represetibly (235), the mirror principle
holds in the syntax. It is also evident that the Merge systeasiapplicable to Cupefo as it is
to other languages where a verb is pronounced low, e.g. Ki@wvee structural difference is
that for me, the locus of agentivity is Voice, natin the analysis that follows; is a verbaliser
which introduces the internal argument. Consequentlycldugsal spine in my system consists
of N and Voice, Asp, T and C. What follows now is a derivation tastrate how Merge
(internal, external and parallel) can derive (232). A repreation is provided in (236) to show

the workspace before Merge combines lexical items:

(236)  Workspace
{w Vwichazx, v, Voice, Asp, T, C, promipo}

The first step in proceedings is to build the complex verb. d&= in (232) allows one facet
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of the Merge system to be showcased, which until now, has teanant. As Merge is un-
triggered, anything can Merge with anything in the syntafoteethe structure is then checked
during Spell-Out when labels are assigned. Since head nmenamsuccessive cyclic, the type
of data in (232) is difficult to derive without assuming a settype of countercyclic movement
(MUA) to position the complex T head as an affix (see the tre@#%) for reference). Yetin
my case, as Merge is untriggered, each suffix can be Mergedapropriate place when the
complex verb is being built. The simplest way of doing so isambinev andv/wichaz, and
then as a separate tree, Merge Asp, Voice and T together. dhespace would then contain
two trees: av+v/wichax amalgam and a T+Asp+Voice complex element. These two taes ¢

then be Merged together to form the complex verb illustrang@37):

(237) v

N

1% T

N
Vwichax V T/\Asp

ne \oice Asp

(i)‘n -q‘al

Since the verb is built, the rest of the clause is assembletigrusual manner. The root
Vwichaz is selected and Merged with the complex verb. The directabbjg is Merged
to form the specifier of/P before Voice is selected and combined with The subjecpro is
attached to fill the specifier of VoiceP then Asp is selectatiMarged with VoiceP. The T head
is then selected and Merged with AspP. Tdre is internally Merged into the specifier of TP
before C is attached to complete the derivation. A tree isigenl in (238) to illustrate how

(232) can be derived by Merge:
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(238) C

T

P C

pro T
/\T
/\
{D, Voice} Asp

pro \oice

/\Vme
/\

mlDo

vwichax v
T
/\
Vaiga v F Rep
| P

ne \Woice Asp

(i)‘n —q‘al
To summarise the discussion of (238), the complex verb i bsing external Merge before
the clausal spine is assembled. Each element inside theleongrb is selected and used by
Merge to assemble the clausal spine. The arguments are dietgehe appropriate specifiers
as the clausal spine is built. The most striking aspect efahalysis is that the complex verb is
built in two parts: a/tv and a Voice+Asp+T amalgam. These two structures are thaecheit
together using external Merge. Since both elements areedkesieparately, the fact that the T
morpheme is closer to the root then the one associated wathtigijy is not problematic since
the verb can be assembled in two halves and then combined gitgle structure before being
attached to the clausal spine.

This subsection has illustrated that it is possible to d@evithat appears to be a mirror
principle violation without having to assume that struetis generated using countercyclic

movement. The next subsection continues this theme andkappe Merge system to another
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dataset which has been used to argue the mirror principle mioehold.

6.4.2 Navajo

This subsection aims to show how Merge (internal, externdlarallel) can derive more data
which seems to show that the mirror principle does not hoidst,H show how Harley (2011)
derives the problematic examples using a combination ad heavement, affix driven lineari-
sation and Merger Under Adjacency. Second, | aim to dematesktrow the system developed
in this thesis can be applied to the problematic data witmesbrting to any countercyclic
movement. This subsection is similar in content and scomlbsection 6.4.1 so rather than
duplicating content, parallels will be glossed over rapidl

The Navajo data is similar to the Cupefio in that the order ef\terbal affixes does not
correspond to a structure derivable only by cyclic head mmr@. Thus Harley (2011) uses
HM in combination with affix driven linearisation and MUA tcedve the problematic case.
An example that Harley (2011, 181) produces using these thperations is provided in (239).

The format of the example has been modified lightly:

(239) chi-sh- d- n- t- dazh
out 1sgOlimb- Perf-Trans-move
“He jerked me” (from a sentence translatébe policeman jerked me outdodrs

The issue with (239) is that the lexical material in bold ipa@ted by a number of inflectional
morphemes. In order to generate this data, Harley (20110 aglées on two types of counter-
cyclic movement, HM and MUA, and an assumption that HM cahegiteft- or right-adjoin

to the target of the operation (affix-driven linearisatiod tree from Harley (2011, 182) is
provided in (240) to illustrate how a (239) would look priordany movement operation. The

format of the tree is lightly modified:
(240) AgrS/AspP

AdvP AgrS/Asp

/\ ‘
vP Adv n-
/\ ‘
VP v d-
\
SC Vv 1-
Prt  Obj dazh

\ \
ch’i-  sh-
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Harley assumes thath’i- and sh-form a small clause and that the veslazh has the small
clause as its complement. Given the structure presente2di),(it is evident why (239) is
problematic. Yet Harley (2011) argues that the three ofmratused for Cupefio can also be
applied to the Navajo data. The first step in deriving (238jnfi(240) involves V undergoing
head movement and right-adjoining ¥ courtesy of affix-driven linearisation. Second, the
head of Adv moves and left-adjoins to AgrS/Asp. Finally, r Under Adjacency applies
post-syntactically and adjoins the Adv+AgrS/Asp complexhtev complex as a prefix. Two
trees are presented below to illustrate Harley’s derivatibhe first (241) from Harley (2011,
184) (lightly modified) and shows both instances of head marg that occur in the syntax,
while the second in (240) illustrates how the tree looksrafte&lA has applied:

(241) a. AgrS/AspP

T

AdvP AgrS/Asp

N

Adv AgrS/As

AN
VP v
/\ P

/\
Prt  Obj - dazh
| |
ch’i-  sh-
b. AgrS/AspP

/\
Prt  Obj

\ \
ch’i- sh-

The trees in (241a) and (241b) illustrate that it is posdiblderive the clause in (239) using

head movement, affix-driven linearisation and Merger Urid#iacency. Since this thesis aims
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to derive complex verbs without resorting to countercyatiovement, HM and MUA are not
adoptable even though the two combined can derive the da@njanction with affix-driven
linearisation.

As a consequence, what follows now is a description of howglean derive (239) with-
out requiring any form of countercyclic displacement. Thstfstep is to place all the lexical
items needed to build (239) in the workspace. | have substitdgrS/Asp for separate T and
Asp nodes for ease of exposition. Second, the complex vdshbilisin two parts like in Cu-
pefio and then joined together. Thus Asp is Merged with Adwotmnf{asp Adv, Asp} while
the N and Voice are attached together to forigde Voice, {v, \/}}. The Asp and Voice
amalgams are then joined together to form the inflected vEhixd, the small clause is built
by Merging the particle and the object DP. Fourthjs formed using parallel Merge. Fifth,
the small clause is attachedwtbto complete thevP. Sixth, the complex verb is Merged in the
Voice position to generate the Voice’. Seventh, the subfeatided before Adv and Asp are
selected and Merged to form the AdvP and AspP respectiviall, the TP is generated by
attaching T and internally Merging the subject into the #imc C is added for completeness.
An output tree is provided in (242):
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(242) C
/\ |
S

Subj

Asp
Adv

T
Asp
Adv

T

{D, Voice}

Subj \oice

To summarise (242), the aim was to show that Merge (inteexdgrnal and parallel) could
derive the Navajo data without assuming anything not alreapted for PCCs, verbal repeti-
tion and pre-verbal particles and suffixes. The only stmechwilding operation is Merge which
means that all trees are produced without violating therskbe and no tampering conditions.
Deriving (242) followed the procedure advocated in chapterthat the verb was built before
the rest of the clausal spine, and in such a way that did naireegny countercyclic operations

to occur in the syntax.
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6.5 Summary

The aim of this chapter was to illustrate how the Merge bagstém can be used to derive the
data explored in chapter 3. Central to the proposal is amgssen that untriggered Merge
applies to elements of the workspace and that the only diffex between internal, external
and parallel Merge relates to the location from where thegihgrelements are selected. This
system allows the complex verb to be built first before eaemeht of the verb is selected and
used to build the clausal spine through further applicatiohMerge. Once a clause is built,
labelling applies to produce an object that satisfies hessssdand full interpretation.

The system summarised above was first applied to predicetis ah Nupe and Hebrew
in section 6.1, and it was found that the idiosyncrasies e$¢hconstructions can be produced
using Merge. It was illustrated that the Hebrew and Nupe databined required an analy-
sis which could generate the distinction between pipedigipnd non-pied-piping and was
also be able to produce the A-characteristics inherertiwihe construction. The former was
straightforward since the difference between the two wdsged to whether a copy of the
internal argument was built into the constituent Mergedhimdpecifier of focus. The latter re-
quired more theoretical considerations since the A-attarstics were generated by assuming
that parallel Merge is constrained by phase theory and thegpimpenetrability condition in
the same way as any other type of Merge.

Section 6.2 applied the Merge based system to the Nupe angidedrbal repetition data
presented in chapter 3. Deriving this type of construct®reliant on Merge in the same way
as predicate clefts since complex verbs are built in the sgake prior to being attached to the
clausal spine. Like PCCs, two distinct complex verbs arévedralong with the internal and
external arguments. In Nupe, one verb contains a tense @mglwvhile the other contains a
Fact head, whereas in Kabiye, one verb is realised as antivdinvhile the other includes a
tense morpheme.

Then section 6.3 illustrated how the suffix and pre-verbdiga data from section 3.3 can
be generated using Merge. First, an analysis was providedRaftawatomi verb and it was
shown that in the essentials, there is not a significantréiffiee between how this type of data
is derived when compared to an occurrence of V2 in a Germaniguage. The reason is that
like in V2 clauses, the verb is derived first and then each efarim the verb is selected and
used to generate the clausal spine, before the verb itdeléiged in the C position. Second,
the data from Kiowa was analysed and it was shown that Mergelsithe issues inherent in

assuming that head movement or a head final analysis protheexamples. The principle
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benefit is that the verb is built as a sealed unit meaning tbtitimy can intervene between
the Jtv amalgam and its suffixes. Finally, as the verb and the clamaé have to be built
from the bottom up to avoid an extension condition violatiarversion of the clausal mirror
is ensured because the hierarchy of elements inside thetedleerb has to match the clausal
spine.

The last section 6.4 examined two sets of data from Cupenblaungjo which are argued to
be problematic for head movement because at first glangesé®en to exhibit mirror principle
violations. Harley (2011) shows that the data can be pratiwgth a set of three operations,
two of which are countercyclic (head movement and mergeeuadjacency). In order to
avoid HM and MUA, | apply Merge and its three subtypes to th@dad find that it is possible
to derive the problematic verbs. One difference betweeddéhigation proposed in subsections
6.4.1 and 6.4.2 and all those developed earlier in the thisdisat in Navajo and Cupefio, the
verb is built in two parts before each chunk is combined tonfar single constituent. Given
the way that the system was developed in chapter 2, therersason why a verb cannot be
generated in multiple sections and then Merged togetheit does create a question regarding
how rigidly the mirror principle holds in Cupefio and Navajbem compared to a language like
Kiowa where the hierarchy of the verb and clausal spine neatciMore will be said on this
topic in the next chapter which concludes the thesis andigesva host of further research

guestions to highlight where the analysis can be develapétkifuture.
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Chapter 7

Conclusion and further research

guestions

This chapter marks the end of the thesis. It aims to take stodkeinforce what this work has

attempted to accomplish and also to highlight where deweéoris can be made, and in some
cases, are needed. To this end, section 7.1 summaries tineyaiaken in thesis chapter by

chapter. Section 7.2 provides a number of questions whighine further work in the future.

Finally, section 7.3 concludes this work.

7.1 Inthis thesis...

Chapter 1 provided an overview of the issues surroundinfp¢tael movement (HM) operation
and highlighted how HM was problematic in Minimalist grammaavhich assume the Strong
Minimalist Thesis and Merge as the only structure buildipgration. To illustrate why HM
is problematic for Minimalism, a description was providddBaker’s (1988) head movement
analysis since his work on the topic represents a signifikaygtone in the foundation of HM
in modern syntactic theory. In Baker's system, HM falls owtnfi a number of principles
that cannot be formulated in Minimalist systems, includi@gvernmentand Barrier The
discussion then provides a number of other head movemeigpns presented in the literature
(see Chomsky 2001 for instance). It is then highlighted Hidtis an issue for recent systems
that adopt the labelling algorithm from Chomsky (2013, 204iBce it is not clear how the
algorithm can label {X, Y} constructions without stipulag that either X or Y is too weak
to label. The chapter then illustrates that the structure admplex verb is the same as many
other types of constituents. Minimally a verb contains, @ ¢/jump, verbaliserv and Voice

head {\Voice, {v, /jump}}. An argument contains the same type of elements, e.g/dag,
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a nominaliser and a determiner head D {M, {/dog}}. | used this similarity in conjunction
with two others to motivate an analysis where complex verbdailt in the workspace prior
to the clausal spine. The verb is then attached in an apptepplace along with the internal
and external arguments. The rest of chapter 1 highlightsnabeu of questions that arise
immediately from the new system. It is my hope that they hasntanswered as the thesis has
progressed.

Chapter 2 provided the theoretical base of the thesis. Theatipns discussed here were
key to arguing that head movement is not a valid means ofibgilstructure in a Minimalist
grammar. They also became the backdrop for the new systeetoged in chapter 5 since a
combination of Merge and its subtypes, the workspace, Agreglesser extent, and labelling
enables complex verbs to be derived in the workspace withawihg to assume any counter-
cyclic operations.

The purpose of chapter 3 was to illustrate how head moversargdd in the literature to
determine whether the operation can derive multiple comtl$put of complex verbs and ver-
bal elements. This dataset was chosen since it is easiesttthpl displacement path of a verb
when more than one copy is pronounced. Section 3.1 examieeslat called predicate cleft
construction. This type of clause requires a verb to be proced in the left periphery while
a second copy appears within the verb phrase. Head moverelat ot derive the Nupe
data satisfactorily since the operation could not explahy whe fronted predicate appeared
nominalised without a dubious assumption that the focus s a clausal determiner (see
Kandybowicz 2008). Data from Hebrew was similarly probléimaince Landau (2006) pro-
posed that the infinitival marking on the fronted predicata default inflection which does not
seem appropriate when infinitives in other languages arduger by a separate morpheme,
e.g. English ando run

The discussion in chapter 3 then turned to verbal repet@t@rstructions and it was found
that head movement could derive the data from Nupe (Kandzo2008) as long as the
foibles of the operation were accepted. Yet when Kabiye gkasrfrom Collins and Essizewa
(2007) were analysed, it was highlighted that head moveriaéiatagain because the lowest
verbal repeat is realised as an infinitive. The authors dprmtide a satisfactory reason since
they must stipulate that the lower verb is realised as anitinfnduring its movement into a
lower focus phrase. If infinitives contain a [-Tense] feafuhen the lower verb in Kabiye must
acquire its feature during a movement operation which igriehtly problematic given that
displacement is facilitated by internal Merge.

The final dataset analysed in chapter 3 provides examplésinomg heavily inflected verbs
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and pre-verbal particles from Kiowa (Adger et al. 2009). sTtyipe of data is significant be-
cause head movement derives inflected verbs by upward moweMet in this case, when a
verb possesses a negative suffix, it cannot be the case thavés as high as a free-standing
particle since the particle is still free. Several altermbnalyses were explored and it was
highlighted that each was problematic for the Kiowa datana of the other datasets examined
in this chapter.

Chapter 4 used the contents of chapter 2 to argue that HM t&menadopted in a strict
Minimalist system. It is shown that combining Merge with tiension and no tampering
conditions makes the inclusion of HM in a Minimalist gramnpaoblematic since they dis-
allow embedding. Since Merge is the only structure builddpgration given for free by the
Strong Minimalist Thesis (SMT), assuming that head moveaman assemble complex verbs
is inherently costly because HM does not behave like Mergas€quently, | argued that head
movement is not a valid Minimalist operation.

Chapter 5 presented an alternative to head movement useniylitimalist gadgets dis-
cussed in chapter 2. The system assumes a workspace andetgd g the only means of
deriving syntactic structure. All the lexical items neededbuild a structure are placed in the
workspace. The complex verb is then assembled using uateaggMerge along with the in-
ternal and external arguments. The clausal spine is prddusiag Merge which can be either
parallel, internal or external depending on where the @hitems are selected from. As the
spine is being generated, the arguments and verb are attachppropriate places. Once the
tree reaches an appropriate phase level, the labellingithigoprovided in (173) is used to
assign labels to the tree. The algorithm is influence hedwilthe one proposed in Chomsky
(2013), but is noticeably different in two ways. First thgaithm is not constrained by struc-
tural configurations, e.g. {XP, YP} and {X, YP}. Second, thendition in (173c) allows labels
to be generated by combining a feature from each of the Mgrgiements, e.g. {D, Voice}.
Combining this algorithm with untriggered Merge producesystem in which trees and labels
are generated until something conforms with the interfaselitions of full interpretation and
headedness. The last part of the chapter explored some istewdnsequences of adopt-
ing this system, e.g. how it can derive auxiliary and modabsealong with the differences
between VO, OV, V-in-T and V2 clauses.

Chapter 6 applies the Merge system to the data discussedapterh3, beginning with
predicate cleft constructions. The Nupe and Hebrew datdetka system that could produce
the A-characteristics and pied-piping vs non-pied-pipilistinction associated with this data

set. Assuming that parallel Merge is constrained by the @li@penetrability condition in
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the same way as any other type of Merge derived the A-chaniatits in a straightforward
manner. The pied-piping vs non-pied-piping data was monapdex because it involved two
components: first a means of building the clefted element,sacond, a way of ensuring that
pied-piped examples are ungrammatical in a non-pied-pilsinguage and vice versa. The first
was straightforward because the cleft in a pied-piping Uaigg is built in the same way as a
cleft in a non-pied-piping language, i.e. using Merge. Tiffence just relates to how much
material is added to the clefted element. The second waddthhy a micro-parameter which
could be set one of three ways: allowing pied-piping, nobvaithg pied-piping or allowing
both. This parameter works in parallel with full interptta and headedness to generate licit
predicate cleft constructions.

Verbal repetition constructions were then derived usirggNrerge based system and the
process was similar to that proposed for predicate clefsttoations. The difference between
the two datasets originates from the position in which theaexerb is pronounced. In PCCs,
the extra constituent is in the specifier of a high focus phrakile in a verbal repetition con-
struction, the extra element is found in the verb phrase.ekaenples used in this section were
taken from Nupe and Kabiye and these datasets differed irsigvoficant ways. The first is
that the Nupe clauses contained a Fact head embedded insittevier verb, while the lowest
verb in a Kabiye repetition clause is realised as an infisiti8econd, the clause in Kabiye
contains a Kl head which allows the lowest complex verb toe&gwith the highest complex
verb without an intermediar¥/+v amalgam intervening. Despite the differences, both sets of
data were derivable using Merge and its subtypes since logiles of the verb are derived in
isolation before being attached to the clausal spine.

The Merge analysis was then applied to the clausal mirroriinvid and it was shown that
the issues associated with head movement, a verb final agpperad mirror theory could be
avoided if the verb is built in the workspace before the dduspine. Each element of the
clausal spine was then derived by Merge (parallel and iataetapending on from where the
Merging element was selected). Furthermore, the clausabmis ensured because the verb
and the spine have to be built from the bottom up to avoid aernsibn condition violation.
Building the verb outside the tree dictates that nothing ic&rvene between thg/ and its
suffixes, which is a good result.

The final dataset derived in chapter 6 are referred to in teeature as mirror principle
violations. Harley (2011) provides a means generating tbblematic cases from Cupefio and
Navajo but it relies on three operations, two of which arees/pf countercyclic movement. |

illustrate that even these complex verbs can be derivedtbynial Merge, external Merge and
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parallel Merge without violating the extension conditiofet the proposed analysis has possi-
ble ramifications regarding the continued existence of tireomprinciple in these languages
when compared to a language like Kiowa where the structutbeofrerb mirrors that of the
clausal spine. This question and others like it will be adgled in the next section which is

devoted to highlighting areas that need further research.

7.2 Many questions remain

Many questions remain unanswered in this thesis since stersyproposed here has ramifi-
cations outside of the multiple copy dataset explored irpt#ra3 and derived in chapter 6.
Consequently, there are many ways in which the proposalsnhhbsis can be developed in the
future. What follows are some details on topics which hawaeceived the attention that they

deserved for one reason or another, although mostly dueaitkaof space.

7.2.1 Does the Mirror Principle hold?

The mirror principle is a statement from Baker (1985, 1988)clv captures the tendency of
complex verbs to match the hierarchy of the clausal spinsy$tems which adopt head move-
ment as a means of deriving syntactic structure, the mimociple falls out from the cyclic
nature of HM since a displaced head adjoins to each dommatthuntil it reaches its final
destination. A definition of the Mirror Principle from Baké&r985, 375) is provided in (243)

along with a more general version of the definition in (24épfrHarley (2011, 1):

(243)  The Mirror Principle (Baker 1985, 375)
“Morphological derivations must directly reflect syntactierivations (and vice ver-

sa).”

(244)  The Mirror Principle (Harley 2011, 1)
“Mirror Principle is expected to hold quite generally, csdmguistically—in other
words, morpheme order should respect the hierarchy of symfarojections, as the
default situation. In certain cases, however, this idemlason does not seem to
hold.”

As mentioned in section 6.4, Harley (2011) presents data f@upefio and Navajo which
seems to violate the mirror principle, but that is derivaldeng a combination of the syntactic
and post-syntactic movement. In Harley’s system, the mprimciple holds since HM applies

cyclically in the syntactic component in such a way that dugsviolate (243) since the hierar-
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chy of the complex verbs still matches the clausal spine. pidst-syntactic operation Merger
Under Adjacency (MUA) generates what seems to be a mirracymlie violation. Since MUA
applies once a tree has been sent to the interfaces, the miimoiple is not violated since the
statement holds during the syntactic component.

The Merge based system developed in chapter 5 can also tegidata without a problem.
In Cupefio, the complex verb is built in two halves and eachisd@Vlerged together to form
the complete constituent. To be more specific,\;hand verbaliser are combined and then, T,
Voice and Asp are Merged to form a second tree. Once both #ieeattached together, the
verb is complete and the rest of the clausal spine can beusiily Merge and its subtypes. A

tree representing a Cupenfo verb is provided in (237) butategen (245) for convenience:

(245) v

N

v T
/\
Vwichax V T/\Asp

ne \oice Asp

(i)‘n -q‘al

The issue is the T node. Using the Merge analysis, it is natiplesto build a representation
of the verb in (245) without producing two trees and then Nregghem together. As Merge
and labelling are free and untriggered, nothing prohiltits derivation needed to build (245)
from taking place because nothing violates the extensiaowliton and interface conditions
of full interpretation and headedness. Yet adopting thisvdton for (245) entails that the
mirror principle does not hold fully in the syntax. It is trtigat the statement in (243) is not
violated when the/+\/ and Asp+Voice+T amalgams are built in isolation, but cormgjrthe
two together requires T to be Merged withwhich does violate (243). The same issue is also
evident when deriving the Navajo data.

Currently, it is not clear whether it's possible to maint#ie mirror principle as stated in
(243) and (244) without head movement. True the Kiowa datacistrated that Merge did
produce a version of the generalisation because the compliexand the clausal spine have
to be built from the bottom up. In this case, the mirror prabeicould be restated as a gener-
alisation which captures how Merge interacts with the esitamcondition. However, it is not
clear at this point whether allowing two trees to be builtdalation and then combined in the
way exemplified by (245) is a positive or a negative step gibean it reduces the significance

of adopting (243) or (244), since violations are easy towderMore work needs to be done in
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this area.

7.2.2 \erbs, the Mirror Principle and triggered Merge

In this thesis Merge is not triggered since the operatiorsdus satisfy a requirement. Yet
in many systems, Merge is triggered (see for instance, AR@D3; Adger 2003; Chomsky
2000; Collins 1997, 2002; Collins & Stabler 2016; Pesetksyatrego 2006; Watanabe 1996;
Wurmbrand 2014 for various implementations of triggeredrdéd® In section 2.1, | argued
that Merge is untriggered, but since triggered Merge is aufawpchoice in the literature, the
aim of this section is to answer the question of whether étigd Merge can be adopted instead
of it untriggered cousin.

If triggered Merge was assumed, then it becomes difficulufaidate elements of the verb
to form the clausal spine using Merge. For instance, sayahatb {{\/run, v}, Voice} was
built and each application of Merge was triggered by a sieledeature on one of the Merging
elements. And say has an uninterpretable\[y] feature which is only satisfied in a local
relation with an appropriate head. When it comes time to ggeehe clausal spine, there are
no features left o and\/ to warrant them being selected a second time and parallejéder
to form thev'. Whenv and\/ are combined initially, the uninterpretable feature thigigers
the Merge operation is checked and deleted. Thus nothiredtitol trigger the parallel Merge
operation which begins the derivation of the clausal spine.

Yet if a workaround for the previous problem was developatitaggered Merge could be
adopted to build structure, then the system would provideeans of deriving a strict version
of the mirror principle. For instance, each application ofrlye that built the complex verb
is triggered by a feature. A representation of a complex beilt using selection features is

provided in (246):

(246) T
T(T, uveice) \oice
Voiceppice, w v

Vived
Each head inside (246) possesses a categorial feature aelction feature. The selection
features target categorial features during applicatiddesge. Because the selection features

are satisfied in the complex verb, the same relations mustalsl in the clausal spine. So for
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instance, in (246y possesses a feature that targets & hus in the clausal spine, the duplicate
v must also be in a position where it is sister tQ/aLikewise, the Voice head inside the verb
selects a projection which also means that the duplicate of Voiced@eshe clausal spine has
to be in the same position relative tasgrojection. The same holds for T and where present
C. Since all selection relations have to be matched in thk &ad clausal spine, the mirror
principle necessarily holds.

Yet the feature bundles in (246) cannot represent the whiolg because each set of fea-
tures must also contain additional selection propertias d&he satisfied when arguments are
attached to the clausal spine. A representation of a completis provided in (247) along

with an updated complex verb that contains all the extreciele features needed to generate

a clause:
(247) T vP
/\ DO v
T(T, uveice, EPP} \oice ’ va}\\/
v, )
\oiceppice, wv, uD} v
N
V{v,e#,uD} 4/

In (247), the feature bundle of has been updated to contain a [uD] which selects the direct
object. As the verb is built first and each head comprisingctaesal spine is a duplicate of a
verbal head, the selection features that target argumamgs atso be contained in the verb, as
shown in (247). However, the selection features that aréagued inside the complex verb are
not satisfied during the derivation since the verb does notafio any DPs. One way around
this problem would be to assume that when each element oétihdsyduplicated using Merge,
only the categorial feature is left behind. Yet tamperinghvilerge in such a way would not
be an ideal solution because it requires a more complexoredsithe operation, e.g. one that
can disassemble the feature bundle of a head and strandhenfedture required. Such an
instantiation of Merge is not possible to formulate whilé adhering to the Strong Minimalist

Thesis.

7.2.3 Merge and the empty set in other domains

The data that | have used to develop this Merge based systetnelea centred in the verbal
domain. Each of the datasets explored in chapter 3 focuseduttiple realisations of verbs

and verbal-type elements. Consequently, one way in whiglsystem can be developed is for
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it to be applied to examples from other domains. Yet befoggriveng with an entirely new set
of data, it is worth noting that Merge and its subtypes hawnhesed inside the DP domain in
a trivial way already. For instance, in a sentence contgitivo DPs such aghe dog bit the
boy, the initial workspace can only contain one occurrencthefandn since {x, x } = {x}. A

representation of the workspace is provided in (248) faznexice:

(248)  Workspace
{w the,n, \/dog, \/boy, T, Voice, v,\/bite, C}

The complex verb is built first along with the subject, butsitniot possible to then build the
direct object immediately becaugiee andn do not appear in the workspace since W is an un-
ordered set and does not allow multiple membership. Theisolto this problem is to parallel
Merge n and the with the root+/dog, thus generating a complete direct object containing a
categoriser and determiner. What follows are another twaf bxamples which may serve as
viable candidates for further developing the Merge system.

One set of data to which this Merge based system may be aplgliaee clauses containing
so called partial wh-movement. These constructions hage biscussed in many places (see
for instance Cole & Hermon 2000; Fanselow 2006; McDanielBl $&intges et al. 2006; Sabel
2006; Tsoulas & Yeo 2017; von Stechow 2000; Yeo 2010) andivevonovement of a wh-
phrase from its Merge position to the specifier of an embedthgse. The scope of the wh-
phrase is then signalled using a marker consisting of a witherman), a particle (Albanian)
or an agreement morpheme (Coptic Egyptian). Examples tbpath-movement are provided

in (249), (250) and (2513:

(249) German (Fanselow 2006, 442)

a. Wasglaubstdu wen Irinat; liebt?
whatbelieveyou who-Acclrina loves

“Who do you believe that Irina loves?”

b. Wasglaubstdu was er sagtwen Irinat; liebt?
whatbelieveyou whathesayswho Irina loves

“Who do you believe that he says that Irina loves?”

(250)  Albanian (Fanselow 2006, 441)

a. Amendonse Mariathotése cfaréka sjelléburri?
Qthink thatMary says thatwhatbroughther husband

“What do you think that Maria says that her husband brought?”

The format of all the examples has been modified slightly tmfitith the conventions of this thesis
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b. Amendonse cfaréthotéMariase ka sjelléburri?
Qthink thatwhatsays Mary thatbroughther husband

“What do you think that Maria says that her husband brought?”

(251) Coptic Egyptian (Reintges et al. 2006, 182)

a. eyeonbton etebn-td oMmMmMo-s  ero-i [tSeangnim]|?
Q you(L) REL(-PRES-2PL-say DO-3sG:F about-5GC | who

“Who are you saying of me that | (am)?”

b. en-or khriakYe am-nontre [e-or u tSin tenu]?
REL(-PRES-makeneed PCL as-withessto-make(tNF) what?sincenow

“What further witness do we need to bear now?”

In (249a), the wh-phraseen appears to move into the specifier position of an intermediat
CP while the wh-wordvas appears to mark the scope positionvedn A similar example is
provided in (249b) in thatven moves to an intermediate position ands marks the edge of
each CP thatven has scope over. Sinagen has scope over the matrix clause, it is argued
thatwenmoves to matrix CP but is pronounced in an intermediate iposiThewaselements
mark each position thavenmoves through on its journey to matrix C. Each occurrenogasf
thus acts a “breadcrumb” (to quote Tsoulas & Yeo 2017) shgwule path thatven uses on
its way to the specifier of matrix CP. The Albanian sentenog@50) are similar in that the
wh-phrase scopes over the matrix clause but is pronounsatkia lower CP, with scope being
marked by the Q particle. Finally, the Coptic examples inl{Z6llow a similar pattern in that
the wh-phrase stays low even though it scopes over the n@firsse. In this case, scope is
marked by the relative tense morpherms.-.

In the literature, data of the sort shown in (249)-(251) isvée by moving the wh-phrase
into the specifier of the matrix CP even though it is pronodntea lower position. The
wh-word, Q particle and relative tense morpheme signal tdopes of the wh-phrase. So in
each case, scope is marked by a small piece of structure. émuawvof further research for
Merge and its subtypes would be to see whether it could déhnigetype of data. The most
obvious comparison between partial wh-movement and the diatussed in chapter 3 and
built in chapter 6 is between predicate clefts and the Gerexamples in (249). The reason
is that in both types of clause, a constituent is pronounagcktwith a different form. For
instance, Nupe predicate clefts feature a nominaliseddtbpredicate and a tensed verb while
the German example in (249a) features a default form wh-voitthe left periphery and a
full wh-word lower down the clause. The Nupe cleft is built ¢pgnerating a second copy of
the lower verb using parallel Merge which is then cleftedpercsCP. Consequently, it may be

possible to derive the different wh-words in the same way, lauild the contentful lower word

205



first and then parallel Merge the parts needed for the defauti that appears in the higher
position. In addition, the same analyses may be applicab(@30) and (251) if it could be
argued that the Q particle in Albanian and the relative tenggpheme in Coptic Egyptian are
duplicates of something inside the lower wh-phrase. At §jlahce, this line of research looks
like it might be promising, but only time will tell whetherdan be sustained.

A second set of data to which the Merge analysis could be egpdi from Dutch and
involves the double realisation ofamorpheme. Traditionally, the doublehas been analysed
as two occurrences of a genitive case suffix and the fr& said to be proleptic in that it
anticipates the appearance of the secen@xamples of the data from Corver (2007, 179-80)

are provided in (252):

(252)  Dutch

a. blootshoofds
bare-s-head—s
“bare headed; with the head bare”

b. binnensmonds
inside-s-mouth-s
“under one’s breadth; between one’s teeth”

c. ’'sZondags
-s Sunday-s

“on Sundays”

Each example in (252) features two occurrencessofn Corver's (2007) analysis, an appli-
cation of head movement generates the higher copy of thetraorg which then allows both
copies to be externalised. As seen in chapter 6, Merge asdhitgpes serve as an alternative to
the head movement operation and a potential research ardd beto determine whether the
new system can be used to derive the data in (252). For irstémoay be possible to derive
a copy of the lower head in the workspace using parallel Mesgieh allows the copy to then
be attached to the phrase in the higher position. Furtherm@orver (2006) also explores a
different instance of prolepsis involving adjectives, bgain it is not clear whether Merge can
be applied in this context. More work needs to be done in theduo determine the system’s

validity.

7.3 Conclusion

This thesis aimed to introduce an alternative to head mowmethat used nothing more than

operations that are already a part of Minimalist grammaessile that Merge and its subtypes
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were able to produce the data to which they were appliede tiseat great deal left to explore
in order to determine whether the system is sustainable.pdimt which | want to emphasise
at this late stage is that the operation Merge is able to elenmy binary, and possibly unary,
syntactic structure. In the Minimalist world within whichis$ thesis is set, | do not think that
it is appropriate to suppose that structure can be built lyyhamg other than Merge because
untriggered Merge can build anything. The issue currerglgites to how the ungrammatical
trees built by the operation are weeded out during transfgreaternalisation. A little work on
this topic has been done in this thesis by exploring a prdghaalabels interact with output
conditions such as full interpretation and headednesst may be the case that a better way
to derive complex verbs, and structurally complex elemantgeneral, is found in the future.

Even so, | think that given current Minimalist assumptists,cture building has to just involve

Merge.
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Abbreviations

1, 1st first person

2, 2nd second person

3, 3rd third person

ACC accusative

Agr agreement

AsP aspect

AUX auxiliary

COMP complementiser
COND conditional

Conj conjunct, e.g. conjunct vs independent word order
CONJ conjunction

D dual

DEF definite

Dir direct voice

DO direct object

EA external argument
Emph emphatic particle
ERG ergative

EVID evidential

FOC,Foc focus

FT floating tone

FUT future

HAB habitual

HORT hortative

[ inverse

IA internal argument
IC Initial change
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IMP
IMPF

IN

Ind

INF, Inf

INFER

10

LoC

MIR

Mod, MOD
Neg,NEG
NOM

Obj

Obv

Part

PAST

PERF, PerfpERF, PF
P,PL, P, pl
POSS

PRS

PRT, RT, PRT
RED

REFL

SG, S;SG, S
Subj

imperative
imperfective
inclusive
independent
infinitive
inferential
indirect object
locative
mirative
modal
negative
nominative
object
obviative
participle agreement
past tense
perfective
plura
possessive
present tense
particle
reduplicant
reflexive
singular

subject
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