
Numerical
Magnetohydrodynamic

Investigation of Jets in the Solar
Atmosphere

Fionnlagh Iain Mackenzie Dover

Professor Róbert Erdélyi
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Abstract

This thesis aims to increase our understanding of solar spicular jets.

We carry out a series of numerical studies using MPI-AMRVAC

to simulate jets in an idealised stratified solar atmosphere with a

vertical uniform magnetic field. The jets are initiated by driving

them with a momentum pulse. The relevance of multiple key pa-

rameters are investigated by varying the initial driver (amplitude,

period, inclination with respect to magnetic field) and magnetic

field conditions, to examine the parameter influence over the jet

morphology and kinematics. We show the dynamics and morphol-

ogy of simulated jets are sensitive to the key parameters.

The simulated jets captured key observed spicule characteristics in-

cluding maximum heights, field-aligned and non-field aligned mass

motions/trajectories, and cross-sectional width deformations. The

simulations mimic both the observed horizontal and transverse

boundary deformation of the jet, which are under-reported in nu-

merical studies. This may be due to the need for a very high spatial

resolution to study this phenomenon. With the next generation of

solar telescopes around the corner, more research will come to pass

on the cross-sectional evolution of small-scale solar jets. Further-

more, the series simulations carried out and presented highlight

the presence of not yet observed internal knot substructures gener-

ated by shock waves reflected within the jet beam. We show that

these fine structures may not yet be observable, but they could be

identified with new telescopes such as the Daniel K. Inoyue Solar

Telescope (DKIST). If confirmed, these sub-structures will enable a

new window through which observers could investigate the physics

of spicular jets. This thesis embarks on highlighting the dynamics

that may be observable with future facilities.
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R. (2020); Signatures of Cross-sectional Width Modulation in

Solar Spicules due to Field-aligned Flows, Astrophys. J., Vol-

ume 905, Issue 1, https://doi.org/10.3847/1538-4357/abc349

• Mackenzie Dover, F., Sharma, R., Erdélyi, R.; Magnetohydro-
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CHAPTER 1

Introduction

“And it’s not just a heap of salt!!
There’s fire water! And ice ground!
And fields of sand! The outside
world must be ten times bigger
than inside the wall! Eren!
Someday I hope we get to explore
the outside world!”

— Armin Arlert, Hajime Isayama,
Vol. 1 Attack on Titan

1.1 The Sun

The Sun is often referred to as a mundane star by the larger astrophysical com-

munity, as it is a common main sequence star (G-type), particularly when it is

compared with the zoo of exotic astrophysical objects such as stars in binary

systems, neutron stars, red giants, white dwarfs, cepheids, Wolf-Rayet stars,

among others. However, one of the most fascinating aspects of the Sun is its

magnetic field and our ability to resolve the Sun compared to other astrophys-

ical objects. To quote physicist Robert Leighton, “If the Sun had no magnetic

field, it would be as uninteresting as most astronomers think it is”. The mag-

netic field makes the Sun a truly dynamic star as it moulds and shapes its at-

mosphere environment, for example with coronal loops, prominences, rosettes,

fibrils, helmet streamers, etc., as well as storing energy which can be released in

dramatic fashion, e.g. through coronal mass ejections, spicules, and EUV jets.

Due to high resolution observations we can obtain fantastic images of these

dynamics with both ground and space based instruments such as Solar and

Heliospheric Observatory (SOHO) (Domingo et al., 1995), Transition Region

and Coronal Explorer (TRACE) (Tarbell et al., 1994), Hinode (Tsuneta et al.,
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2008; Suematsu et al., 2008; Ichimoto et al., 2008), Solar Dynamic Observa-

tory (SDO) (Lemen et al., 2012), the Interface Region Imaging Spectrograph

(IRIS) (De Pontieu et al., 2013), Daniel K. Inouye Solar Telescope (DKIST)

(Rast et al., 2020; Rimmele et al., 2020), the Swedish Solar Telescope (SST)

(Scharmer et al., 2003a), and the Solar Orbiter (Müller and St. Cyr, 2013).

The combination of the Sun’s magnetic field and it being the only star we

can fully resolve gives us a marvellous space laboratory on our astronomi-

cal doorstep, from which the physics of other stars can be understood. An

overview of the basic properties of the Sun taken from Priest (2014):

• Age: 4.6× 109 years.

• Mass: M� = 1.99× 1030 kg.

• Radius: R� = 6.96× 105 km.

• Surface temperature: 5785 K.

• Mean density: 1.4× 103 kg m−3.

• Mean distance from Earth: 1 AU = 1.5× 108 km.

• Surface gravity: g0 = 274 m s−2.

• Equatorial Rotation Period: 26 days.

• Composition: 90% H, 10% He, 0.1% other elements.

The Sun has multiple concentric layers as seen in Fig. 1.1, and is powered in

its core where nuclear reactions consume hydrogen to form helium. From these

reactions, energy is released which ultimately leaves the surface as visible light.

The next layer which surrounds the core is the radiative zone, where energy

generated by the nuclear fusion in the core moves outwards as electromag-

netic radiation. The next significant region is the convective zone, where the

method of energy transportation changes from radiative to convective. This

occurs because with increased distance from the heat source that is the core,

the temperature drops, as described by the second law of thermodynamics.

The temperature is eventually sufficiently low for heavier ions (e.g. carbon,

nitrogen, oxygen, calcium and iron) to retain a collection of their electrons,

which increases the opacity. This makes radiation transport less efficient and

consequently traps heat, which in turn creates hot rising gas bubbles which
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cools when they reach the surface and begin to drop to the bottom of the con-

vection zone, where they are then reheated, thus repeating the process. The

next layer of the Sun is the photosphere, which is the observable surface.

An interesting aspect of stars is that they are all “ringing” as they are a

host of multiple standing waves. Just as earthquakes have been studied to

probe the interior properties of our planet thereby discovering the Earth has

a liquid outer core and solid inner core (Lehmann, 1936), the principle is the

same with stars. When ignoring the effect of rotation and magnetism, these

starquakes for the Sun have two main restoring forces; buoyancy (gravity) and

pressure (Appourchaux et al., 2010).

Those pulsation modes which are dominantly restored by buoyancy are re-

ferred to as gravity or g-modes. These g-modes are mostly constrained to

the core but propagate through the radiative zone. Hence, studying these

waves could theoretically give us crucial information about the structure and

dynamics of the deepest parts of the Sun that we are otherwise unable to di-

rectly measure. These waves are damped in the convective zone. This makes

g-modes very challenging to detect in the Sun. Claims of their observation

(Garćıa et al., 2007; Fossat et al., 2017; Fossat and Schmider, 2018), have been

met with skepticism (Appourchaux et al., 2010; Schunker et al., 2018; Appour-

chaux and Corbard, 2019; Scherrer and Gough, 2019).

Pulsation modes, where pressure is the restoring force, are known as pres-

sure or p-modes. The p-modes on the Sun was first discovered by Leighton

et al. (1962), who found undulations on the Sun with periods near 5 min-

utes, referred to in many studies as the “5-minute oscillation”. The depth at

which p-modes penetrate depends on the frequency of the wave, where low

frequencies propagate deep into the interior of the Sun and high frequencies

are trapped closer to the surface. There are approximately 106 resonant p-

modes on the Sun, with periods ranging from minutes to hours (Demarque

and Guenther, 1999). As they are pressure waves, they freely travel through

the convection zone. However, when p-modes are propagating through the

solar interior they encounter a temperature gradient and hence a sound speed

gradient. The deeper the wave probes, the faster the sound speed is, which

means it is refracted back to the surface. The sudden jump in conditions at

the solar surface acts as a solid boundary that the wave is unable to escape,
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Figure 1.1: Overview of the layers of the Sun. Source: ESA:
https://www.esa.int/About Us/ESAC/Gravity waves detected in Sun s interior
reveal rapidly rotating core.

and it is reflected inwards. However, there are regions (e.g. intergranular

lanes) where it is thought p-mode wave leakage occurs, which means they are

propagated upwards into the solar atmosphere and are drivers of solar fea-

tures (Suematsu, 1990; De Pontieu et al., 2004, 2005; Heggland et al., 2007;

De Pontieu et al., 2004).

1.2 The Solar Atmosphere

The Sun’s atmosphere is truly a complex and fascinating environment. It

can be broadly split into three main regions from the top down; the corona,

transition region (TR), and chromosphere. Two main factors which separate

these regions are their measured temperature (see Fig. 1.2) and plasma beta,

the ratio of gas and magnetic pressure (see Fig. 1.4).

1.2.1 Corona

The corona is the Sun’s upper atmosphere which continually extends, reaching

approximately tens of millions of kilometres into space. It follows the Sun’s

open magnetic field lines which eventually they feed into the solar wind. It is

possible to observe the corona with the naked eye during eclipses, as seen in

Fig. 1.3. Otherwise to observe the corona a coronagraph is needed, which is

a disk-shaped instrument placed on telescopes that can produce an artificial

eclipse by blocking the light from the photosphere. The high temperature of

the corona is evidenced by the presence of ions with many electrons removed
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Figure 1.2: A plot of the temperature and density from the photosphere to the
corona. Plot taken from Lang (2006).

from the atom. This is evident by atoms such as iron which is 9 − 13 times

ionised in the corona, which indicate temperatures of 1.3 MK and 2.3 MK,

respectively (Grotrian, 1939; Edlén, 1943). Despite its high temperature, it

has a low amount of heat as it is very rarefied, with densities in the order

of 10−12 kg m−3 (Priest, 2014). This in turn means that the energy density

of the corona is much lower than that of the lower layers of the solar at-

mosphere, such as the photosphere, where the temperature is approximately

5000 K. Despite this, the quiet Sun needs to have a constant energy input of

1.1 − 1.6 erg cm−2 s−1 to maintain observed coronal temperatures (Sakurai,

2017).

One startling fact is the extreme coronal temperatures, which are higher than

lower regions of the atmosphere (approx. 104 K) and photosphere (approx.

5, 000 K). Intuitively, the temperature profile shown in Fig. 1.2 does not make

sense, as the temperature is increasing with increased distances from the Sun’s

heat source (the core), breaking the second law of thermodynamics. This is

known as the “coronal heating problem”, which was discovered by Grotrian

(1939) and Edlén (1943). The coronal heating problem encompasses many

open questions, such as: Why is the corona hot?; How does it maintain this

heat?; Is the corona heated everywhere, or is heat produced in separate, lo-

calised events?; Is it heated in multiple different ways? Many theories have
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Figure 1.3: Image of the Corona from a total eclipse that occurred on the 29th
of March, 2006. Source: https://apod.nasa.gov/apod/ap090726.html.

been put forward that can be reduced down to either wave based; e.g. acoustic

shocks and MHD waves (Alfvén, 1947; Uchida and Kaburaki, 1974; Wentzel,

1974; Priest et al., 1998; Hollweg, 1982a; Antolin et al., 2008; Escande et al.,

2019), or reconnection; e.g. nanoflares (Parker, 1988; Cargill, 1993; Parnell and

Jupp, 2000; Klimchuk and Cargill, 2001; Cargill and Klimchuk, 2004; Antolin

et al., 2021). Due to the highly dynamic nature of the atmosphere, in reality

both types of heating probably occur (Zirker, 1993; Parnell and De Moortel,

2012).

The heating process can be broken into three main phases: (1) the generation

of a carrier of energy (i.e. photospheric driving motions); (2) the transport of

energy into the solar atmosphere; (3) the dissipation of this energy in various

structures of the atmosphere (Wentzel, 1974; Erdélyi, 2004). For (1-3) there

are a plethora of choices, but the main challenge lies in (3). There is agree-

ment in the field that the Sun’s magnetic field plays a key role (Parnell and

De Moortel, 2012; Arregui, 2015), but the exact physical process that trans-

ports the energy from the photosphere upwards and dissipates the magnetic

energy into heat, remains elusive. Another key obstacle is resolving (3), as for

wave heating the dampening time of the waves is roughly proportional to the

magnetic Reynolds number. The magnetic Reynolds number is approximately

1014 under solar conditions, as it is dependent on the typical length scales of

plasma flow, which are large on the Sun. Therefore, in the solar environment,

the challenge is finding mechanisms that generate small length scales (e.g. res-

onant absorption, phase mixing, plasma inhomogeneities), otherwise, the wave

energy will not be converted into heat quickly enough compared to the coronal
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cooling timescales (Van Doorsselaere et al., 2020). There is a lack of definitive

observation of reconnection/nano-flare heating by a series of small-scale recon-

nection events (Hudson, 1991; Parnell and De Moortel, 2012). It is possible

that small scale solar jets, such as spicules, play an important role in coronal

heating due to their ubiquity and dynamic nature, which is discussed later.

1.2.2 Transition region

The transition region (TR) is a thin region of approximately 5, 000 km (Athay,

1981) that sharply links the “cool” chromosphere (105 K) to the hot corona

(1 MK) at around 2 Mm above the solar surface (Lang, 2006). The TR is

dynamically important to the Sun’s atmosphere. Due to the sharp change at

the TR, waves propagating through the chromosphere can suddenly steepen

into shock waves that propagate both upwards into the corona, as well being

reflected back into the chromosphere (De Pontieu et al., 2004; Hansteen, 2007;

Yuan et al., 2016; Hou et al., 2018). These shock waves can lead to jet-like

events (De Pontieu et al., 2004, 2007a; Heggland et al., 2007; Kuźma et al.,

2017a), as well as the oscillation of the TR interface itself, e.g. referred to

as transition region quakes (TRQ), that may transfer energy to surrounding

magnetic structures (Scullion et al., 2011). A key aspect to note is that all

energy that heats the corona and drives the solar wind must make its journey

through this sudden change in environment (Mariska, 1992).

1.2.3 Chromosphere

The chromosphere spans from above the photosphere up to 2 Mm (Lang, 2006).

In ancient times the chromosphere was only faintly seen as a reddy-pink glow

around the boundaries of a solar eclipse. This rosy colour originates from

the Balmer series of transitions for hydrogen emission (Hα). The atmospheric

conditions of the chromosphere are sufficient to cause a quantum transition

between the N = 3 and 2 energy levels of hydrogen. In the modern age, we

can study the chromosphere in great detail thanks to excellent ground and

space based telescopes (See Fig. 1.5). The chromosphere is typically observed

in the Hα, CaII H, and CaII H and K lines (Ayres, 2019). Observations in

these spectral lines shed light on the reason that the chromosphere can be

described as the “magnetic complexity zone” (Ayres et al., 2009), due to nu-

merous complex dynamics and structures it hosts as displayed in Fig. 1.5.

Together the TR and chromosphere make up the so-called interface region,
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Figure 1.4: A model of the plasma β (ratio between gas and magnetic pressure)
over an active region on the Sun, taken from Gary (2001). A high (low) β
corresponds to gas (magnetic) pressure being the dominant force. The grey
shaded region shows plasma beta at different heights.

which encapsulates an area of complex plasma and magnetic fields, which

transports matter and energy between the photosphere and the corona. To

understand the dynamics and topography of the magnetic field lines, it is im-

portant to establish whether gas or magnetic pressure is dominant. This is

represented by plasma beta (β), and its value in the atmosphere is shown by

the grey shaded region in Fig. 1.4. In the photosphere where gas pressure is

dominant (β > 1) the magnetic field gets dragged by granular flows, being

pinched together as they emanate between granular lanes. At the boundary

of supergranular lanes, the magnetic field lines form a larger network and the

field lines stem out as magnetic flux tubes (MFT) as shown in Fig. 1.6. These

MFT expand further up in the atmosphere due to dropping gas pressure, where

magnetic pressure becomes dominant and the field lines become frozen into the

plasma (Ayres et al., 2009). An interesting region in the chromosphere is where

β = 1. In this region the sound speed and the Alfvén speed are equal, divid-

ing the solar atmosphere into magnetic and non-magnetic regions (Tsiropoula

et al., 2012). This region can lead to the formation of shocks, as it allows

for the mode-coupling of purely magnetic waves (Alfvén waves) with magne-

toacoustic waves (Hollweg et al., 1982; Rosenthal et al., 2002; Bogdan et al.,
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Figure 1.5: Two snapshots are taken from Hα observations using the SST
(Swedish Solar Telescope). The panel to the left (right) shows obser-
vations of chromosphere above a sunspot in AR998 (chromospheric fila-
ments). These snapshots were taken from the SST movie gallery and can be
found here: https://ttt.astro.su.se/isf/gallery/movies/2008/halpha 10Jun2008
AR998 mu043.mov, https://ttt.astro.su.se/isf/gallery/movies/2005/halpha set1
04Oct2005 region dt5s.mov

2003; Cally and Goossens, 2008; Wang and Yokoyama, 2020) and has a chaotic

topology which forms the canopy observed in Hα lines (see Fig. 1.5 and canopy

domain in Fig. 1.6). The magnetic field in the chromosphere is highly twisted

and entangled as a consequence of these transitions of the β.

In recent years the correctness of the phrase “coronal heating problem” has

been called into question, and even labelled as a “paradoxical misnomer” by

Aschwanden et al. (2007). This is because there is no direct evidence of local

heating in the corona, and researchers should shift their focus towards solv-

ing the “chromospheric heating problem” (Aschwanden et al., 2007). It is

not clear how the transport and heating occurs between the interface region

and corona. The answer may lie in the multiple jet features such as spicules,

mottles, and dynamics fibrils, that are prevalent in the interface region, that

energetically advance through the atmosphere (Tsiropoula et al., 2012). In

particular, spicules are hypothesised to be a strong candidate for transport

mechanisms to heat the atmosphere (Kudoh and Shibata, 1999; De Pontieu

et al., 2007b; Kudoh, 2008; Mart́ınez-Sykora et al., 2017; Moore et al., 2011;

De Pontieu et al., 2017a; Samanta et al., 2019; Zuo et al., 2019; Bale et al.,

2019).
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1.3 Jets in the Solar Atmosphere

The study of jets on the Sun is over 150 years old, starting when Father Angelo

Secchi first observed jets in the chromosphere in the 1870s in the Observatory

of the Roman Collegium, and described them as “burning fields” (see example

in Fig. 1.7). It took nearly 100 years after Secchi’s discovery of spicules for

researchers to realise the sheer variety of jets that exist in the solar atmosphere

(Raouafi et al., 2016). This started with modern observations in the 1970s,

with the discovery of coronal transients in Fe XIV, macrospicules and explo-

sive events (Demastus et al., 1973; Bohlin et al., 1975; Withbroe et al., 1976;

Brueckner, 1980). This active decade resulted from the launching of the space

station Skylab and its capability of carrying out EUV observations. More

types of jets were discovered in the 1990s, due to observations with space

based Yohkoh soft x-ray telescopes. Shibata et al. (1992) and Strong et al.

(1992) discovered solar x-ray jets which are the largest and most energetic of

the coronal jets, and new jets have even been discovered recently (Cho et al.,

2019).

As a result of many excellent observations, it is clear that solar jets are om-

nipresent at all times on the Sun regardless of the phase of the solar cycle and

there is a vast variety of types of jets, occurring across a whole range of scales.

Nowhere is this more true than the chromosphere, which is dominated by

spicular jets, which are thin, small-scaled, short lived jet structures, rapidly

evolving with time and height. These spicular jets occur everywhere from

quiet Sun (QS) (De Pontieu et al., 2007d; Rouppe van der Voort et al., 2007;

Pereira et al., 2012, 2014), around active regions (ARs) (De Pontieu et al.,

2007d; Pereira et al., 2012; Rouppe van der Voort and de la Cruz Rodŕıguez,

2013; Gafeira et al., 2017b), and coronal holes (CHs) (Yamauchi et al., 2005;

Moreno-Insertis et al., 2008; Pereira et al., 2012; Young, 2015). These tran-

sient events could make significant contributions to the coronal heating and

solar wind acceleration, which to this day are partially unexplained (Mart́ınez-

Sykora et al., 2017; De Pontieu et al., 2017a; Samanta et al., 2019; Zuo et al.,

2019; Bale et al., 2019).
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Figure 1.7: Example of early observations of the evolution of spicules taken
by Father Angelo Secchi which he describe as flames that are so small they
resemble grass in gardens. Images are taken from Secchi (1877).
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1.3.1 Spicules

Spicules are thin plasma flows that are omnipresent on the surface of the Sun,

and there are approximately 2 × 107 Ca II spicules on the Sun at any time

(Judge and Carlsson, 2010). Spicules are best observed in strong chromo-

spheric and transition region (TR) lines such as Hα, Ca II H & K, Mg II H &

K, C II and Si IV lines. They were first observed by Secchi (1877) and were

named by Roberts (1945), who stated “I was amazed at the extremely brief

lifetimes and the great frequency of occurrence which visual observations of

these spicules indicated”. The lifetime he reported ranged from approximately

2-11 minutes which fits in the range of current estimates for spicules lifetimes.

These short lifetimes, along with temporal and spatial (spicules diameters are a

few hundred kilometres) resolution limits, historically made observing individ-

ual spicules difficult (Sterling, 2000). Also, the dynamic nature of the spicules

poses a challenge as they are typically mobbed by other spicules shielding one

another, they have bi-directional flows, kinking, twisting, and torsional mo-

tions. Other effects such as distortions due to the projection effect and spicule

inclination add even more complexity, as these effects can give a misleading

picture of spicule dimension and behaviour (Porfir’eva and Yakunina, 2016).

Despite these challenges in observations, there has been much effort as there is

a substantial amount of observational data on spicules available, giving us an

understanding of their basic properties (mass density, temperature, velocity

and magnetic field) (see reviews: Beckers, 1968, 1972), possible driving mech-

anisms (see review: Sterling, 2000), and the waves and oscillations spicules

can host (see review: Zaqarashvili and Erdélyi, 2009). The main interest in

spicules lies in the potential to solve outstanding problems in solar physics,

such as providing mass and energy into the solar atmosphere and wind, heat-

ing the chromosphere/corona, and driving the solar wind (De Pontieu et al.,

2011; Moore et al., 2011; Henriques et al., 2016; Samanta et al., 2019). The

mass flux taken by the spicule to the corona exceeds that of the solar wind

by two orders of magnitude (Thomas and Athay, 1961), so if even 1% of the

spicule mass flux escapes the Sun, this would be sufficient to supply the so-

lar wind mass (Pneuman and Kopp, 1977, 1978; Tian et al., 2014; Samanta

et al., 2015). Spicules have been estimated to have an energy flux of around

5×109 erg cm−2 s−1, therefore if even 1% of spicule energy is dissipated in the

corona then it could power the upper atmosphere (Zaqarashvili and Erdélyi,

2009). Another important factor, due to the ubiquity of spicules, is that it is
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imperative that we can accurately model and describe spicules for us to un-

derstand the Sun’s chromosphere. The combination of improved spatial and

temporal resolution achieved with telescopes, such as Hinode, TRACE, IRIS

and SST, over the last two decades, and improved computational models, have

led to a “renaissance” in spicule research (Aschwanden, 2019). A major fac-

tor in this renewed interest was the rediscovery that the spicules contain two

distinct types, labelled as Type I (TI) and Type II (TII) spicules (De Pon-

tieu et al., 2007b). This categorisation is based on their lifetimes, speed, and

trajectory, and is not to be confused with the concept of Type I and Type II

spicules originally introduced by Beckers (1968), who separates spicules based

on significant differences in their line width.

1.3.1.1 Classical/Type I Spicule

To be clear with our terminology of “spicule” we will adopt the definition

“classical spicule” as used in Sterling et al. (2010a), Pereira et al. (2013), and

Sterling et al. (2020) to refer to limb spicule features observed pre-Hinode i.e.

2006. Classical spicules are observed at the solar limb, typically observed in

Hα as thin, finger-like features, that rapidly elongate upwards with an average

velocity of around 15− 40 km s−1 (De Pontieu et al., 2007b) and are grouped

together with other spicules, emanating across the boundaries of supergranular

cells (see Spicule I stemming from the rightmost network in Fig. 1.6). This

group behaviour was first described as “porcupine” and “wheat field” patterns

by Lippincott (1957). Properties of classical spicules are outlined by these early

reviews Beckers (1968, 1972), where these thin jet-like structures are reported

to reach heights of 6.5− 9.5 Mm during their 5 minute lifetime, and rise with

apparent velocities of 25 km s−1. These values are in agreement with more

recent Hα observations of 40 spicules with lifetimes 7.1± 2.3 mins, heights of

7.2±2 Mm, and velocities of 27±18.1 km s−1. These spicules are proposed to

be initiated by p-mode leakage between granular cells (De Pontieu et al., 2004).

The launching of Hinode/SOT (Solar Optical Telescope) in combination with

better ground-based telescopes, such as SST, and improved image processing

techniques, was a game-changer as it allowed for the study of jets in unprece-

dented detail both spatially and temporally (Aschwanden, 2010). De Pontieu

et al. (2007b) used observational Ca II H line data collected by Hinode and

employed a slit to temporally track the evolution of spicules. They found that,

in general, spicules follow a non-ballistic parabolic path or rise up and rapidly
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fade out in space-time diagrams. They identified that classical spicules can

be split into two distinct populations of spicules based on their velocities, life-

times, and trajectories. The physical properties of TI spicules are akin to those

of classical spicules, as they are defined as long lived (in comparison to TII)

structures with lifetimes of ∼ 180− 420 s, with bidirectional up flows of mass

(which rise from the limb and then fall) following a non-ballistic parabolic

path, and have an upward velocity of ranging around 15−40 km s−1 (De Pon-

tieu et al., 2007b). These values are in agreement with a more recent study

by Pereira et al. (2012) who report average (standard deviations) values of

lifetimes as 262 s (80 s), upward velocities of 30 km s−1 (9 km s−1), and reach

heights of 6.02 Mm (1.21 Mm).

The heights of spicules are typically measured from their footpoints in the

photospheric limb, up to the point at which the spicule becomes no longer vis-

ible. However, measuring the heights of spicules can be tricky as photospheric

roots can be difficult to identify due to their grouping behaviour; it is not obvi-

ous whether the footpoints are in front or behind the limb, and the top of the

spicule does not have a clearly defined boundary. Other observational factors

add to this difficulty, such as exposure time and seeing conditions. Spicules

have historically been mostly observed in the Hα line, which is difficult to trace

down due to the opacity of the chromosphere. Despite these difficulties, there

is general agreement on the reported heights of spicules (Tsiropoula et al.,

2012). Using data from Hα observations, Beckers (1968, 1972) estimated the

average heights between 6.5 − 9.5 Mm. Pasachoff et al. (2009) used both Hα

observations and TRACE data in the 16, 000 Å channel, to obtain heights in

the range 4.2− 12.2 Mm with a mean of 7.2± 2 Mm. Pasachoff et al. (2009)

observed heights in TRACE UV and found them to be ∼ 2.8 Mm taller than in

Hα. De Pontieu et al. (2007b) measure heights in Ca II H using Hinode/SOT

which vary from a few hundred km to 10 Mm, with most below 5 Mm. Pereira

et al. (2012) report maximum heights of 4 − 8 Mm using Ca II H data from

Hinode/SOT. Numerous studies report that the lifetime of classical spicules is

between 120 − 720 s with an average around 300 s (Roberts, 1945; Rush and

Roberts, 1954; Lippincott, 1957; Alissandrakis and Macris, 1971; Cook et al.,

1984; Georgakilas et al., 1999). More recently, Pasachoff et al. (2009), who

studied the spicules in Hα, found lifetimes between 180 and 720 s with a mean

value of 426± 138 s. In the past spicules widths (200− 1, 000 km) have been

very close to the resolution limits of observations and hence most impacted
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by observation conditions such as seeing and/or overlapping effects, making

it challenging to separate into single spicules (De Pontieu, 2007; Tsiropoula

et al., 2012). In addition, spicule widths and heights are impacted by the

line which is used for observations. For example, Pasachoff et al. (2009) used

Hα data collected with SST and measured widths of 300 − 1, 100 km, with a

mean diameter of 660 km, and found that the widths are greater by a factor

of 1.5 with ranges of 700 − 2, 500 km when measuring with 1600 Å TRACE.

However, this discrepancy in widths could be attributed to TRACE resolution

being approximately four times lower than SST. In general, for the classical

spicule, widths were measured using Hα and Ca II H and K lines, and spicules

are measured as having diameters between 400 and 2, 500 km (Dunn et al.,

1960; Beckers, 1968, 1972; Lynch et al., 1973). Modern studies find spicule

widths ranging from around 220 − 420 km with a mean (standard deviation)

of 384 km (81 km) Pereira et al. (2012).

An important aspect is that spicules are typically observed to be inclined

from the vertical with studies reporting an average inclination of spicules in

the range of 19 − 35◦ (Beckers, 1968; Mosher and Pope, 1977; Heristchi and

Mouradian, 1992; Pasachoff et al., 2009). Where the most recent of those stud-

ies measure an average incline of 23.4◦ with a range of 0−55◦ (Pasachoff et al.,

2009). Classical spicules’ temperatures range from 5, 000− 15, 000 K and they

have densities of approximately 3× 10−13 g cm−3 (Sterling, 2000).

As with the classic spicule, TI spicules are hypothesised to be driven by p-mode

leakage between granular cells, that steepen into magnetoacoustic shocks due

to decreasing density of the atmosphere as they move upwards through the

chromosphere (De Pontieu et al., 2004, 2007b; Mart́ınez-Sykora et al., 2009).

Numerical models have predicted that shock-based drivers create non-ballistic

trajectories and predict a linear correlation between deceleration of the jet and

its maximum velocity (Heggland et al., 2007). Interestingly, this correlation is

not only seen in TI spicules (Pereira et al., 2012), but also mottles (Rouppe

van der Voort et al., 2007), dynamic fibrils (De Pontieu et al., 2007a), and

macrospicules (Loboda and Bogachev, 2019), alluding to the likelihood that

all these phenomena are linked to common driving mechanisms.
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1.3.1.2 Type II Spicules

The categorisation of spicules into TI and TII was outlined by De Pontieu et al.

(2007b), who used slits to construct distance-time diagrams. In these distance-

time diagrams, they identified spicules that follow a non-ballistic parabolic

trajectory (TI) and spicules that follow a linear trajectory as they rise up in

Ca II then fade out (TII). In addition, each type was found to occur over dif-

ferent time scales. The TII spicules are fast, with velocities ranging between

30 − 110 km s−1, and are short lived, reaching their apexes of > 5 Mm in

roughly 50− 150 s in contrast to TI spicules. TII spicules form rapidly (∼ 10

s), are very thin (≤ 200 km wide) and seem to be rapidly heated to at least TR

temperatures, sending material through the chromosphere. Due to their high

speeds and rapid formation they were thought to be driven by magnetic re-

connection (De Pontieu et al., 2007b). The existence of TII spicules was called

into question by Zhang et al. (2012) who revisited the same observational data.

Zhang et al. (2012) questioned the use of slits by De Pontieu et al. (2007b),

as any spicule that evolves at an angle to the slit will create errors in mea-

surements of spicule heights and lifetimes. Zhang et al. (2012) demonstrated

that using filtergram data may be more appropriate as it better captures the

3D motion of spicules, and they found no evidence of TII spicules. However,

this was later refuted by Pereira et al. (2012) where again the same data used

by De Pontieu et al. (2007b) were revisited, but they use a semi-automated

procedure that individually tracks spicule evolution and clearly recaptures the

TI and TII spicule populations. There have been numerous reports claiming

observations of TII spicules, and the existence of two different spicule types

is generally accepted (Rouppe van der Voort et al., 2009, 2015; Shetye et al.,

2016; Rutten et al., 2019; Yurchyshyn et al., 2020; Chintzoglou et al., 2021).

Interestingly, Pereira et al. (2012) not only recovered the sub-populations of

spicules, but they also found that TII spicules were the most populous. This

raises the question, if TII spicules are the most common then why are classical

spicules’ properties most akin to TI spicules? Pereira et al. (2013) showed

that if Hinode data is degraded to have a lower spatio-temporal resolution,

the classical spicule properties are regained. They propose that for low spatio-

temporal resolution a rapidly disappearing TII spicule may fade out and be

replaced by another spicule, resulting in one longer lived structure, therefore

introducing an observational bias for longer lifetimes and introducing errors

in velocity measurements. This highlights the importance of spatial-temporal
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resolution for these small and rapidly evolving structures.

When observing TII spicules in Ca II they appear to rise linearly until their

maximum length and then dissipate quickly over their whole length. It has

been suggested that TII spicules are being heated out of the Ca II passband (De

Pontieu et al., 2007b; Pereira et al., 2012; Skogsrud et al., 2015; Chintzoglou

et al., 2018, 2021). Pereira et al. (2014) reported the first spicule observation

with IRIS, which added more evidence for the existence of TII spicules. They

find that the TII spicules show parabolic space-time diagrams in the IRIS and

AIA filters. Although this contradicts their earlier classification of TII spicule

i.e. linear spicule (Pereira et al., 2012), there are clearly two spicule types as

their defining properties (lifetimes, velocities, and heights) fall into two dis-

tinct groups. In multi-thermal studies of TII spicules, heights are reported

to have a range of 8 − 20 Mm with an average of 12.5 Mm (Pereira et al.,

2014; Skogsrud et al., 2015). The study of TII spicules is important because

they have a larger potential to be able to transfer energy and mass from the

photosphere to the interface region and corona. It has been previously thought

that spicules could not contribute to coronal heating due to a lack of a coronal

counterpart (Withbroe, 1983).

1.3.2 Mottles

Mottles are rapidly changing hair-like short jets observed on disk in the QS

regions that are an omnipresent chromospheric structure. They are organised

in a complex geometric pattern over the solar disk following the boundaries of

the chromospheric network and observed on disk, typically in Hα and Ca II

lines. Mottles are typically categorised into two groups (Beckers, 1963):

1. Chains: a small group of mottles that extrude between the boundary

of supergranular cells. The mottles are oriented in the same direction

and when observed near the limb, they emanate outwards in the same

direction, forming what Cragg et al. (1963) called bushes.

2. Rosettes: a larger group of mottles in a circular collection, which is

stretching out radially around a common centre, like the stems of a

drooping bouquet. They form around the common boundary area of

three or more supergranular cells and have a central bright core and are

surrounded by both dark and bright mottles (Tsiropoula et al., 2012).
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The combination of (1) and (2) form a chromosphere network. The main prop-

erties of mottles are that they have heights of roughly 2 − 10 Mm and have

lifetimes of 2−15 minutes, which is similar to spicules (Suematsu et al., 1995).

They seem to be generated several hundred kilometres above the photosphere

and undergo real mass motions of 10− 30 km s−1. Mottles are very dynamic

structures that can vary in appearance as they are curved, straight, thin, thick

and have transverse motions (De Pontieu et al., 2007a). Most mottles have

an ascending and descending phase that follows a parabolic trajectory. The

largest Doppler signal appears at the beginning of the ascending phase and the

end of the descending phase. The velocity profiles of mottles are symmetrical

around zero. The deceleration seen in mottles is too small to be purely the

result of solar gravity (i.e. they don’t display perfect ballistic flight). Rouppe

van der Voort et al. (2007) found that there is a linear correlation between

deceleration and maximum velocity of QS dark mottles and this relation has

been observed in dynamic fibrils. They propose that these jets are driven with

the same mechanism, which is by MHD shock waves, and this viewpoint is

further evidenced by numerical simulations (Hansteen et al., 2006; De Pontieu

et al., 2007a).

An open question is whether mottles and spicules are the on-disk/limb coun-

terparts to one another (Tsiropoula et al., 1993). There is an observational

inconsistency between interpreting spicules and mottles as counterparts. One

main issue is that the velocities of spicules (calculated from proper motions)

is much greater than those measured in mottles (derived from spectroscopic

observations) (Grossmann-Doerth and Schmidt, 1992; Christopoulou et al.,

2001). The discrepancy in the velocities is large, with up to an order of mag-

nitude difference (Grossmann-Doerth and von Uexküll, 1973). Spicules and

mottles both exhibit different velocity distributions; mottles have symmetri-

cal bi-directional flow whereas spicules’ velocity distributions are asymmetric,

with the rising phase being most dominant. These differences in the observa-

tions can not be attributed merely to the angular distributions of spicules and

mottles (Grossmann-Doerth and Schmidt, 1992) and have led researchers to

believe that mottles and spicules are separate features (Christopoulou et al.,

2001). Christopoulou et al. (2001) propose two possible reasons for this dis-

crepancy, (I) the fact that the values derived from spectroscopic observations

represent averages of 1− 2′′. Therefore, as the matter moves with greater ve-

locities it is confined to structures below this resolution limit, then the velocity
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signal is affected by seeing. (II) For high-velocity spicules, they are near verti-

cal, high altitude structures that occur amidst a sea of mottles that have a low

velocity and are highly inclined structures. Therefore, due to the geometrical

effect when observing at the limb, spicules will dominate, whereas on disk the

mottles would dominate (Grossmann-Doerth and Schmidt, 1992).

When linking spicules and mottles there are two avenues to consider, indi-

rect and direct observational evidence. The indirect evidence that supports

this link are: dark mottles (absorbing features in Hα and Ca II lines) and

spicules have their optimum visibility at the same wavelength in the wings of

Hα (Tsiropoula et al., 1993), follow a parabolic trajectory akin to TI spicules

(Rouppe van der Voort et al., 2007) and have similar important physical prop-

erties such as lifetime and height. The most convincing observational evidence

would be to track a spicule or mottle journey as it crosses the solar limb. This

is challenging as when tracing the spicules back on disk, one does not know on

what side of the limb the observed feature is located, and it’s expected that

most spicules will be rooted close to the solar limb so that they would not trans-

form into a clearly identified disk structure (Beckers, 1968). Christopoulou

et al. (2001) found multiple examples of individual mottles crossing the so-

lar limb and gives more support to the link between mottles and spicules. In

light of the observational evidence both indirect and direct, one can reasonably

conclude that spicules and mottles are counterparts to one another.

1.3.3 Dynamic Fibrils

Dynamic fibrils are thin elongated jet-like structures, that typically are seen

around AR plages (Hansteen et al., 2006; De Pontieu et al., 2007a). These

are on-disk structures, that when observed in Hα line they appear similar

to mottles in the QS regions, as they tend to show grouping behaviour akin

to rosettes. Foukal (1971b) hypothesised that spicular structures observed in

AR and QS environments are similar phenomena. (Foukal, 1971a) evidenced

this further by comparing observations of fibrils and classical spicules, where

he found similar physical parameters, e.g. length (fibrils tend to be longer),

lifetimes, velocities, density and temperatures. One main difference is the mag-

netic field strength tends to be higher in fibrils. Hansteen et al. (2006) and De

Pontieu et al. (2007a) extensively studied dynamics fibrils with sample sizes

of 257 each, they both used Hα observations captured by SST; they found

average length 1.25 Mm with ranges varying from 0.4−5.2 Mm, with lifetimes
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of 120− 650 s, average widths of 340 km, and average velocities of 18 km s−1

with ranges of 8− 35 km s−1. In general dynamic fibrils ascend with a typical

velocity of 10 − 30 km s−1 and follow a non-ballistic parabolic path as they

rise and fall. This flight path is expected if it is driven with chromospheric

shock waves that occur when convective flows and p-modes leak into the chro-

mosphere (Hansteen et al., 2006; De Pontieu et al., 2007a; Langangen et al.,

2008b).

Due to more reliable observations of these jet structures, thanks to devel-

opments in observational techniques, such as bigger telescopes combined with

real-time wavefront corrections by adaptive optics systems, e.g. Scharmer

et al. (2003b) and Rimmele (2000), and postprocessing methods, e.g. van

Noort et al. (2005) and von der Luehe (1993), it has been possible to study

how dynamic fibrils form. Through a combination of observational data from

SST and numerical experiments using the Bifrost 3D radiative code, Hansteen

et al. (2006) showed that jets in AR are a natural consequence of upwardly

propagating slow-mode magneto-acoustic shocks. These shocks are generated

by convective flows and p-mode oscillations in the lower photosphere, and

leaking upward into the magnetized chromosphere along inclined flux tubes.

This viewpoint is also supported in other works (Heggland et al., 2007; De

Pontieu et al., 2007a, 2004; Suematsu, 1990), and this driving mechanism for

dynamics fibrils is akin to mottles and TI spicules. Given that the physical

properties, dynamics, morphology and driver of dynamic fibrils are all similar

to mottles and TI spicules, this strongly suggests that these jets are a similar

phenomenon, only located in regions of different magnetic activity, and that

dynamics fibrils are AR counterparts to QS mottles (Rouppe van der Voort

et al., 2007).

1.3.4 RREs/RBEs

Rapid red-shifted and blue-shifted excursions (RRE and RBEs) are short-lived

and rapidly moving absorption features in the strong chromospheric Hα and

Ca II spectral lines. They appear as sudden shifts in the Doppler estimates

at the wing-position of the line of the profile. They are located at the edges

of rosettes where there are no dominating shocks compared to the network

and internetwork. RBEs were first reported by Langangen et al. (2008a) while

searching for on disk counterparts of TII spicules. They reported lengths in the

range of 0.5−1.5 Mm with average 1.2 Mm, and widths in range of 300−600 km
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with average of 500 km. They showed these are short lived features with life-

times of 45± 13 s and velocities in the order of 15 − 20 km s−1. Rouppe van

der Voort et al. (2009) studied RBEs in Ca II and Hα data using the CRISP

instrument at SST. They reported similar properties with lengths of approx-

imately 3 Mm, lifetimes of approximately 45 s and Doppler velocities around

20 km s−1. Sekse et al. (2013b,a) investigated RREs in the red wing of the Ca

II and Hα lines, finding average length approximately 3 Mm, with widths of

approximately 250 km and Doppler velocities of around 15−20 km s−1, which

are similar to those found with RBEs. More recently, Kuridze et al. (2015)

showed that RREs and RBEs have near-identical lifetimes, widths and lengths.

They reported that both have lifetimes have a range of about 20−120 s, with a

majority living around 40 s, lengths are in the range of 2−9 Mm with a typical

value of around 3 Mm, widths have a range of 200− 500 km with the majority

around 250 km, and the velocities found were estimated to be in the range of

50− 150 km s−1, where the upper limit is super-Alfvénic in the chromosphere.

Finding an on disk counterpart to TII spicules is important as it gives an

alternative path to explore to solve outstanding problems presented by these

jets. Having a top view of these features means that we will have a view that

is not affected by line of sight superposition issues that occur at the limb.

These RBEs give an insight into the possible mechanism for jet formation. In

Langangen et al. (2008a) the length of RBE is shorter than TII spicules, but

this could be caused by an intrinsic difference in the visibility. The magnitude

of the mass motion in RBEs is lower than the apparent motion observed in

TII spicules. It is thought the driver for TII spicules is magnetic reconnection.

If this reconnection is taking place at different heights in the atmosphere, and

if the amount of energy is similar for each event, then we would expect the

density and velocity of the jet to be dependent on height; i.e. (1) lower heights

would give high density jet with low velocity, and (2) higher heights give a low

density jet with high velocity. This inverse relationship between density and

velocity nicely accounts for the discrepancy between on disk mass motion and

the limb apparent motion. For situation (1) this would show enough absorp-

tion to be visible on disk, but would be missed on limb observations due to the

fibrilar mess at lower heights. For scenario (2) these events on disk would be

difficult to observe due to their low opacity, but on the limb, they rise past the

mess of the lower chromosphere and can be clearly visible. This means that

the difference seen in mass motion could be due to observation biases that are
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dependent on the locales of the jet. Langangen et al. (2008a) suggest that Ca

II RBEs are linked to Hinode Ca II H spicules observed at limb De Pontieu

et al. (2007b). This reasoning is based on the matching physical properties,

such as lifetimes, location near network, fading, spatial extent, and the fact

that they only show blueshift which corresponds to upward motion. Rouppe

van der Voort et al. (2009) add more fuel to the fire by reporting more simi-

larities of lifetimes, locations, temporal evolution, velocities, acceleration, and

occurrence rate, between RBEs and TII spicules. In addition, they report that

RBEs undergo significant transverse motions (approx. 8 km s−1) during their

life, similar to those observed in TII spicules (approx. 12 km s−1) (De Pontieu

et al., 2007c). Overall these reported parameters of RBEs agree well with what

is observed in TII spicules on the limb.

1.3.4.1 Macrospicules

Macrospicules, as their name suggests, are like a spicule but on a larger scale.

As with all spicular features their investigation is important because it is linked

to the potential to help resolve the nature of the source of the solar wind

generation, and how the corona is heated and maintained. Macrospicules ex-

tend further into the solar atmosphere and they are longer lived than classical

spicules, but macrospicules are sparsely seen and are typically visible in TR

lines e.g. He II 304 Å, N IV 765 Å, and O V 630 Å, formed at temperatures

approximately 8× 104, 1.4× 105 and 2.5× 105 K, respectively. Macrospicules

have proved a challenge to identify as they are similar to other large jet-like

phenomena, due to their properties having a large range. Macrospicules were

first defined around 46 years ago when Bohlin et al. (1975) described these fea-

tures at polar coronal holes using SkyLab’s EUV slitless spectrograph. Bohlin

et al. (1975) identified 25 macrospicules with lengths of 5.8 − 18.1 Mm with

a lifetime of around 8 − 45 minutes. They reported that macrospicules were

only visible in He II 304 Å, but not in Ne V II465 Å (TR line) or Mg IX 368 Å

(coronal line).

Due to the difficulty of identifying macrospicules, older studies tended to be

limited to case studies or small groups, such as Kjeldseth Moe et al. (1975),

Bohlin et al. (1975), Labonte (1979), Pike and Harrison (1997); Pike and Mason

(1998), and Parenti et al. (2002). As the most recent of these studies, Parenti

et al. (2002) studied a single macrospicule which extended to 60 Mm, reach-

ing a maximum velocity of ∼ 80 km s−1, average falling speed of 26 km s−1,
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estimated temperature of around 2× 105 K, and density of 10−10 cm−3. While

these studies still hold value, they do not give a strong statistical representa-

tion of the behaviour of these features. This has been rectified in more recent

studies such as Bennett and Erdélyi (2015), Kiss et al. (2017), and Loboda

and Bogachev (2019), who all leverage within the range of 2.5 − 5 years of

data collected by SDO/AIA with samples of 101, 301 and 330 macrospicules,

respectively. These studies agreed with Wang (1998) that macrospicules are

seen in different regions of magnetic environments although they are less nu-

merous, with Loboda and Bogachev (2019) reporting 63.3% found in CH and

36.7% in QS regions. In general they show that macrospicules range in height

from 7 − 70 Mm, in width from 3 − 16 Mm, and have maximum velocities of

10 − 150 km s−1 and lifetimes 3 − 45 minutes (Bohlin et al., 1975; Withbroe

et al., 1976; Karovska and Habbal, 1994; Parenti et al., 2002; Bennett and

Erdélyi, 2015; Kiss et al., 2017; Loboda and Bogachev, 2019).

Their widths and heights put them among the smallest categories of jets ob-

served in the EUV. Their rising velocities and lifetimes make them plausible

candidates for being the EUV counterpart of TII spicules. As with many of

the jets discussed here, they have been observed to have parabolic paths that

are non-ballistic. Curiously, just as was found with mottles and dynamic fib-

rils, there is a correlation between the initial velocities and decelerations of the

jets, which indicates that macrospicules are driven by magnetoacoustic shocks,

but unlike mottles and dynamic fibrils (1− 2 minutes for chromospheric jets),

the shock would require a longer period of 10 ± 2 minutes (Loboda and Bo-

gachev, 2019). This ultimately suggests that macrospicules have a different

set of formation conditions than their chromospheric cousins.

1.3.5 Summary of Spicular Jets

We have collected together the basic properties of spicular jets stated through

this sections in Table 1.1. This is to serve as quick reference when comparing

the simulated jets with the observational properties.
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Table 1.1: Values based on cited papers throughout Section 1.3

Feature Obs. Life-time (s) Velocity (km s−1) Height (Mm) Possible Driver
Spicule TI limb 180− 720 20− 40 4− 12 shock
Spicule TII limb 10− 150 50− 150 5− 20 reconnection
Dynamic fibrils disk 120− 650 10− 30 0.4− 5.2 shock
Mottles disk 120− 900 10− 30 2− 10 shock
Macrospicule limb 180− 2700 10− 150 7− 70 shock
RREs/RBEs disk 20− 120 10− 50 1− 4.5 reconnection
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1.4 Magnetohydrodynamic Equations

One useful method for modelling plasma flows (i.e. a magnetic fluid) is by using

a combination of the Navier–Stokes equations of fluid dynamics with Maxwell’s

equations of electromagnetism, which are the foundation of the magnetohydro-

dynamic (MHD) equations. An interesting property of the MHD equations is

they are scale-independent, hence they are equally suitable for describing labo-

ratory plasma for example in tokamaks (∼ 20 m), and for astrophysical plasmas

such as accretion disk of an active galactic nucleus (∼ 1021 m) (Goedbloed and

Poedts, 2004). MHD theory holds if the typical time (length) scale is greater

than the ion gyroperiod (gyroradius) and mean free path time (length), and

the plasma velocities are not relativistic (Priest, 2014). The MHD equations

shown will be ideal form. This is when we assume that the plasma is per-

fectly conducting, non-resistive, non-viscous, no radiation and we also utilise

the ideal gas law (p = ρRT/µ̃), where p is the gas pressure, ρ is the density,

R = 8.3 × 103 J K−1 kg−1 is the gas constant, and µ̃ = 1 is the mean atomic

weight for a neutral plasma.

1.4.1 Continuity Equation

The mass continuity equation that physically represents that matter cannot

be created or destroyed is given by,

∂ρ

∂t
= −∇ · (ρv), (1.1)

where v = (vx, vy, vz) is the plasma velocity and t is time.

1.4.2 Momentum Equation

The momentum equation describes the balance between acceleration and pres-

sure/tension forces, as well as any other forces acting in the system, such as

gravity, as shown by,

ρ
dv

dt
= −∇p+

1

µ0

(∇×B)×B + ρg, (1.2)

where B = (Bx, By, Bz) is the magnetic field strength, µ0 = 4π×10−7 Hm−1 is

the magnetic permeability of a vacuum, and g = (0, 0, gz) is the gravitational

acceleration. The Lorentz force is a perpendicular force to the magnetic field

lines that is a combination of two forces that are created by the magnetic field,

1

µ0

(∇×B)×B =
1

µ0

(B ·∇)B −∇
(
B2

2µ0

)
. (1.3)
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The two forces on the right hand side of Eq. (1.3) are the magnetic tension

and magnetic pressure. The magnetic tension acts to straighten out curved

magnetic fields lines, and the magnetic pressure acts to push magnetic fields

apart.

1.4.3 Energy Equation

The energy equation is given by,

D

Dt

(
p

ργ

)
= 0, (1.4)

where γ = 5/3 is the ratio of specific heats and D/Dt = ∂/∂t + ∇· is the

material derivative, which gives the rate of change when the frame of reference

is moving with the fluid flow.

1.4.4 Induction Equation

The induction equation describes the temporal evolution of the magnetic field,

with respect to the advection and dissipation of the magnetic field,

∂B

∂t
= ∇× (v ×B)− 1

µ0

∇× (η∇×B). (1.5)

where η = µ0σc is the magnetic diffusivity and σc is the electrical conductivity.

The coupled behaviour of the magnetic field and plasma is determined by the

ratio of the two terms on the right hand side, defined as the magnetic Renolds

number,

Rm =
∇× (v ×B)

η∇B
=
l0V0
η
, (1.6)

where l0 (v0) are typical length (velocity) scales. For structures on the Sun,

the typical length scales tend to be large in comparison to the magnetic diffu-

sivity, which results in a large magnetic Reynolds number. This has important

implications on coronal heating, as it impedes the dissipation of waves in the

corona. For plasma in the corona and in some parts of the chromosphere, the

ideal limit is applicable and we can assume that we have a perfectly conducting

plasma (Rm →∞) which modifies the induction equation to

∂B

∂t
= ∇× (v ×B). (1.7)

This large Rm has important implications for the motion of the plasma and

the magnetic field lines. This is because Alfvén’s Frozen Flux Theorem shows
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that the magnetic field moves with the plasma (Priest, 2014). The magnetic

flux through the surface S bounded by simple connected curve C is given by,

ψ =

∫∫
s

B · dS. (1.8)

The magnetic flux can change in two ways, it can vary temporally with S held

fixed or can change by the advection of the plasma bounded by C. These

changes are mathematically represented by,

dψ

dt
=

∫∫
∂B

∂t
· dS +

∮
c

B · v × dl, (1.9)

where dl is a line element parallel to curve C. By using Stokes theorem, one

obtains

d

dt

∫∫
S

B · dS =

∫∫
S

(
∂B

∂t
−∇× (v ×B)

)
· dS = 0, (1.10)

which is zero due to (1.7). This implies that no matter what the plasma does, it

is moving around with the same number of field lines going through the surface

which encompass the same number of plasma particles. The magnetic field

lines are frozen into the plasma, therefore if the plasma moves the magnetic

field lines have to move with it, e.g. if the plasma expands so too will the field

lines.

1.4.5 Solenoidal Constraint

The solenoidal constraint implies that there are no magnetic monopoles or

sinks of the magnetic field,

∇ ·B = 0. (1.11)

1.4.6 Overview of MHD Waves

Spicules are thought to be able to act as waveguides in the solar atmosphere,

and the dynamics that we encounter later in this thesis may have wave-based

origins. To understand the basic wave behaviour of an ideal plasma, we first

consider a homogeneous plasma with no gravity, with a uniform vertical mag-

netic field B = (0, 0, B0), in pressure equilibrium, with no initial flow. To

study the waves in this medium, we first linearise the ideal MHD equations to

study small perturbations (subscript 1) from the plasma equilibrium (subscript

0),

B = B0+B1(r, t), v1 = v1(r, t), ρ = ρ0+ρ1(r, t), p = p0+p1(r, t), (1.12)
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where r = (x, y, z) is the position vector. Applying these perturbations to the

ideal MHD equations and neglecting terms for quadratic order and higher, the

perturbations yield,
∂ρ1
∂t

= ρ0(∇ · v1), (1.13)

ρ0
∂v1

∂t
= −∇p1 +

1

µ0

(∇×B1)×B0, (1.14)

∂p1
∂t

= c2s0
∂ρ1
∂t

, (1.15)

∂B1

∂t
= ∇× (v1 ×B0), (1.16)

∇ ·B0 = ∇ ·B1 = 0, (1.17)

where cs0 =
√
γp0/ρ0 is the equilibrium sound speed. A general wave equation

can be obtained by combining the linearised ideal MHD equations, namely,

∂2v1

∂t2
= c2s0∇(∇ · v) +

1

µρ0
(∇× (∇× (v ×B0)))×B0. (1.18)

As we are looking for a wave-like solution, we assume a solution will have the

form,

f(r, t) = f̂ ei(k·r−ωt), (1.19)

where f is a placeholder of any perturbed quantity (in this case v), f̂ is the

amplitude of each perturbation, k = (kx, 0, kz) is the wave vector (ky = 0 for

simplicity), and ω is the angular frequency. Applying Eq. (1.19) to the wave

equation Eq. (1.18), one can obtain a dispersion relation,

(ω2 − k2zV 2
A0)(ω

4 − ω2k2(cs0 + VA0) + k2k2zc
2
s0V

2
A0) = 0, (1.20)

where VA0 = B0/
√
µρ0 is the equilibrium Alfvén speed. This dispersion re-

lation contains solutions for three distinct wave modes. The first solution is

obtained from the first term, ω = ±kzVA0, which is the forward and backward

propagating Alfvén waves. Alfvén waves are purely transverse magnetic waves

that propagate along the magnetic field lines. The second and third set of

solutions are,

ω2 =
1

2
k2c2s0 + V 2

A0

(
1±

√
1− 4c2T

k2z
k2

)
, (1.21)

where,

cT0 =
cs0VA0√
c2s0 + V 2

A0

, (1.22)

is the tube speed. If we do not consider any special cases then each solution for

(1.21) gives the forward and backwards fast (taking the + of the last term) and
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slow (taking the− of the last term) magnetoacoustic (MA) waves. Hence, these

wave modes are a combination of magnetic and sound waves, and therefore

the restoring forces are a combination of both pressure and Lorentz force. The

mixed properties of these waves illustrate that the wave behaviour is heavily

affected by β. If we consider a special case of β � 1, and can hence omit

any magnetic terms, i.e. VA0 = 0, then one obtains the forward and backward

propagating sound waves from Eq. (1.21), ω = ±kcs0. The sound waves are

only possible if the fluid is compressible and they are longitudinal waves. If the

environment is uniform in temperature then they will propagate isotropically.

While these systems of equations give a description of a homogeneous medium,

these waves cause different behaviours when confined inside a waveguide.

1.4.7 MHD waves in a Slab

The simulation carried out in this thesis is 2D. Therefore the synthetic spicular

structures initiated may host boundary deformations that are akin to those

seen in slab models. A slab model has regions of different plasma properties

sitting next to each other in a Cartesian geometry. There have been numerous

studies on the wave behaviour of slabs (Roberts, 1981; Edwin and Roberts,

1982; Roberts, 1990; Goossens et al., 1992, 2009; Murawski et al., 2015; Allcock

and Erdélyi, 2017; Zsámberger and Erdélyi, 2021). We will focus on an early

model given by Roberts (1981) and briefly outline the main steps in their

derivation. Roberts (1981) introduce a magnetic slab setting in the same state

as outlined earlier in this Section 1.4.6, bar a change in the magnetic field

configuration,

B0(x) =

{
Bi, if |x| ≤ x0,

0, if |x| > x0,
(1.23)

where ±x0 is the location of the boundaries of the magnetic slab and i (e)

denote the parameters internal (external) to the magnetic slab. In this setup,

by combining Eqs. (1.13) - (1.17) and assuming a plane wave solution (f(x) =

f̂ ei(kz−ωt)), one can obtain a wave equation of the form,

d2v̂x
dx2
−m2

i,ev̂x = 0, (1.24)

and,

m2
i,e =

(k2zc
2
si,se − ω2)(k2zV

2
Ai,Ae − ω2)

(c2si,se + V 2
Ai,Ae)(k

2
zc

2
T i,Te − ω2)

. (1.25)

The solutions of Eq. (1.24) have a different functional form depending on the

sign of m2
i,e. Solutions with m2

i,e > 0 are trapped by the waveguide and are
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known as trapped modes. Whereas, solutions with m2
i,e < 0 leak some wave

energy laterally and these are known as leaky modes. As we are not focusing

on searching for solutions for the leaky waves, we discuss the trapped waves,

which have a solution of the form,

B0(x) =


C10e

me(x+x0), if x < −x0,
C00 cosh (mix) + C01 sinh (mix), if |x| < x0,

C11e
−me(x−x0), if x > x0,

(1.26)

where Cjl for j = 0, 1 and l = 0, 1 are constants. By applying the boundary

conditions at the interface to the system of MHD equations one can arrive at

the dispersion relation,

Dk(ω)Ds(ω) = 0, (1.27)

where,

Dk(ω) = ρemi(ω
2
Ae − ω2) coth (mix0) + ρime(ω

2
Ai − ω2). (1.28)

Ds(ω) = ρemi(ω
2
Ae − ω2) tanh (mix0) + ρime(ω

2
Ai − ω2), (1.29)

The solutions for Eq. (1.27) lead to two separate waves modes, known as the

kink wave (from Dk = 0) and sausage wave (from Ds = 0). The trigonomet-

ric functions in Eqs. (1.28) and (1.29) are a key component that determines

whether the boundaries of the slab move in (kink wave) or out (sausage wave)

of phase, as shown in Fig. 1.8.

There are numerous reports of all these MHD waves in the solar atmosphere

(Tomczyk et al., 2007; Tomczyk and McIntosh, 2009; Jess et al., 2009; Morton

et al., 2012b). By studying these waves one can provide diagnostics of the

plasma properties that we otherwise can find challenging to measure directly,

such as density (Verwichte et al., 2013), magnetic field strength (Nakariakov

and Ofman, 2001), and temperature (De Moortel et al., 2003). This is known

as solar magneto-seismology. Of particular interest to this thesis is MHD waves

potential to deform the boundary of spicules and that these wave modes have

been reported to occur in spicules (Kukhianidze et al., 2006; Okamoto and De

Pontieu, 2011; Jess et al., 2012; Verth and Jess, 2016; Sharma et al., 2018).
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Figure 1.8: Example of the effect of the sausage (left) and kink (right) waves
on MFT. This image is extracted from Morton et al. (2012b).

1.5 Outline of Thesis

The thesis aims to investigate the fundamental dynamics of spicular jets by

applying simple models. Each chapter will contain the following:

• Chapter 2: An overview is given on the current state of numerical mod-

els of spicules. We outline the software we use and detail our numerical

setup, which is applied throughout the thesis.

• Chapter 3: We study synthetic jets in a simplified solar atmosphere.

We launch vertical jets with a momentum pulse. By changing multi-

ple parameters linked to the driver (length and initial velocity ampli-

tude) and the magnetic field strength, we investigate how the jet height,

cross-sectional width variations, and morphology are impacted by the

parameter space.

• Chapter 4: In this chapter, we add increasing degrees of tilt from the

vertical to see how this impacts the jet dynamics and morphology. A

focus parameter space is used to investigate, and an improved jet tracking

software is deployed to measure the heights and cross-sectional width

variations.
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• Chapter 5: The cross-sectional width variations identified in Chapter 3

and 4 are studied further by comparison with observations. We postulate

the cross-sectional width variations in synthetic jets and observations as

standing waves, and apply a wavelet analysis. We also make a compar-

ison of the knots observed in the jet beams of the synthetic jets with

blobs reported in observations of larger scale solar jets.

• Chapter 6: A summary of the main results and outline the future steps

one could take to build upon the research described in the thesis.
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CHAPTER 2

Numerical Recipe

2.1 Brief Overview of Numerical Models

How spicules are driven is one of the main issues currently facing solar physi-

cists. The two main avenues of investigation for this phenomenon are ob-

servations and numerical simulations. Historically, it has been challenging to

spatially/temporally resolve spicular structures and the properties on which to

base models have been unclear. This has led to a plethora of numerical models.

These models have been reviewed by Sterling (2000) and Aschwanden (2019),

and can broadly be split into the following categories: pressure/velocity pulse

in lower/upper chromosphere leading to formation of shocks (Shibata et al.,

1982; Suematsu et al., 1982; Hollweg, 1982b; Sterling and Mariska, 1990; Heg-

gland et al., 2007; Kuźma et al., 2017a), p-mode leakage (De Pontieu et al.,

2004), Alfvén waves which can non-linearly couple and form shocks (Hollweg

et al., 1982; Hollweg, 1992; Kudoh and Shibata, 1999; Matsumoto and Shibata,

2010), magnetic reconnection (Yokoyama and Shibata, 1995, 1996; Archontis

et al., 2005; De Pontieu et al., 2007b; Isobe et al., 2008; Nishizuka et al., 2008;

Sterling et al., 2010b; González-Avilés et al., 2017, 2019, 2018), joule heating

due to ion-neutral collisional dampening (Haerendel, 1992; James and Erdélyi,

2002; James et al., 2003; Erdélyi and James, 2004), MHD kink waves (Kukhi-

anidze et al., 2006), and vortical flows which lead to torsional Alfvén waves

that drives spicules (Iijima and Yokoyama, 2017; Samanta et al., 2019).

It is important to note that the goal of this thesis is not to determine the

origins of spicules. We are mainly focusing on the dynamics and morphol-

ogy of the jet once it is initiated. For this reason, we decided to establish a

method of applying a pulse based, driver and we will give a brief overview of

the dynamics of these types of models.
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2.1.1 Pulse models

Pulse model simulations start with a form of energy deposition in the photo-

sphere or chromosphere that drives material upwards from these regions into

the corona. These types of numerical simulations originated in the 1980s, when

Hollweg (1982b) developed the rebound shock model which is triggered with

a velocity pulse, Suematsu et al. (1982) placed a pressure pulse in the lower

atmosphere, and Shibata et al. (1982) carried out simulations with pressure

pulses in the upper chromosphere. Sterling (2000) breaks the velocity pulse

into two categories; (i) strong pulse in the lower atmosphere, which covers

the photosphere to the low chromosphere, produce initial upward velocities

of ∼ 60 km s−1 for initial velocities; (ii) weak pulse in the lower atmosphere

i.e. the rebound shock model, which has upward velocities in the range of

∼ 1 km s−1.

Hollweg (1982b) takes a weak pulse of 1 km s−1 which is similar to veloci-

ties of granular motions at the base of his simulations. Due to the increasing

temperature profile of the solar atmosphere, any waves created by disturbing

the atmosphere are steepened as they travel upwards. When a wave steepens

enough it can form a shock, which lifts the local material. When this lifted

material falls back due to gravity, it compresses the lower atmosphere trigger-

ing a new wave, which then can propagate upwards and steepen, triggering

more rebound shocks. Hollweg (1982b) tried to use this model to explain the

formation of spicules as the opposing forces exerted by rebound shocks and

gravity, cause the TR to undulate, which he interprets as spicules. Hollweg

(1982b) shows this model meets some of the characteristics of spicules as the

motion of TR could appear as non-ballistic, with comparable mean upward ve-

locities, heights, temperature, and density. Numerous models have built upon

the rebound shock model, by including radiation and heat conduction (Sterling

and Hollweg, 1988; Sterling and Mariska, 1990; Cheng, 1992a,b,c). With the

inclusion of more sophisticated physics it becomes challenging to reproduce

spicule characteristics. For example, when Sterling and Mariska (1990) added

realistic radiation losses, they were not able to obtain spicule heights greater

than 6 Mm. Cheng (1992a,c) used both radiation losses and ionization. He

found the only way of generating jets with properties similar to spicules was

by having a longer driving time. Recent simulations carried out by Heggland

et al. (2007) used longer driving times. They showed how to generate chro-

mospheric jets in which radiation losses and ionization could be considered,
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by placing a monochromatic piston driver at the base of the simulation with

velocities (driving times) in the range of 0.2− 1.1 km s−1 (180− 360 s).

Suematsu et al. (1982) carried out a 1D HD numerical experiment using a

strong pulse low in a stratified solar atmosphere. These pulses were initiated

by enhancing the pressure (p/p0 = 1.1 − 5.0, where p0 is local atmospheric

pressure) near the base of the simulation in the region of the photosphere to

the low chromosphere (0.00− 0.75 Mm), with driving times of 5 mins. These

parameters were chosen based on observations of bright points in the chromo-

sphere which are thought to be linked to the presence of spicules (Suematsu

et al., 1995; Jess et al., 2012; Oxley et al., 2020). The pressure enhancement

leads to the formation of waves that steepen as they travel upwards. When

a wave reaches the steep temperature gradient of the TR it produces strong

bi-directional shock waves that lift the TR region. The material behind the

perturbed TR is interpreted as a spicule. In this model, rebound shock will

occur, but the main difference is that, it is the initial pressure pulse itself,

not the rebound shock, that lifts the TR. This model can capture parts of the

spicule properties, and results in cool spicules (approx. 104 k) with a density of

10−13 g cm−3, and reaching heights of 3.7− 14 Mm. Although the average rise

velocity of the spicule of 30 km/s is in the range of observed spicule speeds, in

order to reach the upper end of possible spicule heights, the initial velocity of

the top of the spicules must be in the range of 50 - 80 km/s, which is the higher

limit of observed spicule velocities. These models were further investigated by

Shibata and Suematsu (1982) and Shibata et al. (1982), who both studied a

wider range of pulse strengths (1.5 ≤ p/p0 ≤ 30), a wider variety of pulse

heights (0.18− 1.92), placing the TR at different heights TR. In both studies,

they find that if the length between the pressure pulse and TR is reduced then

this results in shorter spicules. This is because the waves have less distance to

traverse, therefore less atmosphere to steepen in, which causes the shocks to

be weaker.

Another location pressure pulse is placed in the upper chromosphere to sim-

ulate spicules. The justification for pressure enhancement at these locations

can be created as a consequence of magnetic reconnection. An early example

of these models was carried out by Shibata et al. (1982). These were 1D HD

simulations used to investigate the properties of surges, excluding radiation

and heat conduction. As stated previously, Shibata et al. (1982) took a large
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range of pulse heights and strengths. They found that depending on the height

which the pulse is located, two different types of jet formation can result, re-

ferred to as shock tube jet (above middle chromosphere) and crest shock jet

(below middle chromosphere). The shock tube jet is when the pulse itself is

responsible for lifting the TR, whereas in the crest shock, the TR is lifted due

to a slow shock wave created by the pressure pulse. Compared to the other

pulse models there seems to be renewed interest in pressure/velocity pulses

just below the TR (Murawski and Zaqarashvili, 2010; Smirnova et al., 2016;

Kuźma et al., 2017b,a; Singh et al., 2019). These models include more real-

istic physics for simulating spicules, such as the inclusion of a magnetic field,

radiation losses, thermal conduction, and multi-fluid. They are also able to

obtain results in the ranges of spicules height, speeds, temperatures, densities,

and trajectories. The resurgence in the upper pulse model may be linked to

strong interest in magnetic reconnection as a proposed driver for solar jets, in-

cluding spicules (Yokoyama and Shibata, 1995, 1996; De Pontieu et al., 2007b;

González-Avilés et al., 2017, 2018).

Using pressures, velocity or momentum pulses result in a jet being produced.

Both pressure and velocity are linked through the equation of motion, if you

drive with a velocity pulse you change the pressure and if you drive with

a pressure pulse it would produce velocity. It is difficult to make a direct

comparison between different studies as to my knowledge there has been no

dedicated study to determine the different effects of using different pulses to

drive a jet. To set up a comparable simulation you would need to ensure

that each pulse is equivalent, by making sure both contain the same amount

of energy. In terms of the system of MHD equations, pressure is scalar and

velocity is a vector, so by using a velocity/momentum pulse the degrees of

freedom in your system would be reduced. If a common approach is taken

for a pressure pulse a uniform ball of pressure is placed just below the TR,

then this would expand out isometrically and how much this pulse deviates

from isotropic expansion depends on the magnetic field strength. In the case

where the driver is a velocity/momentum pulse, then the direction has already

been pre-determined. The most important aspect of driving with any type of

pulse is the initial location of the pulse with respect to the TR. As highlighted

earlier if the pulse is placed lower in the atmosphere it affects what causes the

rise of the TR whether it’s the rebound shock or the pulse itself when it comes

into contact with TR and what heights the TR reaches. The driver used in
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this thesis is different as a momentum pulse is used. This causes a significant

transport of mass through the simulation. This means that the jets are in-

terpreted as dense column of material kicked up from near the photosphere

rather than the lifting of TR region as done in velocity/pressure pulse studies.

For my simulations if I was to drive with a pressure pulse at the heights I have

driven for the momentum pulse then the results would be similar as displayed

in Suematsu et al. (1982). There wouldn’t be a significant transfer of mass,

the TR region would be lifted by the rebound shock rather than dense jet

coming into contact with the TR. Depending on what speeds are produced by

the pressure, it may or may not produce knots. When it comes to studying

the inclined jets, producing a pressure pulse with a preferred direction would

require a particular setup of a pressure gradient which would be more complex

than using a combination of vx and vy to determine direction. The goal of this

thesis is to numerically investigate jets that are a transfer of mass, not just

the lifting of the TR.

2.2 MPI-AMRVAC

All the simulations carried out in this thesis use the open source software Mes-

sage Passing Interface Adaptive Mesh Refinement Versatile Advection Code

(MPI-AMRVAC). This software is developed in Fortran 90 parallelized with

Message Passing Interface (MPI) (Tóth, 1996; Keppens et al., 2012; Porth

et al., 2014; Xia et al., 2017). The main focus of this software is maintaining

conservation laws in shock dominated problems. This is achieved using shock

capturing schemes to retain near-conservation for a set of hyperbolic partial

differential equations, typical in conservative form,

∂U

∂t
+∇ · F (U) = Sphys(U , ∂iU , ∂i∂jU ,x, t), (2.1)

where U is the set of conserved variables, F (U) the corresponding fluxes, and

Sphys are the source terms. The source terms are used to add extra physics,

such as gravity, diffusion, and viscosity. In our case, the governing MHD equa-

tions are solved in their conservative form (including gravity as an additional

source term),

∂tρ+ ∇ · (vρ) = 0, (2.2)

∂t(ρv) + ∇ · (vρv −BB) + ∇ptot = ρg, (2.3)

∂te+ ∇ · (ve−BB · v + vptot) = ρg · v, (2.4)
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∂tB + ∇ · (vB −Bv) = 0. (2.5)

Above is the full system of MHD equations employed in our model, with vari-

ables denoted as: time (t), mass density (ρ), plasma velocity v, magnetic field

(B). The total pressure (ptot) and energy density (e) terms are given as,

ptot = p+
B2

2
, (2.6)

e =
p

γ − 1
+
ρv2 + B2

2
, (2.7)

where γ = 5/3 denotes the ratio of specific heats. Solar gravitational acceler-

ation is given by,

g = −GM�
r2

r̂, (2.8)

where G is the gravitational constant and M� denotes the solar mass.

MPI-AMRVAC has been constructed to be a versatile piece of software, arming

the user with a multitude of options. This reduces development time as rather

than writing bespoke software for each simulation, modules of the code can

efficiently be swapped or modified to produce the desired effect, e.g. changing

physic modules, spatial/temporal solvers, grid setup and geometry, changing

boundary conditions, and writing one’s own custom routines.

2.2.1 Adaptive Mesh Refinement

One of the main features of MPI-AMRVAC is the adaptive mesh refinement

(AMR). Using AMR means that rather than having a static fixed resolution for

the entirety of the simulation, we have a dynamical grid that adds/removes grid

cells as needed. For example, see the differing mesh in Fig. 2.1 from the test

case of a hydrodynamic Rayleigh-Taylor Instability (RTI) (see Section 4.3.3

for more description of RTI). In this simulation, there is a denser fluid flowing

downwards, and areas of highest resolution are located where rapid changes

are occurring in the computational domain. In Fig. 2.2, we can see different

levels of AMR being used. For example, cell (3,1) is the level one grid, which

is the coarsest resolution initially defined by the user, cells (6,3) and (12,7)

are level two and three respectively, with each cell half the size of the previous

level. The rules that AMR are allocated and deallocated are:

• The AMR can only be one level higher than its neighbouring cells.
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Figure 2.1: Example of AMR mesh for RTI. Notice there is an increased num-
ber of grid cells around dynamic regions.: http://amrvac.org/md doc examples.
html

• If the measured local numerical error is greater (lesser) than the user set

threshold, the level of the grid cell is increased (decreased).

It is advantageous to use AMR in our simulations as it allows for compu-

tationally efficient placement of grid cells to resolve steep gradients, such as

the TR and boundaries of the jet, as well as capturing the small scale dy-

namics. This means that one can increase the grid cells in regions of interest

(i.e. where smaller scale dynamics are occurring) based on the numerical error

without having to increase the resolution of the whole domain, which would

be computationally expensive.

2.2.2 Atmospheric Equilibrium

To model synthetic jets, we need to construct a stratified atmosphere similar to

solar conditions. We place the TR at 2 Mm where the temperature smoothly

connects an 8000 K photosphere to 1.5 MK corona as shown in Fig. (2.3).

The temperature of the atmosphere as a function of height is mathematically
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.

Figure 2.2: A generic AMR block skeleton from: http://amrvac.org/md doc
amrstructure.html

represented as,

T0(y > 0) = Tch +
Tc − Tch

2

[
tanh

(
y − ytr
wtr

)
+ 1

]
, (2.9)

where y is the vertical position, T0(0) = Tch = 8× 103 K (Tc = 1.8× 106 K) is

the chromospheric (coronal) temperature and ytr = 2 Mm (wtr = 0.02 Mm) is

the TR height (width). There is a uniform vertical magnetic, hence j×B = 0

and magnetohydrostatic equilibrium is achieved with,

dp

dy
= −ρg. (2.10)

Temperature and pressure are related through the ideal gas law,

p =
ρRT
M

, (2.11)

where M is the mean atomic weight, T is the temperature and R is the uni-

versal gas constant. Therefore, one can obtain the ρ and p in the following

form,

p(y) = p0 exp

(
−
∫ y

0

1

H(y′)
dy′
)
, (2.12)

ρ(y) = ρ0
T0
T (y)

exp

(∫ y

0

1

H(y′)
dy′
)
, (2.13)
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where ρ0 and p0 are the initial mass density and pressure equilibrium, respec-

tively, at the lower boundary of the computational domain, and the pressure

scale heights are given by,

H(y) =
RT (y)

Mg
. (2.14)

Using the temperature profile given by Eq. (2.9) and taking ρ0 = 2.34e− 4×
10−4 kg m−3 we construct pressure and mass density as function of height by

means of Eq. (2.12) and Eq. (2.13).

2.2.3 Grid Setup

We set the domain size to 50 Mm × 30 Mm with a level one resolution of 32

× 24 (giving a physical resolution of ∼ 1.56 Mm × 1.25 Mm). This coarse

level one resolution was chosen to allow the dissipation of shocks as they travel

towards the boundaries. To accurately capture the sharpness of the TR, we

applied 7 levels of AMR giving a spatial resolution of ∼ 12 km× 10 km. We

used unidirectional grid stretching in the horizontal direction, where from the

origin the grid cells change by a constant factor of 1.1 from cell to cell. Due to

the choice of discretisation scheme for the boundary conditions, we employed

ghost cells of 2 grid layers encasing the physical domain in each direction,

which have a physical size of 3 Mm. The numerical scheme applied for spatial

discretisation is HLL (Harten-Lax-van Leer) Harten et al. (1983) and a third

order C̆ada limiter (Čada and Torrilhon, 2009) for the time discretisation.

We used the Courant–Friedrichs–Lewy (CFL) number of 0.8 and generalized

Lagrangian multiplier (GLM)-MHD method to maintain ∇ ·B = 0 (Dedner

et al., 2002). For the left and right boundary, we utilised a periodic boundary

condition. In the ghost cells of the lower boundary, we fixed ρ, e and B to

their initial values. In the ghost cells for the upper boundary the values for ρ,

e are determined by the gravitational stratification, and B was extrapolated

assuming zero normal gradient. For both upper and lower boundaries, we took

an antisymmetric boundary for the velocity components.

2.2.4 Driver

As the driving mechanisms of spicules is an open question, we assumed that

the synthetic jet is driven by a momentum pulse from the photosphere to

investigate whether simple drivers can recreate the dynamical behaviours of

spicules. Rather than going for a pressure pulse, we decided to use a momen-

tum pulse to simulate spicules, as we view spicules as a mass transfer from low
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Figure 2.3: The top left plot displays an example of the grid at t = 0. The
top right plot shows initial temperature (red line) and density (blue dashed)
stratification in the first 10 Mm. The lower panels from left to right are an
example of Gaussian distribution for A = 60 km s−1 and jw = 187.5 km marked
by red points at t = 0 and the driver velocity with A = 60 km s−1, P = 300 s.

heights, since to our knowledge this is yet to be investigated in a solar context.

The jet is launched symmetrically by a driver in the centre of the computa-

tional domain which varies both spatially and temporally (see bottom panels

Fig. 2.3). In the x-direction the jet velocity is Gaussian with the full width at

half maximum (FWHM) of 187.5 km (jw) and as the jet evolves in time it will

reach a switch off phase in which it will shut off with a hyperbolic tangent, as

defined by,

vx(x) =
−A sin θ

2

(
tanh

(
π(t− P )

P
+ π

)
+ 1

)
exp

(
−
(
x− x0

∆x

)2
)
, (2.15)

vy(x) =
−A cos θ

2

(
tanh

(
π(t− P )

P
+ π

)
+ 1

)
exp

(
−
(
x− x0

∆x

)2
)
, (2.16)

where A is the amplitude of the driver, θ is the tilt angle from the vertical, P

are the driver time, t is time, x is horizontal position, x0 location of the central

jet axis, θ is the launching angles, and the ∆x is based on FWHM of the jet

width and is given by,

∆x =
jw

2
√

2 log 2
, (2.17)
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where jw is the jet width. The parameter θ can have important implications for

the jet dynamics as it causes a discrepancy between jets’ propagation direction

and the direction of magnetic field. This is explored in Chapter 4 and shows

the jet dynamics are sentsitive to the value of θ as shown for small (θ < 5◦)

and large (θ > 40◦) angles of tilt. For θ 6= 0 it increases transverse motions of

the jet beam, but for small tilt angles it causes dramatic whiplash motion and

for large angles of tilt the jet beam becomes chaotic and less well defined due

to large transverse motions.

44



CHAPTER 3

The Dynamics of Field-aligned Jets in the Solar

Atmosphere

3.1 Introduction

The aim of this chapter is to investigate the kinematics and morphology of so-

lar spicular jets under a variety of physical conditions. A peculiar property of

the solar atmosphere is that the corona is significantly hotter (approx. 1 MK)

than the Sun’s surface (approx. 6, 500 K), apparently breaking the 2nd law of

thermodynamics. This “coronal heating problem” was discovered by Grotrian

(1939) and Edlén (1943) when they realized that a wrongly acclimated new

element, coronium, was in fact high levels of ionization of iron, which would

only be possible under extreme temperatures. More recently, the appropriate-

ness of the term “coronal heating problem” has been called into question by

Aschwanden et al. (2007), who state that it is a “paradoxical misnomer”, as

there is no evidence of local heating in the corona itself, but rather heating oc-

curs in the TR and upper chromosphere. Essentially, the focus for solving the

heating of the solar atmosphere should be shifted to instead solve the chromo-

spheric heating problem, and the way in which heat is transported from these

regions into the upper solar atmosphere. Spicular jets are a strong candidate

to resolve this problem (Kudoh and Shibata, 1999; De Pontieu et al., 2007b;

Mart́ınez-Sykora et al., 2017; Moore et al., 2011; De Pontieu et al., 2017a;

Samanta et al., 2019; Zuo et al., 2019; Bale et al., 2019). The energy flux

needed to heat the corona is approximately 3 × 105 erg cm−2 s−1 (Withbroe

and Noyes, 1977). The esitmated energy flux hypthesised for spicules ranges

from ∼ 1× 105 − 109 erg cm−2 s−1 (Athay and Holzer, 1982; Zaqarashvili and

This chapter is based on the following refereed journal article:

Mackenzie Dover, F., Sharma, R., Erdélyi, R.; Magnetohydrodynamic Simulations of
Spicular Jet Propagation Applied to Lower Solar Atmosphere Model, Astrophys. J.,
Volume 913, Issue 1, https://doi.org/10.3847/1538-4357/abefd1.
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Erdélyi, 2009; De Pontieu et al., 2011) and with an estimated 2× 107 (Judge

and Carlsson, 2010) Ca II spicules on the Sun’s surface at any time, only a

small fraction of this energy flux needs to be extracted from a single spicule

to maintain the energy budget of the solar atmosphere.

The Sun’s magnetic field is omnipresent throughout the whole solar atmo-

sphere, which dictates the flow and dynamics of plasma. This magnetic field

is manifested in numerous thin magnetic flux tubes (MFT), which link the

photosphere with the corona and facilitate the transport of mass, energy,

and momentum across the TR. Moreover, these MFT structures have the

potential to act as conduits for magnetohydrodynamic (MHD) wave modes

to propagate from lower solar atmosphere to the corona, and to transfer en-

ergy between these regions (De Pontieu et al., 2004; Kukhianidze et al., 2006;

Zaqarashvili et al., 2007; He et al., 2009a). As outlined in section 1.3, due

to multiple observed factors; observed wavelengths, physical characteristics

(e.g., length, lifetime, velocity), regions (QS, AR or CH), and/or locations (at-

limb or on-disk), MFT structures are categorized as different features (e.g.,

spicules, mottles, dynamic fibrils, macrospicules, x-ray jets, EUV jets, coronal

jets) that permeate the solar atmosphere (see reviews by: Beckers, 1968, 1972;

Tsiropoula et al., 2012). In recent years, field-aligned/longitudinal propaga-

tion of dominant MHD wave and pulse in MFT structures become has a key

focus of research to understand chromospheric heating (Narain and Ulmschnei-

der, 1990; Zaqarashvili and Erdélyi, 2009; Jess et al., 2015). Understanding

the propagation of MHD waves and pulses in a dynamic, gravitationally strat-

ified, inhomogeneous environment can provide vital clues about dissipation

mechanisms and the formation of shock-like behaviour associated with thin

MFT structures. Observations suggest upward flow velocities in the range

15−110 km s−1 for typical lifetimes of between 50−400 s for off-limb spicular

structures (see Table 1.1). The visible apex of these observed features attains

a maximum height of approximately 7 Mm and descends back to the surface

following a parabolic trajectory (Pereira et al., 2012, 2016).

As highlighted in Section 2.1, many theoretical and numerical approaches have

been undertaken to gain an insight into the morphology and dynamical prop-

erties of jets in the solar atmosphere. The plethora of models stems from the

difficultly constraining parameters with observations and unanswered problems

surrounding solar jets: What is their driver? At what height do they originate?
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What are their typical density, pressure and temperature profiles? Is the same

driver responsible for multiple observed jets, or are there multiple ways of driv-

ing the same feature? When it comes to the parameterization of solar jets, the

picture becomes muddier when considering the relationship between limb and

disk features such as TI spicules, mottles, and dynamic fibrils (see Table 1.1).

This makes it challenging, from a mathematical modelling perspective, to de-

termine what are the “correct” parameters on which to base a model. Despite

numerous valuable studies, an extensive and qualitative investigation on pa-

rameters that influence the observed dynamical characteristics of these spicular

features remains missing. In this chapter, we aim to study the propagation of

a momentum pulse originating near the photosphere and propagating through

the chromosphere and the TR to lower corona in an idealised/stratified solar

atmosphere using a simple numerical model. The parameter space comprises

driver times, amplitudes, and magnetic field strength, which are examined to

assess their role in determining the height, width, and beam structures.

3.2 Parameter Space

Using the numerical setup as described in Chapter 2, we have conducted

numerous simulations to quantify the effects of three key parameters; mag-

netic field strength (B), driver time (P ), and initial amplitude (A) on spicu-

lar jet’s journey through the solar atmosphere. The parameter space covers

the values from P = 50, 200, 300 s, By = 20, 40, 60, 80, 100 G, and

A = 20, 40, 60, 80 km s−1 to study the impact on jet morphology (maximum

height, width and structure) and kinematics (trajectory, transverse displace-

ment). All ranges are based around typical values for classical spicules (see

Section 1.3.1 and Table 1.1). The driver time is chosen within range of the

5-minute oscillations of the p-mode (Leighton et al., 1962), as they are a po-

tential driver for multiple solar features (spicules, mottles and dynamic fibrils)

(De Pontieu et al., 2004). In addition, the driver time is based around the

measured lifetime of spicular jets (see Table 1.1). The magnetic field strengths

are in the range of observed values for spicules, which is consistent with spec-

tropolarimetric estimates for limb spicules (Centeno et al., 2010; Suárez et al.,

2015). The range of velocities is chosen based on projectile motion (ignoring

drag) to reach spicules’ heights. Based on projectile motion, the maximum

height for a launching angle of 90◦ is,

hmax =
A2

2g
(3.1)
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Figure 3.1: Example of jet tracking software that accurately estimates height
and cross-sectional width parameters for the simulated jet structure. The jet-
apex is marked with a yellow triangle with blue dots on jet edges providing
an estimate of widths for each height during different evolutionary phases
(rise/fall) of the jet. This figure is available as an animation: https://etheses.
whiterose.ac.uk/30244/1/fig 3.1 jet tracker example.avi

where A is initial amplitude, g = 0.274 km s−2 is solar gravity. For A =

20 − 80 kms−1, corresponds to hmax = 0.73 − 11.6 Mm. These values fall

in the range of observed speeds (heights) seen in spicular jets which have

a range of 10 − 150 km s−1 (0.4 − 12 Mm) (see table 1.1). For TI spicule

velocity of 80 km s−1 is quite high and typically observed for reconnection

jets. Despite this we include this high value in parameter scan to cover a large

range of values and to see what theoretically occurs for a spicule jet nearer

the top end of observed velocities. The magnetic field estimates are consistent

with reported magnitudes from spectropolarimetric studies for off-limb spicules

(Centeno et al., 2010; Suárez et al., 2015).

3.2.1 Jet Tracking

To understand the jet dynamics, speed, lifetime, trajectory and jet boundary

deformation are measured and compared with observational studies. This is

achieved by temporally tracking the jet’s width (solid blue dots) and apex

(yellow triangle), using jet tracking software (see Fig. (3.1)). The jet tracking
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software developed for this thesis uses the tracer quantity first introduced in

MPI-AMRVAC by Porth et al. (2014). In essence, the tracer is a non-physical

quantity, akin to dye injections, which tracks the advection of a selected area

of a fluid (in our case flow entering the computational domain). The injected

jet material is given a high arbitrary value of 100 (jet value), while the ambient

environment is set to 0, and using a threshold of 15%, any snapshot can be

split into cells belonging to the jet and ambient medium. This is converted

into a binary array where 1 belongs to jet cells and 0 is the ambient medium,

which facilitates easy edge detection. The CSW are estimated as a function of

the distance between the opposite jet cells at edges, taken from a horizontal

slice across the simulated jet at specified heights (see blue dots in fig. 3.1).

By having a high resolution with temporal tracking of edges it is possible

to obtain useful information of the jet boundary, such as the evolution of

boundary deformation at multiple heights. Furthermore, the visible apex of

the jet is selected as the highest index of a jet cell in the simulation, which

allows us to track the jet’s trajectory, speed, acceleration and deceleration (see

a yellow triangle in Fig. 3.1).

3.2.2 Jet Trajectories

The identified apex of the simulated jets shows a parabolic motion over time, as

shown in Fig. 3.2. The estimated jet trajectories reveal non-ballistic paths of

the apex, which is consistent with reported observations (Hansteen et al., 2006;

Rouppe van der Voort et al., 2007; De Pontieu et al., 2007b) for chromospheric

jets. In the numerical setup, the minimum amplitude for the driver is estimated

to be > 20 km s−1 for the near-photospheric plasma to attain spicular heights

(see Table 1.1). Also, for most cases, the maximum apex for the simulated jets

was found to be proportional to the driver amplitude. In each panel, there is

a subgroup reaching lower heights due to reduced driving time. We find that

our jets have an asymmetric parabolic path as reported in Singh et al. (2019).

This could be due to a piling of jet material as the jet begins to fall, as the

falling matter will interact with raising matter, slowing the jet’s descent.

3.2.3 Effects on Jet Apex and Widths

To understand the impact of the key parameters investigated, we compared

how each parameter affects the maximum apex height (panels to the left)

and average cross-section width (CSW) (panels to the right) of the jet over

its entire life cycle, as displayed in Fig. (3.3). Varying the magnetic field
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Figure 3.2: Plots show the effects of multiple parameter combinations on max-
imum apex height attained by the numerical jets’. Results for driver ampli-
tudes with magnitude A = 20 km s−1 (top-left), A = 40 km s−1 (top-right),
A = 60 km s−1 (bottom-left), and A = 80 km s−1 (bottom-right) are shown
with jet-apex following a parabolic trajectory. Driver period (P ), magnetic
field strength (B) and driver amplitude (A) have units in sec, Gauss and km
s−1 respectively.
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strength (B) has less impact on the heights reached by the jet as all cases have

shallow gradients, most likely due to the flow of the jet being field-aligned.

However, it must be noted that any deviation between jet flow and magnetic

field direction can affect the apex height of the jet; this particular aspect is

investigated in Chapter 3. The driver time (P ) has a nuanced effect, as there

is a slight decrease in height for p = 50 s, but peaks at P = 200 and 300 s.

This suggests that to transport significant mass from lower in the atmosphere,

an instantaneous pulse will not be sufficient. There needs to be a sustained

driver, which past a threshold value, does not impact heights reached, but is

important in the behaviour of the CSW variation. Both previously mentioned

parameters are grouped by colours and line styles for B and P scans, which

correspond to matching initial amplitudes. It is found that the jet height is

most sensitive to initial amplitude (A) of the parameters studied. Based on

these indications, the jet height is modelled with a power-law function given

as,

hmax = CAn, (3.2)

by collapsing the data by taking an average at each velocity data point and then

fitting an optimal curve using least-squares obtaining values of C = 10−2.21 and

n = 1.72 as shown in the bottom left panel in Fig. 3.3. The estimates from the

power-law suggest a nonlinear relation between apex height and pulse strength,

in contrast to the results reported by Singh et al. (2019), although both re-

sults need to be observationally verified. It must also be noted that Singh et al.

(2019) used an instant pressure pulse close to the TR as a driver in their sim-

ulation, which might not be directly comparable with our investigation. This

could be because in this thesis a larger parameter space is investigated, the

jets are initiated at a lower atmospheric height, and the jets studied are faster-

moving than studied by Singh et al. (2019). By applying probability density

functions (PDF) representing various physical parameters of our system we

can reveal physical scaling laws and the physical nature of the underlying gen-

eration process (Aschwanden, 2019). A power law was chosen as they are a

common feature in nature, and indicate scale-free parameter ranges over which

nonlinear energy dissipation processes operate, producing coherently amplified

events. Based on the presented data there appears to be a parabolic trend that

would be captured by a power law distribution. By using a power law to give

observers a testable metric to verify the results in the simulation. In future

studies the fit of PDFs should be tested as it may indicate different physical

relationships behind the parameters driving the jet.
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The panels to the right of Fig. 3.3 shows the effect of the parameter space

on the mean CSW. To obtain the mean CSW, it is measured at every Mm the

jet reaches and the mean value is calculated over the whole life cycle of the jet.

Although this is by no means a perfect method, it does give a useful insight

into the global deformation of the jet boundary. Our simulations suggest a

strong influence of magnetic field strength in determining the widths of the jet

structure, with estimated CSW inversely related to the magnetic field magni-

tudes. This happens because the jet rises through the stratified atmosphere, it

has higher internal pressure (as transporting material with lower atmosphere

conditions) compared to the ambient medium. This results in expansion of the

jet structure and subsequent distortion of the surrounding field. However, in

the case of higher magnetic field magnitudes, the jet experiences strong tension

forces that result in greater collimation of the jet structure. These results indi-

cate the possibility of lower cross-sectional widths of jet features located near

a strong magnetic field environment than those in quiet Sun regions. Another

important aspect that influences the jet width is the lifetime of the driver of

the jet. The simulations suggest a linear relationship between the driver peri-

ods and the jet CSW. This could be due to the long supply of plasma to the

jet by a sustained driver resulting in increased CSW. However, the amplitude

of the driver had a minimal effect on the width for the jets aligned with radial

magnetic fields, although this might not be the case if the jet direction were

misaligned with the background magnetic fields.
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Figure 3.3: Panels compare the effects of different physical parameters (top
to bottom: magnetic field strength, driver period, driver amplitude) on the
maximum apex height (left) and mean cross-sectional widths (right) for the
simulated jet structure. The shaded-region (bottom left) indicates the 1σ error
for the power law fit (red line) to the parameter scan. It should be noted that
driver period (P ), magnetic field strength (B) and driver amplitude (A) have
units in sec, Gauss and km s−1 respectively.
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3.3 Synthetic Jet Morphology

Based on typical criteria for jets of supersonic flows the structures of the jet are

akin to a heavy under-expanded jet (Norman et al., 1982; Edgington-Mitchell

et al., 2014) as the jet density and pressure are greater than the ambient

medium. From the parameter scan, we define a “standard” jet as the one

that is most reflective of a spicular jet. The standard jet reaches a height of

approx. 8 Mm with a velocity of observed spicules, showing clear boundary

deformation, and is suitable middle ground in the range of morphology seen

in the parameter scan. This is depicted in Fig. 3.4, with P = 300 s, B = 60 G

and A = 60 km s−1, where snapshots of the density (a-d), temperature (e-h)

and numerical Schlieren (i-l) are shown.

The numerical Schlieren represents a normalized density gradient magnitude

and is defined as follows,

Sch = exp

(
−c0

[
|∇ρ| − c1|∇ρ|max

c2|∇ρ|max − c1|∇ρ|max

])
, (3.3)

where c0 = 5, c1 = 0.05 and c2 = −0.001. It is important to note while the

numerical Schlieren is a physically defined quantity, its use in our analysis is

purely from a qualitative perspective as it returns a synthetic shadowgraph

image. Shadowgraph images are created by pointing a single light source at

a fluid flow in a dark room. It is possible to see the flow patterns because

any changes in temperature, pressure, or density, change the refraction index,

thus the bending of light rays will create dark and bright regions in the image.

An important facet of our simulation is related to the field-aligned jet motions

(Fig. 3.4) that show distinct kinematic and morphological characteristics dur-

ing rising and falling phases in columns (a-b) and (c-d), respectively. In the

rise phase (left-panels of Fig. 3.4), the simulated jet shows complex internal

substructures and sausage-like deformation of cross-sectional widths in den-

sity (a-d) and Schlieren (i-l) data. However, during the fall phase (columns of

c-d of fig. 3.4), the complex/internal beam substructure ceases due to driver

switch-off. At this stage, the boundary deformation is no longer symmetric,

though the jet-axis has noticeable transverse displacement. Modification in

sausage-like wave properties associated with CSW estimates during rising and

falling phases of simulated jets were recently reported by Dover et al. (2020),

as described in more detail in chapter 4. The temperature profile of the nu-

merical jet suggests periodic distortion in the TR layer over the jet lifetime.
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The TR deforms as the jet penetrates this layer while generating waves, also

known as TR quakes (Scullion et al., 2011). During its entire lifetime, the jet

structure remains isothermal/cool without much variation for any combina-

tions of the selected parameters. If the simulations are left to evolve further

(approx. t > 600 s for the standard jet) then the rebound shock can re-lift

the TR as it tries to re-establish an equilibrium after being perturbed by the

jet. This is not the main focus of this thesis but is an area of further research.

It suggests that a single jet may trigger multiple events from the same loca-

tion, however, the second would be the rising of the TR rather than the dense

plasma jet as shown in this thesis. Without the inclusion of radiative transfer,

any significant insight into the potential heating of the solar atmosphere is out

of the scope of this research.

Figs. 3.5 and 3.6 showcase the limit cases for the simulated jet with density

structure highlighting variations in parameter space in each row for similar

time-instance, as shown in fig. 3.4. The panels (a-d) and (e-h) in Fig 3.5 ex-

hibits the effect of strong (B = 80 G) and weak (B = 20 G) magnetic field

strengths, respectively. For the strong magnetic field, the jet was found to

be more collimated, with higher density mostly concentrated near the apex.

In this case, the complex beam structure is less visible, but due to decreased

CSW, it increases the number of knots (areas of enhanced density along the

central jet axis) present. The sausage-like jet boundary deformation is less

prominent when the magnetic field is stronger. In contrast, in the case of the

weak magnetic field, the jet is more diffusive as it balloons out in the solar

atmosphere, and due to the large CSW, it decreases the number of knots, as

only one is observed. This clearly shows that there is a relationship between

CSW and the number of knots. These knots are areas of density enhancements

which, when the jet ceases to be driven, flow down the jet to create interesting

internal dynamics, particularly in the weak magnetic field example (see (e-f)

in Fig. 3.5). Not only are there changes in the jet boundary deformation in

the rise and fall phases of the jet, but there are also changes in the jet beam

itself, which may be a useful diagnostic for observers when investigating the

potential driver for solar jets.

Figs. 3.5 (i-l) and 3.6 (a-d) showcase the effects of high (A = 80 km s−1)

and low (A = 20 km s−1) velocity magnitudes on jet morphology. For higher

velocity, the simulated jet had an internal substructure similar to the standard
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Figure 3.4: Panels show snapshots of temporal evolution of the “standard”
numerical jet with uniform radial magnetic field in stratified atmosphere with
driver period (P = 300 sec), magnetic field (B = 60 G) and amplitude
(A = 60 km s−1). The density (a-d), temperature (e-h) and Schlieren (i-
l) images highlight complex internal substructures of the simulated jet with
bright apex, possibly due to high-density concentrations. The temperature
(middle) panel indicates the isothermal nature of the jet structure with a
colder plasma component from the photospheric layer. This figure is avail-
able as an animation that runs for 8 s, covering t = 0.0 s to t = 429.4 s:
https://etheses.whiterose.ac.uk/30244/2/Fig3.4.avi.

56

https://etheses.whiterose.ac.uk/30244/2/Fig3.4.avi


jet, but with more knot features at matching time-steps. The jet shows kinking

behaviour from j-l, possibly due to initial high velocity in a slender structure

which is more susceptible to kink instability. The transversal displacement

travels upwards along the jet beam and starts to bunch closer together when

the jet reaches its falling phase, which in turn, changes the directions of flow.

For both the standard jet and high amplitude, for example at t = 288 s, the

internal substructures disappear, indicating a close association between driver

time and knots lifetimes. For A = 20 km s−1 (top panel: Fig. (3.6)), the

simulations suggest that for a lower velocity the jet heights are reduced and

there is an absence of any significant substructures. The initial amplitudes

show that they are a key factor in the dynamics and morphology of the jet,

as they are responsible for the complex internal substructures and the CSW

variations. The horizontal dynamics are a particularly important aspect of

this research, as numerical simulations of solar jets do not typically report on

CSW variation, even though in observations of spicules they are not just verti-

cally dynamic, as solar spicules exhibit complex motions horizontally (Sharma

et al., 2018; Antolin et al., 2018).

Panels e-f and i-l in Fig. 3.6 highlight the role of driver period for two cases

with magnitudes P = 50 and 200 s, respectively. In case of shorter driver

period (P = 50 s), the jet at t = 21 s shows a similar evolutionary trend as for

the longer durations (P = 200 and 300 s), with a lifetime of around t = 223 s.

For long duration drivers (P = 200 s ), jet boundaries are smooth and show

no kink-like deformation in the fall-phase. A key difference between the two

driver periods is the amount of mass injection in the jet, which has direct im-

plications for the CSW as the less time the driver is given to supply energy,

the faster the jet boundary undulates.

Overall, the results indicate that changing parameters, whether linked to

the driver or the environment through which a jet travels, both have a notice-

able impact on the dynamics and morphology of the jet. The parameter scan

shows the impact of the morphology of the jet and raises an important question

about what is driving these solar jets. This series of simulations suggest that if

the driver is an instant pulse/short driving time would lead to very thin, low-

density jets without complex structures. It also predicts that in regions with a

strong magnetic field the jets would be thin, but denser. For each simulation

shown, it displays the jet heads being the densest part of the jet. Observational
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Figure 3.5: Evolution of the synthetic jet with a different combination of
magnetic field and driver amplitude parameters, in a stratified solar atmo-
sphere with uniform radial magnetic field. Parameters are varied for the
“standard” jet configuration to identify the effects of a particular param-
eter on jet morphology and kinematics. Panels (top-bottom) show varia-
tions with B = 80 G (a-d), B = 20 G (e-h) and A = 80 km s−1 (i-l), re-
spectively. Animation available for each case are presented in the top row:
https://etheses.whiterose.ac.uk/30244/3/fig3.5 3.6.avi
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Figure 3.6: Similar to Fig. (3.5) with panels (top-bottom) highlighting vari-
ations with A = 20 km s−1 (a-d), P = 200 (e-h), 50 s (i-l) respectively for
“standard” jet configuration. Animation available for each case are presented
in the bottom row: https://etheses.whiterose.ac.uk/30244/3/fig3.5 3.6.avi
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evidence for these bright bulb-like substructures at the jet apex was recently

reported in a few studies (De Pontieu et al., 2017b; Srivastava et al., 2018)

for chromospheric jets. De Pontieu et al. (2017b) used a combination of 2.5D

radiative MHD simulations and observations for spicule structures, and identi-

fied bright leading substructures as “heating fronts”. These authors proposed

the formation of these regions as a consequence of upward propagating mag-

netic waves and/or dissipation of electric currents due to ambipolar diffusion

between ions and neutrals. Srivastava et al. (2018) reported ubiquitous ob-

servations of chromospheric jets with a leading bright apex, trailed by a dark

region in running-difference images. They labelled these jets as “tadpoles” and

suggested the role of pseudo-shocks in the formation of these observed bright

substructures.

3.3.1 Jet Beam Structure

Our simulations revealed a yet to be observed phenomenon for spicules, as

the synthetic jets contain complex beam substructures. Multiple cases with

varied driver amplitudes/periods and magnetic field strength (Figs. 3.4 and

3.6), highlighted criss-cross/knot patterns within the jet beam, along with

CSW variations. Complex beam structure seems to be a common feature

in the nature in jets, for example with astrophysical (van Putten, 1996; de

Gouveia Dal Pino, 2005; Hada et al., 2013; Cohen et al., 2014; Hervet et al.,

2017) and laboratory jets (Menon and Skews, 2010; Edgington-Mitchell et al.,

2014; Ono et al., 2014). With current resolution limits, these features would be

challenging to observe in solar jets. Two possible mechanisms for the presence

of the complex beam structures:

1. Knots are the manifestation of non-equilibrium pressure forces prominent

within and around the jet structure. As the jet raises it to bring plasma

from the lower atmosphere, it thereby has a higher pressure than the

ambient medium. Thus, initially, the internal jet pressure results in

expansion of the jet which is then counter-balanced by the tension force

of the surrounding magnetic field. Eventually, the magnetic pressure

dominates the internal plasma pressure, and the jet boundary decreases

while resulting in compression of the jet structure. Essentially, there is

a “tug of war” occurring between the pressure forces of the jet and the

surrounding magnetic field. This process over height and time appears as

CSW deformation of the jet, along with the sites of high density/pressure

as knots within the jet structure.
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2. The knot features could be the sites within the jet structure where in-

ternal shock waves become reflected from the jet boundary (Norman

et al., 1982). If the jet has supersonic velocities (synthetic jets have

Mach numbers are around ∼1-3), it can give rise to a myriad of internal

substructures due to high velocities.

Continuing further in the lens of (2), a schematic overview of these beam

substructures is given in Fig. 3.7, highlighting two main features, osculating

jet boundary and criss-cross pattern formation, that are present in supersonic

jets. The boundary deformation arises due to non-equilibrium between the

pressure of the jet and the ambient medium. The jet expands from the point

of origin as the jet pressure is highest, however, the jet repeatedly overshoots

equilibrium points due to the effects of the boundary, communicated to the

interior by the sound waves, which are travelling more slowly than the super-

sonic flow of the jet. Hence, the jet goes through a sequence of expansions

and contractions. Not only do supersonic flows give a sausage-like boundary

deformation, but the areas of low/high pressure/density are out of phase with

maximum/minimum CSW of the jet (see fig. 3.7). This is observed in the

numerical jets as highlighted in Fig. (3.8).

The knots inside the jet beam are the manifestation of shock waves trapped

inside the jet boundaries. An expansion fan (blue dashed lines in Fig. 3.7)

forms at the base of the jet due to the difference in pressure between the jet

and the ambient atmosphere. This expansion fan causes an outward flow, mak-

ing the jet enlarge. The Mach lines of the expansion waves reflect off the jet

boundary inwards towards the jet centre in the form of compression waves and

a compression fan due to pressure continuity (red lines in Fig. 3.7). The com-

pression waves are reflected at a nearly constant angle from the jet boundary,

and as this boundary is curved, the Mach lines of the compression waves tend

to converge into a conical shock wave before reaching the centre of the jet. This

incident shock either goes under a regular reflection or becomes a Mach disk

depending on the angle between the incident shock and the central jet axis,

for small and large angles respectively (see black lines Fig. 3.7). These shock

waves determine the crisscrossing in the jet beam as well as the shape of the

knots. As the flow passes through this shock it increases the pressure in the jet.

When the reflected shock reaches the jet boundary it forces the boundary out-

wards, creating an expansion fan and thus allowing the process to be repeated.
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Figure 3.7: A cartoon depicting complex internal substructures in a supersonic
jet. The cross-sectional width variations due to formation of regions with high
and low pressure as a consequence of internal shock waves, are shown. These
wave patterns appear as knots in our simulations, highlighting the role of initial
velocity of momentum pulse in generating axisymmetric deformation in a jet
structure.

The presence of shock waves in the simulation is evidenced by Fig. (3.9)

where each panel displays a time-distance plot for a vertical slices taken in the

centre of the computational domain up to 12 Mm for P = 300s B = 60 G, and

A = 60 km s−1 . In panel (a) the parabolic trajectory of the jet can be seen.

In addition the changing position of the knots as the jet evolves are observed.

It is clear there is change in the presence of knots once the driver starts its

switching off phase as the knots change from undulating to a steep drop in

height and density. This further evidences their link to the driver. In panel

(b) the temporal changes in temperature is shown. It displays the lifting of the

Figure 3.8: Plot of the pressure of the standard numerical jet in a style match-
ing Fig. (3.7) to highlight the similarities.
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TR as it is impacted shock waves produced from driving the jet. From 90 s

onwards it’s clear that 3 main regions of different temperatures correspond to

3 separated velocity fronts as shown in (d). Where the light red and dark

red contain subsonic speeds and the change from dark red to blue separate

subsonic and supersonic regions. The TR becomes not only a discontinuity in

temperature, but also in velocity and is the location of a shock front. In panel

(c) the changes in the horizontal velocity is shown. These speeds are subsonic

with most variation occurring in the jet beam and significantly slower than the

vertical velocity in panel (d). In panel (d) the vertical velocity is exhibited as

clearly shows the numerical jets reach supersonic speeds, the sharp changes in

colour scheme clearly show the boundaries of shock fronts. It clearly evidences

there is supersonic speeds occurring in the simulation where the jet is located

and therefore it is entirely possible that shock waves are responsible for the

knot structures in the simulations.

These shock waves explains the formation of stationary knots while the flow is

active, along with CSW deformations (which do not have an anti-node), den-

sity enhancements and cavities in the jet structure. In addition, this provides a

vital clue about the disappearance of the complex beam substructures during

the driver’s switch-off phase. In our simulations, the standard jet (Fig. 3.4)

clearly showcase these knots, and their disappearance with the driver switch-

off at around t = 288 s. Similar behaviour is evident from Figs. 3.5 and 3.6. If

this substructure can be seen in jet observations then it gives insight into the

driving times.
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Figure 3.9: Panels show snapshots of temporal evolution a numerical jet with
uniform radial magnetic field in stratified atmosphere with driver period (P =
300 sec), magnetic field (B = 50 G) and amplitude (A = 60 km s−1). Vertical
12 Mm slices are taken at the of the jet beam with a step size of 0.43 s from
t = 0 to 515 s. The density (a), temperature (b), vx/cs (c) and vy/cs (d) show
the sharp changes occurring as the jet evolves.
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3.4 Summary and Discussion

In summary, we have used a simple model to study the effect on jet heights

and widths when it is driven by a momentum pulse with enough strength to

raise near photospheric material to spicules’ heights. This approach is taken

to focus on the dynamics of the jets across an extensive parameter scan. The

main results of this approach are:

• The visible apex of the jet structure followed a non-ballistic parabolic

trajectory with heights comparable with observed spicule motions. A

parameter scan suggests a strong influence of driver amplitude in deter-

mining the longitudinal dynamics of a jet structure.

• Jets emanating from regions with higher background magnetic field mag-

nitudes are more collimated/dense than those originating in quiet Sun

conditions.

• First reports of complex internal substructures are formed during the

rising phase of a solar jet structure. These knot patterns are possibly

formed due to the reflection of internal shock waves at jet boundaries.

• Temperature maps from our simulations reveal periodic distortions of

the transition region due to penetration of jet structure at this layer.

However, the jet remained isothermal for its entire life for all combina-

tions of initial parameters. For these simulations, it would be difficult to

conclude how much heating these jets can provide to the corona. More

physics would need to be added (e.g. radiative transfer and inclusions of

neutrals), which is out of the scope of the scientific goals.

• Simulated jets in our study show a bright, bulb-like apex, similar to

observed cases of chromospheric jets.

Additionally, the morphology of the synthetics jets is sensitive to the param-

eters covered in these simulations, i.e. magnetic field strength, driver times

and initial amplitude. This may lend credence to linking jet-like events such

as dynamics fibrils (AR), mottles (QS) and TI spicules (QS), but apparent

differences could partly be attributed to different atmospheric/magnetic en-

vironment conditions and differences in parameters of the driver. However,

more theoretical and observational evidence is required, for example, running

a numerical simulation with the same driver, but changing environmental con-

ditions to match those of observed ARs and QS.
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The synthetic jets show interesting internal dynamics in the beam structures,

which need to be confirmed observationally. Two possible mechanisms are pro-

posed; (1) “tug of war” of jet and ambient pressure, or (2) shock waves caused

by the supersonic flow. However, the supersonic flow framework explains the

beam structures that are created, the reason that there are areas of density

enhancements referred to as knots, cavities along the central jet axis, and the

boundary deformation. Knots are seen in many jets from large astrophysical

jets (van Putten, 1996; de Gouveia Dal Pino, 2005; Hada et al., 2013; Cohen

et al., 2014; Hervet et al., 2017) to small laboratory jets (Menon and Skews,

2010; Edgington-Mitchell et al., 2014; Ono et al., 2014), hence it makes natural

sense that knots are present in solar jets if flow speeds and driver times are

sufficient. While this has not yet been observed in small scale solar jets, it is

likely due to current resolution limits. In Fig. 3.10, the impact of resolution

in identifying these features is shown. For observing spicules the highest spa-

tial resolution is achieved by the Swedish Solar Telescope (SST), at around

70− 110 km (Scharmer et al., 2003a; Berger and Berdyugina, 2003), as shown

in panels e-f. It may be possible to identify jet substructures in the foresee-

able future with telescopes such as Daniel K. Inouye Solar Telescope (DKIST).

DKIST can achieve spatial resolution of approximately 14−60 km (Rast et al.,

2020; Rimmele et al., 2020), which is represented by panels a-d. By achiev-

ing higher observational resolution, it will be possible to confirm these beam

structures, and also to make significant leaps forward in our understanding of

solar jets.

As highlighted earlier, the question of what drives the spicular jet is not yet

resolved. The presence/absence of complex beam structures, if observation-

ally verified, would be a significant step forward in understanding the nature

of the driver of jets. If observed, then, this can be used to measure lifetime

drivers and be used to identify whether a jet is in a rising or falling phase. If

they are not observed, then this points towards a short pulse event (e.g. mag-

netic recognition) as the driver. These substructures could give a new window

through which to investigate this phenomenon.
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Figure 3.10: Using the same time step as panel (b) in Fig. 3.4, the density grid
has been degraded to give a rough estimate of the appearance of the jet over a
range of resolutions. The panels a-d give covers the possible resolution range
of DKIST and panels e-f show the resolution in ranges of SST.
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CHAPTER 4

The Effects of Non-field Aligned Flow on Spicular-

jets

4.1 Introduction

A basic question one can ask is, do the flows of plasma in the chromosphere

trace the magnetic field lines? Often it is assumed that plasma follows the

magnetic field lines in the solar atmosphere. The typical length scale for flows

on the Sun tend to be large and the magnetic diffusivity is small, which for

ideal MHD means that there is a high magnetic Reynolds number (ratio be-

tween advection and diffusion). For a perfectly conducting plasma, the mag-

netic field lines are frozen into the plasma. This means that the plasma flow

is channelled along the field lines, but the perpendicular motion of the flow

leads to either the magnetic field lines pushing the plasma or being dragged

with the plasma. This is the frozen-in condition that is valid for most plasma

features in the coronal environment. However, one can question whether this

applies to the chromosphere, where gas pressure can play a more important

role than in the corona. de la Cruz Rodŕıguez and Socas-Navarro (2011) in-

vestigated whether solar chromospheric fibrils or spicular features trace the

magnetic fields. In most cases, these dynamic features trace the field lines, but

there were a significant number of examples where there was a misalignment

between the plasma structure and the magnetic field lines (approx. 40% of a

sample of 32). This misalignment in extreme cases can be larger than 45◦. The

misalignment of magnetic field and spicular jets was studied further numeri-

cally by Mart́ınez-Sykora et al. (2016) with a 2.5D radiative MHD simulation,

which included ion-neutral interaction effects. The results indicate that the

majority of the simulated spicules are misaligned with respect to the magnetic

field lines. They record misalignment angles up 25◦, and in a more extreme

case 40◦. Even recent simulations of coronal loops have highlighted that mis-

aligned flows could account for observations of dense plasma falling back to

68



the solar surface (Petralia et al., 2018).

Another aspect to consider is that spicules are typically inclined from the

vertical. Some recent studies measure an average incline of 23.4◦ with a range

of 0 − 55◦ (Pasachoff et al., 2009). Tavabi (2012) reported that spicule in-

clination from the vertical is affected by the regions in which they manifest,

e.g. < 20◦ in polar regions, approximately 10◦ for CHs, and in ARs they can

range from ±60◦. All these results are in agreement with older studies on

the average inclination of spicules, which report inclinations ranging between

19 − 35◦ (Beckers, 1968; Mosher and Pope, 1977; Heristchi and Mouradian,

1992; Tsiropoula et al., 2012).

The aim of this chapter is to investigate what effect misalignment between jet

flow and the magnetic field have on the dynamics and morphology of spicules.

The steps taken follow a similar pattern to that of Chapter 3, where a param-

eter scan is undertaken and, using the jet tracking code, the jets’ apex and

CSW are measured, and density evolution is investigated.

4.2 Jet Tracking

To keep the results comparable over a range of tilted jets, extra steps have been

introduced into the jet tracking software. To accurately measure the width of

the jet we can no longer take horizontal slits (as done in Section 3.2.1) as this

could artificially alter the width measurements. For example, imagine a rect-

angle with a slit across it in a fixed position that finishes on the opposite ends

(see (a-b) Fig. 4.1); if one rotates this shape as shown in panel (b), the slit

would change in size, hence changing the width measurement of the rectangle

as displayed in panel (c). In this case, a slit needs to be placed perpendicular

to the central axis, of the rectangle to correct this tilt factor.

Modifications have been made to the jet tracking software to account for this

by tracking the central axis (see yellow stars in Fig. 4.2). The yellow stars

are the midpoints of horizontal slits taken at 0.1 Mm intervals. To keep the

position of the slits consistent, they are placed at every 1 Mm based on the

jet’s length, rather than the height (see the green solid lines in Fig. 4.2). The

slit is placed perpendicular to the angle of the central jet axis determined by

the angle between the data point at each megameter of jet length (jln) and
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Figure 4.1: Example of widths being increased artificially due to a tilt in flow,
where the width is shown by the black line across the orange rectangle. (a)
is the width of a straight jet, (b) is the width taken at the same height, but
with the tilted flow, and (c) displays the width measures with (a) [(b)] solid
[dashed] black line.

its upper neighbour (jln+1). The edges are identified by first converting the

tracer into a binary image as outlined in Section 3.2.1. A region of 1 Mm by

0.75 Mm, with jln as the centre point is selected. The values along the slit are

interpolated from the grid and then a gradient is taken to identify the edges.

If only one edge is found then the search box is increased approximately by

60× 50 km (see Fig. 4.3) and the process is repeated until 2 edges are found.

The solid blue dots in Fig. 4.2 show the method of horizontal slits at every

1 Mm of height as outlined in Section 3.2.1. The analysis carried out in this

chapter shows the measurements of both methods of taking slits. They are

referred to as traced slits when correcting for tilt angles, and horizontal slits

to match the earlier method.

4.3 Parameter scans

Based on the results in Chapter 3, two focused parameter spaces (P1 and P2)

are carried out to reduce computational cost. The main goal of P1 is to test the

trends observed in Chapter 3, and to determine whether they retain, despite

the changes in the flow inclination. The range of values used are: lifetimes

with P = 300 s, this parameter was found to be less important in determining

jet heights over the investigated range, therefore we stick with the standard

jet value; initial amplitudes range from A = 20, 40, 60 km s−1, the velocity
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Figure 4.2: Example of extended jet tracking software for θ = 10◦. Solid blue
dots mark the jet edges of the original method and the red solid dot marks the
jet’s apex. The green solid line corrects for the tilt and represents the data
sampled to find the edges (solid red squares). The yellow stars give the central
axis of the jet. Animation is available: https://etheses.whiterose.ac.uk/30244/
4/fig 4.2 jet P300 B60 A60 T10widths.avi.

Table 4.1: Two sets (P1 & P2) of parameter magnitudes, including driver
lifetimes (P ), velocity amplitude (A), magnetic field strength (B) and corre-
sponding inclination angles for simulated jet structure.

Parameter Scan P [s] A [ km s−1] B [G] θ [◦]
P1 300 20, 40, 60 20, 40, 60, 80 0, 5, 15
P2 300 60 60 0, 5, 10, . . . , 60

upper limit matches the standard jet and as 80 km s−1 is near the upper end

of observed spicule velocity, it has been omitted; magnetic field strength covers

the same range B = 20, 40, 60, 80 G; tilt angles T = 0, 5, 15◦, this range is

to show a small tilt and a value closer to typical tilt angles. The purpose of

P2 is to study how the trajectories, CSWs and morphology are affected by the

tilting angle of the standard jet (P = 300 s, B = 60 G, A = 60 km s−1). A

range of tilts T = 0−60◦, in increments of 5◦ is investigated. Both parameters

scans are sumerised in Table 4.1:

4.3.1 Parameter Scan P1

The results of P1 with a horizontal slit are displayed in Fig. 4.4. For each

panel, the colour (line style) corresponds to the tilt angle (initial amplitude for
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Figure 4.3: Example of a binary image used for the search area (coloured box)
used in the jet tracking. Markers have the same representation as Fig. 4.2.

top panels or magnetic strength for bottom panels). From the θ = 0◦ data it is

clear that in each panel the general trends and groupings are retained. Over-

all, introducing a tilt into the flow has a subtle effect on jet heights and mean

widths. From the relation between maximum heights and magnetic field, the

greater the initial amplitude, the more notable the effect the magnetic strength

has on reducing apex heights. This trend is seen in the relation between initial

amplitude and maximum height, where again, the greater the tilt angle and

initial velocity, the more prominent the reduction in height, as the range of

values fans out around A > 40 km s−1. For both mean width panels, there is

not a clear trend on how the tilt affects this parameter.

This process is repeated, but using the maximum length in place of the jet

apex and using the traced slits for calculating the mean widths. For the

maximum length there is a similar trend to that seen in Fig. 4.4, where the

magnetic field does not have a significant impact on jet lengths (except for

P = 300 s, A = 60 km s−1, T = 15◦ data), and there is a positive correlation

between maximum length and initial amplitude. In the bottom left panel, it is

shown that the maximum length varies more for A > 40 km s−1 for increasing

tilt angles. In general, it appears that increasing the tilt reduces the length of

the jets, because the jet is intersecting the magnetic field, hence the magnetic
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field provides a resistance to the jet’s forward momentum. An exception is in

the case of P = 300, A = 20, T = 15, where the length is increased, which

might be due to the combination of a higher velocity jet, with a weaker mag-

netic field. In this setup the transverse motion would be larger, thus increasing

the length, but maintaining a shorter height. The traced slits shows the jets

increasingly collimate with the stronger magnetic field (top right panel), and

that there is a greater mean width with larger initial amplitudes. The main

difference between the traced and horizontal slits is that the traced slits return

slightly larger jet widths.

In Fig. 4.5 the same parameter scan is investigated, but using a traced slit

to account for the tilting of the jet. The top left panel shows the effect

of maximum length against the magnetic field strength. The magnetic field

strength, in most cases, does not affect the maximum length of the jet. For

P = 300, A = 60, T = 15, increasing magnetic field reduces the synthetic

jet’s length. For the panel in the bottom left, with A > 40 km s−1 the tilt

begins to reduce the maximum length of the jet, but it shows that the greater

the initial velocity the longer the jet length. The panels on the right show the

effects of the mean width against the change in the magnetic field strength,

and initial velocity, top and bottom respectively. The top right panel shows

that with increasing magnetic field straight there is more collimation of the

jet. From the bottom left panel, as the initial amplitude increases the greater

the jet CSW. The trends that we have seen in Chapter 3 are maintained when

the jet is launched at an angle.

4.3.2 Parameter Scan P2

For P2, the effect of the tilt on the CSW measurements and the difference

in widths measured using both slits are investigated (see Fig. 4.6). This pa-

rameter scan gives a clear indication that increasing tilt angle increases the

jet CSWs. At 45◦ this trend stops, which happens because as the tilt an-

gle increases, the more nebulous the jet becomes. This occurs particularly in

the falling phase, when the jet no longer falls as one clearly defined column,

thus making it challenging to identify jet boundaries (see (c),(g), and (k) in

Fig. 4.14). Both slits display the same trend, but the traced slit (red solid

line) consistently measures higher jet widths, which is in agreement with P1.
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Figure 4.4: Focused parameter scans demonstrate the effect of tilt over a vari-
ety of jet configurations. Panels on the left (right) are based on the maximum
apex (mean width) of the jet.

Figure 4.5: Focused parameter scans shows the effect of tilt over a variety of
jet configurations. Panels on the left (right) are based on the maximum length
(mean width) of the jet.
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Figure 4.6: Effect of tilt on the mean width measurement, comparing traced
slit (red solid line with data markers) and horizontal slit (blue dashed line with
data markers).

The analogous trends for both slits originate from the method of angle selec-

tion for the traced slits. This is due to the tracking of the central axis of the

jet being determined by horizontal slits with small intervals. In combination

with a small sample of data points being used to determine the tilt angle, this

means that the width measurements may not deviate much from the original

slit method. It is possible that a different method of identifying the central

axis and/or more data points used for angle determination would modify the

trend for the traced slits. Overall, even the less sophisticated method currently

used is an improvement on the horizontal slit method and gives an accurate

measure of the mentioned jet parameters. However, future improvements are

outlined in Section 6.2.

The apex height and length of the jet are tracked and displayed in the left

panel of Fig. 4.7. There is a clear trend, in that both the maximum height

(solid black marked line) and length (dashed red marked line) are decreased

with a tilting angle. The maximum length is larger than height, and the

difference widens above 20◦. The increased difference between height and

length can be attributed to larger transversal displacement with increasing

tilt. Both trajectories of the jet (right-hand panels) display a decrease in max-
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Figure 4.7: Plots shows the effect of non-field aligned flow on apex (top panels),
length (bottom panels) and trajectories (rightmost panels).

imum height/length and a slight decrease in jet lifetimes of about 150 s, over

the range of tilt angles. The results indicate that once tilted up to 50◦, the

trajectories deviate from what is typically seen in spicular jets. A similar pat-

tern is seen when the jet length is tracked, but the trajectory is less smooth.

This latter is because the jet is undergoing transverse motion and is constantly

changing in length. These results indicate that both the magnetic field and

horizontal perturbations could alter the trajectory of the jet.

An interesting aspect of the results is that introducing a small tilt in the

flow has produced spicules with differing heights and lifetimes. This means

that, a spicule generated with similar energy can appear differently due to

non-field aligned flows, which with more misalignment causes shorter heights

and lifetimes. This latter finding could explain why spicules appear and disap-

pear over a variety of heights. However, unlike the situation with TII spicules,

their appearance would be similar to their higher propagating counterparts.

It is only in an extreme case of tilt angles (approx. 50◦) that the trajectory

significantly deviates from a parabolic flight.
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4.3.3 Tilted Jet Morphology

Figs. 4.11 to 4.14 visualise the density evolution for the standard jet at various

tilt angles. The first row of Fig. 4.11 serves as a reference to the θ = 0◦ jets

described in Chapter 3. Note that in Figs. 4.11 to 4.13 the timesteps selected

are the same as in the simulation snapshots in Chapter 3, this is purposefully

chosen for comparison.

An interesting aspect of the simulation is that even for small tilting angles

of 5 − 10◦, the morphology of the jet is significantly changed, particularly in

the falling phase shown by columns containing panels (c-d). At about t = 253 s

for 5◦ and 10◦, the jet experiences an instability, causing a kinking motion to

travel through the jet beam, giving a whip effect (see panel (g) in Fig. 4.11

for aftermath). This whip motion causes significant mixing to occur in the jet

beam (see panels (g) and (k) in Fig. 4.11). This is also observed for higher

degrees of tilt, but does not cause significant mixing in the jet beam. Another

phenomenon observed in jets with higher degrees of tilt (> 20◦) is finger-like

structures occurring in the down-flow of the jet, both in the jet beam and its

right-hand side boundary. Both these dynamics are likely produced by insta-

bilities. In both cases, to determine precisely which instabilities cause these

dynamics is not a trivial task and requires further investigation. Despite this,

from their appearance and with the data available, it is possible to narrow

down to three potential candidates:

1. Rayleigh-Taylor instability (RTI) is the instability of an interface be-

tween two fluids of differing densities, where the heavy fluid is on top. If

this system is subjected to gravity, then any slight perturbation leads the

denser fluid to fall through the lighter fluid, forming finger-like structures

as shown in Fig. 4.8.

2. Kelvin-Helmholtz instability (KHI) occurs if there is a velocity shear

in a single continuous fluid. The shearing between these two fluids,

once above a critical threshold, causes the interface to form vertices;

see Fig. 4.9.

3. Dynamic kink instability (DKI) occurs when plasma flows on a curved

trajectory. There are two opposing forces acting on the jet; the cen-

tripetal force which is trying to destabilise the flow, and the Lorentz

force which is acting to stabilise the flow, as shown in Fig. 4.10. If the
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Figure 4.8: Example of the formation of an RT instability at various time steps.
These are results from a simulation shown in Liang et al. (2019). The red-
coloured fluid represents a denser fluid than its blue counterpart and gravity
is directed downwards leading to the formation of RTI.

flow is super-Alfvénic then the centripetal force can outweigh the Lorentz

force, enhancing the transverse displacement. This instability occurs in

HD but is called a kink instability (KI) (not to be confused with MHD

KI), which like the DKI is caused by centripetal force in curved flows

(Drazin, 2002). Note that this instability, is different from an MHD kink

instability which arises due to the Lorentz force enhancing kink motion.

From the list of potential instabilities, the two candidates for the whip effect

are KHI or DKI. KHI is observed in many instances in nature, e.g. from clouds,

waves in the ocean, and Jupiter’s eddies etc. They are present in numerous so-

lar features: coronal mass ejections (Foullon et al., 2011, 2013), coronal loops

(Barbulescu et al., 2019), prominences (Berger et al., 2010; Ryutova et al.,

2010), solar jets (Filippov et al., 2015; Li et al., 2018), and spicules (Kuridze

et al., 2016; Antolin et al., 2018). As there are significant velocity differences

between the jet and ambient medium, the interface between these two regions

can become KH unstable. This can lead to deformation of the jet boundary

and if shearing is strong enough, it can destabilise the jet. However, Chan-

drasekhar (1961) has shown that a magnetic field aligned with the flow will

impede the development of KHI, which is the case of the simulation showcased.

Another aspect to consider is that KHI would be localised to the jet boundary,

and would not propagate through the jet beam as seen in the simulations.
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Figure 4.9: Example of the formation of a KHI taken from Barbulescu and
Erdélyi (2018). Stage (a) shows the interface between two fluids where U0 and
U1 are arbitrary flow speeds before they are subject to a perturbation shown
in stage (b). In stage (c) the perturbation is enhanced by the flows creating
non-linear wave steepening. This leads to stage (d) where a vortex forms,
mixing both fluids.

Due to these factors, it is unlikely that KHI is responsible for the whip effect

occurring in the simulations.

A strong candidate to explain the whip effect is the DKI. Zaqarashvili (2020)

proposed a model showing DKI could cause transverse motions in spicules. If

a spicule is travelling at an angle (in their case the curve was introduced by

considering a vertically expanding flux tube) and the flow is super-Alfvénic,

then DKI can enhance transverse motions. DKI can explain the presence of

the whiplash motion going through the jet. More investigation is needed to

understand why at shallow angles of 5−10◦, mixing occurs in the falling phase

of the jet beam. One possibility is that above 15◦ horizontal motion is suffi-

cient to dampen the instability due to the magnetic field. The magnetic field

is acting as a brake to the jet flow, i.e. the more tilt, the more impeded the jet

will be thereby resulting in smaller up-flows and a reduction in the effect of the

DKI. Interestingly, the whip motion can be seen in Fig. 3.5 for A = 80 km s−1,

which does not fully fit in with the DKI, because the flow is not on a curved

trajectory.

Two possible instabilities to account for finger-like structures in the falling

phase of the jet for tilts between 20− 45◦ are RTI and KHI. RTI is hypothe-

sised to form at prominence boundaries (Berger et al., 2008, 2010; Hillier et al.,

2012; Berger et al., 2017), but for spicules, there is no strong observational ev-

idence for RTI occurring. Numerical simulations of astrophysical jets have
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Figure 4.10: Cartoon of dynamic kink instability taken from Zaqarashvili
(2020). The blue (red) lines represent the magnetic field (jet). The blue
(red) arrow shows the direction for the Lorentz (centripetal) force.

shown that RTI instability can occur at the jet boundary, where the finger-like

structures are seen in the perpendicular cross-section with regard to the central

jet axis (Toma et al., 2017; Matsumoto et al., 2017), and laboratory plasma

jets have shown evidence of RTIs (Zhai and Bellan, 2016). It may be that with

a 3D version of the synthetic jet simulation, RTI would form at the boundaries

of the jet. The lack of observations of RTI in spicules, and the fact that RTIs

would be oriented in the direction of the magnetic field, makes it unlikely that

these are responsible for the finger-like structures seen in the simulations. It

is more likely to be KHI, as the finger-like patterns form in the falling phase

of the jet where there will be an interaction of up and down flowing material,

causing increased shearing. The finger-like structures appear near regions of

high density, which are located near the edges of the greatest transverse dis-

placement. With higher resolution or less diffusive numerical schemes the KHI

could appear as vortices at these locations.

The tilt has an important impact on the structuring of the beam. The

main noticeable difference is the appearance of knots, as seen in columns con-

taining them (b) in Figs. 4.11 to 4.14. For tilt < 15◦ the knots are denser and

deformed, but for higher degrees of the tilt (> 10◦) the knots are no longer

easily identified. This would mean only slight horizontal disturbance to the

jets would make it even more challenging to identify knots if present in ob-

servations. The tilt causes the densest parts of the jet to change from being

contained to the head and knots, as seen in Chapter 3, to the edges where the
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most transversal displacement is. The greater the tilt, the more the edges of

transversal displacement become the densest part of the jet, and the rest of

the jet beam reduces in density. The column containing panel (d) reaffirms

the earlier result that the jet has a lower apex and reduces the jet lifetimes for

increasing tilt.

Another method of producing tilted jets would be to incline the magnetic

field instead of changing the direction of the driver. The impact of the in-

clined magnetic field has been investigated in numerous studies for laboratory,

astrophysical and solar jets (Koide et al., 1996; Hurka et al., 1999; Murawski

and Zaqarashvili, 2010; González-Avilés et al., 2017, 2021; Revet et al., 2021).

Koide et al. (1996) studied the impact of the oblique magnetic field in 2D

and 3D simulation to understand the bending of astrophysical jets. They

found that the bending scale of the jet depends on the jet velocity and the

magnetic field angle with respect to the jet. If the jet has a high Alfvén Mach

number (> 2.5) then the jet goes straight compared to a jet with a lower speed.

The magnetic field with the angle between the jet and magnetic field of 45◦

bends the jet most quickly. In all cases, the tilting of the magnetic field causes

compression at the jet head and deceleration of the speed of the jet. Hurka

et al. (1999) investigates whether strong magnetic fields can bend stellar jets.

In their 3D study, they find a critical velocity vcr that determines if the jet is

deflected by the ambient magnetic field. They find almost a linear dependence

of the vcr and the ambient magnetic field. However, one should note that in

this study the jets occur in an environment very different from the solar jets.

For example, the magnetic field strength is much weaker than investigated in

this thesis (50− 100 µG), but with similar velocity scales (2− 40 km s−1) and

tilt angles from 10 − 70◦. Both Koide et al. (1996); Hurka et al. (1999) show

a general bending of the whole jet due to the magnetic field rather than the

kinking motion seen in the simulation presented in this thesis. However, it

would be interesting to see what the value of vcr would be in a solar context.

In González-Avilés et al. (2017) they simulated a solar reconnection jet with

the interaction of two magnetic arcades of different polarities. When the mag-

netic field is set up in an asymmetric manner it gives a tilted launch angle

for the reconnection jets. This produces a jet that travels at an angle with

speeds ranging from 3.7 − 76.5 km s−1 and shows transverse displacement of
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the main jet beam in the falling phases similar to what is seen in the simula-

tion presented in the thesis. In both Murawski and Zaqarashvili (2010) and

González-Avilés et al. (2021) they carried out 2D simulation exciting spicules

and macrospicules, respectively by placing a velocity pulse just under the TR

at 0.5 and 1.75 km. The jets initiated in both these studies follow the magnetic

field lines and don’t exhibit the transverse motions shown in tilted numerical

jets in this thesis. For the marcospicules the initial velocity pulse was at a

higher value than used in this thesis set at 100 km s−1. It should be noted

that neither of the simulations will show a significant transport of dense jets

due to the location of where they were driven. In general, it seems the main

effect of tilting the magnetic field is that it bends the jets and would reduce the

maximum height of the jet and decelerate the jet speeds. Another difference

introduced in the context of the simulations in the thesis is that inclining the

magnetic field would extend the time the jet travels in the lower atmosphere

before reaching the TR. The jet would perturb TR at an angle affecting the

trajectory of the TR as it lifted, so the TR will raise at an angle rather than

purely vertically. When the TR falls and produces a rebound shock this would

no longer be symmetric and would affect the waves that would propagate along

the TR layer.

4.3.4 Effect of Tilt on Cross-sectional width variation

By introducing tilt into the jets, they not only undergo CSW variations but

also transverse motions. These are two key dynamical ingredients that need

to be captured in spicular models. Spicules are not just vertically dynamic

plasma sticks, they display complex motion all through the body of the jet

(Sharma et al., 2018).

Using the horizontal slits time-distance plots were created at 1−3 Mm heights

(see Figs. 4.15 to 4.17), over the range of tilts. From Fig. 4.15 for θ = 0◦ there

are clear sausage-like motions in the CSW variations. It shows that there is

a cavity inside the jet, which is due to the process that creates the knots.

Even with the smallest tilting angle (θ = 5◦) investigated, it makes substan-

tial changes to the CSW variations of the jet beam. This appears to be the

only example where the combination of both CSW variations and transversal

displacement can be cleanly observed at this height, as with increasing tilt the

sausage-like CSW variations become less noticeable. The main dynamics shift

from symmetrically CSW variations, to transversal displacement that reaches
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up to approximately 1 Mm in width. For a tilt of θ > 25◦ the most horizon-

tally displaced regions have much denser edges. These could be regions where

the material is building up due to the magnetic field redirecting flow as it is

perturbed. With increasing amounts of horizontal velocity, the more the jet

travels into the magnetic field, hence the jet material collects at turning points

creating denser regions at the jet boundary. For the tilted jets, the large scale

transverse motions in the simulations are due to the restoring forces of the

ambient magnetic field, which are trying to re-establish an equilibrium. Once

the tilt passes θ = 40◦, there is less of a clear jet structure. Similar behaviour

is seen at 2 Mm and 3 Mm (Fig. 4.16 and 4.17), where there appears to typ-

ically be one-two global sways of the jet during its lifetime. This shows that

the wave-like motion propagates throughout the jet.

The whip motion has been observed in chromospheric jets (Liu et al., 2009).

In Liu et al. (2009), the observed jet undergoes a transverse disturbance with

a whip motion. This jet has length scales (approx. 43.5 Mm), lifetimes (ap-

prox. > 1hr), observed speed (approx. 430 km s−1), and proposed origin is

magnetic recognition. The whip motion is proposed to be due to the jet being

composed of helical threads undergoing untwisting spins, outlined by Shibata

and Uchida (1985, 1986) and Canfield et al. (1996). Although the phenomena

has very different origins and scale, the overall motion time-distance plots,

present in Liu et al. (2009), appear similar to time-distance plots presented in

Figs. 4.15 to 4.17 that are proposed to be produced by DKI. This whip motion

has been shown in simulations of reconnection jets, where material from the

chromosphere is ejected by a sling-shot effect due to reconnection and produces

a whip motion (Yokoyama and Shibata, 1996; Kotani and Shibata, 2020). We

do not disagree with these outlined mechanisms, but DKI could be playing

a role in the transverse motions. DKI could form as in this reconnection jet

scenario there is both curvature and horizontal perturbation to the magnetic

field, in addition to a fast flowing jet.
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Figure 4.11: Example of the temporal evolution of different tilt angles for jets
from 0, 5, 10◦ from top to bottom. Animation available where cases a, e, i
are in the top row: https://etheses.whiterose.ac.uk/30244/5/fig 4.11 4.12.avi
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Figure 4.12: Example of the temporal evolution of different tilt angles for jets
from 15, 20, 25◦ from top to bottom. Animation available where cases a, e,
i are in the bottom row: https://etheses.whiterose.ac.uk/30244/5/fig 4.11 4.
12.avi
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Figure 4.13: Example of the temporal evolution of different tilt angles for jets
from 30, 35, 40◦ from top to bottom. Animation available where cases a, e, i
are in the top row: https://etheses.whiterose.ac.uk/30244/6/fig 4.13 fig 4.14.
avi
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Figure 4.14: Example of the temporal evolution of different tilt angles for
jets from 45, 50, 55◦ from top to bottom. Animation available where cases
a, e, i are in the bottom row: https://etheses.whiterose.ac.uk/30244/6/fig 4.
13 fig 4.14.avi
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Figure 4.15: Time distant plot with horizontal slit at 1 Mm for tilt values
0− 55◦.
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Figure 4.16: Same as fig. 4.15, but at 2 Mm.

Figure 4.17: Same as fig. 4.15, but at 3 Mm.
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4.4 Summary and Discussion

In summary, the model used in Chapter 3 has been generalised to produce

non field-aligned flows to study its effect on jet heights, widths and density

evolution. A simple approach is taken to capture the basic dynamics of the

jet across two focused parameter scans. The main results obtained from this

Chapter are:

• Over the range of the parameter space studied, the tilt led to a reduction

in apex height and length of the jet.

• Knots may be more challenging to observe in solar jets than first proposed

in this thesis. Even with small amounts of tilt the clear structure seen

in straight jets becomes deformed and more blended into the jet beam.

At high inclination angles, it would be unlikely that knots would be

observed.

• The whip motion in the jet is probably due to DKI, but more analysis of

the simulations is required to confirm this. The assumptions and physical

set up (e.g. different form of stratification of atmosphere, geometry,

and magnetic field configuration) that are used to derive the dispersion

relation in Zaqarashvili (2020) are not directly applicable to the synthetic

jet. A new dispersion relation would need to be derived and the wave

frequency inside the jet would need to be calculated to determine the

point at which the onset of DKI occurs.

• By introducing tilt into the jets, they not only undergo CSW variations

but also transverse motions. These are two key dynamical ingredients

that need to be captured in spicular models. For small tilting angles

(< 10◦) there is a combination of both CSW and transverse displacement,

but for larger tilts the transverse motion dominates.

An important result of these simulations is that even a slight misalignment

between flow and magnetic field produces noticeable transversal displacement

and has major effects on the morphology. The first evidence of transverse mo-

tion in spicules was identified by Pasachoff et al. (1968). The mechanism by

which transverse motion arises remains a subject of debate. Several mecha-

nisms have been suggested, including overshooting of convective motions in the

photosphere, granular buffeting, rebound shocks, global p-mode oscillations,

and reconnection near foot point (Roberts, 1979; Sterling and Hollweg, 1988;
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Vranjes et al., 2008; Jess et al., 2012; Ebadi and Ghiassi, 2014). The interpre-

tation of the bulk motion of spicules has typically been through the framework

of MHD waves. Many studies report the transverse motion of spicules are due

to MHD kink waves (Kukhianidze et al., 2006; De Pontieu et al., 2007c; Jess

et al., 2012; Ebadi and Ghiassi, 2014; Tavabi et al., 2015; Jafarzadeh et al.,

2017). The increased interest is due to the spicules’ potential to transport the

energy contained in these waves throughout the lower atmosphere (De Pon-

tieu et al., 2007c; He et al., 2009b; Morton et al., 2012b; Jess et al., 2012).

These transverse motions are clearly an important ingredient in the dynamics

of spicules and potentially in maintaining the hot solar atmosphere. Non-field

aligned flow gives another mechanism to produce transverse motions. This

simple mechanism is likely to occur due to the conditions of the chromosphere

(where the flow will not always be aligned with the magnetic field), and the

complexity of the Sun’s magnetic field. Regardless of the tilt angle, the syn-

thetic jets undergo 1 − 2 sways of transverse motion, which are larger with

increasing tilt angles. Even with simple models of jets, this highlights the

complexity of the dynamics. Understanding how a common component of tilt

affects the appearance of the jet is a key part of interpreting the dynamics of

spicules, and this should be a factor included in any model of spicules.
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CHAPTER 5

Comparing Synthetic Jets to Observations

5.1 Introduction

In this Chapter, the aim is to investigate the cross-sectional width behaviour

of straight jets and compare them with observations of Hα spicules. Ob-

servations indicate that spicules generally emanate near the inter-granulation

lanes and remain subject to MHD stresses at their footpoint. The associ-

ated motions, irrespective of whether turbulent or coherent, become chan-

nelled through the spicule structure and are reflected in their observed dy-

namic behaviour. Broadly, spicule kinematics can be categorized into three

major domains: radially transverse, field-aligned, and torsional. These have

been extensively examined and interpreted in terms of discrete MHD wave

modes (see review: Zaqarashvili and Erdélyi, 2009).

Since the discovery of standing kink oscillations that cause transverse displace-

ment in solar structures (Aschwanden et al., 1999; Nakariakov et al., 1999;

Aschwanden et al., 2002), and MHD waves in solar structures have gained

much attention (Cally, 1985; Kudoh and Shibata, 1999; Fujimura and Tsuneta,

2009; Zaqarashvili and Erdélyi, 2009; Kuridze et al., 2012; Jess et al., 2012;

Mooroogen et al., 2017; Allcock et al., 2019). This is due to their potential

to provide estimates that we can not directly measure in solar structures (e.g.

magnetic field strength), and because they are thought to carry sufficient en-

ergy to heat the corona (Alfvén, 1947; Gordon and Hollweg, 1983; Poedts,

2002; Srivastava et al., 2017). The first report of kink waves in spicules was by

Kukhianidze et al. (2006), and numerous studies have since followed, with the

This chapter is based on the following refereed journal article:

Dover, F., Sharma, R., Korsós, M., Erdélyi, R., (2020); Signatures of Cross-sectional
Width Modulation in Solar Spicules due to Field-aligned Flows, Astrophys. J.,
Volume 905, Issue 1, https://doi.org/10.3847/1538-4357/abc349
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goal of identification and study of transverse (kink and torsional Alfvén ) wave

modes (De Pontieu et al., 2007c; Ebadi and Ghiassi, 2014; Pascoe et al., 2016;

Sharma et al., 2017; Tiwari et al., 2019). However, reports of CSW variations

have remained elusive, due to current resolution limits for observations of jet-

like chromospheric features. The presence of CSW variations in thin MFT

structures, as a possible consequence of m = 0 MHD sausage and/or m = 2

fluting modes, was postulated in earlier theoretical studies (Ziegler and Ulm-

schneider, 1997b,a; Ruderman et al., 2010). Observations that report on CSW

variations in spicular structures are limited to on-disk fibrils, where concurrent

transverse and CSW were reported as coupled kink and sausage modes by Jess

et al. (2012) and Morton et al. (2012a). Similar observations for CSW, and

intensity oscillations in on-disk slender chromospheric fibrils were reported by

Gafeira et al. (2017a) and interpreted as MHD sausage wave modes. Moreover,

an ensemble of coupled transverse, CSW and axisymmetric torsional motions

were reported in off-limb spicules by Sharma et al. (2018), which were inter-

preted as nonlinear kink modes.

Spicules are essentially jet-like features where mass flows along their magnetic

field with velocities in the range of 25 − 100 km s−1 (Beckers, 1972; Sterling,

2000; Pereira et al., 2012). These velocities may even have a dominant effect on

the waves that are present in spicular jets. Plasma flows will interact with the

oscillatory modes of spicules, e.g. periodic motions along or anti-parallel to the

bulk motion will be affected differently. Wave motions in steady waveguides

have been investigated in the past in a few theoretical studies for different slab

and cylindrical geometries (Narayanan, 1991; Nakariakov and Roberts, 1995;

Terra-Homem et al., 2003; Soler et al., 2008). It was concluded that mass flows

can generate a shift in frequencies for confined MHD waves and can influence

the wave propagation, even causing resonant flow instabilities, depending upon

the direction and strength of mass flows. Though possible effects of mass flow

on wave periodicities/propagation are known theoretically, they are yet to be

observed in highly localised dynamic waveguides such as solar spicules.

At multiple points through this thesis, there has been a comparison between

the simulations and observations. Interesting features that have arisen in the

synthetic jets, particularly the CSW variations and the knots. In this Chap-

ter, we aim to focus on these aspects of the observations by comparing the

CSW variations in off-limb spicules with the observed dynamical behaviour
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with synthetic jets, and highlight observed solar features where knots may be

present.

5.2 Cross-sectional Width Variation in Syn-

thetic jets

The synthetic jets studied in the thesis capture some of the fundamental

dynamics of a chromospheric jet in a stratified atmosphere. Though the

momentum-driven simulated jet lacks a few observed complex physical mecha-

nisms, e.g. radiative losses, ambipolar diffusion, and ion-neutral effects, it still

models crucial kinematic behaviour, such as longitudinal/field-aligned plasma

motions with CSW variations (Fig. 5.1) in both rising and falling phases of

the jet evolution.

Using the jet tracking code as outlined in Chapter 3 the CSW have been

measured for a jet with parameters of θ = 0◦, P = 300 s, B = 50 G, and

A = 60 km s−1 (see Fig. 5.1). The parameters of these jets are similar to those

of the standard jet, and hence display similar dynamics, morphology, lifetimes,

knots, and CSW variations. The jets’ widths are temporally tracked at mul-

tiple heights, where the blue marks measure the widths and yellow triangle

locked onto the apex of the jet. The results of the widths for each megameter

the jet reaches in the computational domain are displayed in Fig. 5.2, which

also demonstrates that there are oscillatory patterns at each height, except

from at 6 Mm. Oscillatory motion is not seen at 6 Mm due to lack of time

which the synthetic jet spends at this height.

We decided to focus on slit height at 2 Mm as it can be compared against

observations, and because choosing a lower height gives more temporal data

to analyse than higher slits. The life of a jet can be separated into two phases;

the rising phase, where the jet is being driven and is propagating upward,

and the fall phase where the jet is no longer being driven and apex height is

decreasing with time. These regions are separated by using the parabolic tra-

jectory and calculating the point at which the gradient switched from positive

to negative, i.e. the apex of the trajectory, which is marked temporally by the

solid black vertical line in Fig. 5.3. One striking feature is seen in Fig. 5.3; to

the best of our knowledge we are the first to discover that there are distinct

differences in the behaviour of the boundary deformation for the rising (green
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Figure 5.1: Panels showing the temporal evolution of the simulated spicule
density structure at four time-steps with apex marked by a yellow triangle.
From 121.08−243.88 s (366.68−489.48 s) the rising (falling) phase. Locations
of tracers edges are also shown as blue dots, which are used to estimate the
variations in CSW during rising and falling phases of jet structure.

line) and falling (cyan line) phases of the jet. During the rising phase, the

CSW is larger and with only a few undulations, whereas in the fall phase the

CSW are shorter and faster undulations. The blue and orange lines show the

quadratic fit used to detrend the rise and fall phases respectively in Section 5.4.

It is possible to observe width variations of multiple solar structures as high-

lighted in observational studies, e.g. for fibrils (Morton et al., 2012a), coronal

loops (Aschwanden and Schrijver, 2011), EUV jets (Zhang and Ji, 2014; Chen

et al., 2022), and spicules (Sharma et al., 2018). Currently, there are not many

studies that have temporally investigate the width variations of spicules, but

I believe this will change with the planned advancements in telescopes and

better spatial resolution they will provide, such as DKIST. This motivated us

to provide an early study that point in direction of potential discoveries to

made in the investigation of CSW of spicules.

5.3 Observations of Cross-sectional Width Vari-

ation in Spicules

In Section 3.4 we have discussed that SST currently offers one of the highest

spatial resolution observations of the chromosphere, making it an ideal tele-

scope to use for tracking the widths of such small features as spicules. SST
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Figure 5.2: CSW variations over multiple heights for synthetic jet with P =
300 s, B = 50 G and A = 60 km s−1.

is a ground-based telescope located in La Palma, which has one of the best

seeing conditions in the world, placed 2400 m above sea level. It has a nearly

1 m sized aperture and uses active optics to minimise data degradation due

to Earth’s atmospheric conditions. The data captured in this section uses the

CRisp Imaging SpectroPolarimeter (CRISP), which covers a wavelength range

of 510 to 860 nm, with a field of view of approximately 43.5 × 43.5 Mm, and

a pixel size of roughly 43 km. The spectral line selected for observation is

Hα (656.3 nm), giving an angular resolution of approximately 95 km. Hα can

only form in the light spectrum from regions of the Sun that are cool enough

for hydrogen to exist in its atomic form, which are the photosphere and chro-

mosphere. It is part of the Balmer series and forms absorption or emission

spectra for hydrogen when the electron jumps from or falls to N = 2, where

N is the electron orbital number. The Hα line is commonly used for observing

chromospheric structures as it reveals many complex structure in the messy

chromosphere (Parmenter, 1966; von Uexkuell et al., 1985; Nishikawa, 1988;

Judge, 2006; Leenaarts et al., 2007; Rutten, 2008; Jess et al., 2012; Pereira

et al., 2016; Rutten, 2017).

The spicules’ structures presented in Figs. 5.4, 5.6 and 5.7 were identified

in observations carried out on AR NOAA AR11504 at 07:15-07:48 UT, June

21, 2012. The identification of the spicules and data processing of these ob-
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servations was carried out in collaboration with Dr. Sharma; we will outline

the steps taken. The AR was scanned using 31 equally spaced line positions

with 86 mÅ steps from −1.376 to +1.29 Å, relative to the line centre, along

with the additional 4 positions in the far blue wing from −1.376 to +2.064 Å.

Following data acquisition, post-processing of data was carried out using the

Multi-Object Multi-Frame Blind Deconvolution (MOMFBD; van Noort et al.,

2005) image restoration algorithm. Also, standard procedures available in the

image pipeline for CRISP data were implemented (de la Cruz Rodŕıguez et al.,

2015), including differential stretching and removal of dark and flat fielding.

The processed data spans around 30 mins and a cadence of 7.7 s. Follow-

ing the Nyquist criterion, the temporal-resolution of the dataset allowed the

detection of MHD wave modes with periodicities over 15.4 s. Three spicules

(SP:A, SP:B, and SP:C) were selected as they needed to be a high-intensity

structure with the least possible superimposition by any other surrounding

features during their visible lifetime in an observed passband. The identified

spicules have an average lifetime of 118± 17.88 s measured from the Hα line-

centre. It is possible their true lifetime is longer, as spicules tend to change

temperature during their evolution and therefore evolve through multiple pass-

bands, which measurements by Pereira et al. (2014) have shown to have life-

times in the range of 500−800 s. The observed features have an average length

of about 3±0.36 Mm with apices reaching up to an average height of 4.83 Mm.

The CSW of observed spicule features were estimated using the method

adopted from Sharma et al. (2018). A single Gaussian function with linear

background is used to fit the intensity profile across the observed spicules and

the FWHM is taken as a measure of CSW of the feature. For the selected

spicules, the average FWHM of the spicules measured at 2 Mm is 144.47 km,

which is comparable with other observations for off-limb spicules (Sharma

et al., 2018). The spicules are resolved as there is a 3.36 (1.52) pixel (angular-

resolution) cover, bearing in mind that the intensity values belonging to the

spicule will occupy a space larger than the FWHM. This process is outlined

in Fig. 5.4, where panels a1-a4 shows snapshots of the identified spicule where

the cyan line is the vertical slit to track field-aligned plasma motions and hor-

izontal yellow slit is placed at 2 Mm to track the CSW. Panel (b) displays

time-distance data captured with across the vertical slits, which are used to

estimate the speed of the spicules and allow for the separation of the rise
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Figure 5.3: CSW variation for slit at 2 Mm. The solid vertical black line
separates the rise (green line) and fall (cyan line) phases, located at the time
where the jet reaches its apex. The blue and orange lines are a quadratic fit
used to detrend the data.

and fall phases. Panel (c) shows the process of calculating the FWHM of the

spicule, where the dark (light) shaded region marks the unperturbed (per-

turbed) width Wu (W ) during the spicule lifetime measure by the yellow slit.

The unperturbed width is fixed individually for each spicule as the average

FWHM calculated over its lifetime, and the perturbed width is the FWHM

calculated at each time step of the observations. The temporal variations in

CSW are calculated with δW = W (t) − Wu and were used to estimate the

periodicities.

SP:A in Fig. 5.4 is an off-limb spicule that was observed at −1.032 Å from

the Hα line core with a total lifetime of around 161.7 s. The feature had a

physical length of 3.8 Mm at an inclination of 21.4◦ over the observed limb,

with apex height reaching a maximum of 5.3 Mm. The longitudinal motions

in the Lagrangian frame were analysed to estimate the velocity and duration

of rising and falling phases, using a vertical slit (Fig. 5.4 a1–a4) along the axis

of spicule structure. The time-distance analysis of the vertical slit suggests

a parabolic profile (Fig. 5.4(b)) of mass motions with an average ascending

velocity of ∼46.9 km/s. The plasma attains the maximum height in about 81 s

and then falls back to the surface with an average velocity of 40.2 km/s. For
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Figure 5.4: Panels (a1) – (a4) show the temporal evolution of candidate spicule
feature (SP:A) in the Hα passband at four instances, with positions of vertical
(cyan) and horizontal (yellow) slits used for the estimation of field-aligned
mass flows and CSW respectively. Panel (b) shows the time-distance plot
from the vertical slit on the spicule, highlighting the rise- and fall-phases of
field-aligned mass flow. The maximum height attained by the visible plasma
is marked with the ‘+’ symbol, along with estimated velocities (46.9 km/s,
40.25 km/s). Bottom panel (c) shows an example of Gaussian fit for intensity
magnitudes for horizontal slit location (marked as a yellow line on (a1) – (a4)),
with error bars, denoting the standard deviation for intensity values. The
vertical black line marks the position of the amplitude of Gaussian fit, while
shaded-regions mark average/unperturbed width (Wu) during spicule lifetime
and perturbed/instantaneous width (W). This figure is taken from Dover et al.
(2020) and was produced by Dr. Sharma.
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the observed lifetime, the average/unperturbed CSW estimate (Wu) for the

spicule structure was around 176 km.

5.4 Comparison of Cross-sectional Width Vari-

ation in Synthetic Jets and Spicules

The CSW estimates from both observation and synthetic jets indicate an os-

cillatory pattern during the feature’s lifetime. These were further analysed

using wavelet transform to understand the nature of periodicities and associ-

ated wave physics. The results obtained from this analysis is viewed in the

framework of ideal MHD waves, as this is likely how this phenomenon would be

interpreted in observations. To identify any significant periodicities, wavelet

power spectra (WPS) and the associated global power spectrum (GPS) are

constructed using open-source software developed by Torrence and Compo

(1998). The default Morlet wavelet profile was employed with a two-σ confi-

dence level on CSW estimates from observations (top panels) and synthetic jet

(bottom panels) as shown in Fig. 5.5. The wavelet analysis is applied to both

the rising and falling phases, as well the full signal. For the synthetic jets, the

rise and fall phases are independently detrended with a quadratic polynomial

(see Fig 5.3). A low order polynomial is chosen to avoid over fitting. In addi-

tion, the detrended data are smoothed to reduce noise with a moving average

with a window size of 15 and 10 for the rising and falling phases, respectively.

The peak frequencies were identified in the wavelet analysis as spectral mag-

nitudes in WPS with significance levels over unity and higher, highlighted as

black contours in Fig. 5.5. The peaks also had GPS over two-σ (95%) confi-

dence levels (orange dashed-line in Fig. 5.5). The wavelet spectra for observed

width variations during spicule lifetime suggest a strong spectral density con-

centration around 17 s for 5 cycles. Interestingly, for the simulated jet struc-

ture, the WPS indicates the presence of harmonics concentrated around 65 s

and 32 s for 8 and 5 cycles, respectively. The oscillatory behaviour between

the rising and falling phase is displayed in the last two columns, respectively

It becomes clear with the wavelet analysis that there are remarkable differ-

ences in the periodicities of the falling and rising phases for each example (see

periodicities in Table 5.1 and Figs. 5.5 to 5.7). This modulation of frequency

could be tied to the change in direction of flow and its relation to gravity from

rising (working against gravity) and falling phases (working with gravity).
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Wavelet transforms for observational width variations indicate approximately

27 s periodicity for 3 cycles, while a powerful 70 s periodicity is present in

both GPS and WPS of the simulation data. However, there is a noticeable

shift towards lower/higher periodicities/frequencies for two out of three of our

identified spicule cases (Table 5.1) during the fall-phase of the plasma flows in

the jet structure. The wavelet spectrum for observed width variations shows

dominant periodicity at 16 s for 5 cycles, while for simulated data there are

two strong periods concentrated around 30 s and 68 s, each persistent for 5

and 2.5 cycles. These results are consistent with previous reports for CSW

oscillations in on-disk fibrils (Gafeira et al., 2017a).

An important aspect of our investigation is the confirmation of the first over-

tone in cross-sectional width periodicities associated with dynamic waveguides

in the solar chromosphere. Earlier studies were able to only identify higher

harmonics in static waveguides (e.g., in a coronal loop), with the presence of

fundamental and first overtone (Verwichte et al., 2004; Guo et al., 2015). Re-

cently, the presence of a second overtone was also reported for coronal loop

observations by Duckenfield et al. (2019), associated with transverse kink os-

cillations. It must be noted that wave harmonics can provide vital clues re-

garding plasma and magnetic field characteristics of the waveguide via solar

magneto-seismology applications (Andries et al., 2005, 2009). The presence of

overtones in jets provides a key tool for chromospheric magneto-seismology.

This phenomenon is not limited to this one observation, as shown in Fig. 5.6

and Fig. 5.7. For a summary of the results and physical properties of all the

selected spicules see Table 5.1.
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Figure 5.5: Panels showing the results of spectral analysis of cross-sectional
width estimates of observed (top) and simulated (bottom) jet structures. Each
panel depicts temporal evolution of overall widths (1.1) and subsequent rise-
(2.1) and fall-phases (3.1), along with Wavelet Power Spectra (WPS: 1.2, 2.2,
3.2) and Global Power Spectra (GPS: 1.3, 2.3, 3.3) during each phase of the
evolution of the jet. Vertical red line in plots (Obs: 1.1 and Sim 1.1) marks
the time when the field-aligned plasma attained the apex height. Further,
plots (Obs: 1.1, Sim: 3.2) provide clear indication of a second harmonic of the
cross-sectional width deformations in the dynamic spicular waveguide. This
figure is taken from Dover et al. (2020) and produced by Dr. Korsós and Dr.
Sharma.
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Figure 5.6: Details of spicule SP:B are shown, where panels (a-c) show the
same analysis carried out as for Fig. 5.4, and the bottom 2 panels show the
corresponding wavelet analysis as done in Fig. 5.5. This figure is taken from
Dover et al. (2020) and was created by Dr. Sharma.
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Figure 5.7: Same as Fig. 5.6, but for spicule SP:C, where panels (a-c) show
the same analysis carried out as for Fig. 5.4 and the bottom 2 panels show the
corresponding wavelet analysis, as done in Fig. 5.5. This figure is taken from
Dover et al. (2020) and made by Dr. Sharma.
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Table 5.1: Summary of observed physical characteristics of candidate spicule structures along with estimated periodicities during
rising, falling and overall phases. Physical and spectral parameters of the synthetic jet structure are also provided for a comparison
between observed and simulated case(s).

Spicule Lifetime Length Apex-height Unperturbed Width Periodicity (s)
(sec) (Mm) (Mm) (km) Rising phase Falling phase Overall

SP:A 161.7 3.8 5.3 176.0 27.0 16.0 17.0
SP:B 92.4 2.2 4.8 134.6 22.5 27.4 24.7
SP:C 100.1 2.8 4.4 122.8 41.2 31.3 48.8

Simulated jet 489.48 8.0 8.0 187.5 70.0 30.0 & 68.0 32.0 & 65.0
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5.5 Blobs in Solar Jet Observations

Observing knot structures is challenging due to the current resolution lim-

its, as stated throughout the thesis. However, larger-scale jets occur on the

Sun, and if the flow speed is sufficient then it is possible that patterns of the

knots may be observed. In a series of studies on coronal jets blobs structures

were observed (Zhang and Ji, 2014; Zhang et al., 2016; Chen et al., 2015, 2017).

Zhang et al. (2016) show multiple observations of blob structures in solar

jets. The observations were captured by Extreme-Ultraviolet Imager (EUVI)

in the Sun-Earth Connection Coronal and Heliospheric Investigation (SEC-

CHI) (Howard et al., 2008) instruments of the Solar TErrestrial RElations

Observatory (STEREO) (Kaiser, 2005) and SDO, using the AIA instrument

(Lemen et al., 2012). The images in Fig. 5.8 were observed with STEREO-B

in 171 Å filter with a spatial resolution of approximately 2320 km (3.2′′) and a

cadence of 75 s. Two jets (J1 and J2) originate around a coronal bright point

(BP1). These are thought to arise due to magnetic reconnection (Priest et al.,

1994; Mandrini et al., 1996; Longcope, 1998; Santos and Büchner, 2007), and

the jets flow along closed magnetic loops. J2 is particularly interesting as mul-

tiple blobs form along with the jet, which is highlighted by the white arrows in

panels (f-g). Magnetic reconnection is the process of breaking and reconnec-

tion of magnetic field lines with opposite polarities in a plasma. This process

results in the magnetic field energy being converted into kinetic and thermal

energy. The energy released in these events is proposed to drive solar jets. If a

jet is driven by magnetic reconnection then one possible mechanism for knots

formation in the jet beam is the tearing mode instability (Furth et al., 1963).

These arise as plasmas carrying oppositely directed magnetic field lines are

brought together, a strong current sheet forms between them. If this current

sheet is extremely thin a small perturbation to this system can cause it to go

unstable and trigger the tearing mode instability which forms plasmoids due

to magnetic islands (Drake et al., 2006). This would appear as bright blobs of

plasma. Numerous plasmoids would form due to tearing mode instability and

appear as knots as they would be ejected away from the location of reconnec-

tion and travel along the jet beam causing the change of density distribution

along the jet. This process for EUV jets is outline in Fig. (5.10) panels A-C.

These plasmoids are proposed by Zhang et al. (2016) to explain the blobs in

their jet observations. One possible way to identify which mechanism created
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the knots is whether they are stationary in the jet beam. If they are stationary

then it’s due to shock waves, if they move through the jet beam then it’s due

to magnetic reconnection driving a tearing mode instability. This further em-

phasises the importance of studying knots in spicules this gives another path

to investigate the origin of the driver. Interestingly, the formation of the blobs

by magnetic reconnection has been proposed for chromospheric anemone jets

(Singh et al., 2012), alluding that blobs may occur over a range of different

scales of jets (Zhang et al., 2016).

Chen et al. (2015, 2017) reported multiple jets observed at the western edge

Figure 5.8: Observations of solar jets on 2014 September 10 taken from Zhang
et al. (2016). Panels (a-h) are running difference images in 171 Å show the
occurrence of two jets (J1, J2). The white arrows highlight where the bright
blob-like structures sit along the jet beam.

of AR 11513 on the 2nd and 3rd of July 2012. In these jets, blobs are seen

in the jet beam (see Fig. 5.9). The space-borne observations were captured

with SDO using the Atmospheric Imaging Assembly (AIA) instrument. AIA

has a spatial resolution of 1088 km (1.5′′) and a temporal resolution of 12 s

for the EUV lines shown in Fig. 5.9. The example jet clearly shows blobs, as

highlighted by slices 1 and 2 in panel (b). The conditions under which these

form are similar to that outlined by Zhang and Ji (2014) and Zhang et al.

(2016), as the brightening at the base of the jet has been shown to contain

magnetic fields of opposite polarities (Chen et al., 2017).

The suggested mechanism of blob formation in Zhang et al. (2016) is plau-

sible, but so too is the mechanism put forward in Section 3.3.1 for blobs/knots

to form in the jet beam when the flow is sufficient. In Fig 5.8 jets J1 and J2

have high apparent speeds of 145± 15 km s−1 and 203± km s−1 respectively
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Figure 5.9: EUV jet observed in the west of AR 11513 on July 2, 2012. Each
panel represents different passband observations denoted in the top left-hand
corner in units of Angstroms. The bright blobs in the jet beam are most
noticeable in 171 Å where the slices are located. This figure and the analysis
it encapsulates was produced by Dr. Chen.

(Zhang et al., 2016) and the jet in Fig. 5.9 is approximately 200 km s−1 (Chen

et al., 2017). Based on the results of the simulations in the thesis it is feasible

with these high speeds in a coronal environment for the blob formation to be

generated/driven by shocks containing waves trapped in a jet beam. To rule

out blobs forming due to shocks, one needs to measure the flow rate of the

jet. This is because, as demonstrated in Chapter 3, when the driver for the jet

switches off, the knots start to fall through the jet and disappear. Therefore,

if there is a continuous flow then a shock-based process may be plausible, or

if it is a short, burst-like release of energy that produces flow then it is more

likely to be due to magnetic reconnection.
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Figure 5.10: A cartoon outlining an example of magnetic reconnection jet for-
mation. Panel A shows the magnetic field configuration, B shows the presence
of “blobs” or knots that have been driven upwards from the reconnection loca-
tion and C shows the formation of knots at the reconnection site where tearing
mode instability is occurring. Cartoon taken from Chen et al. (2022)

5.6 Summary and Discussion

This Chapter compares the CSW properties of the synthetic jets with three

observations of spicules captured with high-resolution CRISP/SST Hα data.

For both the simulation and observation, wave behaviour is identified by CSW

estimates. Wavelet analysis of the CSW shows the effects of plasma flows on

estimated periods. The Chapter discusses the possibilities that blob structures

in observations of large solar jets could be knots produced by trapped shock

waves in the jet. The main conclusions drawn from the results as follows:

• CSW variations are present in both the observed and synthetic jets,

which highlight that CSW variations are a fundamental property of

spicule jets. Earlier reports interpreted these variations as a consequence

of confined sausage waves in chromospheric jet structures, although sim-

ilar characteristics are also shown by MHD fluting wave modes. Here, for

the first time, an alternate explanation is provided in terms of internal

shock waves for cross-sectional deformations of chromospheric waveg-

uides. In Chapter 3 we discussed that this phenomenon occurs over
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a whole range of jets with vastly different length scales, e.g. from as-

trophysical to laboratory jets. Therefore, the CSW variations are an

intrinsic physical characteristic of jets with fast flow speeds. However,

insufficient attention has been paid to this for solar jets, primarily due

to observational constraints.

• Spectral analysis using wavelet transform suggests noticeable modulation

in estimated periodicities for the CSW in both observed and synthetic

jet structures. In most cases, the CSW variations have a shorter period

in the falling phase than the rising phase. Similar effects were reported

in the past for changes in linear MHD wave characteristics due to mass

flows in theoretical and prominence studies.

• For the first time, the first overtone in the estimated periodicity is identi-

fied in both observed and simulated dynamic chromospheric waveguides

(spicules). This could have important implications for chromospheric

magneto-seismology, further enabling the estimation of much needed in-

formation for the longitudinal plasma and magnetic field for chromo-

spheric jets.

• Knot formation could be an alternative explanation for blob structures

reported in larger solar jets.

This Chapter indicates the possible coupling between the longitudinal mass

motions and CSW variations in spicule structures. Understanding such be-

haviour is crucial for the accurate estimation of the overall energy budget

for atmospheric heating and associated dissipation mechanisms. Furthermore,

simulations suggest the formation of knot substructures within the jet beam,

prevalent during the rise-phase of plasma density. These substructures were

closely linked with the estimated CSW variations in the jet and could be gen-

erated due to shock waves. The simulation results should inform observers to

be cautious in attributing CSW variation in fast-flowing jets to sausage waves,

as there other mechanisms, (e.g. shock waves occurring in supersonic flows)

that can display CSW variations.

For the larger-scale EUV jets, it should be noted that regardless of forma-

tion mechanisms of knots in the jet beam, they can occur over a whole range

of scales in jets. It is likely that with the increase in spatial observation on

the horizon for spicules, it is only a matter of time before knot structures are

observed in spicular jets.

110



CHAPTER 6

Conclusion and Future Work

6.1 Conclusion

The thesis aimed to investigate the fundamental dynamics and morphology

of spicular jets. We have achieved this through a simple model, which uses a

momentum pulse to drive the jets to simulate a transfer of mass in an idealised

solar atmosphere and with a vertical uniform magnetic field. We have taken

full advantage of MPI-AMRVAC mesh options to simulate the synthetic jets’

rising and falling dynamics with a high spatial resolution.

In Chapter 3 vertical launching of the jet was investigated. An extensive pa-

rameter space was investigated, which determined that spicule dynamics and

morphology are sensitive to the parameters related to the driver (lifetimes and

initial amplitude) and magnetic environment (magnetic field strength). The

vertical and horizontal evolution of spicules is measured with our own auto-

mated jet tracking software. By using the jet tracking software we capture the

main observable features of spicules with the synthetic jets, as we obtained

similar heights, speeds, widths and trajectories. Despite numerous numerical

studies on the subject of spicular jets, few have reported on the CSW varia-

tions and fine structures of spicular jets. We report on both of these and find

complex fine structures in the jet beam of spicules due to shock waves, which

also create symmetrical deformation of the jet boundary. These fine structures

are yet to be observed, but we show that higher resolution observations with

telescopes such as DKIST may be able to identify these fine structures.

In Chapter 4 we continued to study with the same model for launching jets, but

explored the effects that misalignment between the direction of the driver and

the magnetic field has on the dynamics and morphology of the synthetic jet.

The tilt of the synthetic jet flows introduces interesting dynamics that were
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not seen in Chapter 3. The main result of this study, even with small tilts an-

gles of 5◦, there is a significant impact on the appearance of the synthetic jets.

In this thesis, we have presented one of the few models that obtained both the

transverse and horizontal dynamics of the spicule. An interesting result is that

the misaligned flows cause whip motions and redistribution of the densities to

the jet edges. We tentatively propose that the whip motions are possibly a

consequence of a DKI, but further research is required. Our research high-

lights the importance of properly tracking the central axis of the jets to obtain

accurate jet trajectories and measurements of CSWs. Non-field aligned flows

give another possibility for producing transverse motion in spicules. Given the

complexity of the structure of the atmosphere that spicules propagate in, we

conjecture that it is likely that non-field flow will occur, and it is an important

aspect to include in any models of spicules.

In Chapter 5 we revisit the field-aligned jets and compare their properties

with Hα observations captured by SST. CSW variations are present in both

observations and synthetic jets. We perform a wavelet analysis to measure

any significant wave periods. One of the main results in this thesis is that we

are the first to report differences in the jet boundary deformation when the

jet is in its rising or falling phase. Under the wave interpretation, there is

frequency modulation in the falling phase of all the jets, with shorter periods

in the falling phase in comparison to the rising phase. We propose that this is

due to the change in direction of the mass flows of the jet with respect to the

waves. In this wave-based framework, the results of the synthetic jets could be

interpreted as identifying the fundamental mode and its first overtone of the

sausage wave. However, I think that the results for the CSW variations of the

synthetic jets highlight that we should be cautious with this interpretation.

As described in Chapter 4, we showed that CSW variations are possible due

to supersonic flows. The boundary deformation of the synthetic jets shows no

obvious sign of having an antinode which is an expected feature for a wave, and

this may indicate CSW variations are not due to waves, but rather a conse-

quence of the supersonic flow. This result should be kept in mind for observers

reporting variations of spicule widths, as there may be other phenomena that

can account for these motions.

The numerical study presented here has limitations when compared with the

spicules actual nature. To have a closer match with spicules’, extra physics
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would need to be included, such as radiative transfer, heat conduction, and

deploying a 3D model. These limitations are mostly addressed in the future

work section. Despite this, there is value in studying less complex models,

as they gives insight into the fundamental nature of spicules and allow us to

more easily unpick the phenomena occurring in the simulations. This thesis

highlights the importance of identifying what is driving the jets, as it is the

most important factor for determining their dynamics and morphology. We

are at the beginning of the next generation of solar telescopes, with mirror

sizes approximately four times that of SST, such as DKIST, which recently

released the highest resolution image of the Sun’s surface to date and allowed

us to see features as small as 30 km, and EST, with first light planned in 2026.

When this data becomes available, we can advance our knowledge of the fine

structuring of the spicules and pin down their driving mechanism. This would

be a significant step forward and allow us to narrow down the appropriate

numerical models from which to simulate spicules.

6.2 Future Work

Multiple improvements can be undertaken to build upon the existing work in

this thesis. The jet tracking code for the tilted examples could be improved

further. Its current weakness is that it relies on horizontal slits to track the

central axis. It would be better if one autonomously separated the left and

right boundary of the jet, which is not a trivial task. Then, for each boundary,

measure a set distance to assign data points to match up with its boundary

counterpart. Then, taking the midpoints of these pairs would yield a more

accurate position of the central jet axis. Steps that need to be undertaken to

integrate numerical simulations with observations are as follows; spicules are

3D objects, therefore with a 2D model we may be missing important dynamics,

for example, torsional motions (De Pontieu et al., 2012), and in astrophysi-

cal jets, RTI can format the boundary in 3D jet simulations for fast moving

jets (Matsumoto and Masada, 2013). A 3D simulation would better capture

the dynamical motion of the spicules and may yield interesting results for the

behaviour of the boundary deformation. All the simulations in this thesis

use a simplified solar atmosphere, and it would be more appropriate to base

the atmospheric stratification on semi-empirical data such as VALC or the

C7 atmospheric model (Vernazza et al., 1981; Avrett and Loeser, 2008). More
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complex physics could be added; radiative transfer and heat conduction are im-

portant to include as they can impact the final height of the spicules (Sterling

and Mariska, 1990). These additional physics are key if we wish to study the

synthetic jet’s contribution to chromospheric/coronal heating. Carrying out

a two-fluid model of the simulation could be another avenue to investigate,

as neutrals could play an important role in spicule evolution (Kuźma et al.,

2017a). Another direction to investigate would be to try different magnetic

field configurations. A significant progression would be to see how an expand-

ing flux tube would impact the presence of the knots. One major improvement

of the model, particularly useful for comparing to observations, would be to

use forward modelling to convert the parameter of the simulation into observ-

ables. For example, the FoMo code (Van Doorsselaere et al., 2016) is set up

to accept MPI-AMRVAC data structures. Forward modelling would allow for

a more concrete comparison to observations, and may allow us to identify po-

tential observational signatures for the jet phenomena simulated throughout

the thesis.
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A. Dedner, F. Kemm, D. Kröner, C. D. Munz, T. Schnitzer, and M. Wesen-

berg. Hyperbolic Divergence Cleaning for the MHD Equations. Journal of

Computational Physics, 175(2):645–673, January 2002. doi: 10.1006/jcph.

2001.6961.

P. Demarque and D. B. Guenther. Helioseismology: Probing the Interior of

a Star. Proceedings of the National Academy of Science, 96(10):5356–5359,

May 1999. doi: 10.1073/pnas.96.10.5356.

H. L. Demastus, W. J. Wagner, and R. D. Robinson. Coronal Disturbances. I:

Fast Transient Events Observed in the Green Coronal Emission Line During

the Last Solar Cycle. Solar Phys., 31(2):449–459, August 1973. doi: 10.

1007/BF00152820.

V. Domingo, B. Fleck, and A. I. Poland. SOHO: The Solar and Heliospheric

Observatory. Space Sci. Rev., 72(1-2):81–84, April 1995. doi: 10.1007/

BF00768758.

123



Fionnlagh Mackenzie Dover, Rahul Sharma, Marianna B. Korsós, and Rober-
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Mark P. Rast, Nazaret Bello González, Luis Bellot Rubio, Wenda Cao,

Gianna Cauzzi, Edward DeLuca, Bart De Pontieu, Lyndsay Fletcher,

Sarah E. Gibson, Philip G. Judge, Yukio Katsukawa, Maria D. Kazachenko,

Elena Khomenko, Enrico Landi, Valentin Mart́ınez Pillet, Gordon J. D.

Petrie, Jiong Qiu, Laurel A. Rachmeler, Matthias Rempel, Wolfgang

Schmidt, Eamon Scullion, Xudong Sun, Brian T. Welsch, Vincenzo An-

dretta, Patrick Antolin, Thomas R. Ayres, K. S. Balasubramaniam, Istvan

Ballai, Thomas E. Berger, Stephen J. Bradshaw, Mats Carlsson, Roberto

Casini, Rebecca Centeno, Steven R. Cranmer, Craig DeForest, Yuanyong
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E. Scullion, R. Erdélyi, V. Fedun, and J. G. Doyle. The Response of A Three-

dimensional Solar Atmosphere to Wave-driven Jets. Astrophys. J., 743:14,

December 2011. doi: 10.1088/0004-637X/743/1/14.

Angelo. Secchi. volume 2 (Paris:Gauthier-Villas). 1877.

D. H. Sekse, L. Rouppe van der Voort, and B. De Pontieu. On the Temporal

Evolution of the Disk Counterpart of Type II Spicules in the Quiet Sun.

Astrophys. J., 764(2):164, February 2013a. doi: 10.1088/0004-637X/764/

2/164.

D. H. Sekse, L. Rouppe van der Voort, B. De Pontieu, and E. Scullion. Inter-

play of Three Kinds of Motion in the Disk Counterpart of Type II Spicules:

Upflow, Transversal, and Torsional Motions. Astrophys. J., 769(1):44, May

2013b. doi: 10.1088/0004-637X/769/1/44.
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