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Abstract 

Metalloenzymes, enzymes that utilise a metal ion within their active site for 

their enzymatic activity, make up a significant portion of known enzymes. In 

fact, literature suggests that approximately 40 – 50% of all known enzymes 

may be classed as metalloenzymes. Many of these are implicated in disease 

and drug resistance. Despite this, there is a significant lack of small-molecule 

therapeutics focused upon metalloenzyme inhibition. 

Metallo-β-lactamases are a family of metalloenzymes that can be found in 

bacteria. These enzymes cause drug resistance against β-lactam antibiotics, 

such as penicillin, to emerge in these bacteria. Currently there are no metallo-

β-lactamase inhibitors available for clinical use. As such, the World Health 

Organisation has noted this gap as being a priority for development. 

This thesis describes attempts to develop new metal-binding functionalities 

and to extend the evidence of known functionalities in targeting metallo-β-

lactamases. What is learned from this work can then be used to inform 

medicinal chemists of effective metal-binding moieties when developing 

small-molecule therapeutics for other metalloenzymes.  

Significant in silico design has been used throughout to aid with the design of 

molecules based upon targeting Verona integron-encoded metallo-β-

lactamase 2. This has led to the extension of knowledge of a previously 

identified series of thiol-based metallo-β-lactamase inhibitors. Additionally, 

work on a series of compounds containing a dithiocarboxylate functional group 

has identified a novel class of inhibitors of these metalloenzymes, showing 

micromolar activity in assays against a panel of metallo-β-lactamases. 

Investigation of the stability of the dithiocarboxylate functional group and 

possible routes of degradation has also been carried out. It is hoped that this 

work can contribute to the development of potent, selective small-molecule 

inhibitors of metallo-β-lactamases and other metalloenzymes. 
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 Chapter 1 

Introduction 

1.1 Bacteria and their mechanisms of resistance 

Bacteria are a vast domain of microorganisms and can be found in every 

environment on Earth. 

They are prokaryotic, lacking a membrane-bound nucleus, amongst other 

differences in internal structure that separates them from eukaryotic 

organisms. They are also separated from the domain of Archaea due to 

differences in internal structure, although these differences are more subtle 

(as such, Archaea and bacteria were not formally separated until the 1990s)1. 

Prokaryotes lack distinct intracellular organelles, membrane-bound structures 

that lie within the cytoplasm that are used to carry out cellular functions. 

Prokaryotic  structure is somewhat simpler compared to that of eukaryotes, 

which do possess obvious intracellular organelles, however the functions that 

are usually performed by these specialised organelles are instead carried out 

within the cytoplasm by organelle-like structures, which are nevertheless less 

complex than that of their eukaryotic relations2. These simplifications allow 

bacteria to be amazingly highly adaptable; they are able to reproduce through 

mitosis rapidly, conferring them an evolutionary advantage through vertical 

gene transfer (the process by which cells pass genes down to further 

generations)3. 

1.1.1 Bacterial structure 

The shape of individual bacteria varies greatly, but can generally be reduced 

to three main types: spherical (coccus), rodlike (bacillus) or curved (vibrio, 

spirillum, or spirochete) (Fig. 1). They are the smallest living organisms, with 

particularly small examples sometimes being 0.1 µm in width and 1 µm in 

length (Mycoplasma pneumoniae) but some examples can reach sizes of 750 

µm in diameter (Thiomargarita namibiensis) and are viewable by the naked 

eye3. 
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Figure 1. Images of rodlike Escherichia coli (bacillus), spherical Staphylococcus aureus (coccus) and 

curved Treponema pallidum (spirochete) bacteria. Images taken from National Institute of Allergy and 

Infectious Diseases4. 

Since the invention of the eponymously named Gram stain in 1884, bacteria 

have been divided according to being Gram-positive or Gram-negative. Gram-

positive bacteria retain this violet stain (a crystal violet – iodine complex) when 

washed, whilst Gram-negative bacteria are cleared of it but are subsequently 

stained red by a complementary stain (carbol fuchsin or safranin). The reason 

for this lies in the differences in their cell membrane structure5. 

1.1.1.1 Gram-positive bacteria 

Gram-positive bacteria feature a cytoplasmic membrane and single, relatively 

thick peptidoglycan cell wall, to which secondary polymers are attached. The 

majority of the mass of this cell wall is made up of anionic polymers, teichoic  

acids, and it also features many proteins which are responsible for various 

functions, such as intercellular signalling and regeneration of the cell wall6,7. 

The Gram stain can penetrate this cell wall and the charged crystal violet-

iodine complex sticks to it. During the subsequent washing step the Gram-

positive bacteria retains the dye, on account of its thick peptidoglycan layer, 

and therefore retains a purple hue. During the subsequent dyeing step, the 

carbol fuchsin or safranin dye is unable to adhere to the cell wall as the bulky 

crystal violet-iodine complex blocks it8,9. 

1.1.1.2 Gram-negative bacteria 

Gram-negative bacteria have a relatively more complex cell envelope, 

compared to their Gram-positive relations. This consists of an inner 

cytoplasmic membrane, a central peptidoglycan cell wall, and most strikingly 



- 13 - 

a lipopolysaccharide outer membrane. This outer membrane is unique to 

Gram-negative bacteria and affords them a greater deal of resistance to many 

drugs that would otherwise penetrate the bacterial wall (Fig. 2). 

 

Figure 2. The cell wall of a typical Gram-negative cell. The outer membrane consists of a liposaccharide 

outer layer and a phospholipid inner layer and holds porins, controlling cellular entry, and lipoproteins 

that perform various functions. The periplasm between the membrane layers contains peptidoglycan 

chains. The inner membrane is made up on phospholipids and membrane proteins. Whilst Gram-

positive bacteria share the peptidoglycan cell wall, the liposaccharide membranes are unique to Gram-

negative bacteria. 

The lipopolysaccharide membrane is a bilayer cell wall, but it differs from the 

peptidoglycan cell wall in the molecules it is constructed of. Whereas the 

peptidoglycan cell wall is constructed of sugars and amino acids the 

lipopolysaccharide membrane consists of, as the name would suggest, lipids 
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and polysaccharides. The two main categories of proteins that lie in this 

membrane are lipoproteins and β-barrel proteins. Whilst lipoproteins are 

generally not transmembrane proteins, many of the β-barrel proteins are and 

these are what construct the porins, allowing molecules to enter the cell6. 

The peptidoglycan cell wall that lies beneath the liposaccharide membrane in 

Gram-negative bacteria is largely similar in structure to that in Gram-positive 

bacteria but is far thinner. It is due to this lower peptidoglycan content that the 

Gram-negative bacteria do not retain the crystal violet – iodine complex when 

being washed of the Gram-stain. The bacteria are decolourised by the alcohol 

rinse, which disrupts the glycoprotein outer-membrane, and then take up the 

carbol fuchsia or safranin, staining them red5,9.  

A unique ability of Gram-negative bacteria is their ability to create outer-

membrane vesicles (OMVs). These OMVs are formed at the cellular envelope 

are intentionally released from the cell during active growth, as opposed to 

being a by-product of cell lysis. This releases a lipid-enclosed particle into the 

bacterium’s environment, which can carry bacterial enzymes outside of the 

usual range of the bacterium. This provides a number of advantages, such as 

the greater dissemination of genetic material via distribution of enzymes and 

plasmids within their environment that can then in turn be taken in as 

exogenous material by other bacteria10. 

1.1.2 Bacterial defences 

Bacteria can be hazardous to health, and for that reason we have developed 

antibiotics to kill them. However, for antibiotics to function they need to 

accumulate within the bacteria and reach an effective concentration. Thus, 

they must pass through the protective cellular envelope and remain in the cell 

until they are able to overcome any defences and destroy it. Bacteria have a 

range of options at their disposal to prevent this. 

1.1.2.1 The cell wall, porins and efflux pumps 

The cell wall is a bacterium’s first line of defence. For an antibiotic to have an 

effect, it must first enter the bacterium. This is generally not an issue in Gram-

positive bacteria, which is quite amenable to penetration by hydrophilic 

molecules of up to 50000 Da11. 
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Both Gram-positive and -negative bacteria feature the peptidoglycan cell wall. 

This cell wall features many proteins which perform various functions. 

Foremost amongst these are the penicillin-binding proteins (PBPs), which are 

responsible for the constant regeneration of the cell wall and without which 

the cell cannot survive, as constant degradation of the cell wall means an 

equal or higher rate of constant regeneration is also required. DD-

transpeptidase is the PBP responsible for joining together glycan chains into 

the larger peptidoglycan wall. It does this by attaching itself to the N-terminus 

of the peptidoglycan chain, in turn enabling a glycan to displace this and 

extend the chain (Fig. 3)12. 
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Figure 3. The mechanism of peptidoglycan cell wall biosynthesis. a) The carbonyl group of an amide 

bond at the N-terminal end of peptidoglycan is attacked by a transpeptidase enzyme via a hydroxide 

moiety. The nitrogen atom adjacent to the carbonyl gains a proton and leaves as a molecule of alanine. 

b) A nearby glycan attacks the newly formed ester group via a diaminopimelic acid residue, displacing 

the enzyme. c) The glycan strands are now joined together in a peptidoglycan chain. Below this shows 

what happens when a penicillin molecule is introduced. The penicillin’s β-lactam ring mimics the amide 

group that is attacked in a), but the enzyme cannot detach from this and so its action is inhibited and 

the cell eventually dies through cell wall thinning12. 

Changes in cell wall structure can reduce permeability to antibiotics, meaning 

drug molecules find it more difficult to access the bacterial cell13. However, 

this is rarely, if ever, the sole reason for resistance to antibiotics arising in 

Gram-positive bacteria11. 
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Gram-negative bacteria are naturally less permeable to antibiotics than Gram-

positive bacteria, due to their more complex multi-component cell wall which 

features a glycolipid outer layer that is not found in Gram-positive bacteria. 

This liposaccharide outer layer is more hydrophobic than a typical 

phospholipid bilayer and has low fluidity14.  

Cellular entry is instead controlled by porins which span the outer membrane. 

Thus, cellular accumulation is reliant on the ability of molecules to pass 

through these channels15. Porins are β-barrel in structure, are size restricted, 

typically only allowing molecules that are below 600 Da through, and are 

generally preferable towards allowing the passage of hydrophilic charged 

compounds16. Decreased permeability can arise through more selective 

porins being developed, reducing the ability of drugs to cross this barrier and 

perhaps rendering them ineffective to any Gram-negative bacteria. This has 

been seen in β-lactam resistant K. aerogenes and K. pneumoniae, where a 

Gly to Asp mutation in the L3 loop of the OmpC porin confers resistance (this 

is also implicated in meropenem-vaborbactam resistance)17. 

Another mutation that antibiotic resistant bacterial isolates have shown is 

decreased porin production. By reducing porin expression the bacteria take in 

less toxins, thereby reducing the concentrations of these toxins within the cells 

and becoming more survivable. Alongside this, an increase in the regulation 

of efflux pumps has been found in these bacteria, indicating that the influx and 

efflux mechanisms of bacteria are linked15. 

Efflux pumps are trans-membrane proteins found in Gram-negative bacteria 

that can recognise foreign molecules and eject them from the cell. For this to 

confer resistance, the output of toxins must exceed the input18. Thus, if these 

pumps act upon antibiotic molecules, reducing their concentrations within the 

cytoplasm, they can be rendered ineffective. Efflux pumps can be specific for 

certain molecules or act upon a broad range, depending on their structure19. 

Many efflux pumps are effective against a wide range of molecules, giving rise 

to multi-drug resistant (MDR) bacteria. Due to their large protein structures 

and ability to handle diverse compounds, these are especially hard to inhibit 

using small molecules20. If an efflux pump does not recognise an antibiotic 

and it is effective, that does not mean it will not evolve to do so (as seen in S. 
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typhimurium, where a substitution caused ciprofloxacin resistance). Whilst the 

mutation of these massive proteins has a large metabolic cost, it can still be 

beneficial for bacteria to pay this when under pressure18. 

1.1.2.2 Target site modification & protection 

Another common method of antibiotic resistance is a change in the target site, 

be this through enhanced target site protection or a change in structure of the 

target site itself19. 

Modification of the target site can decrease the affinity of the substrate for its 

intended target. This could be due to a change in the spatial location of certain 

residues, or a change in what residues are present. These changes can occur 

through single-step point mutations or multiple mutations occurring over time, 

with each successive one raising the minimum inhibitory concentration of the 

drug slightly, so making the bacteria more survivable at each step19. As an 

example of point mutation conferring resistance, multidrug resistance has 

been seen due to expression of the chloramphenicol-florfenicol resistance 

(cfr) gene in Staphylococcus aureus and Escherichia coli. This encodes a 

methyltransferase that modifies the 23S rRNA of nucleotide A2503. Because 

of this methylation at the binding site, five antimicrobial drug classes bind with 

lower affinity to the target and thus the bacteria harbouring this mutation are 

resistant21. 

Target protection mechanisms do not always require mutation of the encoding 

gene of the target site. For example, they can occur via protein-protein 

interactions whereby an antibiotic resistance protein binds to the drug target 

site with greater affinity than the drug molecule, preventing the drug molecule 

from binding and so stopping any inhibitory effects22. This has been found as 

a mechanism behind resistance in tetracycline, fluoroquinolones and fusidic 

acid19. 

Bacteria are also able to develop a completely new active site in the enzyme 

that completes the biochemical functions of the inhibited target site, but are 

not inhibited by the drug molecule. This means that whilst the original target 

site may be successfully bound to, the bacterial activity is successfully 

retained. One example is of strains of S. Aureus that have gained resistance 

to methicillin by acquiring an exogenous PBP (PBP2a), which has low affinity 
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for all β-lactams and thus is able to continue cell wall biosynthesis in their 

presence19. 

1.1.2.3 Enzymatic inactivation of antibiotic molecules 

If bacteria can deactivate antibiotics then this will also cause resistance. 

Enzyme catalysed modification is relevant in many resistance mechanisms, 

such as hydrolysis of β-lactams (a class of antibiotic compounds including 

penicillin) by β-lactamases23. These enzymes hydrolytically cleave vulnerable 

chemical bonds such as esters and amides. This can inactivate the antibiotic 

functionality of the drug molecules. 

β-lactams become covalently associated with the active site in PBPs. This 

causes the PBP to hydrolyse the β-lactam ring, the structural commonality 

between all β-lactam antibiotics, but the turnover rate is very slow. In contrast, 

β-lactamases hydrolyse β-lactams with much higher turnover rates. Hence, 

when β-lactamases are secreted into the periplasm (where PBPs are active) 

then bacteria become resistant to β-lactam antibiotics24. 

With so many methods of resistance available to them, bacteria have shown 

themselves to be extremely versatile and difficult to combat without continually 

producing new ways to kill them, or by blocking inhibition mechanisms. 

1.1.3 How does resistance spread throughout bacteria? 

Over time, bacteria evolve to combat threats to their survival. These threats 

include man-made antibiotic drugs. This occurs via Darwinian evolution, 

where advantageous mutations in the genome lead to more survivable 

specimens reproducing and so passing their more successful genes down 

(this is known as vertical gene transfer (VGT))25. 

Resistance can also be transferred to other populations via horizontal gene 

transfer (HGT). This means genes are not only passed to related bacteria in 

a parent to child fashion, but can also be transferred to unrelated bacteria. 

HGT can happen through several mechanisms, such as conjugation, 

transformation and transduction26. In addition to this, Gram-negative bacteria 

have shown the ability to transfer resistance genes through OMVs27. 

Bacterial conjugation occurs via genetic material being transferred directly 

through the physical contact of two cells (Fig. 4) This involves a plasmid 
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transferring genetic material across the two cells, which then integrates itself 

into the genome of the recipient cell28. If this genetic material contains the 

required genes for antibiotic resistance, then the recipient bacterium will 

become resistant.  

Figure 4. The sharing of resistance mechanisms through bacterial conjugation. a) Two bacteria 

encounter each other; one contains the plasmid encoding a resistance mechanism whilst the other 

does not. b) The bacteria grow pili and connect. c) The bacteria join together and genetic material is 

transferred from the resistant bacterium to the non-resistant bacterium. d) The bacteria disconnect 

and now both bacteria are resistant due to the transferred genetic material.  

Through transformation, the bacteria acquires a section of exogenous genetic 

material from its surroundings and incorporates it into its genome. If this 

exogenous genetic material is part of the genome from a resistant bacterium 

that causes resistance, then the bacteria incorporating it will become resistant 

too29. 
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Bacterial transduction is the transfer of host DNA, mediated by phage 

particles. Bacteriophages are viruses that infect bacteria; when passing 

between organisms they can transfer the host DNA, therefore implanting it in 

the new hosts genome. This is thought to be the major cause of the spread of 

antibiotic resistance in some organisms, such as S. aureus30. There are three 

forms of transduction: generalised, specialised and lateral31. 

Generalised transduction occurs when phages simply randomly pack up the 

hosts DNA as opposed to their own. Thus, this can lead to the transfer of any 

piece of the bacterial genome. 

Specialised transduction occurs when the phage packages DNA flanking the 

phage attachment site, which is then excised along with the phage DNA and 

transferred. As phages are preferential to the site of their attachment in the 

bacterial genome, this is not random31. 

Lateral transduction is a relatively recent discovery and differs from the other 

forms of transduction, in that it does not seem to be result of erroneous 

behaviour of the phage. Here, phages delay the normal excision step in their 

life-cycle to a much later stage. This allows the phage genetic material 

responsible for packaging the genome to be expressed within the bacterium, 

initiating DNA packaging in situ. Thus, a large amount of bacterial 

chromosomal DNA can be packaged before phage excision, allowing much 

larger amounts of genetic material to be transferred to the environment 

outside of the bacterium (increasing frequency of transfer at least 1000-

fold)31,32. 

1.1.4 What is being done to combat resistance? 

Two main approaches can be taken towards killing drug-resistant bacteria: 

developing new antibiotics that work through different mechanisms or 

inhibiting the mechanisms of resistance. 

Developing new antibiotics may prove much more difficult now, as many of 

the available effective simple structures have already been discovered and 

developed33. Thus, discovering effective drugs with new modes of action is 

both more costly and time-consuming. This, in part, explains the lull in new 

antibiotics coming to market since the 1980s34. 
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Additionally, the rate of the emergence of resistance mechanisms is rapid. 

This makes it difficult to produce new drugs fast enough to overcome 

resistance and gain the upper hand35. This is not helped by the slow pace of 

drug development and the reluctance of large pharmaceutical companies to 

dedicate vast amounts of time and money to the task. 

A perhaps more beneficial method of combatting resistance may be to 

develop drugs that will inhibit bacterial methods of inhibition, to be used 

alongside traditional antibiotics36. For sensible design of such inhibitors, we 

must understand the mechanisms of antibiotic activity and the mechanisms of 

resistance in bacteria. 

1.2 The history and current state of antibiotics 

Since their discovery antibiotics, compounds that are able to destroy bacteria, 

have reduced the mortality of countries with access to them by a significant 

amount. In England, deaths due to infectious diseases fell from 25% to less 

than 1% from 1900 to 194537. Whilst this was in no small part due to better 

practices in general, the contribution of commercial antibiotics since 1942 (the 

year of the introduction of penicillin)38 cannot be understated. 

1.2.1  The ‘golden-age’ of antibiotic discovery 

The 1900s brought about with them a great acceleration in medicinal 

chemistry. When we think of the first antibiotics, penicillin is often the first thing 

that comes to mind. However, the sulfa drugs were in fact introduced before 

penicillin, after the discovery of a sulphonamide by the name of Prontosil by 

Klarer and Mietzsch in 1932, along with its exhibition of antibacterial activity 

by Domagk in 193539. This drug was quickly available for clinical use and 

became widely successful. It was used to effectively treat patients in a London 

hospital and one of the sons of former president Franklin Delano Roosevelt of 

Streptococcal septicaemia infections, amongst other examples40,41.  

Prontosil was in fact a precursor to the active drug moiety (a prodrug), which 

was sulphanilamide, and showed no in vitro activity but did show in vivo 

activity. Sulphanilamide is metabolised from Prontosil through reduction of the 

central azoic bond, yielding the active form (Fig. 5)42. 
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Figure 5. The structure of Prontosil, the first sulphonamide drug made available to the clinic for the 

treatment of bacterial infections, and the two molecules it is reduced to in vivo, sulphanilamide and 

1,2,4-triaminobenzene. Sulphanilamide is the molecule responsible for antibacterial effects42. 

The sulfa drugs are not as widely reputed as penicillin, despite being the first 

antibiotic introduced to the clinic. This can most likely be attributed to the fact 

that sulfa drugs have fallen out of general use nowadays, due to the 

development of drugs with fewer potential adverse effects and the rapidly 

developed resistance to sulfa drugs by bacteria43,44. 

Penicillin, the first of the most-well known class of antibiotics, was first 

recognised for its antibacterial activity in 1929 by Fleming45 and its potential 

as a chemotherapeutic agent was investigated at Oxford by Florey in the early 

1940s46,47.  

The introduction of penicillin led to much further scientific inquiry into other 

compounds that could destroy bacteria, leading to an antibiotic ‘golden-age’. 

The exact years that this golden age covers are often cited to be 1940 - 1960, 

but true stagnation in discovery didn’t truly occur until 1987, with the discovery 

of a class of acidic peptide antibiotics48 (this would lead to the approval of 

daptomycin in 2003)49. 

During this ‘golden-age’, many antibiotics were discovered from natural 

sources, beginning in 1944 with streptomycin being obtained from the soil 

bacterium Streptomyces griseus. This resulted in further investigation of soil 

bacteria for these compounds, giving us aminoglycoside, chloramphenicol, 

tetracycline and macrolide in the 1950s50. 

Not all of the antibiotics in this era were isolated from soil bacteria; nalidixic 

acid, a synthetic quinolone antibiotic, was created in 196251. However, a large 

proportion of effort in the area of antibiotic research has focused upon 

modifying existing scaffolds found as natural products for increased 

effectiveness, as opposed to finding new ones. Whilst this is an important 

endeavour, and can in some cases counter resistance mechanisms (e.g. 
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second generation antibiotic cefuroxine countering resistance to first 

generation antibiotic cephalotin) 52, this does not result in producing antibiotics 

with novel modes of action (Fig. 6). 

 

Figure 6. The structures of antibiotics nalidixic acid, cefalotin and cefuroxime. 

One major obstacle that has appeared since this era is that many of the 

antibiotics that are amenable to discovery, isolation and analysis have been 

found. Many antibiotics of this era were found through screening of natural 

products solely for their inhibition of growth of bacterial organisms, whilst their 

mechanism of action was disregarded. This led to rapid discovery and 

rediscovery, but eventually led to a decline in novel findings. To fight against 

this, screening methods were devised to identify compounds and ascertain 

their modes of action, such as inhibiting peptidoglycan biosynthesis. These 

could then be tested for their similarity to past inhibitors and hits could be more 

fastidiously selected for based on novelty. This would evolve into screens for 

specific enzyme inhibitors, a targeted approach. Whilst this worked well for a 

time, it is time-intensive, inefficient and eventually led to the screens relying 

on already existing chemical libraries, partly due to the unsuitability of crude 

fermentation broths for these screens. These chemical libraries proved to be 

a less productive source and ultimately led to scientific commercial enterprises 

abandoning these efforts in favour of more profitable endeavours53. 

Since this time, discovery has happened at a much slower rate (Fig. 7). Whilst 

we are not on the verge of returning to pre-antibiotic risks of infection yet, if 

scientific research in this area does not outpace the evolution of bacterial 

resistance mechanisms then it is only a matter of time. 
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Figure 7. A timeline of antibiotic discovery and the discovery of bacterial resistance to antibiotics. 

Adapted from a CDC report (2013)54. 
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1.2.2  The genomic revolution and why it did not help 

With the advent of the sequencing of the first complete bacterial genome in 

1995, drug companies took a new approach to developing new antibiotics. 

Given the information now available a genomics-derived target-based 

approach was favoured in screens, to find antibacterial molecules with novel 

modes of action. However, as a 2007 GlaxoSmithKline (GSK) paper shows 

us, this did not yield success as expected55. 

In the six years since the sequencing of a complete bacterial genome, GSK 

ran sixty seven high-throughput screening (HTS) campaigns on antibacterial 

targets against their in house compound collection (ranging from 260,000 – 

530,000 compounds). Of this, only sixteen screens gave hits and only five of 

these hits evolved into leads. This was between four and five times less 

successful than in GSK’s other therapeutic areas over the same period. As 

such, it was viewed as being financially untenable to continue this research in 

such a manner55. 

An analysis of these campaigns attributed the lack of success to a number of 

factors, such as the variation in homology of a target identified via genomic 

analysis across species introducing difficulties in translation of activity 

throughout different species of bacteria55.  

A major factor in the low yield of novel antibiotics was due to the chemical 

diversity of compounds present in the libraries of pharmaceutical companies. 

Such libraries tend to be heavily weighted towards molecules that follow 

Lipinski’s ‘rule of five56’, whereas most known antibacterial molecules do not 

strictly adhere to these rules. As such, it was deemed that efforts should be 

more focussed on specific antibacterial libraries versus the larger more 

general libraries usually used for HTS campaigns. Additionally, novel 

compound classes needed to be found to further explore chemical space, 

perhaps leading to the discovery of novel antibacterial mechanisms55. 

1.2.3  An overview of recent trends in antibiotic research 

There have been thirty-eight new antibiotics released to market worldwide 

since the year 2000. Of these, five were the first in their class57. The release 

of these new drugs has been accelerated by worldwide efforts and programs, 
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such as the U.S Food and Drug Administration Generating Antibiotic 

Incentives Now (GAIN) Act58 and the Global Antibiotic Research & 

Development Partnership (GARDP)59. Unfortunately despite these 

international efforts, private investment in antibiotics has continued to 

decline60. 

It is not all despondent however; between 2013 and 2019 deaths in the U.S. 

from antibiotic-resistant infections dropped61. But this is still not enough to 

deem the current pace of discovery as sufficient, as noted by the WHO in a 

2019 antibiotic clinical development report, “The clinical pipeline remains 

insufficient to tackle the challenge of increasing emergence and spread of 

antimicrobial resistance.”60  

This same report noted that since 2017 eight new antibiotics have been 

approved, but only one is of a new class. In addition to this, none were viable 

to treat carbapenem-resistant Acinetobacter baumannii and Pseudomonas 

aeruginosa. As such, these eight are noted as being of limited clinical 

benefit60. 

An accompanying report focusing on antibiotic preclinical development of 

agents to act against WHO priority pathogens Mycobacterium tuberculosis 

and Clostridioides difficile predicted that of two hundred and fifty two agents 

being developed, approximately two to five direct-acting small molecules and 

one non-traditional product may make it to market in the next decade. Whilst 

preclinical approaches are seen as being more innovative, there is also an 

increased failure rate versus proven pathways62. 

From these combined reports we can conclude that current efforts may not be 

able to stem the tide of antibacterial resistance and that more must be done. 

Of particular concern in the disparity between recently approved antibiotics 

and the WHO priority pathogens list. 

1.2.4  The rise of resistance 

Almost as soon as antibiotics went into widespread use, resistance became a 

known issue. Penicillin resistant Staphylococcus aureus emerged in London 

hospitals as early as the 1940s63. This amazing adaptability of bacteria has 

allowed them to develop resistance to any antibiotics shortly after introduction. 
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Since then antibiotic resistance has been constantly accelerating due to 

multiple factors including: inappropriately prescribed antibiotics in humans, 

antibiotics applied as pesticides to fight crop disease, antibiotics used in the 

feed of animals61, and increasingly frequent cases of HGT64. Greater 

education can aid the fight against rising resistance, but it is naïve to believe 

this will happen quickly. 

Antibiotic resistance can occur not only in the bodies of humans and animals, 

but in the environment. In 2013, an estimated 53,800 tons of waste of thirty 

six common antibiotics entered the environment after wastewater treatment in 

China. These predicted environmental concentrations were found to correlate 

to resistance rates in hospitals65. This correlation is due to antibiotic resistance 

genes that are left in the environment through many avenues, such as human 

waste and industrial effluents, and are able to transfer their genes to other 

bacteria66. Given this level of use, it is clear that antibiotic resistance is bound 

to further rise and it will be in the hands of scientists to develop new ways to 

circumvent this resistance. 

1.3 β-lactam antibiotics and β-lactamases 

1.3.1  β-lactam antibiotics 

The most widely recognised antibacterial compounds are the β-lactam 

antibiotics. These kill bacteria by stopping peptidoglycan synthesis through 

inhibition of PBPs. Such antibiotics include the penicillins, cephalosporins, 

carbapenems and monobactams. This inhibition results in the cell wall 

becoming progressively thinner until it eventually bursts, killing the bacteria. 

As human cells do not feature this peptidoglycan cell wall, they are not 

targeted by β-lactams. 

Penicillins contain a β-lactam ring that mimics a D-Ala-D-Ala residue within 

the growing peptidoglycan chain. This is the target of DD-transpeptidase, a 

PBP that is essential for cell wall biosynthesis. When DD-transpeptidase 

reacts with penicillin, the penicillin molecule covalently attaches to the DD-

transpeptidase active site, rendering it inactive and thus unable to participate 

in cell wall biosynthesis (Fig. 8)67.  
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Figure 8. The mode of action of benzyl penicillin. When benzyl penicillin reacts with a PBP, the PBP 

attacks the carbonyl of benzyl penicillin via a serine residue in the enzyme active site. This forms a 

covalent bond between the enzyme and penicillin molecule, rendering the serine residue that is 

involved in catalytic function unusable and thus renders the enzyme inactive68. 

There are multiple classes of PBPs, with the biggest distinction depending on 

the structure and catalytic activity of the N-terminal domain. In class A PBPs 

the N-terminal domain catalyses the elongation of non-crosslinked glycan 

chains, whereas in class B PBPs the N-terminal domain interacts with other 

proteins involved in the cell cycle. In both cases, the C-terminal domain (the 

penicillin binding domain) catalyses the peptide cross-linking of two adjacent 

glycan chains69. Hence, both classes are inhibited by β-lactam antibiotics. 

1.3.2 β-lactamase enzymes 

β-lactam antibiotics are susceptible to inactivation by a class of enzymes 

known as β-lactamases. These enzymes confer resistance to many drugs, 

from traditional ones like penicillin to more recent ones such as carbapenems. 

These drugs feature a β-lactam ring that is essential to their function, and it is 

this ring that the β-lactamases break down (Fig. 9). 

Figure 9. The penicillin core structure, with the β-lactam ring highlighted in blue. 

β-lactamases seem to have evolved from PBPs. This is supported by both 

sequence-based analysis and structural evidence. Why evolution resulted in 

different forms can be explained by the paths occurring at different points and 

according to different environmental pressures70. 

The β-lactam family consists of serine-β-lactamases (SBLs) and metallo-β-

lactamases (MBLs). SBLs use a serine residue to facilitate hydrolysis of the 

β-lactam ring, whilst MBLs utilise zinc ions and a bound hydroxide ion to do 
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this71,72. MBLs have also evolved to use other available metals, such as 

cobalt, to overcome zinc scarcity73. 

Due to the mechanistic differences between SBLs and MBLs, drugs that affect 

one may not work on the other. For example, Avibactam, an effective inhibitor 

of SBLs that is now commonly used in combination therapies to tackle SBL-

mediated antibiotic resistance, is ineffective against MBLs74. MBLs catalyse 

the hydrolysis of Avibactam, albeit inefficiently, rendering it useless against 

bacteria possessing these enzymes. This is thought to occur via the 

nucleophilic attack of the Avibactam’s cyclic urea group, followed by 

decarboxylation (Fig. 10)75. 
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Figure 10. The mechanisms by which Avibactam reacts with MBLs and SBLs. Due to the hydrolysis of 

Avibactam by MBLs, this makes the drug ineffective for their inhibition. SBLs however are inhibited by 

Avibactam as they are rendered inactive through a more efficient mechanism75. 

Under the Ambler classification scheme, the β-lactamases are classified as 

being type A, B, C or D. These can be distinguished sequence similarity, 

particularly through the amino acids present in the enzyme active site. Type 

A, C and D feature a serine residue in the active site (so are SBLs), whilst type 

B β-lactamases use metal ions (so are MBLs)76.  
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The Ambler system remains the most commonly accepted method of 

classification, although it has been subject to criticism as it relies solely on 

sequence homology. An alternative model, The Bush-Jacoby system, 

classifies the β-lactamases according to substrate hydrolysis profiles and 

inhibitor profile77. This may be a more clinically useful system, but due to the 

cost of gaining experimental data for every enzyme of a large protein family, 

it is not entirely pragmatic. Thus, we shall be using the Ambler classification. 

1.3.2.1 Serine-β-lactamases 

All three classes of SBLs feature similar tertiary structures, whilst the 

differences in their primary structures and catalytic mechanisms explains their 

separation78. Their structural similarity suggests a common ancestor between 

the classes, which later diverged79. As such, they all share a conserved variant 

Ser-Xaa-Xaa-Lys motif across all classes, and with their PBP ancestors70. 

The key feature of SBLs is, of course, the serine residue that is instrumental 

in the catalytic mechanism. This serine acts as a nucleophile to hydrolyse β-

lactams. The serine residue attacks the carbonyl carbon of the ring, 

generating an acylenzyme intermediate (this occurs via a tetrahedral oxyanion 

transition state). The acylenzyme is then deacylated by a water molecule 

which acts as a base, completing the catalytic mechanism and resulting in the 

release of the deactivated β-lactam80. 

1.3.2.1.1 Class A 

Class A represents the largest class of β-lactamases. This class has a wide 

spectrum of activity. It includes many prolific and well-known enzymes, such 

as TEM (the first plasmid-borne β-lactamase discovered in Gram-negative 

bacteria) and KPC (K. pneumoniae carbapenemase). Many of the subtypes 

have been able to spread through HGT by virtue of being plasmid borne. They 

are also noted as being able to easily expand their activity towards new 

substrates through point mutations80. 

Many extended-spectrum β-lactamases (ESBLs) belong to class A. Notably, 

many are able to hydrolyse penicillins and cephalosporins, such as CTX-M-

type enzymes, which are the most widely spread ESBLs. Others, such as 

KPC-type enzymes, are able to hydrolyse carbapenemases81. 
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Whilst the class A β-lactamases are the most widely covered, their exact 

acylation mechanism is still a source of contention. The two main mechanisms 

differ in which conserved residue acts as a base, deprotonating the active 

serine residue and enabling its attack of the carbonyl carbon of the β-lactam 

ring (Fig. 11). Lys73 and Glu166 (both part of the aforementioned SBL Ser-

Xaa-Xaa-Lys motif) are suggested, and both suggestions are supported by 

various crystallographic, computational and biochemical studies80. 

 

Figure 11. Two alternative acylation mechanisms for class A SBLs. (Left) Ser70 is activated by Glu166 via 

a water molecule. (Right) Ser70 is activated by Glu166 via Lys73
80. 

The degradation of carbapenemases by class A enzymes, most notably KPC, 

is of high clinical relevance due to their global distribution. These enzymes 

seem to require very specific spatial requirements for their catalytic activity 

against carbapenemases. In particular, a balance between needing to direct 

the carbapenem 6α-hydroxyethyl substituent away from the nucleophilic water 

base and to hold the acylenzyme carbonyl within the oxyanion site80,81. 
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1.3.2.1.2 Class C 

Class C β-lactamases also are widely distributed. The first β-lactamase to be 

identified, in E. coli, is a class C enzyme. They are common in the 

chromosomes of Gram-negative species. In fact, many Gram-negative 

species carry the chromosomal genes encoding class C enzymes, ampC, but 

these are often not expressed in normal conditions. Instead, expression can 

be induced by exposure to some β-lactams81. 

The mechanism of class C enzymes is less well studied, and thus less well 

understood, than for class A enzymes. Lys67 and Tyr150 are seen as being 

instrumental residues in the acylation step, as recognised through 

computational simulations, but exactly how is still up for debate. For the 

deacylation step, both a substrate-assisted and a conjugate-base mechanism 

are seen as being reasonable, but it is not clear which is correct (Fig. 12)80. 

 

Figure 12. Proposed diacylation mechanisms of class C SBLs. (Left) Conjugate-base mechanism. (Right) 

Substrate-activated mechanism. It is unclear which mechanism is a more true representation80. 

1.3.2.1.3 Class D 

Class D enzymes, notably the OXA enzymes, are structurally dissimilar to 

their A and C counterparts. So much so, that the amino acid similarities 

between class D and A or C are less than 20%81. 

The OXA class is extremely diverse and relatively poorly understood. 

Enzymes in this class have exhibited activity against penicillins, 

cephalosporins and carbapenems and have very different sensitivities to 

inhibitors. 

The mechanism of this class is thought to be dependent on a carboxylated 

lysine (the counterpart to Lys73 in class A β-lactamases) in both the acylation 
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and deacylation steps. Though initially seen as surprising (the carboxylation 

is a reversible reaction with carbon dioxide and had only previously been seen 

of lysine residues in protein metal binding centres), it has since been 

supported by structural work, biochemical studies and computational 

simulations80. 

1.3.2.3 Metallo-β-lactamases 

Enzymes that use metals to perform their functions, metalloenzymes, make 

up over thirty percent of known enzymes. Despite this, less than five percent 

of small molecule β-lactamase inhibitor drugs target a metalloenzyme82. This 

clear gap in drug discovery presents an exciting opportunity for innovation as 

well as potentially addressing unmet clinical needs. 

Metalloenzymes are often selective and active catalysts that are able to work 

in mild conditions. Due to the necessity of this behaviour, nature has found 

ingenious ways to utilise ordinarily toxic metal elements for the efficient 

catalysis of essential processes83. 

Despite considerable research into metalloenzymes, the details relating to the 

selection of metals that are incorporated for biological catalysis is still poorly 

understood83,84. However, the majority of metalloenzymes use commonly 

found metals such as zinc, iron and copper. 

Zinc is the second most common metal in biology, after iron. Due to the zinc 

ions (Zn2+) filled d10 orbital, it does not participate in redox reactions and 

instead acts as a Lewis acid. Due to this inactivity in redox reactions, Zn2+ is 

inherently stable in complex biological media; due to its abundance and ability 

to act as a Lewis acid this explains its commonality and usefulness throughout 

metalloenzymes85. 

The B class of β-lactamases are metalloenzymes: metallo-β-lactamases. 

These contain one or two zinc metal ions within their active site to facilitate 

their catalytic action. Structural and sequence comparisons reveal that this 

class is evolutionarily distinct from and A, C and D classes, which are thought 

to have evolved from transpeptidases. It has been proposed that instead, 

MBLs evolved due to an ancient gene duplication event, whereby errors in 

DNA replication and repair machinations lead to a favourable change in the 

organism70. 
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MBLs have spread across the globe, as seen by the identification of MBL 

genes in clinical isolates from countries such as China, India and the UK86–88. 

Whole genome sequencing of these isolates has shown evolutionary 

divergence before their appearance in the hospitals they were gathered from, 

revealing that they arrived from various external sources. 

Despite considerable research into inhibiting β-lactamases, currently there are 

very few inhibitors of MBLs available for clinical use57. Due to the increasing 

prevalence of MBL containing bacteria this poses a pressing medical need. 

As noted by the WHO is their aforementioned 2019 report, “More than 40% of 

the pipeline targeting WHO priority pathogens consists of additional β-lactam 

and β-lactamase inhibitor (BLI) combinations, with a major gap in activity 

against metallo-β-lactamase producers.”60 

The MBLs belong to a superfamily of metalloproteins, the metallo-

hydrolase/oxidoreductase superfamily in the Structural Classification of 

Proteins database89. Despite often low sequence similarity between 

members, functional similarities in this family exist through their active site 

(usually containing two Zn2+ ions), which activates a water molecule, enabling 

the nucleophilic attack of a substrate and the stabilization of a transition state. 

Within this superfamily catalytic landscapes show significant overlap and 

directed evolution studies have shown complete switching of catalytic 

activities is possible. Hence, the nuanced nature of specific catalytic activity 

appears to stem from the amino acids present within the active site90. 

MBLs feature a characteristic αββα-fold, which consists of two β-sheets 

surrounded by five solvent exposed α-helices. The N- and C-terminal 

domains, each featuring a β-strand and two α-helices, can be superimposed 

upon each other when rotated around a central axis. The active site of the 

molecule, where the Zn ions lie, is located on the external edge of the ββ 

sandwich91. 

Whilst this αββα-fold was first found in MBLs92, it has since been found to be 

a common structural motif throughout human enzymes as well, involved in a 

number of biochemical processes93. As such, design of molecules to inhibit 

this particular moiety must be specific and selective for the target, in order to 

avoid toxicity issues. 
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There are three subclasses of MBLs: B1, B2 and B394. These are determined 

via their primary amino acid sequence homology95, which in turn distinguishes 

between their structural characteristics and behaviour of the active sites. 

All three types of MBL attack the β-lactam ring through use of a bound 

hydroxide ion (Fig. 13). However, the zinc-binding environment for this 

hydroxide varies between the MBL subclasses. In general, B2 have mono-

zinc active sites, whilst B1 and B3 have di-zinc active sites, which are 

differentiated as Zn1 or Zn294. 

Figure 13. A proposed mechanism of penicillin degradation by a B1 metallo-β-lactamase. When the 

substrate (S) encounters the enzyme (E) the carboxylic acid of S forms a bond with the Zn2 metal 

centre. Then, a bound water molecule at Zn1 attacks the carbonyl carbon of the β-lactam ring of S, 

breaking the amide bond (ES1). The inactivated antibiotic (P) detaches from E, which is then free to 

catalyse the degradation of further molecules of S96. 

B2 MBLs are active in their mono-zinc form; this zinc ion is located in the site 

of the Zn2 ion in B1 and B3 MBLs. If a second zinc ion is added to the Zn1 

site of a B2 MBL then this inactivates it, due to the closing of a regulatory loop 

(e.g. Gly232-Asn233 in CphA) near to the active site97. B2 MBLs also 

generally share the same ligand residues around the Zn2 ion as the B1 MBLs: 
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Asp, Cys and His (Fig. 14)95,96. B2 MBLs preferentially degrade carbapenems, 

unlike B1 and B3 MBLs which have broader substrate profiles98,99. 

Figure 14. A bisthiazolidine inhibitor (blue) coordinating to the zinc metal centre (grey sphere) in Sfh-l 

(PDB ID: 5EW0)100, a mono-zinc B2 MBL. We can also see the Asp, Cys and His residues bound to the 

zinc metal centre here. 

B3 MBLs are generally active in the di-zinc form and have broad substrate 

profiles101–106. They differ from the B1 and B2 MBLs by the residues in the Zn2 

site, which are usually Asp, His, His, rather than Asp, Cys, His. The residues 

around the Zn1 site are His, His, His but there are exceptions to this (e.g. in 

the GOB-1 B3 MBL it is Gln, His, His)105. B3 enzymes feature the only known 

example of a tetrameric MBL, which is L1101. 

B1 MBLs are active in both mono- and di-zinc forms. Whilst the ion at the Zn2 

site is essential for catalytic function, the ion at the Zn1 site lowers the 

activation barrier by stabilising the negative charge created upon nucleophilic 

attack of the β-lactam ring by water107. 

The N-terminal domain of B1 MBLs features a flexible loop which aids in 

substrate binding when the substrates contain a hydrophobic side-chain. This 

loop blocks molecules in the active site through interaction of the hydrophobic 

side-chain with a Trp64 residue. This loop also interacts with inhibitors (other 
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than carbapenems). If this loop is removed, then enzymatic activity is greatly 

reduced. This feature is not conserved in B2 and B3 MBLs91. 

1.3.2.4 IMP-1, VIM-2 and NDM-1 

B1 MBLs are the most clinically relevant subclass, containing the IMP-, VIM- 

and NDM-type enzymes94. The clinical relevance of these is due to their 

generally broad substrate profiles and propensity for spreading to other 

bacteria, being plasmid encoded via horizontal gene transfer, therefore 

accelerating the rise of resistance108–111. As such, this subclass has rapidly 

spread across the globe since their discovery (Fig. 15) 
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Figure 15. The distribution of B1 metallo-β-lactamase-positive Enterobacteriaceae and P. aeruginosa 

collected from 2012 to 2014. Adapted from Kazmierczak et al.111 
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1.3.2.4.1 IMP-1 

IMP-1 was first discovered in Japan in 1983112. It spread throughout Asia and 

was molecularly characterised in 1994113. 

It was first identified in a patient in Europe in 1997, from a multidrug resistant 

strain of Acinetobacter baumannii. The strain carried the encoding blaIMP-1 

gene and showed resistance to fluoroquinolones, amikacin, tobramycin, 

gentamicin, fosfomycin, trimethoprim/sulfamethoxazole, piperacillin, 

piperacillin/tazobactam, ticarcillin/clavulanate, aztreonam, ceftazidime, 

cefepime, imipenem and meropenem. The only antibiotic it did show 

susceptibility to was polymyxin B. A crude extract showed inhibition by EDTA. 

Previously this variant had only been seen in the China, South Korea & 

Japan108. 

As of 2016, IMP-1 variants had appeared on all continents (other than 

Antarctica), and are the predominant MBL in Japan and south-east Asia114. 

1.3.2.4.2 VIM-2 

VIM-2 was identified in the year 2000, in Marseilles, France. Further to this, it 

has appeared in Japan, Spain, Belarus, Kazakhstan, Russia, Egypt, Columbia 

and Tanzania, amongst elsewhere, indicating a truly global spread115–120. 

Having 90% sequence similarity with VIM-1, VIM-2 was found only 300 km 

from Verona, Italy, where VIM-1 was first discovered110. 

Upon its discovery in Marseilles, VIM-2 showed resistance to most 

ureidopenicillins, ureidopenicillins-β-lactamase inhibitors, narrow-spectrum 

cephalosporins, cefepime, ceftazidime, imipenem but showed full 

susceptibility to aztreonam. The COL-1 P. aeruginosa bacteria that the isolate 

came from also showed resistance to kanamycin, tobramycin, streptomycin, 

tetracycline and chloramphenicol, but showed moderate susceptibility to 

fluoroquinolones and rifampin, and full susceptibility to fosfomycin. Like other 

MBLs, it showed inhibition by EDTA110. 

1.3.2.4.3 NDM-1 

A more recent discovery than IMP-1 and VIM-2, NDM-1 was identified in 2009 

in a Swedish patient of Indian origin, who had recently travelled to New Delhi, 
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India121. NDM-1 was next found in the UK, and further to that the blaNDM-1 gene 

has spread across the globe, with NDM variants seen on all continents other 

than Antartica122. 

NDM-1 is able to hydrolyse all β-lactams, including carbapenems, other than 

aztreonam122. It shows moderate susceptibility to cefepime and ciprofloxacin, 

as well as full susceptibility to colistin and tiglecyclin123. As expected for an 

MBL, it was inhibited by EDTA121. 

NDM-1 in unique compared to other clinically relevant MBLs, in that it is a 

lipoprotein located at the outer membrane of Gram-negative bacteria, as 

opposed to being a soluble periplasmic enzyme (as is true for the other 

clinically relevant MBLs). This location provides several evolutionary 

advantages: the stabilisation of the enzyme under conditions of metal 

starvation that occur at infection sites (which also allows it to more easily 

confer resistance under limited metal availability) and providing a mechanism 

to disseminate into the bacterium’s environment through OMVs124. Due to the 

difference in cellular location of most MBLs, they are not frequently found in 

OMVs. However, due to the outer-membrane location of NDM-1, it is easily 

able to be secreted into the environment through this mechanism, enhancing 

its ability to spread through HGT (as well as providing additional resistance to 

other bacteria in the environment)125. 

1.3.3 Inhibitors of β-lactamases 

Almost since the inception of β-lactam drugs in the clinic, resistance has been 

seen. In Gram-positive bacteria this was first found to be due to enzymatic 

hydrolysis of the molecules by penicillinases126. Later on however, decreased 

PBP affinity for β-lactams become the more clinically relevant resistant 

mechanism127.  

For Gram-negative bacteria, β-lactamases have remained the primary cause 

of antibiotic resistance. This has led to the discovery and development of β-

lactamase inhibitors (BLIs), to enable us to continue using life-saving 

antibiotics. The most famous and first of these is clavulanic acid, found as an 

inhibitor for TEM-1. What was learnt from examining this inhibition mechanism 

has since been applied to developing a wealth of β-lactamase inhibitors81.  
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1.3.3.1 Serine-β-lactamase inhibitors 

SBLs all feature a nucleophilic Ser residue as their primary moiety for the 

breakdown of β-lactam antibiotics. Blocking this residue through preferential 

binding and therefore preventing the enzymes catalytic activity towards co-

administered antibiotics is the basis of inhibitor design. 

1.3.3.1.1 Clavulanic acid and its analogues 

Clavulanic acid and its mechanistically similar inhibitors, such as sulbactam 

and tazobactam, are 'suicide’ inhibitors, meaning they are destroyed in the 

process of their action81. They are structurally related to the β-lactams they 

are there to protect, but as part of their inhibitory mechanism they block the 

catalytic Ser residue, rendering the enzyme inactive. 

These inhibitors acylate the nucleophilic serine residue as happens in the 

catalysis of β-lactams, through the carbonyl on their β-lactam ring. However, 

after this step their mechanism differs to that of the β-lactam antibiotics and 

leads to either irreversible or transient inhibition, through multiple mechanisms 

(Fig. 16)128. 

Figure 16. A proposed mechanism for the inactivation of class A β-lactamases by clavulanic acid128. 

Modifications of traditional β-lactam scaffolds has provided some inhibitors 

capable of MBL inhibition. Cefiderocol is a β-lactam based β-lactamase 
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inhibitor that how shown stability to all classes of SBLs and has shown activity 

versus class B β-lactamases (Fig. 17). Additionally, cefiderocol has antibiotic 

activity of its own through binding to a number of PBPs. The mechanism of 

cefiderocol is yet to be elucidated, but it is thought to be through inherent 

resistance to hydrolysis129,130. 

 

Figure 17. The structure of cefiderocol, a a β-lactam based β-lactamase inhibitor that how shown 

stability to all classes of SBLs and has shown activity versus class B β-lactamases. 

Unfortunately, the activity of the majority of these BLIs is restricted to a limited 

amount of class A SBLs and so further inhibitors have been designed. 

1.3.3.1.2 Avibactam 

Avibactam is a non-β-lactam inhibitor. It is able to inhibit both class A and class 

C SBLs (including some class A ESBLs that are not inhibited by clavulanic 

acid and its analogues, such as KPC and CTX-M variant enzymes). It is a 

bridged diazabiclyclo[3.2.1]octanone and follows a different mechanism of 

action than the β-lactam inhibitors81. 

Avibactam forms a covalent bond with the enzyme, through acylation of a 

carbonyl. However this is reversible, and subsequent deacylation results in 

the regeneration of the intact avibactam molecule and the enzyme. This 

means that the avibactam molecule is then free to re-acylate with the enzyme, 

resulting in consistent inhibition of catalytic activity (Fig. 10)131. 

1.3.3.1.3 Aztreonam and Syn 2190 

Aztreonam belongs to a class of monobactam inhibitors. Aztreonam interacts 

with many PBPs, but also resists hydrolysis by many clinically relevant SBLs. 
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It has low substrate affinity to class A enzymes TEM-1, -2 and SHV-1, and 

class D enzyme OXA-2132.  

However, when aztreonam interacts with class C enzymes it forms a stable 

acyl-enzyme which is only very slowly hydrolysed.  By utilizing the crystal 

structures of aztreonam interacting with these catalysts, further inhibitors have 

been designed with greater specificity for certain substrates. Monobactam Syn 

2190 was designed based on Aztreonam (Fig. 18). When administered in 

combination with cefotetan, it showed 100% specificity and 91% sensitivity for 

ESBL AmpC producing Klebsiella pneumoniae133.  

Figure 18. Aztreonam and Syn 2190. Syn 2190 was designed based on observations of the formation 

of an acyl-enzyme complex when Aztreonam interacts with class C β-lactamases134. 

1.3.3.1.4 Vaborbactam 

Vaborbactam (Fig. 19) is a non-β-lactam inhibitor based on a cyclic boronic 

acid pharmacophore. The compound is able to inhibit clinically relevant class 

A and class C β-lactamases, such as KPC, CTX-M, MIR and FOX variants. It 

is able to restore the activity of meropenem, and other β-lactam antibiotics, in 

Enterobacteriaceae135. 

 

Figure 19. The structure of the antibiotic vaborbactam and its conversion from an sp2 form to an sp3 

form when a covalent adduct forms with a nucleophilic Ser residue. The sp3 form mimics the 

tetrahedral transition state that occurs during the β-lactam acylation/deacylation pathways. 
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As boron has an empty p-orbital, it is an effective electrophile as it can form 

dative covalent bonds with a nucleophilic Ser residue, as lies in the active site 

of SBLs. This covalent adduct that is formed mimics the tetrahedral transition 

state that occurs during the β-lactam acylation/deacylation pathways. This is 

a reversible reaction with vaborbactam, as the key boronate cyclic ring is 

reformed after hydrolysis. As such, it is then able to react again with the 

enzyme, effectively consistently blocking the active site in the enzymes so co-

administered antibiotics are able to bind with PBPs136,137. 

To observe the method of binding to β-lactamases, Hecker et al. crystallised 

the complex vaborbactam forms with class A CTX-M-15 and class C AmpC 

enzymes. In both, the catalytic serine residue was seen to form a covalent 

bond with the boron atom of the inhibitor. The amide moiety present in 

vaborbactam was seen to form extensive coordination with backbone 

residues, as was the carboxylate. The inhibitor did show largely different 

conformations though, with interactions with the oxyanion pocket of the 

enzymes differing. However, this ability to have different conformations whilst 

retaining inhibitory activity is thought to be responsible for its ability to inhibit 

different classes of enzymes138. 

1.3.3.1.5 Taniborbactam 

Additional research into cyclic boronates has led to the development of 

taniborbactam (Fig. 20). Taniborbactam is capable of inhibiting both SBLs and 

MBLs. Crystallographic studies with CTX-M-15 showed the active site serine 

molecule covalently bound to the boron atom, whilst the amide moiety 

provided hydrogen bond contacts with the Ser237 backbone carbonyl, 

Asn132 and Asn104. Additionally, the carboxylate moiety formed hydrogen 

bonds with Thr235 and Ser237. Further to this, the cyclohexyl group occupied 

the same space as the aryl group of several penicillins and cephalosporins. 

This mode of binding shares many similarities as were seen by Cahill et al. in 

crystallographic studies of CTX-15-M with other cycloboronates139,140. 

Taniborbactam co-dosed with cefepime  is now in stage 3 clinical trials for the 

treatment of complicated urinary tract infections, including those where NDM 

and VIM MBLs are present141,142. 
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Figure 20. The structure of the antibiotic taniborbactam. 

1.3.3.2 Metallo-β-lactamase inhibitors 

MBLs differ in structure to their SBL cousins, most notably through the action 

of their catalytic mechanism. Whilst SBLs utilise a nucleophilic Ser residue for 

this action, MBLs utilise a nucleophilic water which is held by the active site 

Zn ions, rather than being covalently bound to the enzyme. For this reason, 

inhibitors for SBLs will generally not work with MBLs. As such, inhibitors have 

had to be designed with this difference in mechanism in mind. 

Inhibitors of MBLs broadly fall into three different categories, based upon their 

action: (i) allosteric inhibitors; (ii) covalent bond forming inhibitors; (iii) metal-

ion binding inhibitors. In addition to these, there are also some inhibitors with 

mechanisms that are uncharacterised143. 

1.3.3.2.1 (i) Allosteric inhibitors 

Allosteric inhibitors act through binding to a site separate to that of the active 

site in an enzyme, which nevertheless inhibits the catalytic activity. How this 

exactly operates can vary greatly between species. 

A DNA aptamer (10-mer) was discovered to be an uncompetitive inhibitor of 

BcII. Enzyme kinetic studies first indicated this allosteric activity, which was 

further supported by crystallographic studies and then confirmed via NMR 

titration experiments. These NMR experiments showed reduction in the 

chemical shifts of residues not in the active site upon addition of the DNA 

aptamer and mutation studies provided further evidence of this being the site 

of binding144. 

Carnosic acid (Fig. 21) has also been shown to inhibit an MBL, NDM-1, by 

restoring the activity of meropenem through an allosteric mechanism. Yang et 

al. provided evidence for this allosteric binding through a combination of 

molecular docking and molecular dynamics simulation. These findings were 

further reinforced via fluorescence quenching and enzyme inhibition assay 
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experiments, indicating that residues Phe46, Tyr64, Leu65, Asp66 and Thr94 

are allosteric sites of NDM-1145. 

 

Figure 21. The structure of carnosic acid. This compound is suspected of possible inhibitory activity in 

NDM-1 via an allosteric site. 

Allosteric inhibitors provide an interesting solution for problems associated 

with producing selective MBL inhibitors. As there is no metal binding involved 

in the action of these inhibitors, the danger of toxicity due to metal binding of 

critical enzymes in humans (e.g. histone deacetylases) is reduced.  

On the other hand, due to the poor sequence similarity between MBLs the 

design of these types of inhibitors is hindered. It will be difficult to find allosteric 

sites that exist throughout different MBLs, and so designing a more general 

allosteric inhibitor would be perhaps impossible. 

1.3.3.2.2 (ii) Covalent bond forming inhibitors 

A major challenge in the development of inhibitors for MBLs is the lack of 

covalent bond formation throughout the transition state of the catalytic 

mechanism. This is a major cause of SBL inhibitors being useless for MBL 

inhibition. 

However, covalent inhibitors can be designed to target key residues within the 

active site that are not directly involved in the catalytic mechanism. Kurosaki 

et al. designed an irreversible inhibitor of IMP-1 with this in mind. Through a 

thiol moiety the molecule was held between the active site Zn ions, enabling 

a leaving group to be displaced through nucleophilic attack of a carbonyl by 

the amino functionality in the Lys224 sidechain (this residue is conserved 

through many B1 MBLs), forming an amide bond. This site of binding was 

confirmed through X-ray cystrallography146. 
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Unfortunately, these types of MBL inhibitors must be reactive for their 

mechanism to work. This carries risks of non-selectivity and therefore 

toxicity143. 

1.3.3.2.3 (iii) Metal-ion binding inhibitors 

Inhibition through metal-ion binding is the most common type of inhibitor 

design of class B β-lactamases143. A wealth of compounds have been 

designed with this goal in mind, and many have been successful in stopping 

the enzymatic activity of their targets. Designing these inhibitors to be 

selective however, therefore avoiding toxicity issues, may be the biggest 

challenge. 

The first metal-ion binding inhibitor of MBLs was in fact found alongside the 

first report of an MBL. EDTA was used to suggest the existence of a metal in 

the active site of a β-lactamase from Bacillus cereus. Addition of EDTA to this 

enzyme showed inhibition of cephalosporinase activity147. 

Whilst a cyclic boronic acid inhibitor, vaborbactam, is available for SBLs, it 

does not inhibit MBLs. However, further development has identified cyclic 

boronate inhibitors for both SBLs and MBLs. Brem et al. has shown a molecule 

(Fig. 22) to be a promising candidate71. 

Figure 22. A cyclic boronate capable of inhibiting MBLs, designed by Brem et al.71 

The compound binds to the zinc metal centre via its oxygen atoms in in the 

boronate moiety. The hydroxyl groups bind to the primary zinc centre, whilst 

the adjacent ether oxygen and the carbonyl oxygen of the carboxylic acid 

group coordinates to the secondary zinc centre. The key to its activity is the 

mimicry of the tetrahedral transition state that occurs during β-lactam 

hydrolysis. The hydroxyl oxygen of the carboxylic acid group also participates 

in binding; this coordinates to a nucleophilic side chain in the active site (i.e. 

Lys224 in BcII and NDM-1, Arg228 in the VIM family) (Fig. 23). The ring 

structures of the molecule are well positioned to make favourable hydrophobic 
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interactions with conserved Trp87 and Phe61 residues (as shown with BcII and 

VIM-2). Additional to this, the amide group and adjacent side chain are well-

positioned to form additional interactions with other residues within the binding 

pocket71. This work has contributed to the development of the aforementioned 

taniborbactam. 

 

Figure 23. Cyclic boronate bound to VIM-2 MBL (PDB ID: 5FQC). The zinc binding sites in the active site 

of the MBL bind to the oxygens adjacent to the boronate core in VIM-2, in a tetrahedral conformation. 

There is also binding with some of the residues in the core, such as the terminal primary amine moiety 

binding with Glu146. 

The aforementioned cyclic boronate taniborbactam has also been shown to 

be active in MBLs. Crystallographic studies performed by Krajnc et al. showed 

multiple modes of structure throughout the inhibition. In addition to previously 

seen bicyclic sp2 and sp3 forms71, an unexpected tricyclic sp3 binding 

conformation with NDM-1 was observed, showing the incredible flexibility of 

the inhibitory states of these molecules (Fig. 24). The gravity of this 

observation is further compounded as it is the mimicry of the tetrahedral 

transition state of β-lactam hydrolysis that is key to the inhibitory effects. 

Interestingly, the L3 loop which is thought to be important in binding showed 

little importance in stabilizing Taniborbactam148. The sidechain aids 

stabilization of binding through favourable interactions with negatively 

charged residues (e.g. Glu149 in VIM-2 and NDM-1)140. 
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Figure 24. The three conformational structures of taniborbactam. When unbound to an enzyme, 

taniborbactam shows an sp2 structure. When bound to an enzymes it displays an sp3 structure, which 

can be tetrahedral or bicyclic148. 

Captopril is a thiol containing molecule designed for inhibition of angiotensin-

converting enzymes (ACE). It was later found to bind to MBLs, and crystal 

structures of it bound to IMP-1, BcII and VIM-2 showed this to be through the 

thiol(ate) binding to the Zn2+ metal centres. Stronger inhibition was 

consistently observed when the captopril carboxylate was bound to the 

conserved Lys/Arg224 residue. Additionally, differing inhibition was shown 

between the L- and D- stereoisomers, due to electrostatic interactions with 

sidechain residues149. 

Due to the propensity of thiols for metal binding, further inhibitors have been 

designed based on them. Cain et al. utilised in silico design to guide the 

synthesis of a small library of thiol-based inhibitors. These showed potent 

inhibition of B1 MBLs including NDM-1, IMP-1 and VIM-2. Additionally, these 

thiol inhibitors showed selectivity for bacterial MBL enzymes versus human 

MBL fold nucleases. Restoration of meropenem activity was shown in both 

NDM-1 producing K. pneumoniae and E. coli150. 

Crystallization of this thiol with VIM-2 showed the thiol moiety binding between 

the zinc metal centres in the active site, displacing the bound nucleophilic 

water molecule (Fig. 25). This agrees with modes of binding seen in other 

studies146,151. The carboxylate moiety showed unexpected binding with 

Arg119 through a water molecule, rather than the expected binding with 

Arg228150. 
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Figure 25. Thiol bound to VIM-2 MBL (PDB ID: 5K48). The thiol moiety binds directly between the zinc 

metal centres, displacing the bound hydroxide ion and therefore inhibiting the enzymes activity. 

 



- 53 - 

Chapter 2 

Design, docking & synthesis of metallo-β-lactamase 

inhibitors 

2.1 Cyclic boronates 

2.1.1 Introduction 

Cyclic boronates are compounds that act as inhibitors of B1 MBLs. Their 

effectiveness as MBL inhibitors was shown through previous work in the 

Fishwick and Schofield  groups, published in Brem et al.71, which 

demonstrated the structural basis of inhibition. 

Interestingly, these compounds had a different structure than was expected 

from their synthetic design, revealed via the obtained crystal structure. The 

compounds were designed as boronic acid inhibitors, which showed 

promising docking scores and poses via Schrödinger’s docking software  

Glide, but when crystal structures were obtained the active compound was 

found to feature a cyclic boronate moiety (3) as opposed to the expected 

boronic acid (1). The conversion from boronic acid to cyclic boronate happens 

spontaneously through nucleophilic attack of the boron atom by the phenolic 

moiety152. The exact mechanism by which this occurs has not been fully 

investigated, although it likely involves attack of the boron atom via its empty 

p-orbital, followed by ejection of a hydroxide group, neutralising the negatively 

charged boron (Fig. 26). 

 

Figure 26. The phenolic moiety (as the phenoxide ion) of the boronic acid 2.1 attacks the boron atom 

through its empty p-orbital, causing the molecule to cyclise, giving 2.2. Hydroxide is then ejected to 

neutralise the boron atom, resulting in the cyclic boronate structure (2.3). 
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Cyclic boronates with an aromatic side-chain positioned analogously to the 

6β/7β side chains of the penicillins and cephalosporins were shown to inhibit 

many B1 MBLs such as IMP-1, VIM-2 and NDM-1 through in vitro assays. 

Further to this, inhibition was also shown in class A and D SBLs, as well as 

some PBPs. In vitro testing with antibiotic resistant forms of K. pneumoniae 

and E. coli revealed that these compounds were able to restore the 

susceptibility of the bacteria to antibiotics when co-dosed with Meropenem, 

further underlining the potential of these compounds in the treatment of 

bacterial infection152. 

Crystal structures of cyclic boronates in BcII and VIM-2 MBLs showed that the 

mode of action of inhibition is via a tetrahedral binding mode, whereby the two 

hydroxyl groups attached to the boron atom are bound to Zn1 and the boronic 

ether oxygen and carboxylic acid carbonyl are bound to Zn2. There are 

additional interactions between a boronic acid hydroxy group and Asn233 and 

the carboxylate of the inhibitor with Lys224/Arg228 in VIM-2. This tetrahedral 

intermediate state would appear to mimic a transitionary state of β-lactam 

hydrolysis, which may explain the potency of these inhibitors (Fig. 27)71. 

 

Figure 27. Hydrolysed cefuroxime (cyan) complexed with NDM-1 (PBD ID: 4RL2) overlaid with 

taniborbactam (green) complexed with NDM-1 (PDB ID: 6RMF). A tetrahedral centre between the zinc 

atoms can be seen in both structures (at the boron centre in the green structure, and adjacent to the 

carboxylic acid residue in the cyan structure). 
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In light of this prior success, early in the present project, it was proposed to 

design further cyclic boronate inhibitors (2.3) with improved potency via 

alteration of the ‘R’ group attached through the amide bond. The ultimate goal 

here was to fine-tune the side-chain interactions of the inhibitor and protein 

residues, in terms of increased selectivity and potency in the presence of the 

MBL target enzymes. It was hoped that this would provide further validation 

of the cyclic boronate core as a ‘tuneable’ metalloenzyme inhibiting moiety. 

2.1.2 Synthesis of cyclic boronate MBL inhibitors 

In light of the synthetic route already established for cyclic boronates by Cain 

(Scheme 1), it was decided that structure-based design using computational 

methods could be left to a later stage of the project152. Therefore synthesis of 

the boronic acid ‘core’ structure was started (Scheme 1) before the ultimate 

target molecules were designed. 
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Scheme 1. Original cyclic boronate synthesis, as designed by Cain152. a) i) n-BuLi, B(OiPr)3, THF, -100 °C 

to RT, 5 hrs, ii) CH3SO3H, 0 °C, 1 hrs, iii) Pinacol, RT, 16 hrs; b) (+)-Pinanediol, THF, RT, 16 hrs; c) i) Oxalyl 

chloride, cat. DMF, DCM, RT, 1 hrs ii) t-BuOH, 70 °C, 16 hrs; d) n-BuLi, THF, -100 °C, 3 hrs; e) i) LDA, 

DCM, THF, -100 °C, 30 min, ii) ZnCl2, THF, -100 °C to RT, 16 hrs; f) LiHMDS, THF, -100 °C to RT, 16 hrs; 

g) i) MeOH, THF, RT, 2 hrs ii) RCO2H, HATU, Et3N, -20 °C to RT, 16 hrs; h) BBr3, DCM, -78 °C, 3 hrs. 

The first step, conversion of dibromomethane to the boronic pinacol ester (4) 

proceeded as expected. This step was accomplished at -100 °C using a 

methanol and liquid nitrogen bath, by a lithium-halogen exchange reaction 

using n-butyllithium. The reaction was then allowed to reach room 

temperature and thus reacted with triisopropyl borate, forming diispropyl 

bromomethylboronate in situ. The solution was then cooled to 0 °C and 



- 57 - 

acidified with methanesulfonic acid. After stirring for an hour pinacol was 

added and the subsequent reaction produced molecule 4 as a colourless 

solid. Initial attempts at purification of this compound were made by using 

normal-phase column chromatography, followed by distillation under reduced 

pressure. However, the final product could not be obtained pure via this 

method. Later attempts at purification used solely distillation under reduced 

pressure and gave the product as a colourless oil. Analysis of this oil using 1H 

NMR, indicated the presence of only small amounts of impurities, and this 

material was considered of sufficient purity for direct use in subsequent 

reactions. Interestingly, increasing the scale of this reaction significantly 

increased the yield of the products (by up to 25% when increasing the scale 

from 5 mmol to 50 mmol). 

The next reaction in this sequence was a simple substitution, creating the (+)-

pinanediol ester (5) in place of the pinacol ester (4). Installation of the (+)-

pinanediol ester was required in order to produce the desired stereochemistry 

at a later step in the route. The (+)-pinanediol group was introduced by stirring 

(1S,2S,3R,5S)-(+)-pinanediol at RT with 4 in THF and subsequent purification 

using normal-phase flash column chromatography afforded the pure product 

5. By reducing the amount of solvent used in the reaction mixture the yield 

was increased from 25% to 81% over the course of synthesis. 

At the other starting point of this convergent synthetic route, 3-bromo-2-

methoxy benzoic acid was esterified using tert-butanol to give 6. Purification 

was achieved via normal-phase flash column chromatography. Yields from 

this step were generally around 50%. 

At this point the synthesis converged and the two compounds, 5 and 6, were 

combined. This was achieved through a lithium-halogen exchange reaction 

using n-butyllithium and 6 at -100 °C. Compound 5 was then added to the 

reaction mixture at -100 °C and the reaction was stirred, being allowed to 

reach RT.  Yields for this reaction were generally poor however, being around 

10 - 12%. This was partly attributed to homocoupling of 6 versus the desired 

SN2 product. 

Due to the low yields seen in this step, it was decided to attempt a Negishi 

cross-coupling, as found in a patent which claimed yields of 83%153. Zinc 
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powder and 5 were placed in a nitrogen flushed flask and anhydrous THF was 

added, followed by 1 M DIBAL-H solution. This was stirred at 50 °C for 1 hr 

and then added dropwise into a mixture of palladium tributylphosphate and 6 

in anhydrous THF at RT, which was stirred for a further hour. Whilst this did 

produce a product of the correct mass following analysis of the crude reaction 

mixture using LC-MS, it was not possible to isolate this material. 

Whilst the desired product had been produced via the lithium exchange 

reaction, continuing on this course with such low yields at an early stage 

seemed untenable. Despite previous reports by Cain et al. which had 

produced intermediate 7 in a good yield (76%), this work was unable to repeat 

this reaction at the same scale and yield. Thus, a new synthetic route was 

devised to overcome these challenges (Scheme 2). 
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Scheme 2. A new scheme towards the desired cyclic boronate inhibitor, designed to overcome 

synthetic challenges met in the original route. (a) TFA, TFAA, toluene, acetone, 0°C to RT. (b) NBS, 

AIBN, MeCN, 80°C. (c) Bis[(+)-pinanedialato]diboron, KOAc, Pd(dppf)Cl2, 1,4-dioxane, 95°C. (d) i) LDA, 

DCM, THF, -100°C, 30 min. ii) ZnCl2, THF, -100°C to RT, 16 hr. (e) LiHMDS, THF, -100°C to RT, 16 hr. (f) 

i) MeOH, THF, RT, 2 hr. ii) RCO2H, HATU, Et3N, -20°C to RT, 16 hr. 

The first step of  this synthesis proved  simpler and more successful than that 

of the previous route. Thus, addition of TFAA to a solution of 3-methyl salicylic 

acid in TFA produced 11. This was obtained as a translucent brown oil which 

spontaneously crystallised into large, clear rectangular crystals. Presumably, 

this reaction proceeds via attack of acetone via the phenolic moiety, followed 



- 60 - 

by attack of the carboxylic acid carbonyl through the alcohol on the newly 

installed hemiacetal group (Fig. 28). This reaction was generally high yielding, 

but this did drop off as scale was increased from 78% at 6.57 mmol scale to 

13% at 131.4 mmol scale. In light of this, the reaction was generally performed 

at around a 40 mmol scale, which gave yields of around 60%, this being an 

acceptable balance between scale and yield. 

 

Figure 28. Formation of the acetonide via a hemiacetal intermediate. 

Next, molecule 11 was brominated using N-bromosuccinimide and benzoyl 

peroxide, giving molecule 12 as colourless plates following recrystallisation 

from ethanol. This reaction generally gave yields of around 50%. 

In the next step, a Suzuki cross-coupling of 12 and bis[(+)-

pinanedialato]diboron was completed to install the boronic (+)-pinanediolato 

moiety. Compound 12, bis[(+)-pinanediolato]diboron and potassium 

hydroxide were dissolved in 1,4-dioxane and the solution was degassed with 

nitrogen. This was then added to a nitrogen-flushed flask containing 

bis(diphenylphosphino)ferrocene dichloropalladium (II) and this solution was 

degassed further. The mixture was then heated to 95 °C and stirred for a day 

under nitrogen. When the reaction was complete (as judged via TLC), ethyl 

acetate was added and the solids were removed, then the solution was 

concentrated and purified via automated normal-phase flash column 

chromatography, affording 13 as a clear oil. This first attempt achieved a yield 

of 64%, far higher than was seen when completing this synthesis via the 

aforementioned convergent route. This yield was further optimised via 

increasing the amount of base used from two equivalents to four equivalents, 

therefore accelerating the transmetallation step in the reaction cycle, to a best 

performance of 93%. 

The next step of the synthesis was a Matteson homologation, using DCM as 

a reagent to install a chloroalkyl group between the boron and adjacent 
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methylene group, resulting in an enantiomerically pure product (S-absolute 

stereochemistry)154. The Matteson homologation presumably occurs via 

attack of the boron atom by a deprotonated DCM ion, which forms a dative 

bond through boron’s empty p-orbital. Zinc chloride is added to stabilise this 

transitionary state through interactions with a chlorine atom of the 

deprotonated DCM moiety and an oxygen of the boronate (Fig. 29). The zinc 

chloride stabilisation is where stereoselectivity arises in this step, as 

conformation 19 is disfavoured through clashing chlorine atoms, whereas 18 

is sterically favoured155. Following this, the alkyl group adjacent to the boron 

atom attacks the carbon of the deprotonated DCM group, with a chlorine ion 

acting as a leaving group. This gave an enantiomerically pure product with a 

chloromethylene group added into the carbon chain156. 

 

Figure 29. Favoured (18, left) and disfavoured (19, right) transitionary states of the Matteson 

homologation155. The steric clash between the chlorine atoms in the disfavoured transition state 

results in the enantiomeric purity of the reaction. 

Initially, this Matteson homologation was attempted as previously 

described152. This involved the in situ generation of lithium diisopropylamide, 

which was then added to 13 and DCM at -100 °C. Zinc chloride solution was 

added to the reaction mixture which was then left to stir overnight, being 

allowed to reach room temperature. Unfortunately despite many attempts this 

step proved unsuccessful using these published conditions. 

A modified synthetic step was then performed, upon guidance from 

collaborators in the Schofield group157. Here, DCM was placed in anhydrous 

THF under argon and 2.5 M n-butyllithium was added slowly dropwise at -100 

°C. The resulting solution was left to stir for an hour, being maintained at -100 

°C, where a white turbid solid was seen to form. If the reaction mixture stayed 

clear or any black colouration was seen in the reaction mixture at this point it 

was disposed of and the step was restarted. A solution of intermediate 13 in 
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dry THF was then added slowly dropwise to the reaction mixture at -100 °C, 

stirred for a further 30 mins, and then the zinc chloride solution was added in 

one portion dropwise. The reaction mixture was then left to stir overnight, 

being allowed to reach room temperature. The following day the reaction 

mixture was worked up and purified via automated normal-phase flash column 

chromatography, giving 14 as a pale yellow oil. Unfortunately it was not 

possible to completely purify this product; some of 13 always remained, as 

seen by 1H NMR. However, this could be removed after the next reaction step. 

A yield of approximately 43% (calculated using purity analysis via 1H NMR) 

was attained at this step. 

The next step of the synthetic route involved formation of disilazide 15 via an 

SN2 displacement of the chlorine atom in 14 with an amine. The crude product 

of this reaction was too unstable to store for any length of time. Thus the next 

step to create 16, an amide coupling, was immediately carried out with crude 

14. Unfortunately the amide coupling was unsuccessful and this synthetic 

route was halted here (Scheme 3. ). 

  

Scheme 3. The conversion of 14 to 15 was successful, but the following amide coupling to create 16 

was not. The synthetic route was not continued past this point. 

Whilst this route was ultimately unsuccessful, useful synthetic optimisations 

were made along the way. Further explorations of structures of this class of 

inhibitors and their activity in MBLs has been published by our collaborators 

in Parkova et al.158 
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2.2 Thiol-based MBL inhibitors 

2.2.1 Introduction 

Due to the strong metal coordinating ability of sulphur, thiol-containing 

compounds have been investigated as MBL inhibitors for over twenty years, 

such as thiomandelic acid (20), mercaptocarboxylic acids (21) and thioesters 

(22) (Fig. 30)159–161.  

 

Figure 30. From left to right, general structures of thiomandelic acids (20), mercaptocarboxylic acids 

(21) and thioesters (22). 

Captopril is a thiol-based ACE inhibitor. ACE contains a single zinc ion at its 

active site, and so captopril’s activity in this enzyme was hypothesised to 

translate to MBLs. Captopril was shown to inhibit B1 MBLs by Heinz et al. in 

2003, and since then has undergone significant further investigation, showing 

inhibition against the clinically relevant IMP-1 and NDM-1 MBL subtypes162–

164. 

Brem et al. investigated the structural basis of MBL inhibition by all four 

captopril isomers (Fig. 31). This work showed all four isomers to be inhibitors 

of clinically relevant B1 MBLs. D-Captopril (25) showed the greatest inhibition 

of BcII, IMP-1, VIM-2, SPM-1 and NDM-1, giving insight into the optimum 

binding mode for B1 MBL inhibitors. All captopril isomers inhibited their B1 

MBL targets through the binding of the thiol moiety between the zinc ions in 

the active sites, therefore displacing the bound hydroxide ion and causing 

inhibition of the enzyme71. 
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Figure 31. The four captopril isomers. From left to right: L-captopril, epi-L-captopril, D-captopril, epi-

D-captopril. 

Cain et al. went on to use an in silico fragment-based approach to design and 

produce specific MBL inhibitors. Through the use of the SPROUT molecular 

design program, whereby fragments are docked into targeted regions in the 

crystal structure and linked together to create potential ligands, a series of 

thiol-based compounds were designed to be B1 MBL inhibitors165,166. The first 

of these compounds was designed to place the thiol moiety between the active 

site zinc atoms, displacing the catalytically essential hydroxide ion, with 

additional interactions forming between a carboxylate moiety with a Lys211 

and the Zn2 ion. Additionally, an aryl ring was included to form edge to face 

aryl interactions with Trp93150. 

Crystallographic investigation of the inhibitor was carried out using the crystal 

structure of VIM-2. Whilst the sulphur-zinc bond in the active site was as 

predicted, there were some marked differences from the docking model 

predictions. One of these was interaction of a carboxylic acid unit within the 

inhibitor, with the Asp117 residue through a water molecule. This carboxyl had 

been predicted to interact with Arg205 (equivalent to Lys211 in NDM-1). In 

fact, whilst the Arg205 residue is normally found near the active site, the 

crystallographic studies had revealed that this residue had relocated upon 

binding of the inhibitor to the enzyme. Additionally, face-to-face π-stacking 

interactions were found between the terminal phenyl group of the inhibitor and 

Tyr67 (Fig. 32). 
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Figure 32. A crystal structure of a thiol-based inhibitor (the structure of which is shown in the bottom 

left corner) in VIM-2 (PDB ID: 5K48). Interactions between the carboxyl group and Asp117 through a 

water molecule 438 can be seen. There are face to face π-stacking interactions between the phenyl 

group and Tyr67. Arg205 has moved to accommodate the inhibitor. (Note: due to resolution 

constraints of crystallography the water molecules orientation is not preserved and so the water 

molecules presented here are unaligned. This may not represent their true orientation). 

These compounds showed sub-micromolar potency against NDM-1, VIM-2 

and IMP-1 in enzymatic assays, comparable to captopril. Interestingly, 

replacing the aryl ring within the inhibitor with a bromine atom destroyed 

inhibition of NDM-1, yet it was retained in VIM-2 and IMP-1. This difference in 

binding of the inhibitor between the two enzymes may be explained due to the 

active site differences between NDM-1 and VIM-2 or the removal of water 

molecules from the NDM-1 crystal structure to simplify docking calculations. 

To further investigate the clinical potential of these compounds to re-establish 

antibiotic susceptibility within resistant bacteria, in vitro testing was carried out, 

involving co-dosing the inhibitor alongside meropenem in NDM-1 producing 

K. pneumoniae and E. coli respectively. These assays revealed these MBL 

inhibitors increase activity of the meropenem against these bacteria, lowering 

the MIC from >128 µg/ml to a minimum of 8 µg/ml and 16 µg/ml, respectively. 
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In light of these promising results it was proposed in the present project that 

further development of these compounds could extend their activity. In 

particular, it was reasoned that incorporation of additional moieties within 

these thiol-based inhibitors that could make additional contacts to amino acid 

residues within the enzyme, such as Tyr67 and Arg205 in VIM-2, could lead 

to increased efficacy of these MBL inhibitors (Fig. 33).  

 

Figure 33. Residues in the binding pocket of VIM-2 (PBD ID: 5K48) such as Arg205 were targeted when 

designing further inhibitors of the thiol-based series. 

The structures of the proposed designed inhibitors was also influenced by the 

use of eNTRy rules for Gram-negative penetration and accumulation 

proposed by Richter et al.167 These rules state that to improve the likelihood 

of accumulation in Gram-negative bacteria compounds should be designed to 

contain a non-sterically encumbered ionisable nitrogen (primary amines being 

best), have low three-dimensionality (globularity less than or equal to 0.25) 

and be relatively rigid (number of rotatable bonds less than or equal to 5). 

These rules were all considered when designing new thiol-based inhibitors. 

2.2.2 Computational docking of thiol-based MBL inhibitors 

2.2.2.1 Optimisation of thiol-based MBL inhibitor binding utilising 

computational methods 

Advances in computational models, based on real-world empirical evidence, 

have led to the development of sophisticated pieces of software intended to 

complement traditional drug design efforts168. These programs are able to in-

part replicate the energies and interactions present in protein-substrate 
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binding, therefore allowing one to predict how well compounds may bind to a 

given site.  

X-ray crystal structures of proteins are the most common starting point for 

computational ligand design. For a crystal structure to be useful for 

computational docking of putative ligands, it must fulfil certain requirements: 

a suitable resolution (typically 2.5 Å or better); a good correlation between the 

model and experimental data which (known as R factor, below 28% is 

acceptable); low coordinate error (typically measured as a function of R 

factors and lying at 0.2 – 0.3 Å); consistent temperature factors (those of 

atoms in the chosen region should be no higher than the average of that of 

the protein as a whole); and chemical “correctness” (bond lengths should be 

within 0.015 Å and bond angles should be within 3 ° of what is ideal)169. 

If a crystal structure of the target protein is not available, then a homology 

model can be built using close protein analogues, and this can be used to 

perform the docking operations. A homology model analyses structurally 

similar and phenologically related protein crystal structures and then 

generates the target crystal structure based on this data170. Due to global web-

based resources, such as the protein data bank (PDB) and SWISS-MODEL, 

many crystal structures are freely available and the tools needed for homology 

modelling are open for use. 

2.2.2.2 Structure-based drug design 

Structure-based drug design utilises available structural models of proteins for 

the design of effective inhibitors171. These are typically from X-ray crystal 

structures, but homology models are acceptable in cases where these are not 

available. Cryo-EM structures are also becoming more commonly used as the 

technique becomes more widespread; this technique is applicable to some 

proteins that are difficult to crystallise and therefore unsuitable for X-ray 

crystallography172. Molecular modelling software is used to generate the 

electronic and spatial properties of the receptor target, identifying sites of 

potential binding. This process uses properties such as electrostatics, 

hydrophobic effects, hydrogen bonding and key binding residues to map the 

three dimensional site of the protein. Once the protein structure has been 

computationally analysed, it can be used to dock computationally designed 
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compounds in order to try to predict if binding between the small molecule and 

protein is favourable. A scoring system based on force fields from empirical 

data is then used to estimate binding and the binding poses can then be 

viewed. Analysis of the given binding poses can be used for further 

elaboration of the compounds, to enable them to make further favourable 

contacts with the target sites and therefore to increase their binding affinities. 

Selected molecules can then be synthesised in the laboratory for biological 

testing173. 

Docking of molecules into the active or allosteric sites of proteins via 

computational modelling can involve the altering of numerous simulated 

electronic and steric parameters. It is useful if these parameters can be tuned 

to agree with crystallographic observations, such as the observed binding 

poses of ligands. Further to this, if possible (that is, if the biological data is 

available) it is useful to compare and assess the scoring of the computational 

modelling against enzymatic assays. The comparison of different modelling 

runs varying different parameters can then be performed, with the analysis of 

results revealing the most suitable parameters to give the likely most true-to-

life output. These parameters can then be used when docking newly designed 

compounds. 

2.2.2.3 Schrödinger Glide docking software 

Schrödinger Glide174 (to be referred to as Glide from hereon) is a docking 

program that uses a range of calculations to predict the binding potential of 

compounds into target protein sites (Fig. 34). 
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Figure 34. A diagram of the Glide docking “funnel” illustrating the process that docking within Glide 

operates by. Prepared (i.e. minimised) ligands are input into a preprocessed grid created from the 

protein target to begin the docking, which progresses as thus: 1. Site-point search, minima in the 

ligand torsion-angle space are exhaustively calculated over the entire phase space available to the 

ligand; 2. The ligands are minimised in the field of the receptor using an energy function (in our runs, 

this will be the OPLS3e force field175); 3. The lowest energy poses are then subjected to a Monte Carlo 

procedure; 4. The poses are scored according to the GlideScore function. This results in an output of 

the highest scoring poses as the top hits.  

First, the grid, the defined spatial coordinates of the protein that the docking 

will be performed within, is set within the site of the protein where the 

compounds are targeted towards (i.e. an active and/or allosteric site). A series 

of filters process the site via a set of forcefields, progressively creating a more 

accurate scoring of interactions (e.g. electronics, sterics, etc.) within the site. 

This is done at a preprocessing stage, so only needs to be done once for each 

receptor, therefore decreasing computational load. 

Second, the designed ligands are prepared via ligand preparation (referred to 

as “LigPrep”). This produces a set of conformations from analysing minima in 

the ligand torsion-angle space. This method does use approximations and 

truncations to aid computational speed. By pre-preparing the ligands the 

region of phase space, the space in which all possible states of a system are 

represented, over which energy and gradient evaluations occurs in docking is 

dramatically decreased, further reducing computational load whilst retaining 

accuracy. 
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The ligands are then minimised in the field of the receptor using a molecular 

mechanics energy function and a distance-dependent dielectric model. Once 

this is completed the lowest energy poses undergo Monte Carlo simulations 

to examine nearby torsional minima, correcting the poses and angles. 

The scoring function of the poses within the receptor site is then used to 

estimate binding energies to give a GlideScore. This is a modification of an 

empirically based function (ChemScore176) that takes into account lipophilic 

ligand-atom/receptor-atom pairs, hydrogen bonding interactions, metal-ion 

interactions, Coulomb and Van der Waal interaction energies, and solvent 

effects177. 

Glide gives two options for scoring, SP (standard precision) and XP (extra 

precision). Both of these give results in units of kcal/mol. SP glide is a “softer” 

function that is computationally less intense and is appropriate for the 

screening of databases, with the aim of removing false negatives from the 

dataset. XP glide is a “harder” function which aims at minimising false 

positives by exacting large penalties upon features that violate established 

physical chemistry principles. This is a more computationally intense method 

so is more suited for limited numbers of ligands178. 

One major restriction with Glide docking is that it treats the receptor as a rigid 

structure, whereas in reality proteins are flexible and have many degrees of 

freedom. Glide SP and XP functions do in part account for this flexilibity via 

scaling of the Van der Waal radii of non-polar protein and/or ligand atoms, but 

this is often insufficient to account for the dynamic nature of protein 

conformational changes. To better account for this, induced-fit docking (IFD) 

can be performed. Within the Schrödinger Maestro suite, this is done via Glide 

combined with protein structure prediction (Prime) techniques. The iterative 

coupling of these two techniques account for flexibility in both the ligand and 

the receptor, albeit at greatly increased computational load. This works via a 

first round of docking the ligands into a rigid receptor with a softened energy 

function, followed by a minimisation of the ligand/protein complex. Ligand 

docking is then repeated within the refined protein structures with a harder 

energy function and finally a scoring function ranks the complexes, accounting 

for receptor-ligand interaction energy, strain and solvation energies. IFD is 
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generally unsuitable for large numbers of compounds due to the 

computational cost involved, but is sometimes necessary for more accurate 

scoring, especially when the only crystal structures available feature 

structurally different ligands from those that are to be docked179. 

It should be noted that over the course of this project, the OPLS4 force-field 

was introduced to Maestro. This improved force-field is of particular relevance 

to this work as it improves the accuracy of sulphur interactions180. The work 

presented here used the older OPLS3e force-field; it will be made clear in later 

sections when the OPLS4 force-field has been used. 

2.2.2.4 Glide docking of previously assayed MBL inhibitors in VIM-2 

Glide was used to dock a series of previously reported thiol-based inhibitors 

(Table 1)150. Docking in VIM-2 (PDB ID: 5K48) was carried out using these 

compounds as a training set and GlideScore was compared to IC50 results.  
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Compound 

number 

Compound R-

group structure 

IC50 VIM-2 

(µM) 

Error (µM) 

27 

 

0.23 0.04 

28 

 

0.18 0.09 

29 

 

0.07 0.05 

30 

 

0.10 0.03 

31 

 

0.20 0.06 

32 

 

0.23 0.03 

33 

 

0.04 0.03 

34 

 

0.15 0.08 

35 

 

0.45 0.07 

36 

 

0.07 0.03 

37 

 

0.10 0.03 

38 

 

0.18 0.16 

39 

 

0.36 0.02 

40 

 

0.17 0.12 

Table 1. Previously synthesised MBL inhibitor molecules from the Fishwick group with associated IC50 

data, tested via the metallo-β-lactamase assay described on page 106150. 
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The above compounds were constructed in Maestro and LigPrep was used to 

generate the most likely conformation of each, with Epik metal binding states 

applied. This gave thirty compounds; fifteen containing a thiol and fifteen with 

a deprotonated thiol (thiolate anion). The deprotonated versions were used for 

docking, as these likely represent the metal binding states at the sulphur 

moieties of the inhibitors. 

Crystal structure 5K48150 was prepared via Protein Preparation in Maestro. 

Receptor grids were generated with metal constraints created on both active 

site zinc atoms. Multiple grids were generated for 5K48 to investigate the 

effect of including waters thought to be involved in the binding of the ligand 

through investigation of the crystal structure. Docking was performed both for 

waters left positionally unchanged from their default orientation in the 

downloaded crystal structure (therefore computationally orientated) and when 

manually orientated according to what was thought to be a sensible orientation 

based on surrounding polar residues. 

For protein VIM-2 (PDB ID: 5K48), fourteen docking runs were performed. All 

docking runs used XP scoring. In all cases when metal constraints were 

applied to the docking, it was specified that both metal constraints to bind to a 

deprotonated thiol moiety. IFD docking was not used as a good quality crystal 

structure using a related ligand (27) was available. 

In order to investigate the possible correlation between observed and 

predicted binding affinities, the results of the docking runs were plotted against 

the pIC50 values. The coefficient of determination (R2) and Kendall’s rank 

correlation coefficient (τ) were calculated181 (Table 2).  

 

 

 

 

 

 

 



- 74 - 

Run no. Settings description R2 τ 

Glide 1 
No metal constraints applied, no binding 

waters included 
0.549 -0.596 

Glide 2 
Metal constraints applied, no binding waters 

included 
0.527 -0.573 

Glide 3 
No metal constraints applied, waters 438 and 

558 included 
0.546 -0.528 

Glide 4 
No metal constraints applied, water 438 

included 
0.607 -0.618 

Glide 5 
No metal constraints applied, water 558 

included 
0.478 -0.551 

Glide 6 
Metal constraints applied, waters 438 and 

558 included 
0.537 -0.573 

Glide 7 Metal constraints applied, water 438 included 0.533 -0.596 

Glide 8 Metal constrains applied, water 558 included 0.639 -0.641 

Glide 9 
No metal constraints applied, waters 438 and 

558 included and manually orientated 
0.145 -0.348 

Glide 10 
No metal constraints applied, water 438 

included and manually orientated 
0.512 -0.483 

Glide 11 
No metal constraints applied, water 558 

included and manually orientated 
0.408 -0.461 

Glide 12 
Metal constraints applied, waters 438 and 

558 included and manually orientated 
0.495 -0.528 

Glide 13 
Metal constraints applied, water 438 included 

and manually orientated 
0.492 -0.551 

Glide 14 
Metal constraints applied, water 558 included 

and manually orientated 
0.542 -0.551 

Table 2. A summary  of Glide runs using a training set docked using different settings. The R2 and τ 

values are listed alongside. 

It is difficult to draw any solid conclusions about the best settings to use here, 

as changes in the similarity of the docking results with the pIC50 values do not 

appear to strongly follow any trends. 

One surprising result is the poor R2 and τ values for Glide 9, which are 

significantly poorer than is seen in other runs. This suggests that manually 
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orientating the waters according to their estimated orientations with respect to 

nearby residues has created an unfavourable environment for the ligands. 

This is supported by the consistently lower values of both R2 and τ of the 

results including the manually orientated waters versus those where the 

waters are included but not manually orientated. 

Applying metal constraints does not show any telling trends, both with regards 

to the R2 and τ values. Where it does consistently improve scores is using the 

runs with the manually orientated waters; this could be explained by the metal 

constraints improving the overall environment energies around the metal 

centre, countering the manually orientated waters.  

For both R2 and τ, Glide 8 shows the values indicating the best fit of the 

computational data to the biological data. The Glide 8 R2 value is 0.639, whilst 

the τ value is -0.641. These were the settings used for Glide docking runs of 

novel compounds. 
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2.2.2.5 Analysis of poses of novel ligands in Maestro Glide 

 

Compound structure: 

 

 

Com

poun

d no. 

R-group structure GlideS

core (-) 

Com

poun

d no. 

R-group structure GlideS

core (-) 

41 

 

9.280 61 

 

8.073 

42 

 

8.278 62  

 

8.437 

43 

 

8.738 63 

 

8.554 

44 

 

8.729 64 

 

8.635 

45 

 

8.660 65 

 

8.269 

46 

 

8.973 66 

 

8.172 

47 

 

9.937 67 

 

8.291 
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48 

 

8.241 68 

 

7.924 

49 

 

9.478 69 

 

7.652 

50 

 

10.126 70 

 

8.051 

51 

 

10.492 71 

 

8.980 

52 

 

8.392 72 

 

8.878 

53 

 

9.781 73 

 

8.702 

54 

 

10.754 74 

 

8.887 

55 

 

8.434 75 

 

8.571 
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56 

 

9.493 76 

 

8.680 

57 

 

8.353 77 

 

8.595 

58 

 

9.957 78 

 

8.825 

59 

 

7.607 79 

 

8.467 

60 

 

8.509  

 

Table 3. Designed thiol-based MBL inhibitor compounds docked with Maestro Glide. 

A total of thirty nine compounds were designed and docked within Maestro 

Glide. They were constructed with various criteria in mind: incorporation of a 

terminal polar residue via incorporation of the ‘R’ group, interactions of the ‘R’ 

group with side-chain residues in or near the active site, availability of the 

desired ‘R’ group as a boronic acid, possibility of structure-activity-relationship 

investigation of the ‘R’ group, and satisfaction of the aforementioned eNTRy 

rules. These criteria were not always completely fulfilled, but were always 

used as a guide. 

From the scores (Table 3), some general trends were observed. The highest 

scoring compounds generally have a terminal carboxylic acid group on the 

sidechain. Amongst the top scoring of these (-10.754, 54), the carboxylate 

group is predicted to interact with the Arg205 residue and the aromatic ring of 
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the inhibitor is predicted to form π-stacking interactions with His240 in the 

protein active site (Fig. 35).  

Figure 35. Docking of compound 54 with the 5K48 prepared grid in Maestro. The terminal carboxylic 

acid of the R-group interacts with the Arg205 residue, whilst the aromatic ring of the R-group forms 

π-stacking interactions with His240. 

The next highest scoring that does not feature a carboxylic acid in the R-group 

is an alcohol (-9.280, 41), which interacts with the Ser204 residue though the 

alcohol hydrogen, and with the Arg205 residue through the alcohol oxygen.  

After this, the next highest scoring compound features an indole in its R-group 

(-8.980, 71), which forms π-stacking interactions with His240; this is mirrored 

in the slightly lower scoring indole and imidazole containing compounds, 

which all score well.  

The phenolic compounds also score highly, with the highest scoring (-8.973, 

46) interacting with the Asn210 backbone amide nitrogen; this behaviour is 

mirrored in the best scoring aniline containing compound (-8.635, 64).  

The best scoring benzylamine containing compound (-8.509, 60) interacts with 

Glu202, but these are low scoring overall.  
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The uracil containing compound (-8.467, 79) is predicted to interact with 

Arg205 and the Gly209 backbone amide nitrogen through its carbonyl atoms, 

and forms π-stacking interactions with His240.  

All of the compounds containing a single nitrogen atom in the ring score badly; 

those that are aromatic form π-stacking interactions with His240, whilst the 

non-aromatics form interactions with Arg205.  

The lowest scoring compound (-7.607, 59), featuring a para-benzylamine, 

forms interactions with Tyr67, but apart from this weak interaction with a 

distant residue no other favourable interactions could be seen. 

2.2.2.6 GOLD docking of previously assayed MBL inhibitors in VIM-2 

GOLD (Genetic Optimisation for Ligand Docking) is a docking software 

distributed by CCDC (The Cambridge Crystallographic Data Centre). Whilst 

most docking software treats the protein structure as rigid by default when 

calculating binding energies, GOLD differs by allowing partial flexibility of the 

protein structure in its algorithm182,183. 

GOLD works via a genetic algorithm that is inspired by the process of 

evolution. It does this through manipulation of data-structures termed 

chromosomes each encode a possible ligand-receptor interaction (a solution) 

to the docking problem and are assigned a merit-based fitness score, which 

is dependent upon the combination of the number and strength of hydrogen 

bonds and the van der Waals energy of the bound complex. Firstly, a randomly 

generated population of chromosomes is created and the genetic algorithm 

repeatedly applies two operators, crossover and mutation. Crossover 

combines chromosomes, whilst mutation modifies them via random 

perturbations. This outputs modified chromosomes which replace the inputs if 

they are of greater fitness. After repeated rounds of this process, the final 

output should move towards that which is optimum and thus show the most 

likely binding modes of the ligand within the receptor184. This process allows 

for partial ligand flexibility around the ligand cavity by applying the genetic 

algorithm to these residues as well as the ligand itself182. 

The GoldScore that is given as the final output of ligand docking is based upon 

a number of factors, such as: H-bonding energy, van der Waals energy, metal 

interaction and ligand torsion strain. It differs from ChemScore mainly by not 
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incorporating a term, dG, representing the total free energy change that 

occurs on ligand binding185. 

One run was performed within GOLD using the 5K48 crystal structure and 

ligands 27 – 40. All protein preparation was done within the GOLD Wizard 

within the Hermes GUI, using settings that best mirrored what was used in 

Run 1 in the Maestro docking runs. The prepared ligands were imported from 

Maestro. 

The results were plotted against the pIC50 values of the compounds, as for the 

Glide runs. R2 was 0.155 and τ was 0.348. Given the poor performance of 

docking in GOLD compared to Glide (comparing runs with equivalent settings, 

those being no metal constraints and no waters included), it was decided not 

to continue with docking in GOLD. 

2.2.3 Synthesis of thiol-based MBL inhibitors 

Having used a simple docking approach to investigate the potential of 

substituted analogues of the previously reported thiol-based inhibitors to show 

enhanced binding to MBLs, it was decided to prepare examples of these 

molecules in order to investigate the predictions from the modelling studies. 

The synthesis of this series of thiol-based inhibitors began by remaking the 

simplest of thiol-based inhibitors previously synthesised by the Fishwick 

group, 3‐(sulfanylmethyl)‐[1,1'‐biphenyl]‐4‐carboxylic acid (82)152 (Scheme 4). 

This was done to establish the viability of late-stage functionalisation in the 

route through modifying the order of the steps. 

 

Scheme 4. The first synthesised analogue of the thiol series, based upon the approach described by 

Cain152. 
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The first step consisted of ring opening of 3-bromophthalide with 

iodotrimethylsilane. Upon completion the reaction was quenched with water 

and the precipitate collected via vacuum filtration. This crude product 80 was 

used in the next step without further purification, due to its instability. 

Next, the thiol moiety was installed. Thiourea was dissolved in THF and stirred 

under reflux. Once the thiourea had completely dissolved, the compound 80 

was added and the resulting solution was stirred at reflux overnight. Following 

this, the solvent was removed in vacuo and the solid residue was re-dissolved 

in aqueous 50% sodium hydroxide solution. This was then stirred at reflux for 

2 hrs. After being allowed to cool this was acidified to cause the product 81 to 

precipitate out, which was collected and dried. A yield of 36% was achieved 

during this step. 

The next attempted step was a Suzuki reaction to install the phenyl group. 

Whilst sulphur is known to poison palladium catalysts in these types of 

reactions186, it was thought that it might be possible to prepare a small amount 

of product before complete deactivation of the catalyst. As this was the final 

step of the synthesis this would be acceptable, as it would easily enable late 

stage derivatisation and only a small amount of the product would be needed 

for assays. Unfortunately this hypothesis proved invalid and no product was 

obtained from these efforts. 

To confirm that the issue was due to catalyst poisoning via coordination of the 

thiol moiety, and not due to any other factors such as reagent quality, 3‐

(sulfanylmethyl)‐[1,1'‐biphenyl]‐4‐carboxylic acid (27) was synthesised as 

described by Cain152 (Scheme 5). This proceeded without issue and the 

desired final product was obtained. 
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Scheme 5. The synthesis of 3‐(sulfanylmethyl)‐[1,1'‐biphenyl]‐4‐carboxylic acid, as described by Cain.  

As the original route could not be completed due to the unsuccessful Suzuki 

reaction step, the desire for a late-stage diversification point was pursued from 

using an alternative approach. Since the Suzuki reaction was successful using 

2-bromophthalide, it was posited that formation of the corresponding 

thiolactone (84) would enable the Suzuki reaction with the desired aryl 

substituent (85) and then a simple ring opening via hydrolysis would yield the 

final product (86) (Scheme 6). 

 

Scheme 6. The planned synthetic route, utilising a late-stage diversification strategy. 

The synthesis of 84 from 81 was simple and gave quantitative yields. The 

reactant was stirred in neat trifluoroacetic acid at 75 °C and the excess solvent 

was removed in vacuo. The product required no further purification.  

The reopening of the thiolactone ring in compound 84 was then attempted. 

Thus, compound 84 was stirred in aqueous hydrochloric acid solution at 100 

°C overnight. Once cooled the reaction mixture was washed with ethyl 

acetate, removing the starting material. Extraneous effort was then put into 

removing all solvent from the product, via in vacuo methods and vacuum 

desiccation. Once these steps had been taken the solid that remained was 
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examined via bromocresol stain, which gave a positive response for the 

presence of an acid. On the basis of this stain and previous TLC during the 

reaction and work-up it was believed the ring opening was successful. 

Alongside this work, Suzuki reactions were being done with the 5-

bromophthalide substrate, for the dual purposes of honing reaction conditions 

for Suzuki reactions with 84 and to aid in developing a redundant synthetic 

route that could be used as a contingency plan if the current route was not 

successful. 

The focus of these Suzuki reactions was to install an aryl group with a terminal 

amine moiety. This was chosen due to it fulfilling two criteria: side-chain 

interactions of the terminal amine moiety with Tyr67, and satisfying eNTRy 

rules. The final compound that would be produced through this synthetic route 

did in fact have the lowest docking score amongst the docked designed 

compounds, but it was decided that the data gained from it would be useful 

regardless of this (for both examining cellular accumulation and validation of 

the docking model). This led to 4-N-boc-aminomethylphenyl boronic acid 

being the first choice of reactant for the Suzuki reaction. 

Initial Suzuki reaction attempts were successful, albeit low yielding. Using 

tetrakis(triphenylphosphine)palladium with potassium phosphate in dioxane 

and water led to only an 8% yield. The reaction was then attempted using 

palladium XPhos G4 catalyst in THF solvent, but this gave a similar yield of  

7%. This Suzuki reaction using palladium XPhos G4 was also attempted in a 

microwave but no product formation was seen. Fortunately, conditions for a 

similar substrate were found in a patent187. This reaction used 

bis(triphenylphosphine)palladium dichloride in ethanol with triethylamine used 

as the base. This was far more successful than previous attempts, achieving 

a yield of 57% (Scheme 7). 
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Scheme 7. Reaction conditions used to find effective Suzuki conditions for coupling aryl boronic acids 

featuring a terminal polar moiety and 5-bromophthalide. 

These conditions were also found to be favourable when using 4-

aminomethylphenyl boronic acid. Whilst this Suzuki coupling was generally 

more successful in all runs, seeing a yield of 20% when using palladium 

XPhos G4, it was further improved by the newly found conditions to 47%. 

Suzuki reactions were attempted using 84. Initial attempts, which were carried 

out before finding the improved conditions, were completely unsuccessful with 

palladium tetrakis catalyst and either of the aforementioned coupling reagents. 

Much better success was found with the improved conditions, achieving a 

yield of 41% with 4-aminomethylphenyl boronic acid and 71% with 4-N-Boc-

aminomethylphenyl boronic acid. 

Following this, ring opening of the thiolactone 87 was attempted. Unfortunately 

despite the earlier success of a thiolactone ring opening reaction, these 

attempts were unsuccessful. Opening of the thiolactone ring was attempted 

multiple times, with aqueous hydrochloric acid solution, aqueous sodium 

hydroxide solution and under dry conditions using lithium hydroxide as a base, 

but only starting material and unidentifiable products were ever recovered. 

Therefore an alternative synthetic route to the desired functionalised thiol 

inhibitors was investigated. This route had been partially developed for 
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redundancy in case of previous attempts being unsuccessful (Scheme 8). 

Diversification using this route came at the first step, hence why this was less 

preferable versus other previously attempted routes that featured 

diversification at later stages, but this route was proven to work as it had 

shown in the synthesis of 29. 

 

Scheme 8. The alternate synthetic route, following that proven to work previously in Cain152. 

35 and 39 had both been previously synthesised (Fig. 36). It was decided to 

proceed with the route using only the non-protected compound, as the Boc 

group would have been cleaved in the next step regardless (ring opening of 

the lactone with iodotrimethylsilane, which also removes Boc groups) and it 

was judged to be wise to not introduce another variable into the reaction. 

 

Figure 36. Previously synthesised compounds featuring a terminal amine residue. Compound 39 was 

carried forward for further synthesis as the next step of the reaction would remove the Boc group of 

35 anyway, and so a simpler approach was preferred. 

Unfortunately despite multiple attempts the ring opening of the lactone with 

iodotrimethylsilane was not successful. This ring opening normally occurs via 

silylation of the ester bond. The soft base that is the iodine ion then attacks 

the carbon adjacent to the non-carbonyl oxygen and the CO bond is cleaved. 

Upon aqueous work-up, the resulting silyl ether is then converted to the 

carboxylic acid (Fig. 37)188. Unfortunately in the present attempts, the terminal 

amine moiety seemed to interrupt this process, but exactly how it did so is 
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unclear. It was first thought that the nucleophilic amine was becoming 

silylated, therefore causing the ester target to not be as labile to cleaving by 

the iodine atom. However the product of this was never seen via analytical 

methods. To investigate this further, 3 equivalents of iodotrimethylsilane were 

used in the reaction so if the suspected reaction was happening there would 

still be enough reagent to ensure the ring opening proceeded as intended, but 

unfortunately this was unsuccessful too. 

 

Figure 37. The mechanism of ester cleavage by iodotrimethylsilane. 

Due to the continual difficulties with the synthesis of a thiol-based inhibitor 

featuring a terminal amine, another final product target was investigated. That 

containing a terminal para-hydroxymethyl group (41) scored far better than 

the amine in the docking runs, by virtue of interactions with Arg205. 

Unfortunately, this molecule did not satisfy all eNTRy rules that were aimed 

for, given that the target molecule did not contain an ionisable amine, but at 

this point it was seen as prudent to make this compromise (Scheme 9). 

 

Scheme 9. The planned reaction scheme to create final compound 2.47 

The initial Suzuki reaction to attach the desired R group to 5-bromophthalide, 

producing 95, was attempted with the optimised conditions described 

previously, and gave an excellent yield of 88%. This reaction was also 
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attempted using the thiolactone and was successful, albeit only giving the 

product in a yield of 13%, however this was not carried any further forward. 

The lactone ring opening of 95 with iodotrimethylsilane was successful in this 

case, giving compound 96 in a respectable top yield of 77%. 

This product was carried forward to the final step of the sequence, first an SN2 

with thiourea and then hydrolysis to give the desired final product 41. This 

reaction was extremely poorly yielding, and it proved difficult to produce 

enough product for analysis, but eventually 15 mg of product, a yield of 6%, 

was obtained. 

It is important to note that the analysis of 41 has not unequivocally confirmed 

its successful synthesis. Curiously, whilst the 1H and 13C NMRs, including 2D 

spectra, were consistent with the desired compound structure, the HRMS 

analysis of this product disagreed with these data. The required negative ion 

mass is 273.0591 whilst the mass found is 271.0609. Without further 

investigation it has not been possible to reconcile this difference. Additionally 

the IR spectrum features all relevant peaks except that those of an SH group 

at 2540 – 2600 cm-1, as this is generally a weak stretch and in this case is 

obscured by other stronger signals. It was intended to send a small amount of 

the compound for elemental analysis, but unfortunately due to the small 

amount produced after submission for assays there was not enough 

compound remaining to do this. Therefore whilst the data for this compound 

somewhat supports its successful synthesis, this must be met with a 

reasonable amount of uncertainty. It is also relevant that the compounds prior 

in the synthetic route do appear to have been successfully synthesised based 

on analytical evidence. 

Following this, the synthesis of further terminal hydroxide bearing compounds 

was attempted, altering the position of the group on the biaryl ring from the 

para position to the meta and ortho positions (Fig. 38). In both cases the 

Suzuki reaction was successful and gave the desired products in acceptable 

yields. Unfortunately the iodotrimethylsilane step was not compatible with the 

meta-hydroxyl variant, and the thiol installation step was unsuccessful with the 

para-hydroxyl variant. 
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Figure 38. The successfully synthesised thiol-based inhibitor (left), and its two unsuccessful analogues. 

The next attempted synthesis of thiol inhibitor-based analogues involved 

compounds with carboxylic acid units in the ortho, meta or para positions 

respectively of the aryl ring, as these were also high scoring compounds within 

the docking runs, with inexpensive boronic acids required for the synthesis 

(Scheme 10). The Suzuki reactions were successful for the para and meta 

versions, with admirable yields of 79% and 84% respectively, but not the ortho 

version. 

 

Scheme 10. Synthetic attempts at forming thiols with terminal carboxylic acids. The ortho- version was 

unable to be formed by Suzuki reaction. The para- and meta- version failed at the ring-opening 

reaction. 

97 and 99 were taken forward to the iodotrimethylsilane ring opening step, but 

this was unsuccessful in both cases. 

As the installed carboxylic acid moiety was the commonality here it was 

suspected that this was the cause of issues in synthesis and so 99 was then 

successfully methylated using thionyl chloride and methanol. Whilst that was 

introducing an ester that may be changed to the carboxylic acid by 

iodotrimethylsilane, it was decided that if only one equivalent of 

iodotrimethylsilane was used in the reaction then the lactone would more likely 
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be opened preferentially due to the strain of the 5-membered ring (Scheme 

11). This hypothesis also proved invalid. 

 

Scheme 11. Protection of the terminal carboxylic acid on 99 and then subsequent ring-opening with 

TMSI was unsuccessful. 

With the repeated issues due to the ring opening a new method of 

accomplishing the synthesis was sought out. A basic hydrolysis of the ester 

followed by tosylation of the created alcohol and subsequent substitution with 

thiourea followed by hydrolysis was seen to be a reasonable route to attempt 

(Scheme 12). 

 

Scheme 12. Creation of the desired thiol final products via a different route, that of tosyl substitution, 

was also unsuccessful. 

The hydrolysis of 99 to create 104 was successful, as was the following 

tosylation. However the final thiourea substitution and hydrolysis failed. This 

marked the end of the attempts to create this series.  
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The one final compound in the thiol series that was synthesised, 4'‐

(hydroxymethyl)‐3‐(sulfanylmethyl)‐[1,1'‐biphenyl]‐4‐carboxylic acid (41), was 

sent for testing in clinically relevant MBLs. 

One other synthetic attempt of note was to install a bioisosteric analogue of 

thiol groups, a difluoromethyl group (Scheme 13). Here, it was reasoned that 

the proton of the difluoromethyl moiety would be removed at the active site of 

the enzyme, much as it is in thiols, and the group would bind in the same 

position, displacing the catalytically essential hydroxide. 

 

Scheme 13. The planned synthesis of a bioisosteric difluoromethyl version of the thiol series. 

The first step involved the ring opening of 5-bromophthalide via bromination 

of the ring, followed by hydrolysis to the aldehyde. This was successful, 

although the product was not completely purified, giving 4‐bromo‐2‐

formylbenzoic acid. This compound was subsequently esterified at the 

carboxylic acid moiety with iodoethane.  

Following this, a procedure for installation of a difluoroalkene found in a patent 

was followed189. This reaction is thought to occur in a Wittig-like fashion via 

the generation of a difluorocarbene group in situ from sodium 

chlorodifluoroacetate, releasing carbon dioxide and sodium chloride. This 

difluorocarbene then reacts with triphenylphosphine to form difluoromethylene 

phosphonium ylide. This very reactive ylide intermediate then attacks the 

aldehyde to give 107 as the product (Fig. 39)190. However despite multiple 
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attempts this approach was unsuccessful. Whilst there were other ideas for 

installation of a difluoromethyl group they were not attempted, as it was 

decided it would be prudent to focus on other endeavours. 

 

Figure 39. The mechanism of installation of a difluoro containing moiety. 

However, two compounds featuring a similar moiety to a difluoromethyl, a 

difluoromethoxy group, were purchased and tested in the second round assay 

(Fig. 40). 

 

Figure 40. These two compounds were purchased and sent for testing in MBLs, to see whether the 

difluoromethoxy group would display inhibition. 

2.3 Dithiocarboxylates 

2.3.1 Introduction 

Dithiocarboxylic acids have been known since 1866, when dithiobenzoic acid 

was discovered by Fleischer as a by-product found during the synthesis of 

thiophenol191. Despite its early discovery and its similarity to carboxylic acids, 

an important and widespread group in medicinal chemistry and life, 

dithiocarboxylic acids have been almost completely unexplored as a functional 

group in MBL inhibitors. This can be in part attributed to the often strong and 

unpleasant odour of sulphur containing compounds, as well as the instability 

and difficulty in handling of dithiocarboxylic acids192. 



- 93 - 

(It is important to note that “dithiocarboxylic acids” also refers to another class 

of compounds that have been tested against NDM-1, showing improved MICs 

in clinical Enterobacteriaceae isolates when co-dosed with Meropenem. 

These compounds in fact contain two thiol acids (C(O)SH), rather than a 

singular dithiocarboxylic acid group (C(S)SH)) (Fig. 41)193. 

 

Figure 41. The dithiocarboxylic acid moiety (112) that this thesis refers to. Another class of compounds 

that have also been referred to as dithiocarboxylic acids is also shown (113). 

To attempt to remedy stability issues, these dithiocarboxylic acids can be 

transformed into dithiocarboxylates, their salt or ester forms. As alkali metal 

salts the compounds show high stability in the solid states at room 

temperature194. If left in their non-salt forms, there is a tendency for the 

compounds to form disulphides, thiol acids or oligomers192. 

Interestingly, Grote et al. found that aryl dithiocarboxylic acids with 

substituents in the ortho and para positions around a phenyl ring were 

inherently more stable in their free forms and so were able to be isolated and 

analysed, whereas smaller dithiocarboxylic acids, including dithiobenzoic 

acid, were not. 

Another problem that can occur when synthesising these compounds is the 

formation of a dianion when there is an α-hydrogen available. This can cause 

double deprotonation of the group, therefore resulting in another byproduct 

(Fig. 42)192. Thus, synthesis of aryl dithiocarboxylic acids can be less 

problematic as this cannot happen without an α-hydrogen present. 

 

Figure 42. Double deprotonation of the dithiocarboxylate group can occur if there is an available α-

hydrogen. This cannot occur in aryl dithiocarboxylic acids, so these have been seen to be more stable. 

The pKa of these acids is much lower than that of their oxygen counterparts, 

for example, the pKa of the simplest aryl dithiocarboxylic acid, dithiobenzoic 
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acid, is 1.92195. This can be attributed to the addition shell of electrons that 

sulphur possesses in comparison to oxygen. 

It has been noted before that these compounds may be useful in therapeutics, 

as they have shown antifungal activity that can perhaps be attributed to their 

chelating properties196. The chelating activity of these compounds with ZnII 

has been shown in other inorganic studies197. 

For the present investigations involving the establishment of a ‘toolbox’ of Zn-

coordinating moieties that could be used to create inhibitors of MBLs, it was 

therefore attractive to explore the potential of dithiocarboxylate-based MBL 

inhibitors. Lending further support to this proposal is the recent report of 

dithiocarbamate containing inhibitors against MBLs. Thus, Zhang et al. 

showed sodium 1,4,7-triazonane-1,4,7-tris(carboxylodithioate) (115, Fig. 43) 

restored meropenem activity against NDM-1 in in vitro assays. Furthermore, 

these compounds were tested in resistance gene blaNDM-1 carrying 

Escherichia coli, Citrobacter freundii, Proteus mirabilis and Klebsiella 

pneumonia and showed restoration of meropenem activity, with low toxicity 

against mammalian cells198. Zhang et al. later extended this work to show the 

activity of non-cyclic compounds featuring the dithiocarbamate moiety and 

also showed this activity in bacteria containing blaIMP-4 genes199. 

Dithiocarbamate activity has been further extended and shown in multiple 

MBLs by Ge et al.200 

 

Figure 43. The structure of sodium 1,4,7-triazonane-1,4,7-tris(carboxylodithioate). 

2.3.2 Synthesis of dithiocarboxylate-based MBL inhibitors 

In order to establish the best approach for synthesising dithiocarboxylates it 

was decided to prepare the simplest aryl dithiocarboxylate, dithiobenzoic acid 

(Scheme 14). The synthetic steps were based upon those described by Kumar 

et al.; it is notable however that these reports referred to only the generation 
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of the dithiocarboxylate group in situ, which was then used immediately 

without isolation201. 

 

Scheme 14. The synthetic route towards dithiobenzoic acid, the simplest aryl dithiocarboxylate and 

the first target product of this series. 

Problems were encountered with producing compound 117, notably that it 

broke down upon purification via normal-phase or reverse-phase flash column 

chromatography. Thus, it was decided to attempt to isolate the product via 

acid-base work ups. This seemed successful at first, but 117 was inherently 

unstable and so was unable to be isolated before breaking down. 

It was thought that perhaps salting the dithiocarboxylate moiety may lend it 

additional stability. The next attempt followed the same synthetic steps as had 

previously been attempted, but then once the dithiocarboxylate 117 was 

generated it was purified via work-up and immediately put into a suspension 

of sodium hydride in dry toluene at 0 °C and stirred for 3 hours, being allowed 

to reach room temperature. This reaction was successful and aided 

purification, as the salt precipitated out of the toluene and the compound could 

then be collected via vacuum filtration as an orange salt. Less than one 

equivalent of sodium hydride was used in the reaction to ensure that there 

was none remaining in the product. This reaction achieved an acceptable yield 

of 24%.  

The product was confirmed using 1H & 13C NMR, and by negative HRMS. The 

13C NMR featured an interesting and useful analytical feature of the 

dithiocarboxylate salt. Initially the carbon signal of the dithiocarboxylate group 

could not be seen. Other analysis indicated that the product was correct, and 

so a wide-field NMR was requested to extend the visible range of the 

spectrum. This showed a signal at 257.1 ppm. 2D HMBC NMR proved this to 

belong to the dithiocarboxylate salt carbon, and this was established as a 

valuable diagnostic peak for these compounds (Fig. 44). 
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Figure 44. A 13C NMR for dithiobenzoic acid, displaying the characteristic dithiocarbonyl carbon peak 

at 258 ppm. 

Encouraged by these results, more substrates were planned to be 

synthesised, to then be converted to Grignard reagents and then 

dithiocarboxylate salts. As these compounds had not been tested in MBLs 

before, docking was not carried out to decide what to make. Any data would 

be useful data, which could hopefully later be used for validation of any 

docking score trends. Thus, the group chemicals were searched for suitable 

substrates with which to transform into dithiocarboxylates. 

Compounds 121 and 118 were successfully synthesised via Suzuki reactions 

of 1,4-dibromobenzene with either phenylboronic acid or 2-naphthylboronic 

acid, giving a 68% yield and 17% yield respectively. However, neither of these 

compounds were successfully converted to their dithiocarboxylate salts. For 

4-bromobiphenyl this was due to the rapid degradation of the dithiocarboxylate 

group. For 2‐(4‐bromophenyl)naphthalene the Grignard generation appeared 

to be unsuccessful (Scheme 15). 
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Scheme 15. Attempted syntheses of two novel dithiocarboxylic acids. Grignard 119 failed to form. 

Dithiocarboxylate 122 rapidly degraded. 

As an alternative route, tert-butyl protection of the dithiocarboxylate moiety 

was attempted, which could then be reacted on and subsequently deprotected 

and salted to create final products (Scheme 16). This was first attempted with 

sodium benzenecarbothioylsulfanide, tert-butyl iodide and tert-butanol but 

was unsuccessful, as the dithiocarboxylate group appeared to have broken 

down during the reaction. This was determined by the lack of a thiocarbonyl 

carbon signal via 13C NMR. 

 

Scheme 16. Planned synthetic route for installation of the dithiocarboxylate moiety, protection, 

diversification and salting to attain final products. 

The next attempt at creating a protected dithiobenzoic carboxylate involved 

generating a Grignard reagent from 1,4-dibromobenzene, generation of the 

dithiocarboxylate group in situ and protection with tert-butyl iodide following 

acidic work-up. This was also unsuccessful. 

This same reaction was attempted but this time with 1,3-dibromobenzene and 

with the addition of tert-butyl iodide prior to any form of work-up, which was 
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again unsuccessful. Making the dithiocarboxylate salt of 3-

bromodithiobenzoic acid was also attempted, but this was, once again, 

unsuccessful. 

Abandoning the idea of tert-butyl protection, directly turning halogenated 

compounds into Grignard reagents and then sodium dithiocarboxylate salts 

was returned to. This was attempted with 3-bromobiphenyl but no product was 

obtained due to rapid degradation. The salt was successfully produced but 

degraded by approximately 50% under nitrogen at room temperature in 1 day, 

giving it a half-life of roughly 24 hours, observed by 1H NMR (Fig. 45). 

 

Figure 45. A section of the 1H NMR of the dithiocarboxylate acid salt of 3-bromobiphenyl. 0 days is 

displayed in red and 1 days is displayed in blue. We can see the relative amount of compound has 

altered in 24 hours. By integrating common non-degraded peaks in the NMR we can measure that the 

product has degraded by approximately 50% over this time. 

3-Bromo-3’-chlorobiphenyl was the next reagent used as a substrate for 

transformation into a dithiocarboxylate (Scheme 17). The dithiocarboxylate 

product was immediately purified via automated normal-phase flash column 

chromatography on silica deactivated with 0.1% triethylamine in DCM. The 

appropriate fractions were then collected and combined, then concentrated in 

vacuo in an RBF. Dry sodium hydride was added to this and the flask was 

then nitrogen flushed. Dry toluene was added and the reaction mixture was 

stirred over 72 hours, giving the product as a deep red solid in a yield of 23%. 

The product was confirmed via 1H NMR, 13C NMR and negative HRMS. 16 

days after isolation the product was tested for purity via 1H NMR and no 

degradation of the product was seen. 
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Scheme 17. The reactions of 3-Bromo-3'-chlorobiphenyl to sodium {3'‐chloro‐[1,1'‐biphenyl]‐3‐

carbothioyl}sulfanide 

At this point compounds were assayed in B1 MBLs at the University of Oxford. 

The assays were conducted by Dr Karina Calvopina202. Inhibition comparable 

to captopril of four B1 MBL subtypes was seen, validating the series as being 

worthy of further investigation. The results will be discussed in full in the 

following chapter. 

There was then a series of unsuccessful attempts at forming stable 

dithiocarboxylates with the following brominated reagents (Scheme 18): 2-(3-

bromophenyl)furan; 1,4-dibromobenzene; 1,3-dibromobenzene; 3-

bromobiphenyl; 4-bromobenzylamine; 2-(3-bromophenyl)naphthalene; [(4‐

bromophenyl)methyl]bis(trimethylsilyl)amine. Evidently, this was not a robust 

synthesis. A further attempt of making sodium {[1,1'‐biphenyl]‐3‐

carbothioyl}sulfanide from 1,3-dibromobenzene was successful, albeit in a 3% 

yield. 

 

Scheme 18. Various brominated compounds that failed to be converted to their dithiocarboxylic acid 

analogues. 
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Due to the difficulties with synthesis other protection strategies were 

investigated. One promising avenue was a tris(triethylsilyl)silane protecting 

group, which has shown use before as a protecting group for carboxylic 

acids203. The synthetic steps to attaching this group were production of 

tris(triethylsilyl)triflate from tris(triethylsilyl)silane and triflic acid, followed by 

addition of the sodium dithiocarboxylate salt with imidazole (Scheme 19). 

Despite some possible product produced in the reaction the product was not 

obtained through multiple attempts. However, this may have been due to 

possible UV reactivity of the group, of which purification had been attempted 

via automated column chromatography measured via a UV trace. Whilst Tan 

et al. stated that 24 hours irradiation was required to fully deprotect the 

functionality, this concerned carboxylic acids, not the sulphur equivalent. 

Therefore the reaction was attempted again without purification using UV 

trace analysis, but this was again unsuccessful. 

 

Scheme 19. The hypothesised protection of a dithiocarboxylic acid with a triethylsilyl group. 

Another route of making dithiocarboxylate salts that was attempted was via 

aryl lithium reagents. If successful this would create insert the desired 

functional group and create the lithium salt in one synthetic step (Scheme 20). 

This was attempted with phenyllithium but was unsuccessful. 

 

Scheme 20. The failed attempt at converting phenyl lithium to its dithiocarboxylate lithium salt 

analogue. 

Thus, the only method of synthesis and isolation that had been successful 

was returned to, but this time with a further simplification: purchase of the 

Grignard reagents for use directly. Some of the failures seen could be directly 

attributed to unsuccessful generation of the Grignard, so removing this 
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variable from the synthesis and enabling a two-step route (dithiocarboxylate 

generation then salting) seemed sensible. 

The first attempt at this was with 3-[bis(trimethylsilyl)amino]phenyl magnesium 

chloride. Whilst the dithiocarboxylate group was installed successfully (as 

seen via LC-MS), the product degraded before isolation and purification were 

possible. 

However, 4-[bis(trimethylsilyl)amino]phenyl magnesium bromide was 

successfully reacted and purified to give sodium (4‐

aminobenzenecarbothioyl)sulfanide in a respectable 29% yield. This 

reinforces the importance of electronics on the stability of these compounds, 

as highlighted by Grote et al192. 

2-Thienyl magnesium bromide was successfully reacted too, but once again 

this compound quickly degraded, despite yielding a promising looking deep 

red solid initially. 

Benzyl magnesium chloride was also successfully reacted, as seen by LC-

MS, but this also quickly degraded (possibly due to double deprotonation as 

this compound featured an available α-hydrogen adjacent to the 

dithiocarboxylate moiety) (Scheme 21). 

 

Scheme 21. Successful conversions of brominated reagents to their dithiocarboxylate sodium salt 

analogues. 
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Due to the synthetic difficulties encountered it was deemed prudent to 

purchase pre-made Grignard reagents that computational docking predicted 

to result in potent inhibitors once transformed to their dithiocarboxylate 

versions. Whilst it was not possible to effectively validate the docking results 

with only a limited amount of biological results and no obtained crystal 

structures, it was decided that it would be better to decide what compounds 

to next synthesise based on docking results regardless, since 

dithiocarboxylates had shown inhibition in MBL assays. A selection of 

Grignard reagents was filtered through computational docking, utilising 

KNIME workflow software to perform a virtual reaction on a Fluorochem 

Grignard catalogue. This converted the Grignard reagents into 

dithiocarboxylates using RDKit software nodes, and the resulting compounds 

were then docked into a prepared protein grid (PBD: 5K48) using the Maestro 

nodes within KNIME (Fig. 46)204,205. The Glide docking here used the OPLS4 

forcefield180. 

 

Figure 46. The workflow used for computational docking of a catalogue. The source file received from 

Fluorochem was inserted into the “SDF Reader” and the structures were then converted to an RDKit 

suitable format from SMILES by “RDKit From Molecule”. A reaction was designed in Chemdraw to 

convert Grignard moieties to dithiocarboxylate groups, in the “Rxn/RD Reader” node. This was the 

instruction for the “RDKit One Component Reaction” node, which had the prepared molecules to input. 

The results of this were put into “RDKit Kekulizer” to make them suitable for use in Maestro software 

nodes. The resultant prepared molecules were then prepared for docking via the “LigPrep” node. A 

preprepared grid was entered in the “Glide Grid Reader”. The two aforementioned nodes were then 

input into two “Glide Ligand Docking” nodes, one that specified metal constraints at the active site 

and one that didn’t, and the molecules were docked. 
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The results with metal constraints were selected after viewing the docked 

poses. The top results of this selection were chosen to be purchased based 

on multiple factors: docking score, observed pose, skeletal variance and price. 

A high docking score was desired as this should correlate to effective 

inhibitory activity within the target MBLs. The observed pose must appear 

reasonable for the compound to be selected; that is, it must dock the 

compound with the dithiocarboxylate moiety placed in a position to displace 

the hydroxide ion and otherwise appear reasonable in its interactions and 

spatial placement. Exploring skeletal variance was essential for these 

compounds due to the instability of the dithiocarboxylate group; making a 

variety of compounds with different skeletal structures increased the chances 

of finding a stable substrate from which to continue this series. On the basis 

of these criteria, five new target molecules were selected (Fig. 47). 

 

Figure 47. The docked forms of the chosen molecules for purchase along with their docking scores (XP 

GScore), after their planned chemical transformation. Phenyldithiocarboxylic acid is also included. 

Using the previously established dithiocarboxylate salt transforming reaction, 

135 was successfully synthesised. Unfortunately the syntheses of 136, 138 

and 139 were unsuccessful. 

The synthesis was slightly altered for the creation of 137, to form the 

ammonium salt as opposed to the sodium salt. Whilst creation of the sodium 

salt had previously failed, creation of the ammonium salt was successful, 

yielding the product as an off-white solid (Scheme 22). 
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Scheme 22. The attempted transformations of pre-made Grignard reagents to their dithiocarboxylate 

salt analogues. 

Successfully synthesised compounds were submitted for HPLC analysis and 

sent for IC50 assay in B1 MBLs at the University of Oxford. Results are 

presented in the following chapter. 

2.4 Anethole trithione 

2.4.1 Docking & synthesis 

Anethole trithione is an organosulphur compound used to treat dry mouth206. 

Based on the sulphur rich ring in its structure it was thought that it could be 

used to creating a new series of metal-binding inhibitors. Indeed, the trithione 

group itself appears in a number of compounds with potentially efficacious 

action on various diseases207. 
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It was decided that both anethole trithione itself would be tested, and also to 

attempt to open the trithione group and salt the resulting dithiocarboxylic acid 

moiety to produce 2.89 (Scheme 23). 

 

Scheme 23. The planned chemical transformation of anethole trithione to 145 (sodium [(2Z)‐3‐(4‐

methoxyphenyl)‐3‐sulfanylprop‐2‐enethioyl]sulfanide). 

To investigate the reduction cyclic voltammetry was used to find the reduction 

potential, but this also gave no useful results. As such, this was abandoned. 

However, anethole trithione itself was assayed in B1 MBLs at the University 

of Oxford, in order to observe if it showed any enzymatic activity itself. 
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Chapter 3 

Metallo-β-lactamase inhibition assay results & discussion 

3.1 Metallo-β-lactamase assay platform 

The assay used to determine MBL inhibition was developed by van Berkel et 

al. and used by Cain in previous work by the Fishwick group152,208. Van Berkel 

et al., part of the Schofield group at the University of Oxford, developed this 

assay in response to the lack of an appropriate, efficient screening platform 

for multiple MBLs due to the scarcity of suitable detection substrates for these 

enzymes. 

Previously used screening methods for β-lactamases used chromogenic 

cephalosporin-based substrates, such as CENTA (146)209 and nitrocefin 

(147)210 (Fig. 48), but these compounds are difficult to produce, expensive and 

often suffer from poor substrate recognition by some MBLs, due to the 

diversity of sequence, structure and specificity of the enzymes. Thus the 

development of an inexpensive and robust substrate for MBL detection would 

be a boon to the research area. 

 

Figure 48. CENTA (146) and nitrocefin (147) are chromogenic cephalosporin-based substrates used for 

detection of β-lactamases. 

The group noted that umbelliferone displays strong fluorescence when in its 

free form, whilst being almost entirely unfluorescent when covalently linked to 

an ether211. These properties made it an ideal candidate for the development 

of a fluorescence assay. The umbelliferone moiety was connected to 

cephalosporin via an ether bond. When introduced to a β-lactamase, the β-

lactam ring is hydrolysed and umbelliferone is released, resulting in an 

increase in fluorescence (Fig. 49). This newly developed substrate was called 

FC5208,212. 
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Figure 49. Newly developed fluorescence based screening substrate FC5 (148). When the β-lactam 

moiety is hydrolysed umbelliferone (150) is released, resulting in at increase in fluorescence. 

FC5 displayed fantastic results as an assay substrate, being highly sensitive 

and therefore enabling enzyme concentrations of up to twenty times lower 

compared with previously used substrates with NDM-1. FC5 also displayed 

favourable results in VIM-2, IMP-1 and SPM-1 (SPM-1 is unusual in MBLs in 

that it displays structural features found in both B1 and B2 MBLs213), 

performing equally as well or better than previously used substrates. In all 

cases FC5 allowed the use of low enzyme concentrations (> 1nM) and 

enabled the detecting of weak binding fragments or slow binding inhibitors208. 

3.2 Biological results 

A selection of eleven compounds of interest were sent to the Schofield group 

at Oxford University for IC50 assays in clinically relevant B1 MBLs: IMP-1, 

NDM-1, VIM-1 & VIM-2 (Fig. 50). These compounds were selected for the 

reasons outlined in the preceding chapter. 
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Figure 50. Ten of compounds tested in B1 MBLs, and captopril (one compound has been omitted as it 

was found to be incorrectly synthesised). Compounds 84, 151 and 152 were sent for assay on the basis 

of recommendations by Cain152. Compound 41 is the only final compound synthesised in the thiol-

based inhibitor series. Compounds 153, 154 and 126 are the first compounds synthesised in the 

dithiocarboxylate series. Compound 155 is anethole trithione, purchased to test activity in MBLs as 

the potential basis of a future series. Compounds 110 and 111 are compounds purchased to test the 

activity of the difluoromethoxy group in MBLs. Captopril is a known inhibitor of MBLs. 

Assays were performed by Dr Karina Calvopina202. All data points were 

performed in quadruplet and the mean is shown; outlying data points were 

discounted. Results were received as a series of graphs, with the response 

curve of captopril also shown to serve as a comparison point (Graphs 1-8). 

pIC50 (µM) results were also received (Table 4). 
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 pIC50 (µM) 

 VIM-1 NDM-1 VIM-2 IMP-1 

Captopril 4.7 4.7 5.7 5.0 

* 84 <4.0 <4.0 <4.0 <4.0 

* 151 <4.0 <4.0 <4.0 <4.0 

* 152 <4.0 <4.0 <4.0 <4.0 

* 41 <4.0 <4.0 <4.0 <4.0 

* 153 4.2 5.0 4.0 4.5 

* Omitted <4.0 <4.0 <4.0 <4.0 

* 154 <4.0 4.1 <4.0 <4.0 

* 126 4.4 5.3 4.3 4.8 

* 155 <4.0 <4.0 <4.0 <4.0 

* 110 <4.0 <4.0 <4.0 <4.0 

* 111 <4.0 <4.0 <4.0 <4.0 

Table 4. The results from the first set of compounds sent for assays in B1 MBLs. (*) Highest 

concentration tested 100 µM. Results for Omitted should be ignored due to an error in synthesis. 
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Graphs 1-8. Response curves of compounds sent for testing in B1 MBLs, alongside captopril. 
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3.3 Analysis of metallo-β-lactamase enzyme assay results 

 

Figure 51. The structures of thiolactone compounds 84, 151, 152 and thiol compound 41. 

Compounds 84, 151 and 152 (Fig. 51) were produced in the attempted 

synthesis of thiol-based compounds. These compounds were tested to 

examine the potential of thiolactones as MBL inhibitors, via a prodrug 

approach whereby the thiolactone is hydrolysed in the cell and the thiol can 

then bind to the active site of the enzyme (Fig. 52).  

 

Figure 52. The proposed hydrolysis of 85 in MBL enzymes, to be harnessed as a prodrug approach for 

MBL inhibition. 

Compound 84 showed no inhibition in VIM-2 and IMP-1. However, this 

molecule did exhibit slight inhibition at 100 µM (~80% percent response) in 

VIM-1. In NDM-1 the percent response follows inhibitor concentration closely, 

but unfortunately is still very weak, with the same approximate percent 

response at 100 µM. 

Compound 151 showed no inhibition in any of the assays. This may be due to 

the terminal amine group causing the compound to coordinate elsewhere in 

the enzyme, resulting in no active site effects. Otherwise, it would be expected 

to have similar inhibition to the other thiolactones tested. 
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Compound 152 showed signs of weak inhibition in all tested enzymes at 100 

µM. However, in no case was it significant enough to have an IC50 above 1mM. 

These results agree with Cains previous findings152, suggesting that the 

thiolactones are not being hydrolysed by the enzymes, with hydrolysis 

happening either too slowly to be detected via the assay or not at all.  

Compound 41 showed similar activity to the aforementioned compounds. No 

activity was seen in VIM-1, whilst very modest activity was seen in the other 

MBLs. This was a very disappointing result from a compound that had taken 

a lot of work to produce, and is not in line with docking predictions.  

The similar activity of 152 may suggest that this compound cyclised into its 

thiolactone form in the time between the time of synthesis and analysis, and 

the time of assay. This would explain the difference in activity between this 

compound and those previously tested by Cain152.  

It should also be noted that HPLC analysis at the time of assay revealed 41 

to only be 75% pure. The degradation of the compound was previously implied 

following an earlier analysis of the material using 1H NMR, but not quantified 

until the time of assay. 

Once again it must be reiterated that the identification of 41 it not unequivocal. 

Resynthesis and another round of assay testing is required for validation of 

this negative results. 

 

Figure 53. The structures of dithiocarboxylate salt compounds 153, 154 and 155. 

The results of the biological assays for compound 153 (Fig. 53) were far more 

encouraging. In all MBL assays this compound showed inhibition generally 

between 10 - 50 µM. At 100 µM concentration the compound showed similar 

inhibitory values to that for captopril in all cases, with results in VIM-2 being 

markedly better. With this proven potency it was possible to justify further 

development of compounds featuring this moiety.  
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Some degradation of 153 was noted via HPLC at this point. Whilst the 

compound was thought to be almost entirely pure at the time of synthesis, 

when analysed by the time of assay it was revealed to have degraded to 86% 

purity.  

Results for 154 in all tested MBLs were disappointing. The reason for these 

poorer than expected results were explained via the HPLC results. From the 

time of synthesis to the time of assay, the compound had significantly 

degraded, being only 42% pure at the time of assay. This can somewhat 

explain the poor assay results, as it is the dithiocarboxylate warhead moiety 

that is the likely point of degradation (this moiety being the common 

functionality and known as being unstable, as noted in literature192). 

Nevertheless, reasonably significant inhibition was seen in NDM-1 whilst poor 

inhibition was seen in IMP-1 and no inhibition was seen in assays involving 

the VIM subtypes. This may suggest that the aryl group attached to the 

molecule causes selectivity between MBL subtypes to arise, as suggested by 

docking performed within the different MBL substypes (Fig. 54). 
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A   B  

C   D  

Figure 54. Poses of 154 displayed via docking analysis (A – IMP-1, B – VIM-1, C – VIM-2, D – NDM-1). 

All images are orientated similarly around the active site. The pose of 154 in IMP-1 is predicted to be 

markedly different but the poses in other tested subtypes are predicted to be somewhat similar. 

Compound 126 showed very encouraging results in the tested MBL assays. 

However, the IC50 results were slightly poorer than those seen for 153. Once 

again, HPLCs revealed that the compound was not of the desired purity at the 

time of testing, due to degradation. At the time of assay the compound was 

only 60% pure. Under the assumption that the degradation compounds do not 

inhibit MBLs, then we can extrapolate the true potency of this compound being 

greater than that of 153. However, more work investigating and identifying the 

breakdown products, and subsequent assays in MBLs thereof, would be 

required to confirm this hypothesis. 

 

Figure 55. The structures of purchased compounds 110, 111 and 150. 



- 118 - 

Compounds 110 and 111 were purchased from commercially available 

sources as fragments to investigate whether the difluoromethoxy group could 

act as a inhibitor analogously as to how a thiol-based inhibitor would act. 

Modest inhibition was seen by 111 (shown on graphs 5, 6 & 8) whilst no 

inhibition was seen in the tested MBL subtypes with 110. This suggests that 

the inhibition is due to the binding of the carboxylate moiety of 111, rather than 

the difluoromethoxy group, as this is the only point of difference between the 

compounds.  

Compound 155, anethole trithione, showed no inhibition of any of the MBLs. 

A second round of testing with the same assay panel was completed for a 

further selection of synthesised dithiocarboxylate containing compounds (Fig. 

55). Skeletal variance between structures was desired to explore the stability 

of the dithiocarboxylate group on different substrates. 

 

Figure 56. The second round of compounds send for testing against B1 MBLs. 153, 154 and 126 were 

included for a second round of testing, to validate previous results. 

 pIC50 (µM) 

 VIM-1 NDM-1 VIM-2 IMP-1 

Captopril     4.1 5.2 5.8 5.5 

* 153 <3.3 <3.3 <3.3 ND 

* 154 <3.3 <3.3 <3.3 4.1 

* 126 4.0 5.2 3.9 5.1 

* 131 <3.3 <3.3 <3.3 3.6 

* 140 <3.3 3.8 <3.3 <3.3 

* 142 <3.3 <3.3 <3.3 <3.3 

Table 5. The enzymatic results from the second set of compounds sent for assays in B1 MBLs. (*) 

Highest concentration tested 5 mM.  
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Graphs 9-12. Response curves of compounds sent for the second round of testing in B1 MBLs, alongside 

captopril. 
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Enzyme assay results for 153 in this second round of testing showed lower 

pIC50 results than that of the first round testing results of 153. However this 

was not unexpected, as HPLC results of the compound at the time of assay 

showed 53% purity (this is further explained in section 3.3). These results are 

still useful, as they indicate that the degradation products of dithiocarboxylates 

do not inhibit MBLs, as expected. 

Compound 154 showed similar results to the first round of testing, only 

showing inhibition over the lower bound in a single B1 MBL subtype. 

Interesting, this time it showed inhibition of IMP-1, whereas previously 

inhibition of NDM-1 was shown in this enzyme assay. This means that the 

inhibition shown in both rounds of testing does not provide evidence of 

selectivity, as the level of inhibition in either case is too low to infer this and 

results are inconsistent. 

Compound 126 showed good inhibition in all tested MBLs in this second round 

assay. It showed slightly improved results in NDM-1 and IMP-1 versus the 

VIM subtypes. The results also showed consistency with the first round of 

testing, in terms of potency and selectivity between MBL subtypes. 

Compound 131 showed no inhibition which is most likely due to degradation, 

as discussed in the next section. The compound showed only 27% purity at 

the time of testing via HPLC. 

Compound 140 showed slight inhibition of NDM-1. At the time of assay this 

compound had degraded (62% purity via HPLC), so it is reasonable to assume 

that the pure compound would show significantly better inhibition. Regardless, 

it was encouraging to see inhibition using a dithiocarboxylate moiety in its non-

salted form, as all previously assayed dithiocarboxylates had been sent as a 

sodium salt. 

Compound 142 showed no inhibition. Once again degradation of this 

compound was seen immediately prior to sending (34% purity via HPLC). 

It should be noted that these compounds were not tested for 44 days since 

dispatch. Despite being stored at -80 °C they may have degraded further 

during this time.  



- 122 - 

3.3 Dithiocarboxylate degradation 

Dithiocarboxylates are known to be unstable192. However, this appears to be 

significantly affected by the rest of the constituent molecule to which they are 

a feature of. In fact, they are liable to decompose through a variety of different 

methods, such as the formation of oligomers or degradation to thiocarboxylic 

acids. Grote et al. found a number of different degradation products that 

occurred almost immediately after synthesis, and even when the solutions 

were kept dilute. It was noted that the stability is dependent on the size of the 

stabilising organic group carrying the dithiocarboxylate unit. If the 

dithiocarboxylate moiety lies adjacent to an aryl ring, it also appears important 

to organise substituents around the ring ortho or para to the dithiocarboxylate 

group. It is possible that in this configuration the attached groups in the ortho 

positions may act as steric shield of the dithiocarboxylate group, protecting it 

from intermolecular attack. Whilst this data is useful and informative, it was 

also concluded that it is incomplete and more of these compounds must be 

synthesised and analysed to determine true nature of the stability of 

dithiocarboxylate containing compounds192. 

Therefore stability studies in D2O were conducted via 1H NMR analysis of 153 

(Fig. 57). After one month in D2O, stored at RT in the dark, (red trace) there 

was only a minor change in purity from the compound at 0 days (green trace). 

However, after two months, once again kept at RT in the dark, (blue trace) the 

compound had significantly degraded. The degradation could be seen within 

the D2O solution itself, which had changed from a translucent deep red 

solution to and opaque pink solution in this time. Evidently there is a point of 

acceleration of degradation with this compound in water. Hence, it should be 

stored under anhydrous conditions at all times.  
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Figure 57. Overlaid 1H NMR spectra of 153 in D2O at 0 days (green), 1 month (red) and 2 months (blue). 

The spectra are normalised so that the 153 structure signal is approximately equivalent in all cases. 

The same 1H NMR spectrometer was used at the same settings with the same sample in all cases. 

However this result is somewhat encouraging for the use of these compounds 

as drugs. The stability of over a month in D2O suggests that more stable 

substrates of these compounds can survive in water for extended periods of 

time; certainly enough time for activity in the body to occur and notably over 

the period of time that common antibiotics such as penicillins would be active 

in the body. 

During the syntheses the degradation of many compounds was seen (Fig. 58), 

including: [1,1'‐biphenyl]‐4‐carbodithioic acid (122), [1,1'‐biphenyl]‐3‐

carbodithioic acid (156), 3‐aminobenzene‐1‐carbodithioic acid (157), 

thiophene‐2‐carbodithioic acid (158), 2‐phenylethanedithioic acid (159); plus 

many others that degraded even before their analysis. 

 

Figure 58. A selection of dithiocarboxylate containing compounds that rapidly degraded. 
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Some of these synthesised dithiocarboxylates degraded even in their sodium 

salt forms under nitrogen and kept in a freezer, suggesting that there may not 

be a reliable form of the dithiocarboxylate moiety for easy storage. 

Compound 131 was seen to degrade immediately after synthesis. HPLC 

spectra of the compound showed a reduction in purity from 94% to 27% over 

thirteen days when kept under nitrogen at room temperature. Some of this 

degradation may have occurred when the sample was solvated for HPLC 

analysis. When 131 was later repurified via automated reverse phase flash 

column chromatography the products were all collected and submitted for 

NMR and LC-MS analysis. 

The first compound to be collected from the column (fraction 2, where each 

fraction refers to an 18 mL test tube) was the desired product, showing the 

correct mass following analysis using LC-MS. Other compounds were 

collected in fractions following this, none of which showed the correct mass. 

This is logical, with the original desired compounds being expected to be 

collected from the column in 100% water, given the polar structure of 131, and 

the degraded compounds that no longer contain an intact dithiocarboxylate 

moiety expected to be collected from the column at a lower water/acetonitrile 

ratio. 

The other compounds to be collected from the column were at fractions 11 -

13, 14 - 17 and 18 – 19, as viewed on the Biotage column chromatogram UV 

trace. These were the only major fractions and so were the ones chosen for 

analysis. There was some overlap of the peaks on the UV trace which shows 

that some fractions will not be only a single product, they will be a mixture of 

products. 

The LC-MS spectra of fractions 11 - 13 (Negative ion mass found 270.71-

270.74) suggests the compound to be a dimer (160, formula C14H12N2O2S). 

This may be a dimer formed after degradation of the dithiocarboxylate to 

thiocarboxylate (Negative ion mass required 271.0547) (Fig. 59). 
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Figure 59. Suspected products of degradation of compound 131 from reverse-phase column 

chromatography fractions 11-13. 

The LC-MS spectrum of  fraction 14 (Negative ion mass found 286.77) 

suggest the compound to be a dimer formed when only one of the product 

molecules has degraded to a thiocarboxylate (161, formula C14H12N2OS2, 

Negative ion mass required 287.0318) (Fig. 60) 

 

Figure 60. Suspected products of degradation of compound 131 from reverse-phase column 

chromatography fraction 14. 

The LC-MS spectra of fractions 15 - 19 seems to consist of variety of 

oligomers formed from product and degraded product monomers (Fig. 61), of 

the following structure and expected masses (negative ion masses found are 

shown in brackets):                    

162, C14H12N2S3 negative ion mass required 303.01 (found 302.71-302.78);         

163 C21H17N3O2S2 negative ion mass required 406.07 (found 405.99-406.03);   

164, C21H17N3OS3 negative ion mass required 422.05 (found 421.95);         

165, C21H17N3S4 negative ion mass required 438.02 (found 438.88-438.89);       

166, C28H22N4O3S2 required negative ion mass 525.11 (found 525.15);         

167, C35H27N5O5S negative ion mass required 628.17 (found 629.04).    

Analysis of further fractions and masses was discontinued here, as it seems 

clear that all constituents are products of oligomerisation after fraction 2. 
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Figure 61. Suspected products of degradation of compound 131 from reverse-phase column 

chromatography fractions 15-19. 

Due to the extremely similar proton environments of the different oligomers, 

the 1H NMR spectra were not useful for structure determination. The proton 

NMR spectra did however all show characteristic symmetrical doublet peaks 
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as expected for the symmetrical phenyl ring structure of 131 oligomers, so this 

does lend some further evidence towards the hypothesised structures. 

Because of the machine time required for wide-field 13C NMR acquisition 

these were not obtained for the oligomers in order to determine whether the 

dithiocarbonyl carbon peak was present for these fractions. 

Whilst these results may not be completely representative of all aryl 

dithiocarboxylate compounds, they do infer an explanation of the poor stability 

of these compounds: that the dithiocarbonyl carbon is highly susceptible to 

nucleophilic attack. 

3.4 The mass difference problem 

Throughout this work, with the exception of the work on the synthesis of cyclic 

boronates, sulphur has been a major feature of the compounds made. The 

design has been focused upon a sulphur containing warhead to be the primary 

moiety in the inhibition of the active site of the targeted metalloenzymes. 

However in multiple compounds a discrepancy has appeared in HRMS 

analysis of these compounds. For three separate compounds, with unrelated 

synthetic routes, the mass that was found is approximately 2 ppm different 

from that which is expected (Fig. 62). 

 

Figure 62. The three sulphur containing compounds displaying the mass discrepancy on the same 

HRMS machine, with their expected mass ions and the mass found. The difference between the mass 

needed and mass found is similar (< 0.02 ppm) in all cases. 

Repeated attempts to obtain the expected mass ion via HRMS were 

unsuccessful. Thus far, it has not been possible to explain this discrepancy 
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despite attempts to reconcile the displayed masses with possible differences 

in structure, whilst maintaining coherence with other analytical results. 

It has also not been possible to find other examples of this discrepancy within 

the literature. Therefore it seems appropriate to note this unexpected result in 

the synthesis of these compounds and to recommend further investigation of 

this in future work. 
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Chapter 4 

Conclusions & Future Work 

4.1 General conclusions 

The research described in this thesis has involved an investigation into the 

potential of known metal-binding functionalities as to their viability in 

metalloenzyme-targeting drug design. It has also explored little known metal-

binding moieties in an attempt to introduce them to the repertoire of “tools” 

that a medicinal chemist has available when designing novel metal-binding 

inhibitors.  

For the purposes of this investigation the targets chosen were B1 MBLs, 

namely VIM-1, VIM-2, IMP-1 and NDM-1. These enzymes feature a dizinc 

active site and are all clinically relevant, making them appropriate choices. 

Another reason for this choice is access to a sensitive assay, which is 

essential for identification of weakly-binding fragments, as newly explored 

pharmacophores may be. 

In silico design was used throughout to guide molecular design. Schrödinger 

Glide software is a powerful tool for predicting the potency of potential 

inhibitors and such methods are commonplace is modern drug design, owing 

to their ability to streamline and optimise the drug design pipeline when used 

effectively. KNIME was effectively used alongside Schrödinger software to 

enable the selection of desired structures from large libraries. 

This work successfully extended the investigation of one class of previously 

identified inhibitor. It also identified a novel inhibitory moiety in MBLs, which 

showed comparable activity to a known inhibitor in all tested subtypes. 

4.2 Thiol-based inhibitors 

4.2.1 In silico design 

Significant in silico design was used to develop thiol-based inhibitors designed 

to be more effective than those previously synthesised in the Fishwick group. 
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Through utilisation of previous inhibitory activity assays numerous model 

systems were built and compared to find that which best matched empirical 

evidence. These differed in the settings and arrangements of the 

computationally modelled enzymatic systems, culminating in a total of 

fourteen models being compared (these can be seen in Table 2 in section 

2.2.2.4). These were statistically analysed using the coefficient of 

determination and Kendall rank correlation coefficient. That which scored a 

coefficient of determination value closest to 1 and a Kendall rank correlation 

coefficient closest to -1 was selected, using standard deviation to judge 

whether the difference in these values from those of other models was 

statistically significant. This model was then taken forward for use in molecular 

design. 

Docking results showed that molecules featuring a polar terminal moiety were 

expected to show greater inhibition of the VIM-2 target structure. Therefore 

these particular molecules were the aim of synthesis. These additional results 

were intended to then be used to refine the docking model for future work. 

4.2.2 Synthetic development of thiol-based inhibitors 

Previously identified thiol-based inhibitors in the Fishwick group reported by 

Cain et al. showed inhibitory activity in MBLs comparable to known inhibitors 

(i.e. captopril), and so were an ideal point of further development150. At the 

start of the project it was noted that none of these inhibitors featured polar 

moieties on the R group attached via a Suzuki reaction (Fig. 63). This was 

especially poignant, as these functionalities were expected to enhance the 

activity of the inhibitors through interactions with polar residues in the active 

sites of those enzymes targeted. 

 

Figure 63. No compounds of this form were made in the original series by Cain, where R represents an 

aryl group and X represents a polar moiety that can interact with side-chains in enzymatic active sites 

for improved binding. 
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New synthetic routes were designed based on late-stage diversification of the 

series. The progress in these routes gave rise to development of a number of 

novel compounds featuring a thiolactone moiety. Unfortunately at the final 

stage of synthesis this particular route proved unworkable, despite thorough 

and repeated attempts via differing means. 

Thus, further synthetic routes were developed. These routes sacrificed late-

stage diversification but this was deemed ultimately necessary. However, it 

was seen that the installation of a chemical group bearing a terminal polar 

moiety on the desired portion of the molecule caused many reaction steps that 

were not expected to be troublesome to fail. As such, only one final compound 

in this series was successfully synthesised. 

4.2.3 Biological results 

Despite the expected binding of the one successfully synthesised molecule in 

this series (4.2, Fig. 64) to the target site the biological results were 

disappointing and far worse than expected from docking studies. Due to the 

small amount of 4.2 synthesised it was not possible to unequivocally confirm 

the structure of the tested target molecule. Therefore these results suggest  

that further investigation of using this compound class as effective inhibitors 

of MBLs, and in fact of metalloenzymes in general, is required. 

 

Figure 64. The structure of compound 4.2, the only successfully synthesised thiol-based inhibitor. 

4.3 Dithiocarboxylates 

4.3.1 Fragment validation 

The dithiocarboxylate moiety was successfully synthesised in its simplest aryl 

form, dithiobenzoic acid. To improve the stability of dithiobenzoic acid this was 

further transformed to its salt form, sodium dithiobenzoate (153, Fig. 65). 

When tested in four B1 MBL subtypes, VIM-1, VIM-2, IMP-1 and NDM-1, 153 
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showed inhibition comparable to a known inhibitor, captopril. Due to this 

effective inhibition it was decided to further extend this series to further 

investigate the dithiocarboxylate group as an effective moiety for 

metalloenzyme inhibition. 

 

Figure 65. The structure of 153, the first and simplest aryl dithiocarboxylate salt compounds made. 

4.3.2 Synthetic development 

A short synthetic route was chosen to ensure synthesis was a simple and 

quick process. This was eventually shortened even further through purchasing 

pre-made Grignard reagents, as generation of Grignard reagents had proved 

difficult with some substrates. 

The main development of the synthesis for these compounds was in the rapid 

purification and isolation. On many substrates the dithiocarboxylate moiety 

proved very fragile. Additionally work-up conditions that worked for one 

substrate would often need to be changed when performing the same reaction 

on a different substrate, meaning constant innovation was required. There 

was also an intolerance to column chromatography for the dithiocarboxylate 

group on some substrates. The culmination of all this resulted in synthesis 

being more time-consuming than expected. As such, synthesis resulted in the 

production of six final compounds. 

4.3.3 In silico design for further elaboration of the series 

Docking studies were initially done in a VIM-2 crystal structure (PDB ID: 5K48) 

looking at the binding of simple fragments. The previous thiol-based ligands 

were used as a guide since they bore some similarity to the newly envisaged 

dithiocarboxylates. Active site coordination was observed and docking poses 

appeared similar to those of the crystal structure ligand. As the crystal 

structure ligand featured a thiol moiety, which is somewhat similar to the 

dithiocarboxylate moiety, this gave confidence in the docking poses. Thus 

once biological activity of the initial fragment was seen, docking studies were 

extended to explore different substrate structures. 
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Due to the entirely novel nature of these compounds when applied to MBLs, 

as well as the recondite nature of their synthetic tractability and stability, it was 

decided that design would be more focused on a broad selection of 

substrates. 

As such, digital libraries of available Grignard reagents were requested from 

major manufacturers. Fluorochem was able to provide these. KNIME workflow 

software was used with RDKit and Schrödinger Maestro nodes to complete a 

virtual reaction of these Grignard reagents to the target dithiocarboxylic acid 

bearing molecules, followed by subsequent docking into MBL crystal structure 

grids. This informed the choice of selected materials to be purchased once 

further filtered for variety and cost. This large-scale docking based approach 

proved as an effective tool for the use of commercial compound libraries. 

4.3.4 Biological activity 

The first compound assayed, sodium dithiobenzoate (153, Fig. 66), yielded 

very successful results in all four B1 MBL subtypes tested. Comparable 

inhibition to captopril, a known inhibitor of these enzymes, was seen. This was 

further supported with the results of testing of sodium {3'‐chloro‐[1,1'‐

biphenyl]‐3‐carbothioyl}sulfanide (126, Fig. 66), which showed similar 

inhibition to 153 despite lower purity. 

 

Figure 66. Compounds 153 and 126 showed effective inhibition in MBLs, comparable to known 

inhibitor captopril. 

The compounds sent for the second round of assay testing showed inhibition 

lower than that which was expected from the IC50 results seen in first round of 

testing. This is mostly attributed to the degradation of these compounds. 

However, there was some useful information gained from these assays. 

Firstly, the lower IC50 results of 153 in the second assay provides evidence 

that dithiocarboxylate degradation products do not inhibit B1 MBLs, or at least 

inhibit them much more poorly than 153 itself. Secondly, results for 126 were 
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even better than seen in the first round of assays, which indicates that this 

compound may be a suitable for further synthetic elaboration. 

4.3.5 Stability & degradation 

These compounds have been seen to degrade in a multitude of ways. Whilst 

there seems to be some hypotheses on how the substrate affects this 

degradation there is little evidence to lend any unequivocal support. It has 

proved immensely difficult to purify and isolate these compounds. It has also 

been seen that they will degrade in a nitrogen atmosphere at a low 

temperature. Hopefully the data gained in these endeavours will contribute to 

further elucidation of the stability of this potentially powerful functional group. 

The main source of degradation seen in these studies was via nucleophilic 

attack of the dithiocarbonyl, be that by an external source or another molecule 

of the same compound. Large oligomers were seen in the analysis of 

degradation products of 131 (Fig. 67). 

 

Figure 67. The structure of compound 131, which was used for degradation studies of 

dithiocarboxylate salts. It was found oligomers of this compound readily formed. 

4.4 Future work 

4.4.1 Thiol-based inhibitors 

The investigation into these compounds by this work has elucidated two main 

points: 1) synthesis of thiol-based inhibitors bearing a substrate featuring an 

addition terminal polar moiety is not trivial; 2) these inhibitors may not be as 

potent as expected from docking studies. 

Therefore a complete synthetic route redesign is recommended for any future 

investigation of these compounds. The current route has been thoroughly 

investigated through a variety of different permutations and has been found 

lacking in every case. Therefore it does not seem prudent to recommend 

continuing with this series until a more productive route is discovered. 
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4.4.2 Dithiocarboxylates 

The data gained through the enzymatic assays of these compounds is 

encouraging for the development of a series of MBL inhibiting compounds. 

The activity of a fragment that rivals known inhibitors provides a basis for the 

use of the dithiocarboxylate moiety as a “warhead” in the design of future 

metalloenzyme inhibitors.  

The second round of biology assays showed 126 to be the best candidate 

compound to follow up on. It also provided further evidence that 

dithiocarboxylate degradation products do not inhibit B1 MBLs. 

Unfortunately synthesis of these compounds is thoroughly challenging, due to 

the fragility of the dithiocarboxylate moiety itself. This stability appears to be 

extremely substrate dependent, so the exploration of various structures to 

discover which proves to be the most stable would be a valuable endeavour 

to aid the further use of this group in medicinal chemistry. 

Immediate recommendations for further exploration of this group would be to 

test the most simple aryl fragment, sodium dithiobenzoate (153), in other 

metalloenzyme targets, be these other MBLs or entirely different targets. 

Prior to synthetic elaboration of these compounds into drug-like molecules it 

is essential that further studies to explain and tune the stability of the 

dithiocarboxylate moiety be conducted. 
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Chapter 5 

Experimental 

General information 

Computational 

All computational work involving Schrödinger software was completed in the 

Schrödinger Maestro GUI. Preparation of ligands for docking was performed 

using the Schrödinger LigPrep module, using the following settings: OPLS3e 

or OPLS4 forcefields (noted in text); generating possible states at target pH 

7.0 ± 2.0; adding metal binding states via Schrödinger Epik; all other settings 

were set to their default state. The A chain was selected and used for all 

imported proteins. Protein preparation was performed via the Schrödinger 

Protein Preparation Wizard, using the default settings; all waters were 

removed from the crystal structures used unless otherwise noted. Grid 

generation was performed via Schrödinger Receptor Grid Generation using 

the default settings; no constraints were used unless noted in the text; 

rotatable groups were enabled for all residues immediately flanking the active 

site pocket. Unless denoted in the text, computational docking was performed 

using the Schrödinger Glide software package, using the following settings: 

XP (extra precision); add Epik state penalties to docking scores; perform post-

docking minimization (number of poses per ligand to include: 10, threshold for 

rejecting minimized pose: 0.50 kcal/mol); all other settings were set to their 

default state. All poses were examined within the Schrödinger Maestro GUI. 

PyMOL was used for the generation of images. 

Synthetic chemistry 

All solvents and reagents were obtained from commercial suppliers and used 

without further purification. Solvents used were HPLC or analytical grade. Thin 

layer chromatography was performed on aluminium backed silica gel supplied 

by Merck, visualised using an ultraviolet lamp. Normal-phase flash-column 

chromatography was performed using silica gel 60 (40-63 µm particles). 

Automated normal-phase flash-column chromatography was performed on a 

Biotage® Isolera™ One machine using Biotage® Sfär columns of varying 



- 137 - 

sizes between 5 g and 100 g. Automated reverse-phase flash-column 

chromatography was performed using C18 silica columns. Microwave 

syntheses were performed using an Anton Parr Monowave 50 reactor. 

Hydrogen and carbon NMR data were collected on a Bruker Avance III 500. 

All shifts were recorded against an internal standard of tetramethyl silane. 

Solvents used for NMR (chloroform-d, methanol-d4 and DMSO-d6) were 

obtained from Sigma-Aldrich. 1H NMR data is reported in the following format: 

ppm (splitting pattern, coupling constant (Hz), number of protons, proton 

assignment). Signal assignments were deduced with the aid of TopSpin, 

MestReNova, DEPT 135, COSY, HSQC and HMBC. LC-MS (liquid 

chromatography-mass spectrometry) data were recorded on a Donex 

Ultimate 3000 LC system with a MeCN/H2O +0.1% formic acid gradient. 

HRMS data were recorded using a Bruker MaXis impact spectrometer using 

electron spray ionisation. Infrared spectra were recorded on a Perkin-Elmer 

one FTIR spectrometer.  

Biology 

The inhibitory activity of compounds against representative B1 subfamily 

MBLs [obtained according to previously reported production and purification 

procedures: VIM-1214, VIM-2, NDM-1 and IMP-1215] was determined using a 

fluorogenic assay monitoring the enzymatic breakdown of the cephalosporin 

probe FC5215. The FC5/meropenem assays were conducted at room 

temperature in clear-bottomed Greiner 384 black well microplates (FC5) or 

Greiner 96 well UV star microplates (meropenem), using a ClarioStar or 

PHERAstar FS microplate reader (BMG LabTech). Representative β-

lactamases were tested at the following concentrations: VIM-1, 100 pM; NDM-

1, 20 pM; IMP-1, 20 pM; and VIM-2, 500 pM. The concentration of FC5 

employed was 5 μM for all enzymes. IMP-1, VIM-1, VIM-2 and NDM-1 

inhibition assays were screened in “MBL buffer” (50 mM HEPES, pH 7.2, 1 

μM ZnSO4, 1 μg mL−1 BSA, 0.01% v/v Triton X-100). The initial rates of 

reaction (measured after 10 min pre-incubation of the NSPC with the enzyme) 

were assessed by monitoring the fluorescence intensity at λex = 380 nm and 

λem = 460 nm. Following the determination of initial rates of reaction, the data 

were fitted using a four-parameter function: log (inhibitor) vs. response, 
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variable slope in GraphPad Prism 6 to obtain IC50 values81,215. These assays 

were conducted by Dr Karina Calvopina at the University of Oxford202. 

Experimental notes 

The compounds in this section are denoted by their compound name in the 

form RHX, where X is a number. This numbering represents the compound 

codes in the laboratory documents that accompany this work. For those 

compounds listed in the experimental section that are also noted in the 

manuscript, the corresponding compound number as referenced in the 

manuscript will be noted in the compound title in brackets. The compounds 

have been ordered according to their laboratory compound code. 

The inclusion of novel compounds lacking complete characterisation and 

unequivocal identification was ultimately rationalised with the belief that the 

analysis and characterisation provided could be of use to future scientists 

should further enterprise be deemed worthwhile. These compounds are 

denoted with a *. 
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RH1 (4) - 2‐(Bromomethyl)‐4,4,5,5‐tetramethyl‐1,3,2‐

dioxaborolane152 

 

n-Butyllithium (1.60 M in n-hexane, 28.1 mL, 4.50 mmol) was added to a 

solution of dibromomethane (3.86 mL, 5.50 mmol) and triisopropyl borate 

(11.5 mL, 5.00 mmol) in dry THF (20 mL) under nitrogen at -100 °C over 1 hr. 

The solution was stirred at -100 °C for a further 1 hr then allowed to reach RT. 

Methanesulfonic acid (4.17 mL, 4.50 mmol) was added to the solution at 0 °C 

and the solution was stirred for 1 hr. Pinacol (5.32 g, 4.50 mmol) was added 

to the solution at 0 °C and the solution was stirred for 16 hrs, being allowed to 

reach RT. The crude product was purified via vacuum distillation to afford the 

title compound as a colourless oil. 

Yield: 8.82 g, 39.9 mmol, 73% 

1H NMR (400 MHz, CDCl3): 2.59 (s, 2H, CH2), 1.29 (s, 12H, CH3) 

Data consistent with literature values152. 
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RH2 (6) - Tert‐butyl 3‐bromo‐2‐methoxybenzoate152 

 

3-Bromo-2-methoxybenzoic acid (1.00 g, 4.33 mmol) was dissolved in DCM 

(20 mL), then oxalyl chloride (3.00 mL, 35.5 mmol) and DMF (cat., 4 drops) 

were added. The solution was stirred for 2 hrs at RT and then concentrated in 

vacuo. The concentrated solution was dissolved in tert-butanol (20 mL) and 

stirred at 80 °C for 48 hrs. The solution was concentrated and then dry-loaded 

onto a column, then purified via normal-phase flash-column chromatography 

(petrol/ethyl acetate), affording the title compound as a colourless oil. 

Yield: 801 mg, 2.79 mmol, 64% 

Rf: 0.85 (4:1, Petrol/EtOAc) 

1H NMR (400 MHz, CDCl3): 7.66 (dd, J 7.9 & 1.9, 2H, 4/6-H), 7.01 (t, J 7.9, 

1H, 5-H), 3.92 (s, 3H, 1-H), 1.60 (s, 9H, 2-CH3) 

13C NMR (100 MHz, CDCl3): 165.0, 156.4, 136.7, 130.5, 129.2, 125.1, 119.1, 

82.3, 62.2, 28.4 

IR: νmax/cm-1: 2978, 2940, 1720 

m/z (ES): Found: MNa+ 309.0097; C12H15BrO3 requires MNa+ 309.0097 

Data consistent with literature values152. 
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RH3 (5) - (1S,2S,6R,8S)‐4‐(bromomethyl)‐2,9,9‐trimethyl‐3,5‐dioxa‐

4‐boratricyclo[6.1.1.02,6]decane152  

 

2‐(Bromomethyl)‐4,4,5,5‐tetramethyl‐1,3,2‐dioxaborolane (6.32 g, 28.6 mmol) 

and (+)-pinanediol (14.6 g, 85.8 mmol) were dissolved in THF (25 mL) and 

stirred at RT for 48 hrs. The solution was concentrated and redissolved in 

ethyl acetate (25 mL) then washed with water (25 mL). The aqueous layer 

was extracted with ethyl acetate and the organic layers were combined and 

concentrated. The organics were dry loaded onto a column and purified via 

normal-phase flash-column chromatography (petrol/ethyl acetate) to give the 

title compound as a colourless oil. 

Yield: 6.32 g, 23.2 mmol, 81% 

Rf: 0.54 (19:1, Petrol/EtOAc) 

1H NMR (400 MHz, CDCl3): 4.37 (dd, J 9.1 & 1.9, 1H, 6-H), 2.63 (s, 2H, 

CH2Br), 2.30 (m, 2H, 7ax.-H & 10ax.-H), 2.08 (t, J 5.2, 1H, 1-H), 1.92 (t, J 2.5, 

1H, 7eq.-H), 1.91 (dt, 1H, 8-H), 1.42 (s, 3H, 2-CH3), 1.29 (s, 3H, 9ax.-CH3), 

1.20 (d, J 10.9, 1H, 10eq.-H), 0.84 (s, 3H, 9eq.-CH3) 

13C NMR (100 MHz, CDCl3): 87.1, 78.9, 51.4, 39.6, 38.4, 35.4, 28.6, 27.2, 

26.5, 24.2 

IR: νmax/cm-1: 2971, 2919, 2871 

Data consistent with literature values152. 
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RH5 (7) - Tert‐butyl 2‐methoxy‐3‐{[(1R,6S,8R)‐6,9,9‐trimethyl‐3,5‐

dioxa‐4‐boratricyclo[6.1.1.02,6]decan‐4‐yl]methyl}benzoate152  

 

Tert‐butyl 3‐bromo‐2‐methoxybenzoate (100 mg, 0.35 mmol) and 

(1S,2S,6R,8S)‐4‐(bromomethyl)‐2,9,9‐trimethyl‐3,5‐dioxa‐4‐

boratricyclo[6.1.1.02,6]decane (115 mg, 0.42 mmol) were dissolved in THF (10 

ml) and the solution was cooled to -100 °C. n-Butyllithium (1.6 M, 0.54 ml, 

0.86 mmol) was added dropwise over 1 hour and the solution was stirred for 

72 hours, being allowed to reach RT. The solution was concentrated in vacuo, 

water (5 mL) was added and extracted with DCM (3x 5 mL). The organic layers 

were combined and dried (MgSO4) then concentrated in vacuo to afford an 

amber oil. This was purified via normal-phase flash-column chromatography 

to give the title compound as an amber oil. 

Yield: 20 mg, 0.05 mmol, 14% 

Rf: 0.50 (DCM) 

LC-MS (ES): Found: MK+ 439.26 - 439.27; C23H33BO5 requires MK+ 439.21 

 

 

 

 

 

 

 

 



- 143 - 

RH7 - Methyl 2‐methoxy‐3‐methylbenzoate 

 

3-Methyl salicylic acid (1.00 g, 6.57 mmol) and potassium carbonate (3.63 g, 

26.3 mmol) were dissolved in acetone (100 mL) and dimethyl sulphate (2.73 

mL, 26.3 mmol) was added. The solution was stirred at 60 °C for 16 hrs. The 

solution was allowed to cool to RT and the solvent was removed in vacuo. The 

residue was redissolved in water (100 mL) and extracted with ethyl acetate (3 

x 50 mL). The organics were combined and washed with water (50 mL) and 

brine (2 x 20 mL), then dried (MgSO4) and concentrated in vacuo. The product 

was purified via normal-phase flash-column chromatography, affording the 

title compound as a colourless oil. 

Yield: 1.18 g, 6.52 mmol, 99% 

Rf: 0.29 (4:1, Petrol/EtOAc) 

1H NMR (400 MHz, CDCl3): 7.63 (d, J 7.7, 1H, 4-H), 7.34 (d, J 7.4, 1H, 6-H), 

7.05 (t, J 7.7, 1H, 5-H), 3.91 (s, 3H, 1-CO2CH3), 3.83 (s, 3H, 2-OCH3), 2.32 

(s, 3H, 3-CH3) 

13C NMR (100 MHz, CDCl3): 167.1, 158.6, 135.3, 132.9, 129.3, 124.8, 123.7, 

61.7, 52.3, 16.2 

IR: νmax/cm-1: 2950, 1725, 1591 

m/z (ES): Found: MNa+ 203.0679; C10H12O3 requires MNa+ 203.0679 
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RH8 (11) - 2,2,8‐Trimethyl‐2,4‐dihydro‐1,3‐benzodioxin‐4‐one 

 

3-Methyl salicylic acid (1.00 g, 6.57 mmol) was dissolved in TFA (4 mL) and 

stirred, then acetone (3.00 mL, 32.9 mmol) in TFAA (3 mL) was added at 0 

°C. The solution was stirred overnight at RT. Toluene (20 mL) was added to 

the solution and it was concentrated in vacuo. The residue was dissolved in 

ethyl acetate (20 mL) and sodium bicarbonate (20 mL), then extracted with 

ethyl acetate (3 x 20 mL). The organics were combined and dried (MgSO4), 

filtered and concentrated in vacuo. The product was purified via normal-phase 

flash-column chromatography, affording the title compound as a translucent 

brown oil which formed a translucent brown crystal when left overnight. 

Yield: 980 mg, 5.10 mmol, 78% 

1H NMR (400 MHz, CDCl3): 7.79 (d, J 7.7, 1H, 7-H), 7.39 (d, J 7.5, 1H, 6-H), 

7.00 (t, J 7.6, 1H, 5-H), 2.22 (s, 3H, 8-CH3), 1.73 (s, 6H, 2-CH3) 

13C NMR (100 MHz, CDCl3): 161.7, 154.4, 137.5, 127.3, 126.9, 122.2, 113.4, 

106.2, 26.1, 15.2 

IR: νmax/cm-1: 3005, 2993, 2950, 1725, 1688, 1596 

m/z (ES): Found: MH+ 193.0859; C11H12O3 requires MH+ 193.0859 
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RH9 (12) – 8-(Bromomethyl)‐2,2‐dimethyl‐2,4‐dihydro‐1,3‐

benzodioxin‐4‐one 

 

2,2,8‐Trimethyl‐2,4‐dihydro‐1,3‐benzodioxin‐4‐one (4.48 g, 23.3 mmol), N-

bromosuccinimide (4.56 g, 25.6 mmol), and benzyl peroxide (395 mg, 1.63 

mmol) were dissolved in acetonitrile (60 mL). The solution was stirred at 80 

°C for 3 hrs, then allowed to cool to RT. The solution was diluted with diethyl 

ether (30 mL), then washed with water (2 x 30 mL) and brine (30 mL). The 

organics were combined and dried (MgSO4), filtered and concentrated in 

vacuo. The crude product was recrystallised from ethanol, affording the title 

compound as colourless rectangular crystals. 

Yield: 3.51 g, 12.9 mmol, 56% 

1H NMR (400 MHz, CDCl3): 7.93 (dd, J 7.8 & 1.5, 1H, 7-H), 7.59 (dd, J 7.6 & 

1.4, 1H, 6-H), 7.09 (t, J 7.7, 1H, 5-H), 4.48 (s, 2H, CH2Br), 1.78 (s, 6H, 2-CH3) 

13C NMR (100 MHz, CDCl3): 160.8, 154.3, 137.2, 130.4, 126.9, 122.7, 114.4, 

107.1, 26.3, 26.1 

IR: νmax/cm-1: 3036, 2991, 2943, 1730, 1597 

m/z (ES): Found: MNa+ 292.9784; C11H12O3 requires MNa+ 292.9784 
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RH10 (13) - 2,2‐dimethyl‐8‐{[(1S,2S,8S)‐2,9,9‐trimethyl‐3,5‐dioxa‐4‐

boratricyclo[6.1.1.02,6]decan‐4‐yl]methyl}‐2,4‐dihydro‐1,3‐

benzodioxin‐4‐one  

 

8-(Bromomethyl)‐2,2‐dimethyl‐2,4‐dihydro‐1,3‐benzodioxin‐4‐one (1.08 g, 

4.00 mmol), bis[(+)-pinanedialato]diboron (1.72 g, 4.80 mmol) and potassium 

acetate (1.57 g, 4.00 mmol) were dissolved in 1,4-dioxane (15 mL) and the 

solution was degassed with argon for 15 mins. 

Bis(triphenylphosphine)palladium(II) dichloride (160 mg, 0.22 mmol) was 

added to the solution and the reaction mixture was degassed with argon for a 

further 30 mins. The solution was heated to reflux and stirred overnight under 

argon, then allowed to cool to room temperature and concentrated in vacuo, 

aided by azeotroping with ethyl acetate (22.5 mL). The residue was 

redissolved in ethyl acetate (25 mL) and filtered through celite. The filtrate was 

then concentrated and purified via automated normal-phase flash-column 

chromatography. The appropriate fractions were combined and concentrated 

under reduced pressure, affording the title compound as a colourless oil. 

Yield: 1.38 g, 3.73 mmol, 93% 

1H NMR (400 MHz, CDCl3): 7.74 (dd, J 7.8 & 1.6, 1H, 7-H), 7.39 (dd, J 7.5 & 

1.6, 1H, 6-H), 6.98 (t, J 7.6, 1H, 5-H), 4.24 (dd, J 8.7 & 1.9, 1H, 6’-H), 2.28 (m, 

1H, 7’ax.-H), 2.18 (m, 1H, 10ax.-H), 2.00 (t, J 5.8, 1H, 1’-H), 1.88 (m, 1H, 8’-

H), 1.78 (ddd, J 14.7, 3.4 & 1.9, 1H, 7’eq.-H), 1.70 (d, J 6.8, 6H, 2-CH3), 1.55 

(s, 2H, ArCH2), 1.35 (s, 3H, 2-CH3), 1.25 (s, 3H, 9ax.-H), 1.11 (d, J 10.8, 1H, 

10eq.-H), 0.80 (s, 3H, 9eq.-H) 

13C NMR (100 MHz, CDCl3): 161.8, 153.9, 137.1, 128.3, 126.6, 122.3, 113.4, 

106.2, 86.1, 78.1, 51.4, 39.5, 38.3, 35.5, 28.8, 27.2, 26.5, 26.2, 25.9, 24.1 

IR: νmax/cm-1: 2919, 2872, 1736, 1597 

m/z (ES): Found: MH+ 371.2024; C21H27BO5 requires MH+ 371.2024 
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RH11 (14) - 8‐[(2R)‐2‐chloro‐2‐[(1S,2S,8S)‐2,9,9‐trimethyl‐3,5‐

dioxa‐4‐boratricyclo[6.1.1.02,6]decan‐4‐yl]ethyl]‐2,2‐dimethyl‐

2,4‐dihydro‐1,3‐benzodioxin‐4‐one  

 

DCM (1.24 mL, 19.3 mmol) was added to THF (20 mL) and n-butyllithium (2.50 

M, 4.94 mL, 12.4 mmol) was added dropwise over the course of 30 mins at -

100 °C. The solution was then left to stir at 100 °C for 1 hr, producing a 

colourless turbid solid. 2,2‐dimethyl‐8‐{[(1S,2S,8S)‐2,9,9‐trimethyl‐3,5‐dioxa‐

4‐boratricyclo[6.1.1.02,6]decan‐4‐yl]methyl}‐2,4‐dihydro‐1,3‐benzodioxin‐4‐

one (2.86 mL, 7.72 mmol) was dissolved in THF (10 mL) and added dropwise 

to the reaction mixture at -100 °C, causing the solution to turn yellow. The 

solution was stirred at -100 °C for 30 mins. ZnCl2 (1.90 M, 3.25 mL, 6.18 mmol) 

was then added in one portion dropwise. The solution was left to stir for 16 

hours, being allowed to reach RT. The solution was then cooled to 0 °C and 

NH4Cl (77 mL) was added. The solution was then stirred at 0 °C for 30 mins. 

The organics were extracted with ethyl acetate (3 x 10 mL) and combined, 

then washed with brine and dried with MgSO4. The solids were filtered off and 

the filtrate was concentrated and purified via automated normal-phase flash-

column chromatography. The appropriate fractions were combined and 

concentrated under reduced pressure, affording the title compound as a pale 

yellow oil. 

Yield: 1.28 g, 3.35 mmol, 43% 

1H NMR (400 MHz, CDCl3): 7.87 (dd, J 7.8 & 1.7, 1H, 7-H), 7.49 (dd, J 7.5 & 

1.6, 1H, 6-H), 7.05 (t, J 7.8, 1H, 5-H), 4.35 (dd, J 8.8 & 2.0, 1H, 6’-H), 3.71 (m, 

1H, ClCH), 3.15 (m, 2H, ArCH2), 2.35 (m, 2H, 7’ax.-H), 2.06 (t, J 5.5, 1’-H), 

1.91 (m, 1H, 8’-H), 1.86 (ddd, J 14.7 & 3.3 & 2.0, 1H, 7’eq.-H), 1.75 (d, J 1.7, 

6H, 2’-CH3), 1.29 (s, 2H, 9ax.-H), 1.06 (d, J 11.2, 1H, 10eq.-H), 0.83 (s, 3H, 

9eq.-H) 
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13C NMR (100 MHz, CDCl3): 161.4, 154.5, 137.9, 128.6, 127.3, 122.3, 113.8, 

106.6, 87.2, 78.9, 51.3, 39.5, 38.5, 35.3, 34.1, 28.6, 26.5, 26.2, 26.1, 24.2 

LC-MS (ES): Found: MH+ 419.1 - 419.2; C22H28BClO5 requires MH+ 419.1791 
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RH12 (15) - 8‐[(2S)‐2‐[bis(trimethylsilyl)amino]‐2‐[(1S,2S,8S)‐2,9,9‐

trimethyl‐3,5‐dioxa‐4‐boratricyclo[6.1.1.02,6]decan‐4‐yl]ethyl]‐

2,2‐dimethyl‐1,3‐benzodioxin‐4‐one* 

 

8‐[(2R)‐2‐chloro‐2‐[(1S,2S,8S)‐2,9,9‐trimethyl‐3,5‐dioxa‐4‐

boratricyclo[6.1.1.02,6]decan‐4‐yl]ethyl]‐2,2‐dimethyl‐2,4‐dihydro‐1,3‐

benzodioxin‐4‐one (195 mg, 0.46 mmol) was dissolved in dry THF (7 mL) 

under nitrogen. The solution was cooled to -100 °C and LiHMDS (1M, 0.33 

mL, 33 mmol) was added dropwise. The solution was stirred for 16 hrs, being 

allowed to reach RT. The solution was concentrated in vacuo and partially 

redissolved in hexane (20 mL). The solid were removed in celite via vacuum 

filtration and washed with hexane (2x 20 mL). The filtrate was collected and 

concentrated in vacuo, yielding a pale yellow oil. This was carried forward 

crude, due to instability. 

Yield: 93 mg (crude) 

LC-MS (ES): Found: MH+ 399.9 - 400.0; C22H30BNO5 requires MH+ 400.2290 
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RH15 (80) – 4-Bromo-2-(iodomethyl)benzoic acid152 

 

5-Bromophthalide (2.00 g, 9.40 mmol) was dissolved in DCM (50 mL), stirred 

and heated to 40 °C. Iodotrimethylsilane (2.50 mL, 14.1 mmol) was gradually 

added and the solution was stirred at 40 °C for 18 hrs. Water was added and 

a colourless solid precipitated out, which was isolated via hot filtration. The 

colourless solid was purified via automated normal-phase flash-column 

chromatography. The appropriate fractions were combined and concentrated 

under reduced pressure, affording the title compound as a colourless solid. 

The compound was carried forward to the next step crude. 

Yield: 1.90 g, 5.57 mmol, 59% 

Rf: 0.17 (1:1, Petrol/EtOAc) 

1H NMR (600 MHz, (CD3)2CO): 7.93 (d, J 8.5, 1H, 6-H), 7.78 (d, J 2.0, 1H, 5-

H), 7.60 (dd, J 8.4 & 2.1, 1H, 3-H), 5.07 (s, 2H, 2-CH2) 
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RH16 (81) – 4‐Bromo‐2‐(sulfanylmethyl)benzoic acid152 

 

Thiourea (56.0 mg, 0.86 mmol) was dissolved in THF (3 mL), stirred and the 

resulting solution was heated to reflux. 4-Bromo-2-(iodomethyl)benzoic acid 

(250 mg, 0.78 mmol) was added and the solution was mixed for 16 hrs. The 

solution was allowed to cool and solvent was removed. The solid residue was 

redissolved in aqueous sodium hydroxide solution (2 M, 10 mL) and stirred at 

reflux for 2 hrs. The solution was allowed to cool and then acidified to pH 2 

using aqueous hydrochloric acid solution (2 M) dropwise, causing a colourless 

solid to precipitate out. The solid was collected via vacuum filtration. 

Yield: 70.0 mg, 0.28 mmol, 36% 

Rf: Baseline (1:1, Petrol/EtOAc) 

1H NMR (500 MHz, (CD3)2SO): 13.28 (s, 1H, 1-COOH), 7.81 (d, J 8.4, 1H, 6-

H), 7.74 (d, J 2.1, 1H, 3-H), 7.59 (dd, J 8.4 & 2.1, 1H, 5-H), 4.06 (d, J 8.5, 2H, 

2-CH2), 2.92 (t, J 8.5, 1H, SH) 

13C NMR (125MHz, (CD3)2SO): 167.5, 146.1, 133.2, 132.7, 129.9, 128.3, 

125.6, 25.7 

m/z (ES): Found: M- 244.9258; C8H7BrO2S requires M- 244.9277 

Data consistent with literature values152. 
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RH19 (82) - 5‐Phenyl‐1,3‐dihydro‐2‐benzofuran‐1‐one152 

 

5-Bromophthalide (2.00 g, 9.4 mmol), phenylboronic acid (1.26 g, 10.3 mmol), 

potassium carbonate (3.90 g, 28.6 mmol) and palladium tetrakis (580 mg, 0.5 

mmol) were put in an RBF which was then argon flushed. Degassed dry THF 

was added to the RBF containing solids and the solution was stirred at reflux 

under argon for 16 hours. The solution was allowed to cool to RT and the 

solids were removed with celite then washed with water. The filtrate was 

collected and concentrated in vacuo, then purified via automated normal 

phase column chromatography (0 – 50% EtOAc in petrol), affording the 

product as a cream coloured powder. 

Yield: 590 mg, 2.80 mmol, 30% 

1H NMR (500 MHz, (CD3)2SO): 8.00 (s, 1H, 7-H), 7.96 (d, 1H, J 8.1, 6-H), 7.92 

(d, 1H, J 8.1, 4-H), 7.80 (d, 2H, J 7.7, 3’/5’-H), 7.57 (t, 2H, J 7.7, 2’/6’-H), 7.50 

(t, 1H, J 7.3, 4’-H), 5.51 (s, 2H, CH2) 

13C NMR (125MHz, (CD3)2SO): 168.6, 145.6, 143.9, 139.9, 131.5, 129.6, 

128.6, 127.5, 127.3, 125.4, 125.0, 61.7 

LC-MS (ES): Found: MH+ 210.7; C14H10O2 requires MH+ 211.0754 
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RH20 (83) - 3‐(Iodomethyl)‐[1,1'‐biphenyl]‐4‐carboxylic acid152 

 

5-Bromophthalide (590 mg, 2.81 mmol) was dissolved in DCM (5 mL), stirred 

and heated to 40 °C. Iodotrimethylsilane (0.60 mL, 4.21 mmol) was gradually 

added and the solution was stirred at 40 °C for 18 hrs. Water was added and 

a colourless solid precipitated out, which was isolated via hot filtration. The 

colourless solid was purified via automated normal-phase flash-column 

chromatography. The appropriate fractions were combined and concentrated 

under reduced pressure, affording the title compound as an off-white solid. 

The compound was immediately carried forward to the next step crude. 

Yield: 774 mg (crude) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



- 154 - 

RH21  (91) - 5‐[4‐(Aminomethyl)phenyl]‐1,3‐dihydro‐2‐benzofuran‐

1‐one 

 

Triethylamine (0.33 mL, 2.35 mmol) was added to ethanol (5 mL) and the 

solution was degassed with nitrogen for 30 mins. 5-Bromophthalide (100 mg, 

0.47 mmol), 4-aminobenzylboronic acid hydrochloride salt (88.0 mg, 0.47 

mmol) and bis(triphenylphosphine)palladium(II) dichloride (35.0 mg, 0.05 

mmol) were placed in an RBF and this was flushed with nitrogen for 30 mins. 

The solution was added to the solids and the mixture was heated and stirred 

under nitrogen for 16 hrs. The solution was allowed to cool to RT. DCM and 

methanol were added to dissolve the precipitate and the solution was filtered 

through celite, then washed with ethanol. The remaining ethanol was removed 

under reduced pressure and the compound was purified via automated 

reverse-phase flash-column chromatography. The appropriate fractions were 

combined and concentrated under reduced pressure, affording the title 

compound as a colourless solid. 

Yield: 53.0 mg, 0.22 mmol, 47% 

Rf: 0.73 (3:2, Petrol/EtOAc) 

1H NMR (500 MHz, (CD3)2SO): 8.02 (s, 1H, 7-H), 7.97 (d, J 8.0, 1H, 6-H), 7.93 

(dd, J 8.0 & 1.3, 1H, 4-H), 7.82 (d, J 8.4, 2H, 3’/5’-H), 7.61 (d, J 8.4, 2H, 2’/6’-

H), 5.51 (s, 2H, O-CH2), 4.03 (s, 2H, NH2-CH2) 

13C NMR (125 MHz, (CD3)2SO): 170.4, 165.0, 148.3, 145.5, 138.2, 138.1, 

129.1, 127.7, 127.3, 125.4, 124.0, 120.9, 69.9, 42.9 

m/z (ES): Found: MH+ 240.1019; C15H13NO2 requires MH+ 240.1019 
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RH22 (29) - 3‐(Sulfanylmethyl)‐[1,1’‐biphenyl]‐4‐carboxylic acid152 

 

Thiourea (192 mg, 2.52 mmol) was dissolved in THF (10 mL), stirred and the 

resulting solution was heated to reflux. 3‐(Iodomethyl)‐[1,1'‐biphenyl]‐4‐

carboxylic (774 mg, crude) was added and the solution was stirred for 16 hrs. 

The solution was allowed to cool and solvent was removed in vacuo. The solid 

residue was redissolved in aqueous sodium hydroxide solution (2 M, 10 mL) 

and stirred at reflux for 2 hrs. The solution was allowed to cool and then 

acidified to pH 2 using aqueous hydrochloric acid solution (2 M) dropwise, 

causing a colourless solid to precipitate out. The solid was collected via 

vacuum filtration. 

Yield: Not obtained 

1H NMR (500 MHz, (CD3)2SO): 7.98 (d, J 8.4, 1H, 5-H), 7.80 (d, J 2.1, 1H, 2-

H), 7.77 (d, J 7.6, 2H, 3’/5’-H), 7.68 (dd, J 8.2 & 1.9, 1H, 6-H), 7.54 (t, J 7.8, 

2H, 2’/6’-H), 7.46 (t, J 7.3, 1H, 4’-H), 4.16 (d, J 8.4, 2H, CH2), 2.88 (t, J 8.4, 

1H, SH) 

13C NMR (125MHz, (CD3)2SO): 168.5, 144.9, 144.1, 139.2, 132.1, 129.5, 

129.4, 128.8, 128.2, 127.4, 125.5, 26.9 

LC-MS (ES): Found: M- 242.4; C14H12O2S requires M- 243.0485 

Data consistent with literature values.152 

 

 

 

 

 

 

 



- 156 - 

RH24 (87) - Tert‐butyl N‐{[4‐(1‐oxo‐1,3‐dihydro‐2‐benzofuran‐5‐

yl)phenyl]methyl}carbamate 

 

Triethylamine (0.07 mL, 0.50 mmol) was added to ethanol (2.5 mL) and the 

solution was degassed with nitrogen for 30 mins. 5-Bromophthalide (43.0 mg, 

0.20 mmol), 4-(Boc-aminomethyl)benzeneboronic acid (50.0 mg, 0.20 mmol) 

and bis(triphenylphosphine)palladium(II) dichloride (7.00 mg, 0.01 mmol) 

were placed in an RBF and this was flushed with nitrogen for 30 mins. The 

solution was added to the solids and the mixture was heated and stirred under 

nitrogen for 16 hrs. The solution was allowed to cool to RT. DCM was added 

to dissolve the precipitate and the solution was filtered through celite, then 

washed with water. The solution was dried and filtered under reduced 

pressure. The compound was purified via automated reverse-phase flash-

column chromatography. The appropriate fractions were combined and 

concentrated under reduced pressure, affording the title compound as a 

colourless solid. 

Yield: 39.0 mg, 0.11 mmol, 57% 

Rf: 0.27 (3:2, Petrol/EtOAc) 

1H NMR (500 MHz, CDCl3): 7.95 (d, J 8.0, 1H, 7-H), 7.71 (d, J 8.0, 1H, 6-H), 

7.64 (s, 1H, 4-H), 7.57 (d, J 8.1, 2H, 3’/5’-H), 7.40 (d, J 8.1, 2H, 2’/6’-H), 5.35 

(s, 2H, NH2-CH2), 4.37 (d, J 5.7, 2H, O-CH2), 1.47 (s, 9H, Boc-H) 

13C NMR (125 MHz, (CD3)2SO): 170.6, 156.5, 148.8, 147.1, 141.5, 138.6, 

128.4, 128.3, 127.8, 125.8, 124.9, 121.3, 78.5, 70.0, 44.0, 43.9, 28.2 

IR: νmax/cm-1: 3374, 2974, 2934, 2507, 1752, 1678, 1619, 1516 

m/z (ES): Found: MH+ 340.1543; C20H21NO4 requires MH+ 340.1543 
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RH27 (84) – 5‐Bromo‐1,3‐dihydro‐2‐benzothiophen‐1‐one* 

 

4‐Bromo‐2‐(sulfanylmethyl)benzoic acid (70.0 mg, 0.28 mmol) was added to 

TFA (3 mL) and stirred at reflux for 3 hrs. TFA was removed in vacuo and the 

product was afforded as a yellow solid.  

Yield: 65.0 mg, 0.28 mmol, quantitative 

Rf: 0.94 (4:1, DCM/MeOH) 

1H NMR (500 MHz, (CD3)2SO): 8.04 (d, J 1.0, 1H, 7-H), 7.79 (dd, J 8.3 & 1.7, 

1H, 4-H),  7.69 (d, J 8.3, 1H, 6-H), 4.72 (s, 2H, 3-H) 

13C NMR (125 MHz, (CD3)2SO): 196.4, 149.9, 134.1, 131.3, 130.1, 128.0, 

124.4, 34.1 

IR: νmax/cm-1: 3014, 2970, 2946, 1739, 1671, 1590 

HPLC: Tr = 4.34 (94% rel. area) 
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RH40 (151) - 5‐[4‐(Aminomethyl)phenyl]‐1,3‐dihydro‐2-

benzothiophen‐1‐one 

 

Triethylamine (0.23 mL, 1.65 mmol) was added to ethanol (10 mL) and the 

solution was degassed with nitrogen for 30 mins. 5‐Bromo‐1,3‐dihydro‐2‐

benzothiophen‐1‐one (150 mg, 0.66 mmol), 4-aminobenzylboronic acid 

hydrochloride salt (123 mg, 0.66 mmol) and 

bis(triphenylphosphine)palladium(II) dichloride (49.0 mg, 0.07 mmol) were 

placed in an RBF and this was flushed with nitrogen for 30 mins. The solution 

was added to the solids and the mixture was heated and stirred under nitrogen 

for 16 hrs. The solution was allowed to cool to RT. DCM and methanol were 

added to dissolve the precipitate and the solution was filtered through celite, 

then washed with ethanol. The solution was reduced and the obtained solids 

were stirred in ethyl acetate for 15 mins. The solution was filtered under 

reduced pressure and a yellow solid was obtained. The compound was 

purified via automated reverse-phase flash-column chromatography. The 

appropriate fractions were combined and concentrated under reduced 

pressure, affording the title compound as yellow solid. 

Yield: 69.0 mg, 0.27 mmol, 41% 

Rf: 0.12 (20:1, EtOAc/Sat. NH3 in MeOH) 

1H NMR (500 MHz, D2O): 7.81 (d, J 8.7, 1H, 4-H), 7.74 (d, J 7.3, 2H, 6/7-H), 

7.66 (d, J 8.2, 2H, 3’/5’-H), 7.47 (d, J 8.2, 2H, 2’/6’-H), 5.33 (s, 2H, 3-H), 4.11 

(s, 2H, NH2-CH2) 

13C NMR (125 MHz, D2O): 174.5, 168.4, 149.4, 147.2, 140.6, 134.1, 130.6, 

129.1, 129.0, 126.6, 124.7, 121.8, 72.0. 43.5 

IR: νmax/cm-1: 2943, 2781, 1744, 1584 

HPLC: Tr = 2.33 (100% rel. area) 

m/z (ES): Found: MH+ 256.0791; C15H13NOS requires MH+ 256.0791 
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RH43 (105) - 4‐Bromo‐2‐formylbenzoic acid216 

 

5-Bromophthalide (1.00 g, 4.70 mmol), NBS (1.00 g, 5.64 mmol) and AIBN 

(0.04 g, 0.24 mmol) were placed in an RBF that was then flushed with 

nitrogen. Dry 1,2-dichloroethane (20 mL) was added to the flask and it was 

stirred under nitrogen at 85 °C whilst being irradiated with a UV lamp for 2 hrs. 

The solution was allowed to cool to RT, stored at 8 °C for 16 hrs, then the 

solution was stirred in an ice-salt bath for 30 mins. The solids were collected 

via vacuum filtration and washed with ice-cold DCM. Solvents were removed 

under reduced pressure. Aqueous sodium hydroxide solution (2 M, 20 mL) 

was added to the solids and the solution was stirred at RT for 1 hr, forming a 

colourless precipitate. The solution was neutralised with aqueous hydrochloric 

acid solution (2 M) and the precipitate was removed via vacuum filtration. The 

filtrate was washed with ethyl acetate. The aqueous solution was acidified to 

pH 1 with aqueous hydrochloric acid solution (2 M) dropwise, stirred and the 

precipitate was collected via vacuum filtration. The precipitate was washed 

with aqueous hydrochloric acid solution (0.5 M) and air-dried, giving the 

product as a colourless solid. 

Yield: 350 mg, 1.53 mmol, 33% 

Rf: 0.33 (4:1, EtOAc/MeOH) 

1H NMR (500 MHz, D2O): 10.17 (s, 1H, COOH), 8.02 (s, 1H, 3-H), 7.86 (d, J 

8.0, 1H, 5-H), 7.52 (d, J 8.0, 1H, 6-H) 

m/z (ES): (Found: M- 226.9334; C8H5BrO3 requires M- 226.9349) 
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RH44 (95) – 5‐[4‐(Hydroxymethyl)phenyl]‐1,3‐dihydro‐2‐

benzofuran‐1‐one 

 

Triethylamine (0.08 mL, 0.58 mmol) was added to ethanol (5 mL) and the 

solution was degassed with nitrogen for 30 mins. 5-Bromophthalide (50.0 mg, 

0.24 mmol), 4-(hydroxymethyl)phenylboronic acid (35.0 mg, 0.24 mmol) and 

bis(triphenylphosphine)palladium(II) dichloride (17.0 mg, 0.03 mmol) were 

placed in an RBF and this was flushed with nitrogen for 30 mins. The solution 

was added to the solids and the mixture was heated 80 °C and stirred under 

nitrogen for 16 hrs. The solution was allowed to cool to RT. DCM was added 

to dissolve the precipitate and the solution was filtered through celite, then 

washed with ethanol. The solution was dried and filtered under reduced 

pressure. The compound was purified via automated normal-phase flash-

column chromatography followed by automated reverse-phase flash-column 

chromatography. The appropriate fractions were combined and concentrated 

under reduced pressure, affording the title compound as a colourless solid. 

Yield: 50.0 mg, 0.21 mmol, 88% 

Rf: 0.5 (EtOAc) 

1H NMR (500 MHz, CD3OD): 7.95 (d, J 8.0, 1H, 7-H), 7.88 (s, 1H, 6-H), 7.87 

(d, J 8.0, 1H, 4-H), 7.73 (d, J 8.2, 2H, 3’/5’-H), 7.52 (d, J 8.2, 2H, 2’/6’-H), 5.46 

(s, 2H, HO-CH2), 4.71 (s, 2H, O-CH2) 

13C NMR (125 MHz, CD3OD): 173.5, 149.9, 148.8, 143.6, 140.0, 129.4, 128.8, 

128.7, 126.8, 125.4, 122.0, 71.6, 64.9 

IR: νmax/cm-1: 3488, 3033, 2864, 2590, 1739, 1614 

HPLC: Tr = 3.06 (78% rel. area) 

m/z (ES): Found: MH+ 241.0859; C15H12O2S requires MH+ 241.0859 
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RH45 (152) – 5‐[4‐(Hydroxymethyl)phenyl]‐1,3‐dihydro‐2‐

benzothiophen‐1‐one 

 

Triethylamine (0.08 mL, 0.58 mmol) was added to ethanol (5 mL) and the 

solution was degassed with nitrogen for 30 mins. 5‐Bromo‐1,3‐dihydro‐2‐

benzothiophen‐1‐one (53.0 mg, 0.24 mmol), 4-(hydroxymethyl)phenylboronic 

acid (35.0 mg, 0.24 mmol) and bis(triphenylphosphine)palladium(II) dichloride 

(17.0 mg, 0.03 mmol) were placed in an RBF and this was flushed with 

nitrogen for 30 mins. The solution was added to the solids and the mixture 

was heated and stirred under nitrogen for 16 hrs. The solution was allowed to 

cool to RT. DCM was added to dissolve the precipitate and the solution was 

filtered through celite, then washed with ethanol. The solution was dried and 

filtered under reduced pressure. The compound was purified via automated 

normal-phase flash-column chromatography followed by automated reverse-

phase flash-column chromatography. The appropriate fractions were 

combined and concentrated under reduced pressure, affording the title 

compound as an off-white solid. 

Yield: 8.00 mg, 0.02 mmol, 13% 

Rf: 0.56 (EtOAc) 

1H NMR (500 MHz, CD3OD): 7.94 (s, 1H, 7-H), 7.85 (d, J 8.1, 1H, 6-H), 7.82 

(d, J 8.1, 1H, 4-H), 7.74 (d, J 8.2, 2H, 3’/5’-H), 7.52 (d, J 8.2, 2H, 2’/6’-H), 4.71 

(s, 2H, HO-CH2), 4.67 (s, 2H, S-CH2) 

13C NMR (125 MHz, CD3OD): 199.8, 150.2, 147.8, 143.6, 139.8, 135.7, 128.8, 

128.6, 128.2, 126.2, 124.8, 64.9, 35.5 

IR: νmax/cm-1: 3412, 3139, 3051, 2922, 2851, 1747, 1656, 1594 

HPLC: Tr = 3.70 (97% rel. area) 

m/z (ES): Found: MH+ 257.0631; C15H12O2S requires MH+ 257.0631 
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RH46 (106) – Ethyl 4‐bromo‐2‐formylbenzoate 

 

4‐Bromo‐2‐formylbenzoic acid (250 mg, 1.10 mmol), iodoethane (0.18 mL, 

2.20 mmol) and potassium carbonate (304 mg, 2.20 mmol) were added to 

acetone (50 mL) and the solution was stirred at 60 °C for 16 hrs. Solvents 

were removed under reduced pressure and the residue was redissolved in 

DCM (20 mL), water (20 mL) and brine (10 mL). The DCM layer was extracted 

and the aqueous portions were extracted with DCM. The organics were 

combined and washed with brine (20 mL) then dried (MgSO4), filtered and 

concentrated under reduced pressure, affording the title compound as a pale 

yellow oil. 

Yield: 109 mg, 0.42 mmol, 39% 

Rf: 0.37 (4:1, Petrol/EtOAc) 

1H NMR (500 MHz, CDCl3): 10.57 (s, 1H, COOH), 7.99 (d, J 2.1, 1H, 3-H), 

7.83 (d, J 8.3, 1H, 6-H), 7.72 (dd, J 8.3 & 2.1, 1H, 5-H), 4.41 (q, J 7.2, 2H, 

CH3-CH2), 1.39 (t, J 7.2, 3H, CH2-CH3) 

13C NMR (125 MHz, CDCl3): 190.8, 165.6, 138.6, 135.9, 132.2, 131.4, 130.9, 

127.7, 62.3, 14.4 

IR: νmax/cm-1: 3096, 2975, 2938, 2903, 2654, 1704, 1607 

m/z (ES): Found: Mna+ 278.9627; C10H9BrO3 requires Mna+ 278.9627 
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RH48 (96) – 4’‐(Hydroxymethyl)‐3‐(iodomethyl)‐[1,1’‐biphenyl]‐4‐

carboxylic acid 

 

5‐[4‐(Hydroxymethyl)phenyl]‐1,3‐dihydro‐2‐benzofuran‐1‐one (300 mg, 1.25 

mmol) was added to dry DCM (50 mL) under nitrogen. The solution was 

heated to 40 °C and stirred. Iodotrimethylsilane (0.27 mL, 1.87 mmol) was 

added dropwise and the solution was stirred at 40 °C for 3 hrs. The solution 

was allowed to cool to RT and then quenched with water. The organics were 

extracted, then dried using MgSO4, filtered and dry-loaded onto silica. The 

compound was purified via automated normal-phase flash-column 

chromatography. The appropriate fractions were combined and concentrated 

under reduced pressure, affording the title compound as a brown solid. 

Yield: 356 mg, 0.97 mmol, 77% 

Rf: 0.7 (EtOAc) 

1H NMR (500 MHz, CDCl3): 7.98 (d, J 7.9, 1H, 7-H), 7.73 (d, J 7.9, 1H, 6-H), 

7.65 (s, 1H, 4-H), 7.55 (d, J 8.4, 2H, 3’/5’-H), 7.50 (d, J 8.4, 2H, 2’/6’-H), 5.38 

(s, 2H, I-CH2), 4.52 (s, 2H, HO-CH2) 

13C NMR (125 MHz, CDCl3): 171.1, 147.6, 146.9, 140.2, 139.4, 129.7, 128.6, 

128.2, 126.4, 125.0, 120.7, 69.8, 4.9 

IR: νmax/cm-1: 3029, 2924, 1743, 1617 
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RH49 (41) - 4'‐(Hydroxymethyl)‐3‐(sulfanylmethyl)‐[1,1'‐biphenyl]‐

4‐carboxylic acid* 

 

4'‐(Hydroxymethyl)‐3‐(iodomethyl)‐[1,1'‐biphenyl]‐4‐carboxylic acid (300 mg, 

0.81 mmol) and thiourea (69.0 mg, 0.9 mmol) were added to THF (25 mL) and 

the solution was stirred at 70 °C for 16 hrs. The solvent was removed under 

reduced pressure and the solid residue was redissolved in aqueous sodium 

hydroxide solution (2 M, 25 mL), then stirred at 100 °C for 24 hrs. The solution 

was allowed to cool to RT and acidified to pH 1 with aqueous hydrochloric acid 

solution (2 M) dropwise, causing a precipitate to form. The precipitate was 

collected via vacuum filtration and purified via automated reverse-phase flash-

column chromatography. The appropriate fractions were combined and 

concentrated under reduced pressure, affording the title compound as an off-

white solid. 

Yield: 15.0 mg, 0.05 mmol, 6% 

Rf: 0 (20:1, EtOAc/Sat. NH3 in MeOH) 

1H NMR (500 MHz, (CD3)2SO): 8.00 (s, 1H, 7-H), 7.95 (d, J 8.0, 1H, 6-H), 7.92 

(dd, J 8.0 & 1.2, 4-H), 7.77 (d, J 8.3, 2H, 3’/5’-H), 7.50 (d, J 8.3, 2H, 2’/6’-H), 

5.50 (s, 2H, HS-CH2), 5.32 (t, J 5.7, 1H, O-H), 4.61 (d, J 5.4, 2H, HO-CH2) 

13C NMR (125 MHz, (CD3)2SO): 170.5, 148.3, 145.9, 143.2, 137.2, 127.6, 

127.2, 127.0, 125.4, 123.7, 120.8, 69.9, 62.5 

IR: νmax/cm-1: 3327, 3068, 2919, 2855, 1743, 1685, 1616 

HPLC: Tr = 3.08 (76% rel. area) 
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RH50 – Tert‐butyl N‐{[4‐(1‐oxo‐1,3‐dihydro‐2‐benzothiophen‐5‐

yl)phenyl]methyl}carbamate 

 

Triethylamine (0.23 mL, 1.65 mmol) was added to ethanol (10 mL) and the 

solution was degassed with nitrogen for 30 mins. 5‐Bromo‐1,3‐dihydro‐2‐

benzothiophen‐1‐one (150 mg, 0.66 mmol), 4-(Boc-

aminomethyl)benzeneboronic acid (181 mg, 0.72 mmol) and 

bis(triphenylphosphine)palladium(II) dichloride (49.0 mg, 0.07 mmol) were 

placed in an RBF and this was flushed with nitrogen for 30 mins. The solution 

was added to the solids and the mixture was heated and stirred under nitrogen 

for 16 hrs. The solution was allowed to cool to RT. DCM was added to dissolve 

the precipitate and the solution was filtered through celite, then washed with 

water. The solution was dried and filtered under reduced pressure. The 

compound was purified via automated normal-phase flash-column 

chromatography. The appropriate fractions were combined and concentrated 

under reduced pressure, affording the title compound as a yellow solid. 

Yield: 167 mg, 0.47 mmol, 71% 

Rf: 0.71 (EtOAc) 

1H NMR (500 MHz, (CD3)2SO): 8.03 (s, 1H, 3-H), 7.88 (d, J 8.1, 1H, 6-H), 7.82 

(d, J 8.1, 1H, 5-H), 7.78 (d, J 8.0, 2H, 10-H), 7.42 (d, J 8.0, 2H, 9-H), 4.76 (s, 

2H, 12-H), 4.23 (d, J 6.0, 2H, 7-H), 1.45 (s, 9H, Boc-H) 

13C NMR (125 MHz, (CD3)2SO): 196.9, 155.8, 148.8, 145.1, 140.9, 136.9, 

133.7, 127.7, 127.2, 126.6, 124.9, 123.4, 77.9, 43.1, 34.5, 28.3 
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RH52 - 5‐[3‐(Hydroxymethyl)phenyl]‐1,3‐dihydro‐2‐benzofuran‐1‐

one 

 

Triethylamine (2.11 mL, 15.0 mmol) was added to ethanol (50 mL) and the 

solution was degassed with nitrogen for 30 mins. 5-Bromophthalide (1.27 g, 

5.98 mmol), 3-(hydroxymethyl)phenylboronic acid (1.00 g, 6.58 mmol) and 

bis(triphenylphosphine)palladium(II) dichloride (0.41 g, 0.59 mmol) were 

placed in an RBF and this was flushed with nitrogen for 30 mins. The solution 

was added to the solids and the mixture was heated to 80 °C and stirred under 

nitrogen for 16 hrs. The solution was allowed to cool to RT. DCM was added 

to dissolve the precipitate and the solution was filtered through celite, then 

washed with ethanol. The solution was dried and filtered under reduced 

pressure. The compound was purified via automated normal-phase flash-

column chromatography. The appropriate fractions were combined and 

concentrated under reduced pressure, affording the title compound as a 

colourless solid. 

Yield: 365 mg, 1.52 mmol, 25% 

Rf: 0.26 (2:3, Petrol/EtOAc) 

1H NMR (500 MHz, CD3OD): 7.97 (d, J 8.0, 1H, 7-H), 7.90 (s, 1H, 4-H), 7.88 

(dt, J 8.0 & 0.7, 1H, 6-H), 7.74 (s, 1H, 2’-H), 7.65 (dt, J 7.6 & 1.6, 1H, 6’-H), 

7.51 (t, J 7.6, 1H, 5’-H), 7.46 (d, J 7.7, 1H, 4’-H), 5.48 (s, 2H, HO-CH2), 4.73 

(s, 2H, O-CH2) 

13C NMR (125 MHz, CD3OD): 210.2, 173.5, 149.8, 149.1, 144.0, 141.3, 130.4, 

129.5, 128.4, 127.6, 127.2, 126.8, 125.6, 122.2, 71.6, 65.1, 30.8 

IR: νmax/cm-1: 3468, 3447, 3001, 2970, 2922, 2368, 1736, 1618 

m/z (ES): Found: MH+ 241.0854; C15H12O2S requires MH+ 241.0859 
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RH53 - 5‐[2‐(Hydroxymethyl)phenyl]‐1,3‐dihydro‐2‐benzofuran‐1‐

one 

 

Triethylamine (2.38 mL, 16.9 mmol) was added to ethanol (50 mL) and the 

solution was degassed with nitrogen for 30 mins. 5-Bromophthalide (1.45 g, 

6.79 mmol), 2-(hydroxymethyl)phenylboronic acid cyclic monoester (1.00 g, 

7.47 mmol) and bis(triphenylphosphine)palladium(II) dichloride (0.48 g, 0.68 

mmol) were placed in an RBF and this was flushed with nitrogen for 30 mins. 

The solution was added to the solids and the mixture was heated to 80 °C and 

stirred under nitrogen for 16 hrs. The solution was allowed to cool to RT. DCM 

was added to dissolve the precipitate and the solution was filtered through 

celite, then washed with ethanol. The solution was dried and filtered under 

reduced pressure. The compound was purified via automated normal-phase 

flash-column chromatography. The appropriate fractions were combined and 

concentrated under reduced pressure, affording the title compound as an off-

white solid. 

Yield: 727 mg, 3.03 mmol, 45% 

Rf: 0.31 (1:2, Petrol/EtOAc) 

1H NMR (500 MHz, CD3OD): 7.84 (dt, J 7.9 & 0.4, 1H, 7-H), 7.56 (dt, J 2.2 & 

0.8, 1H, 3’-H), 7.52 (dm, J 7.8, 2H, 4/6-H), 7.36 (td, J 7.6 & 1.5, 1H, 5’-H),  

7.31 (td, J 7.5 & 1.4, 1H, 4’-H), 7.22 (dd, J 7.6 & 1.2, 1H, 6’-H), 5.35 (s, 2H, 

HO-CH2), 4.42 (s, 2H, O-CH2) 

13C NMR (125 MHz, CD3OD): 210.2, 173.5, 149.8, 149.1, 149.0, 141.5, 139.8, 

131.7, 130.9, 130.3, 129.7, 128.9, 126.1, 125.6, 124.6, 71.6, 63.0, 30.8 

IR: νmax/cm-1: 3431, 3025, 2971, 2940, 2889, 1735, 1615 

m/z (ES): Found: MH+ 241.0854; C15H12O2S requires MH+ 241.0859 
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RH55 (99) - 3‐(1‐Oxo‐1,3‐dihydro‐2‐benzofuran‐5‐yl)benzoic acid 

 

Triethylamine (1.92 mL, 13.7 mmol) was added to ethanol (40 mL) and the 

solution was degassed with nitrogen for 30 mins. 5-Bromophthalide (1.17 g, 

5.48 mmol), 3-carboxyphenylboronic acid (1.00 g, 6.03 mmol) and 

bis(triphenylphosphine)palladium(II) dichloride (0.39 g, 0.55 mmol) were 

placed in an RBF and this was flushed with nitrogen for 30 mins. The solution 

was added to the solids and the mixture was heated to 80 °C and stirred under 

nitrogen for 16 hrs. The solution was allowed to cool to RT. The solution was 

filtered through celite, then washed with ethanol. The solution was acidified to 

pH 5 with aqueous hydrochloric acid solution (2 M) dropwise, causing a 

colourless precipitate to form. The precipitate was filtered off to give the title 

compound as a colourless powder. 

Yield: 1.17 g, 4.62 mmol, 84% 

Rf: 0.42 (9:1, DCM/MeOH) 

1H NMR (500 MHz, (CD3)2SO): 8.86 (t, J 1.6, 1H, 2’-H), 8.61 (ddd, J 7.4, 1.6 

& 1.2, 1H, 6’-H), 8.52 (ddd, J 7.7, 2.0 & 1.0, 1H, 7-H), 8.51 (dd, J 1.2, & 0.9, 

1H, 6-H), 8.45 (t, J 0.9, 1H, 4-H), 8.40 (s, 1H, 5’-H), 8.18 (td, J 7.8 & 0.5, 1H, 

4’-H), 5.98 (s, 2H, O-CH2) 

13C NMR (125 MHz, (CD3)2SO): 176.9, 159.0, 142.4, 142.1, 140.1, 140.0, 

139.0, 138.7, 136.1, 132.0, 80.1, 55.9 

IR: νmax/cm-1: 3181, 2970, 1734, 1618 

m/z (ES): Found: MNa+ 277.0465; C15H10O4 requires MNa+ 277.0471 
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RH56 (97) - 4‐(1‐Oxo‐1,3‐dihydro‐2‐benzofuran‐5‐yl)benzoic acid 

 

Triethylamine (1.92 mL, 13.7 mmol) was added to ethanol (40 mL) and the 

solution was degassed with nitrogen for 30 mins. 5-Bromophthalide (1.17 g, 

5.48 mmol), 4-carboxyphenylboronic acid (1.00 g, 6.03 mmol) and 

bis(triphenylphosphine)palladium(II) dichloride (0.39 g, 0.55 mmol) were 

placed in an RBF and this was flushed with nitrogen for 30 mins. The solution 

was added to the solids and the mixture was heated to 80 °C and stirred under 

nitrogen for 16 hrs. The solution was allowed to cool to RT. The solution was 

filtered through celite, then washed with ethanol. The solution was acidified to 

pH 5 with aqueous hydrochloric acid solution (2 M) dropwise, causing a 

colourless precipitate to form. The precipitate was filtered off to give the title 

compound as a colourless solid.  

Yield: 1.10 g, 4.33 mmol, 79% 

Rf: 0.33 (9:1, DCM/MeOH) 

1H NMR (500 MHz, CD3OD): 7.86 (d, J 8.2, 2H, 2’/6’-H), 7.75 (d, J 7.9, 1H, 4-

H), 7.67 (d, J 9.5, 2H, 6/7-H), 7.58 (d, J 8.2, 2H, 3’/5’-H), 5.30 (s, 2H, O-CH2) 

IR: νmax/cm-1: 2970, 2669, 2548, 1753, 1685, 1607 

m/z (ES): Found: MH+ 255.0656; C15H10O4 requires MH+ 255.0652 
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RH57 (82) - 5‐Phenyl‐1,3‐dihydro‐2‐benzofuran‐1‐one152 

 

Triethylamine (2.62 mL, 18.7 mmol) was added to ethanol (20 mL) and the 

solution was degassed with nitrogen for 30 mins. 5-Bromophthalide (1.59 g, 

7.48 mmol), phenylboronic acid (1.00 g, 8.23 mmol) and 

bis(triphenylphosphine)palladium(II) dichloride (0.53 g, 0.75 mmol) were 

placed in an RBF and this was flushed with nitrogen for 30 mins. The solution 

was added to the solids and the mixture was heated to 80 °C and stirred under 

nitrogen for 16 hrs. The solution was allowed to cool to RT. DCM was added 

to dissolve the precipitate and the solution was filtered through celite, then 

washed with ethanol. The solution was dried and filtered under reduced 

pressure. The compound was purified via automated normal-phase flash-

column chromatography and the appropriate fractions were combined and 

concentrated under reduced pressure, affording the title compound as a 

colourless solid. 

Yield: 783 mg, 3.72 mmol, 50% 

Rf: 0.16 (4:1, Petrol/EtOAc) 

1H NMR (500 MHz, CDCl3): 7.97 (d, J 8.2, 1H, -H), 7.74 (dt, J 8.0 & 0.7, 1H, -

H), 7.67 (q, J 0.7, 1H, 4-H), 7.61 (m, 2H, -H), 7.49 (m, 2H, -H), 7.43 (tt, J 7.4 

& 1.4, -H), 5.37 (s, 2H, O-CH2) 

13C NMR (125 MHz, (CD3)2SO): 180.7, 158.9, 157.4, 150.3, 139.7, 139.1, 

138.6, 138.0, 135.9. 135.1, 131.6, 80.1 

IR: νmax/cm-1: 3567, 3467, 3015, 2970, 2356, 2333, 1746, 1654 

m/z (ES): Found: MNa+ 233.0572; C15H10O4 requires MNa+ 233.0573 

Data consistent with literature values152. 
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RH60 - 2'‐(Hydroxymethyl)‐3‐(iodomethyl)‐[1,1'‐biphenyl]‐4‐

carboxylic acid 

 

5‐[2‐(Hydroxymethyl)phenyl]‐1,3‐dihydro‐2‐benzofuran‐1‐one (600 mg, 2.50 

mmol) was added to dry DCM (20 mL) under nitrogen. The solution was 

heated to 40 °C and stirred. Iodotrimethylsilane (1.33 mL, 3.75 mmol) was 

added dropwise and the solution was stirred at 40 °C for 16 hrs. The solution 

was allowed to cool to RT and then quenched with water. The organics were 

extracted, then dried, filtered and dry-loaded onto silica. The compound was 

purified via automated normal-phase flash-column chromatography. The 

appropriate fractions were combined and concentrated under reduced 

pressure. These were then were further purified via automated reverse-phase 

flash-column chromatography and then the appropriate fractions were 

combined and concentrated under reduced pressure, affording the title 

compound as a brown solid. The crude product was used without further 

purification. 

Yield: Crude, 209 mg 

Rf: 0.26 (1:1, Petrol/EtOAc) 

1H NMR (500 MHz, CD3OD): 7.96 (d, J 8.0, 1H, -H), 7.68 (dd, J 1.4 & 0.8, 1H, 

-H), 7.64 (t, J 0.7, 1H, -H), 7.57 (m, 1H, -H), 7.37 (m, 2H, -H), 7.21 (m, 1H, -

H), 5.45 (s, 2H, HO-CH2), 4.46 (s, 2H, I-CH2) 
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RH62 - Methyl-3‐(1‐oxo‐1,3‐dihydro‐2‐benzofuran‐5‐yl)benzoate 

 

3‐(1‐Oxo‐1,3‐dihydro‐2‐benzofuran‐5‐yl)benzoic acid (100 mg, 0.39 mmol) 

was placed in an RBF and the flask was flushed with nitrogen. DMF (2 mL) 

was added and the solution was heated to 40 °C. Thionyl chloride (2 mL) was 

added dropwise and the solution was stirred for 16 hrs. The solution was 

allowed to cool to RT and thionyl was removed under reduced pressure. 

Methanol was added and the solution was stirred at RT for 1 hr. The solvent 

was removed under reduced pressure and the solid residue was redissolved 

in DCM (10 mL). The solution was washed with lithium chloride solution and 

the solvent was removed under reduced pressure, affording the title 

compound as a colourless powder. 

Yield: 77.0 mg, 0.29 mmol, 74% 

Rf: 0.7 (EtOAc) 

1H NMR (500 MHz, CD3OD): 8.26 (t, J 1.7, 1H, 2’-H), 8.00 (dt, J 7.7 & 1.5, 1H, 

6’-H), 7.88 (d, J 7.7, 2H, 6/7-H), 7.82 (s, 1H, 4-H), 7.78 (d, J 8.0, 1H, 4’-H), 

7.55 (t, J 7.8, 1H, 5’-H), 5.37 (s, 2H, O-CH2), 3.87 (s, 3H, COO-CH3) 

13C NMR (125 MHz, CD3OD): 173.3, 168.3, 150.0, 147.8, 141.7, 133.3, 132.5, 

130.7, 130.7, 129.6, 129.5, 127.0, 126.1, 122,4, 71.6, 53.0 
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RH69 (104) – 3’‐(Hydroxymethyl)‐[1,1’‐biphenyl]‐3,4’‐dicarboxylic 

acid 

 

Methyl-3‐(1‐oxo‐1,3‐dihydro‐2‐benzofuran‐5‐yl)benzoate (100 mg, 0.39 

mmol) was added to aqueous sodium hydroxide solution (2 M, 5 mL) and the 

solution was stirred at 100 °C for 24 hrs. The solution was allowed to cool to 

RT and acidified to pH 1 with aqueous hydrochloric acid solution (2 M) 

dropwise, causing a precipitate to form. The precipitate was filtered off, 

affording the title compound as a colourless solid. 

Yield: 106 mg, 0.39 mmol, quantitative 

Rf: 0.23 (1:1, EtOAc/MeOH) 

1H NMR (500 MHz, D2O): 8.18 (t, J 1.7, 1H, 2’-H), 7.87 (m, 2H, 4’/6’-H), 7.77 

(d, J 1.2, 1H, 4-H), 7.70 (dd, J 8.1 & 1.7, 1H, 6-H), 7.68 (d, J 7.9, 1H, 7-H), 

7.57 (t, J 7.8, 1H, 5’-H), 4.82 (s, 2H, HO-CH2, obscured by D2O) 

13C NMR (125 MHz, D2O): 177.4, 175.7, 141.6, 140.1, 138.8, 137.3, 137.2, 

129.9, 129.3, 128.5, 127.6, 127.1, 126.4, 63.1 

IR: νmax/cm-1: 3469, 3058, 2550, 1739, 1680, 1607 

m/z (ES): Found: M- 271.0604; C15H12O5 requires M- 271.0612 
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RH73 (153) - Sodium benzenecarbothioylsulfanide 

 

Magnesium turnings (122 mg, 5.00 mmol) and iodine (69.0 mg, 0.25 mmol) 

were placed in an RBF which was then nitrogen flushed. THF (10 mL) and 

bromobenzene (0.58 mL, 5.50 mmol) were added and the solution was heated 

to 60 °C and stirred under nitrogen until magnesium was consumed. The 

solution was cooled to 0 °C and carbon disulfide (0.30 mL, 5.00 mmol) was 

added dropwise. The solution was stirred overnight under nitrogen, being 

allowed to reach RT. The solution was acidified to pH 1 with aqueous 

hydrochloric acid solution (2 M) dropwise and extracted with toluene (2 x 10 

mL), then dried (MgSO4) and filtered. The solvent was removed under 

reduced pressure and sodium hydride (60% in mineral oil, 180 mg, 4.5 mmol) 

was added to the flask, which was then flushed with nitrogen and cooled to 0 

°C. Toluene was added and the solution was stirred overnight, being allowed 

to reach RT. An orange crystalline solid precipitated out, which was then 

filtered and retrieved, affording the title compound as orange crystals. 

Yield: 230 mg, 1.31 mmol, 24% 

1H NMR (500 MHz, D2O): 7.93 (dd, J 8.4 & 1.2, 2H, 2’/6’-H), 7.45 (tt, J 7.4 & 

1.3, 1H, 4-H), 7.33 (tt, J 7.3 & 1.6, 2H, 3’/5’-H) 

13C NMR (125 MHz, D2O): 258.3, 153.6, 130.2, 127.6, 125.9 

IR: νmax/cm-1: 3384, 3192, 3070, 2070, 1607 

HPLC: Tr = 5.71 (86% rel. area) 

m/z (ES): Found: M- 152.9828; C7H6S2 requires M- 152.9838 
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RH83 (154) - Sodium {[1,1'‐biphenyl]‐3‐carbothioyl}sulfanide 

 

Magnesium turnings (47.0 mg, 1.95 mmol) and iodine (51.0 mg, 0.20 mmol) 

were placed in an RBF which was then nitrogen flushed. THF (10 mL) and 3-

bromobiphenyl (358 µL, 2.15 mmol) were added and the solution was heated 

to 60°C and stirred under nitrogen until magnesium was consumed. The 

solution was cooled to 0 °C and carbon disulfide (234 µL, 3.90 mmol) was 

added dropwise. The solution was stirred overnight under nitrogen, being 

allowed to reach RT. The solution was acidified to pH 1 with aqueous 

hydrochloric acid solution (2 M) dropwise and extracted with toluene (2 x 10 

mL), then dried (MgSO4) and filtered. The solvent was removed under 

reduced pressure and sodium hydride (60% in mineral oil, 78.0 mg, 1.95 

mmol) was added to the flask, which was then flushed with nitrogen and 

cooled to 0 °C. Toluene was added and the solution was stirred overnight, 

being allowed to reach RT. An orange crystalline solid precipitated out, which 

was then filtered and retrieved, affording the title compound as orange 

crystals. 

Yield: 13.0 mg, 0.05 mmol, 3% 

1H NMR (500 MHz, D2O): 8.24 (t, J 1.8, 1H, 4-H), 7.96 (ddd, J 7.8, 1.7 & 1.0, 

1H, 4’-H), 7.75 (m, 3H, 2/5/6-H), 7.54 (t, J 7.8, 2H, 2’/6’-H), 7.45 (m, 2H, 

3’/5’-H) 

13C NMR (125 MHz, D2O): 257.7, 154.2, 140.2, 139.7, 129.1, 128.5, 128.2, 

127.8, 127.0, 125.0, 124.4 

IR: νmax/cm-1: 3347, 3061, 2791, 2703, 1589, 1559 

HPLC: Tr = 5.840 (49% rel. area) (sample degraded) 

m/z (ES): Found: M-
 229.0158; C7H6S2 requires M-

 229.0159 
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RH85 (126) - Sodium {3'‐chloro‐[1,1'‐biphenyl]‐3‐

carbothioyl}sulfanide 

 

3-Bromo-3’-chlorobiphenyl (500 mg, 1.87 mmol), magnesium turnings (41.0 

mg, 1.70 mmol) and iodine (43.0 mg, 0.17 mmol) were placed in an RBF which 

was then nitrogen flushed. THF (15 mL) was added and the solution was 

heated to 60 °C and stirred under nitrogen until magnesium was consumed. 

The solution was cooled to 0 °C and carbon disulfide (102 µL, 1.70 mmol) was 

added dropwise. The solution was stirred overnight under nitrogen, being 

allowed to reach RT. The solution was acidified to pH 1 with aqueous 

hydrochloric acid solution (2 M) dropwise and extracted with toluene (2 x 10 

mL), then dried (MgSO4) and filtered. The solution was dry-loaded on to silica 

deactivated with 0.1% triethylamine in DCM and purified via automated 

normal-phase flash-column chromatography. The appropriate fractions were 

combined and the solvent was removed under reduced pressure. Sodium 

hydride (60% in mineral oil, 38.0 mg, 1.53 mmol) was added to the flask, which 

was then flushed with nitrogen and cooled to 0 °C. Toluene was added and 

the solution was stirred overnight, being allowed to reach RT. An orange 

crystalline solid precipitated out, which was then filtered and retrieved, 

affording the title compound as orange crystals. 

Yield: 122 mg, 0.43 mmol, 23% 

1H NMR (500 MHz, D2O): 8.15 (t, J 1.7, 1H, 2’-H), 7.95 (dt, J 7.9 & 1.1, 1H, 

4’-H), 7.61 (t, J 1.7, 1H, 5’-H), 7.55 (ddt, J 36.4, 7.8 & 1.2, 2H, 3/5-H), 7.37 

(td, J 7.9 & 1.7, 2H, 2/6-H), 7.32 (dt, J 7.9 & 1.4, 1H, 6’-H) 

13C NMR (125 MHz, D2O): 257.1, 153.9, 141.9, 138.3, 134.1, 130.3, 128.5, 

128.2, 127.4, 126.8, 125.5, 125.2, 124.5 

IR: νmax/cm-1: 3414, 3059, 1591, 1562 

HPLC: Tr = 6.91 (60% rel. area) (sample degraded) 

m/z (ES): Found: M- 262.9761; C7H6S2 requires M- 262.9761 
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RH97 (131) - Sodium (4‐aminobenzenecarbothioyl)sulfanide 

 

4-(Bis(trimethylsilyl)amino)phenyl magnesium bromide solution (0.5 M in THF, 

10 mL) was added to toluene (10 mL) in an RBF under nitrogen. The solution 

was cooled to 0°C and carbon disulfide (330 µL, 5.50 mmol) was added 

dropwise. The solution was stirred overnight under nitrogen, being allowed to 

reach RT. The solution was cooled to 0 °C and acidified to pH 1 with aqueous 

hydrochloric acid solution (2 M) dropwise, then stirred for 1 hr. The organics 

were extracted with toluene (2 x 10 mL), then dried (MgSO4) and filtered. The 

solvent was removed under reduced pressure and sodium hydride (60% in 

mineral oil, 78.0 mg, 1.95 mmol) was added to the flask, which was then 

flushed with nitrogen and cooled to 0 °C. Toluene was added and the solution 

was stirred overnight, being allowed to reach RT. An orange crystalline solid 

had precipitated out, which was then filtered and retrieved. The product was 

purified via automated reverse-phase flash-column chromatography and the 

appropriate fractions were combined and concentrated under reduced 

pressure, affording the title compound as a red crystalline solid. 

Yield: 282 mg, 1.47 mmol, 29% 

1H NMR (500 MHz, D2O): 8.18 (dt, J 8.7 & 2.1, 2H, 3/5-H), 6.70 (dt, J 8.7 & 

2.1, 2H, 2/6-H) 

13C NMR (125 MHz, D2O): 252.9, 150.8, 142.6, 129.2, 113.8 

IR: νmax/cm-1: 3357, 3307, 3195, 2978, 2933, 2658, 1621, 1590 

HPLC: Tr = 2.52 (94% rel. area) 

m/z (ES): Found: M- 167.9939; C7H6S2 requires M- 167.9947 
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RH101 (132) - Sodium (thiophene‐2‐carbothioyl)sulfanide* 

 

2-Thienyl magnesium bromide solution (1 M in THF, 5 mL) was added to 

toluene (10 mL) in an RBF under nitrogen. The solution was cooled to 0°C 

and carbon disulfide (330 µL, 5.50 mmol) was added dropwise. The solution 

was stirred overnight under nitrogen, being allowed to reach RT. The solution 

was cooled to 0 °C and acidified to pH 1 with aqueous hydrochloric acid 

solution (2 M) dropwise, then stirred for 1 hr. The organics were extracted with 

toluene (2 x 10 mL), then dried (MgSO4) and filtered. The solvent was 

removed under reduced pressure and sodium hydride (60% in mineral oil, 180 

mg, 4.50 mmol) was added to the flask, which was then flushed with nitrogen 

and cooled to 0 °C. Toluene was added and the solution was stirred overnight, 

being allowed to reach RT. A red crystalline solid precipitated out, which was 

then filtered and retrieved. The product was purified via automated reverse-

phase flash-column chromatography and the appropriate fractions were 

combined and concentrated under reduced pressure, affording the title 

compound as deep red crystals. 

Yield: Not obtained, product degraded. 

1H NMR (500 MHz, D2O): 7.87 (d, J 2.7, 1H, 3-H), 7.61 (d, J 4.5, 1H, 5-H), 

7.10 (t, J 3.6, 1H, 4-H) 

13C NMR (125 MHz, D2O): 239.5, 158.3, 134.4, 129.2, 128.8 

HPLC: Tr = 1.48 (50% rel. area) (sample degraded) 
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RH104 (140) - 5‐(3‐Methoxyphenoxy)pentanedithioic acid 

 

Neat carbon disulphide (0.5 mL, 17 mmol) was placed in a nitrogen flushed 

RBF and (4-(3-methoxyphenoxy)butyl magnesium chloride solution (0.5 M in 

THF, 1 mL) was added dropwise. Upon addition of the Grignard reagent the 

solution changed from colourless to yellow. The solution was stirred for 1 hr 

at RT under nitrogen. Aqueous hydrochloric acid solution (2 M, 0.4 mL) was 

added, causing a precipitate to form and causing the solution to change colour 

to a deep red. The solution was stirred for 15 mins. A further portion of 

aqueous hydrochloric acid solution (2 M, 0.4 mL) was added and the solution 

was stirred for a further 15 mins, over which time the precipitate dissolved. 

The product was extracted with toluene (3 x 10 mL) and the organics were 

combined and the solvent was removed. The product was dry-loaded onto 

deactivated silica with 0.1% triethylamine in DCM for automated normal-phase 

flash-column chromatography and the appropriate fractions were combined 

and concentrated under reduced pressure, affording the title compound as an 

orange-brown oil. 

Yield: 37 mg, 0.14 mmol, 28% 

1H NMR (500 MHz, CDCl3): 7.18 (t, J 8.1, 1H, 2-H), 6.50 (ddt, J 8.1, 2.4 & 

0.7, 2H, 1,3-H), 6.46 (t, J 2.4, 1H, 4-H), 3.97 (t, J 6.2, 2H, 5’-H), 3.79 (s, 3H, 

O-CH3), 3.07 (t, J 7.5, 2H, 2’-H), 2.02 (p, J 7.5, 2H, 3’-H), 1.87 (m, 2H, 4’-H) 

13C NMR (125 MHz, D2O): 237.9, 160.9, 160.2, 129.9, 106.7, 106.3, 101.0, 

67.3, 55.3, 52.8, 28.1, 27.1 

IR: νmax/cm-1: 2998, 2935, 2869, 2834, 1587 

HPLC: Tr = 0.30 (88% rel. area) 

m/z (ES): Found: M- 255.0518; C7H6S2 requires M- 255.0519 
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RH106 (142) - Ammonium {3‐fluoro‐4‐[(2‐methylpiperidin‐1‐

yl)methyl]benzenecarbothioyl}sulfanide* 

 

Neat carbon disulphide (0.5 mL, 17 mmol) was placed in a nitrogen flushed 

RBF and 3-fluoro-4-[(2-methyl-1-piperidino)methyl]phenyl magnesium 

bromide solution (0.25 M in THF, 2 mL) was added dropwise. Upon addition 

of the Grignard reagent the solution changed from colourless to yellow. The 

solution was stirred for 1 hr at RT under nitrogen. Aqueous hydrochloric acid 

solution (2 M, 5 drops mL) was added, causing a precipitate to form and 

causing the solution to change colour to a deep red. The solvent was removed 

in vacuo and methanolic ammonia was added. The solution was stirred at RT 

for 1 hr. The product was extracted with water (3 x 10 mL) and the aqueous 

layers were combined and the solvent was removed. The product was washed 

with toluene and ethyl acetate, affording the title compound as an off-white 

solid. 

Yield: 33 mg,  0.11 mmol, 22% 

1H NMR (500 MHz, DMSO/D2O): Unassignable, product degraded in NMR 

solvents. 

13C NMR (125 MHz, DMSO/D2O): Unassignable, product degraded in NMR 

solvents. 

IR: νmax/cm-1: 3331, 2483, 1634, 1437 

HPLC: Tr = 0.28 (78% rel. area) 

LC-MS (ES): Found: M- 281.74; C14H18FNS2 requires M- 281.0792 
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applied and waters 438 and 558 included XP GlideScore fitted to VIM-2 pIC50
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Compounds 1 - 16 docked in crystal structure 5K48 with metals constraints 

applied and water 438 included XP GlideScore fitted to VIM-2 pIC50
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Compounds 1 - 16 docked in crystal structure 5K48 with metal constraints 

applied and water 558 included XP GlideScore fitted to VIM-2 pIC50
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Compounds 1 - 16 docked in crystal structure 5K48 with waters 438 and 

558 included and manually orientated XP GlideScore fitted to VIM-2 pIC50
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Compounds 1 - 16 docked in crystal structure 5K48 with water 438 

included and manually orientated XP GlideScore fitted to VIM-2 pIC50
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Compounds 1 - 16 docked in crystal structure 5K48 with water 538

 included and manually orientated XP GlideScore fitted to VIM-2 pIC50
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Compounds 1 - 16 docked in crystal structure 5K48 with metal constraints applied and 

waters 438 and 558 included and manually orientated XP GlideScore fitted to VIM-2 pIC50
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Compounds 1 - 16 docked in crystal structure 5K48 with metal constraints applied 

and water 438 included and manually orientated XP GlideScore fitted to VIM-2 pIC50
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Compounds 1 - 16 docked in crystal structure 5K48 with metals constraints applied 

and water 558 included and manually orientated XP GlideScore fitted to VIM-2 pIC50
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Compounds 1 - 16 docked in crystal structure

5K48 GoldScore fitted to VIM-2 pIC50


