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Chapter 1

Introduction

Particle physics is a branch of science that examines the most elementary particles of

matter and their interactions via fundamental forces. Perhaps the most successful theory

of particle physics is the Standard Model, which builds upon quantum mechanical and

symmetrical principles to describe the interactions of elementary particles, via three of

the four fundamental forces of the Universe.

The Standard Model has proven to be a very reliable theory that has predicted the

existence of numerous particles, later discovered experimentally. However, despite its

successes, the Standard Model remains an incomplete theory. It does not incorporate

the fourth fundamental force of the Universe, gravity, nor does it explain how certain

physical phenomena arise - such as dark matter, or matter-antimatter asymmetry, to

name but a few. The unanswered questions of the Universe provide a motive to test

the Standard Model, to understand its limitations, and to begin to piece together an

overarching theory.

The purpose of this thesis is not to offer a comprehensive answer to the unknowns of the

Universe, rather to discuss the author’s efforts in helping humankind to take one step

closer towards a more partial answer. This thesis will present studies of the electroweak

sector using 139 fb−1 of proton-proton collision data, with a centre-of-mass energy equal

to 13 TeV, recorded by the ATLAS experiment.

The electroweak sector is interesting to study because of its non-Abelian nature, which

leads to self-interactions between the electroweak gauge bosons. Furthermore, it is

subject to spontaneous symmetry breaking causing three of the four electroweak gauge

bosons to acquire mass via the Higgs mechanism. This thesis will discuss the interaction

between two massless photons and two massive W bosons, through the study of photon-

induced W+W− production at the Large Hadron Collider. This process occurs when two
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Figure 1.1: The leading order Feynman diagrams contributing to the γγ →WW process.
The process is an example of quartic and triple gauge couplings. a) Shows the quartic
γγWW coupling. The triple γWW coupling is illustrated in b) and c) [1].

incoming protons radiate off a photon each, which then go on to interact and produce

two W bosons. Figure 1.1 illustrates the leading order Feynman diagrams contributing

towards the γγ →WW process. This process is an example of triple and quartic gauge

boson interactions via the γγWW and γWW vertices. The triple and quartic gauge

couplings can be studied via photon-induced W+W− production and any deviation from

the Standard Model may provide hints of new physics.

The work presented in this thesis builds upon previous studies of photon-induced W+W−

boson production carried out by both the ATLAS and CMS collaborations in 2016 [2, 3].

The studies presented in this thesis directly contributed towards the observation of

photon-induced W+W− production by the ATLAS collaboration [1].

Also presented are some preliminary Effective Field Theory studies on the photon-induced

W+W− process, which examines the WWγ and WWγγ couplings. The coupling strength

of these vertices are yet to be precisely measured. If a precise measurement agrees with

the Standard Model it can be used to confirm the predictions of the Standard Model.

However, if there is any deviation from Standard Model predictions, this could hint

towards new physics via anomalous Triple Gauge Couplings and anomalous Quartic

Gauge Couplings. The effects of new physics on the WWγ and WWγγ vertices can

be parameterised using an Effective Field Theory that extends the Standard Model to

include generic new physics interactions.

A general outline of the structure of this thesis is as follows: first an overview of the

theoretical principles behind the studies presented will be given in Chapter 2. A short

history of the development of particle physics will be given, before the Standard Model

is introduced. This chapter will describe how the key principles of symmetry under-pin

the form of the Standard Model and how the underlying symmetry of the electroweak

sector is broken to give rise to massive electroweak gauge bosons. Then there will be

a discussion on how the Standard Model can be extended with the use of Effective

Field Theory, as part of a strategy to search for new physics with a model-independent
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approach. Chapter 2 will conclude with a summary of the fundamental concepts of

proton-proton collisions.

Next, Chapter 3 will describe the experimental setup of the Large Hadron Collider and

the ATLAS experiment. Detail will be provided of each of the sub-detectors of which the

ATLAS detector is composed, and a short summary of the ATLAS trigger system will

also be given. Chapter 4 will describe how the data recorded by the ATLAS experiment

is reconstructed into ”physics objects” that can be used in a physics analysis. This

chapter will focus on how information from the constituent parts of the ATLAS detector

can be combined to reconstruct electrons and muons.

Chapter 5 will describe how reconstructed electrons are classified according to their origin.

This chapter will describe the likelihood-based method used by the ATLAS collaboration

to classify an electron candidate as either signal or background. A study, performed by

the author of this thesis, will be presented that alters the nominal likelihood discriminant

method to include information from different categories of background electrons. The

study focuses on categorising background electrons from either light flavour or heavy

flavour hadronic decays, and constructs independent likelihood discriminants for each

category. Then an optimal cut is chosen for each likelihood discriminant, that optimises

the rejection of background electrons from both categories. Chapter 5 concludes with

a comparison between the nominal likelihood discriminant method and the new two-

dimensional likelihood discriminant method.

The photon-induced W+W− process will be introduced in Chapter 6. This chapter will

describe the mechanisms behind photon-induced W+W− production at the Large Hadron

Collider and will discuss the results of previous measurements of this process. The main

strategies of the analysis will be introduced, including an outline of the corrections that

must be applied to the Monte Carlo.

Chapters 7 and 8 will describe the contribution made by the author towards the Run 2

photon-induced W+W− analysis. Both chapters describe corrections applied to the

Monte Carlo modelling. The first correction factor to be discussed is the charged particle

reweighting factor, which corrects the modelling of the charged particle distribution at

low track multiplicities. Chapter 7 details studies validating the application of charged

particle reweighting factor to diboson events. The second correction factor to be discussed

is the exclusivity scale factor, which accounts for dissociative contributions not modelled

in the simulation. Chapter 8 describes the data-driven method used to derive the

exclusivity scale factor.

Chapter 9 will present a summary of the results of the Run 2 photon-induced W+W−

analysis, performed by the ATLAS collaboration.
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Finally, Chapter 10 describes preliminary studies of Effective Field Theory using the re-

sults of the photon-induced W+W− Run 2 analysis. This chapter describes methods used

to estimate confidence limits on the free dimension-6 and dimension-8 EFT parameters,

that contribute towards the WWγ and WWγγ vertices. Initial limits are placed on the

dimension-6 and dimension-8 parameters using a naive event counting technique. Then

the kinematic distributions of dimension-8 operators are studied in order to refine the

initial estimates. The results from these preliminary studies are compared to previously

published results in order to identify the parameters that could have more stringent

limits set, by a future more in-depth study.
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Chapter 2

Theoretical Overview

This chapter will give a succinct summary of the theoretical concepts of particle physics,

which underpin the studies presented later in this thesis. Section 2.1 will give a short

history of particle physics. In section 2.2, the Standard Model of particle physics will

be introduced. Section 2.3 will describe an approach for extending the Standard Model

as part of a search for new physics. Finally, section 2.4 will summarise the theoretical

concepts behind proton-proton collisions, which are used to test the Standard Model.

2.1 A Short History of Particle Physics

The philosophical notion that matter is composed of corpuscular particles has been

around for centuries [4]. Experiments in the late-nineteenth and early-twentieth centuries

provided evidence to support such ideas. The discovery of the electron by J.J. Thomson

in 1897 [5] and E. Rutherford’s work on the structure of the atom in 1911 [6], paved

the way for the era of particle physics. The early particle model of the electron was

combined with quantum mechanics and Einstein’s theory of special relativity in 1928 by

P. Dirac [7]. Dirac’s work was further developed into a renormalisable and gauge invariant

quantum field theory, known as quantum electrodynamics (QED), in the mid-twentieth

century by the likes of R. Feynman, J. Schwinger, C.N. Yang, and R. Mills [8, 9]. By the

1970’s, the Higgs mechanism had been postulated to explain how masses of fundamental

particles arise [10, 11, 12]. Additionally, a quantum theory of the strong interaction,

known as quantum chromodynamics (QCD) was formulated by H. Fritzsch and M. Gell-

Mann [13, 14], using the same principles of symmetry that were used to formulate QED.

By 1975, the general theoretical framework of particle physics was coined: The Standard

Model [15].
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2.2 The Standard Model of Particle Physics

The Standard Model of particle physics describes three of the four fundamental forces

of the Universe and the subsequent interactions between fundamental particles. The

Lagrangian of the Standard Model can be written as the sum of four separate Lagrangians:

LSM = LGauge + LFermions + LHiggs + LYukawa (2.1)

The first term, LGauge describes the gauge symmetries of the Standard Model that give rise

to the fundamental forces carried by gauge bosons. The second term, LFermions describes

fermionic fields that govern the fundamental particles of matter. LHiggs describes how the

gauge bosons interact with the Higgs field, provoking spontaneous symmetry breaking.

The final term, LYukawa describes the nature and coupling strengths of interactions

between fermions and the Higgs field. The implications of each term will be described in

the subsequent sections below.

2.2.1 Underlying Symmetries of the Standard Model

The Standard Model is a gauge quantum field theory. The fields described by the

Standard Model are gauge invariant under local SU(3)c ⊗ SU(2)L ⊗ U(1)Y symmetry

transformations. The quanta of bosonic fields are integer spin particles, known as bosons.

In the Standard Model, bosons convey the electroweak and strong interactions.

Each component of the gauge group corresponds to a different fundamental interaction.

Table 2.1 outlines the properties of each of the fundamental interactions, corresponding

to the different gauge groups. The gauge field associated with the U(1)Y symmetry is the

electromagnetic field and it has one associated bosonic field, Bµ. The SU(2)L symmetry

is associated with the weak interaction, and has three bosonic fields: W 1
µ , W 2

µ and W 3
µ .

The SU(2)L symmetry is a chiral symmetry and consequently weak interactions only

couple to left handed fermion fields (see Section 2.2.2).

In the Standard Model, the electromagnetic and weak interactions are unified into the

electroweak interaction at high energies, with an SU(2)L ⊗ U(1)Y gauge group [16].

The electroweak interaction is mediated by four gauge bosons, that arise from linear

combinations of the bosonic fields. The only massless electroweak gauge boson is the

photon, denoted by γ. The remaining three electroweak gauge bosons are called the W+,

W−, and Z bosons, and acquire mass as a result of electroweak symmetry breaking (see

Section 2.2.3).
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Symmetry Interaction Bosonic Field Mediator Mass Quantum Number

U(1) Electromagnetic 1 field (Bµ) Photon (γ) 0 Electric Charge (Q = I3 + Y
2 )

SU(2) Weak 3 fields (Wn
µ )

W+ boson (W+)

W− boson (W−)

Z boson (Z)

m
W

± = 80.4 GeV

mZ = 91.2 GeV
Weak Isospin (I3)

SU(3) Strong 8 fields (Gnµ) 8 Gluons (g) 0 Colour

Table 2.1: A summary of the gauge symmetries of the Standard Model and the corre-
sponding interactions. The SU(2)⊗ U(1) gauge group is unified in the Standard Model
to form the electroweak interaction.

The final symmetry, SU(3)c, is associated with the strong interaction. The strong

interaction has eight bosonic fields, Gnµ which are mediated by eight massless gauge

bosons, known as gluons [17].

Each fundamental interaction described by the Standard Model has an associated quantum

number that must be conserved. Interactions via the electroweak force must conserve both

the third component of weak isospin, I3, and weak hypercharge, Y . In electromagnetic

interactions, electric charge, Q, must be conserved, where Q = I3 + Y
2 [16]. In weak

interactions, it is just the third component of weak isospin that must be conserved, and

in strong interactions, a quantum number, known as colour, must be conserved.

2.2.2 The Description of Matter in the Standard Model

The Standard Model describes matter with quantum gauge fields known as fermionic

fields. The quanta of these fields are half-integrer spin particles called fermions. Table 2.2

summarises the fermions in the Standard Model. They are organised into either left-

handed doublets or right-handed singlets as a result of the chiral SU(2)L symmetry.

Fermions have intrinsic values of the quantum numbers (Q, I3 and Y ). All left-handed

fermions have a third component of weak isospin equal to I3 = ±1/2 and all right-handed

fermions have a third component of weak isospin equal to I3 = 0 [17].

Fermions can be further categorised as either quarks or leptons according to which

fundamental forces they interact with. Both leptons and quarks interact via the electro-

magnetic and weak interactions, however, only quarks interact via the strong interaction.

There are three generations of both leptons and quarks, which differ only by mass.

The Standard Model also predicts each fermion has an associated antiparticle that is

opposite in charge and chirality. Antiparticles have identical mass as their partner

particle.
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s′

)
L

(
t

b′

)
L

+2/3
-1/3

+1/2
-1/2

+1/3
+1/3

electromagnetic
strong

}
uR
dR

cR
sR

tR
bR

+2/3
-1/3

0
0

+4/3
-2/3

Leptons
electromagnetic

weak

} (
νe
e

)
L

(
νµ
µ

)
L

(
ν
τ

τ

)
L

0
-1

+1/2
-1/2

-1
-1

-
electromagnetic

weak

} νeR
eR

νµR
µR

ντR
τR

0
-1

0
0

0
-2

Table 2.2: A summary of the fundamental particles of matter, known as fermions and
their corresponding quantum numbers. Fermions have half-integer spin and can be
classified as either quarks or leptons.

There are six quarks in the Standard Model. Each generation consists of one up-type

quark and one down-type quark. The up-type quarks are called: up, charm and top.

Each up-type quark has an electrical charge of +2/3. The down-type quarks are called:

down, strange and bottom. Each down-type quark has an electrical charge of −1/3.

Left-handed quark doublets are formed from one up-type, with I3 = +1/3, and one

linear combination of down-type quarks1, with I3 = −1/2. Right-handed quark doublets

have I3 = 0. All quarks also have a conserved quantity known as colour, which can be

either red, green or blue. They only exist in bound colourless states. Three quarks, each

with different colour, are known as baryons; whilst the bound states of a quark and its

respective anti-quark, are known as mesons. Quarks can interact via the strong or the

electroweak force.

There are six leptons in the Standard Model, with one charged lepton and one neutral

lepton, known as a neutrino, in each generation. The charged lepton in the first generation

is called an electron. In the second generation, the charged lepton is called a muon,

and in the third generation it is called a tau. All charged leptons have an electrical

charge of Q = −1, and interact via the electroweak force. The third component of weak

isospin of left-handed charged leptons is I3 = +1/2, and they form a doublet with their

corresponding neutrino, which carry a third component of weak isospin of I3 = −1/2.

Right-handed leptons carry no third component of weak isospin. Neutrinos do not carry

electrical charge and are colourless, therefore left-handed neutrinos only interact via the

1
down-type quarks mix according to the CKM matrix which describes quark flavour changing via the

weak interaction [18].
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weak force; whilst the hypothesised right-handed neutrinos do not interact with any of

the forces described by the Standard Model [17].

2.2.3 Spontaneous Electroweak Symmetry Breaking

The underlying SU(2)L ⊗ U(1)Y symmetry of the electroweak force is spontaneously

broken to give rise to the massive W+,W− and Z gauge bosons, that carry the weak

force [19]. This symmetry breaking occurs via the Higgs mechanism, which introduces

a scalar field, known as the Higgs field, Φ. The Higgs field is a doublet and carries a

hypercharge of Y = +1, a third component of weak isospin equal to I3 = −1/2, and no

electric charge. It is present throughout the whole of space and has a potential:

V (Φ) = µ2Φ†Φ− 1

2
λ(Φ†Φ)2, µ2 > 0 (2.2)

In the Standard Model, the Higgs potential has a non-zero value it at its minima, which

gives rise to spontaneous electroweak symmetry breaking. This occurs for µ2 < 0 and

λ > 0, where the lowest energy state of the Higgs field has a non-zero expectation value

equivalent to:

v =
√

2µ/λ (2.3)

Where v is the vacuum expectation value of the Higgs field and is a free parameter in the

Standard Model. It has been measured experimentally to have the value of 246 GeV [20].

At energies below the electroweak scale, the symmetry is broken resulting in three

components of the Higgs field being absorbed into the mass terms of the weak gauge

bosons, and one remaining massive scalar component, otherwise known as the Higgs

boson [21]. The Masses of the resulting bosons are:

MH = λv (2.4)

MW = e
v

2
sin θW (2.5)

MZ =
MW

cos θW
(2.6)

Where θW is the Weinberg angle that describes the mixing between the bosonic fields,

Bµ and Wµ [17].

The Higgs field does not interact electromagnetically and as a result, the gauge boson of

the electromagnetic interaction, the photon, does not acquire mass.

13



2.2.4 Yukawa Couplings

The Higgs field also couples to fermionic fields, inducing mass for fermions. The fermions’

coupling strength to the Higgs field is dictacted by Yukawa couplings which, are free

parameters in the Standard Model [16]. The masses of fermions in the Standard model

are directly proportional to the Yukawa couplings:

mf = yf
v√
2

(2.7)

Where yf is the Yukawa coupling and it defines the strength of the coupling between the

fermion and the Higgs field, and v is the vacuum expectation value of the Higgs field.

2.2.5 Achievements and Limitations of the Standard Model Measure-

ments

The Standard Model is the most successful theory of particle physics, with many of

its predictions withstanding experimental rigour. Figure 2.1 shows a summary compar-

ing the theoretical predictions of different Standard Model processes to experimental

measurements by the ATLAS collaboration. In general, there is very good agreement

between the theoretical predictions and experimental measurements. However, not all

measurements are statistically significant and some measurements are more precise than

others. A primary objective for experimental physicists is to test the Standard Model by

precisely measuring all predicted processes.

Despite the extent of the success of the Standard Model, it is known to be incomplete. As

previously mentioned, the Standard Model provides no explanation for the gravitational

force; nor does it explain the origin of experimental observations of dark matter or

neutrino masses [23, 21, 24]. It is now widely believed that the Standard Model is a

low-energy limit of a more fundamental theory and that new processes, involving new

particles, will be discovered at higher energies. It is anticipated that physics beyond the

Standard Model will unify all fundamental forces of nature and offer explanations for the

Standard Model’s shortcomings.

The focus of this thesis is to examine the Standard Model through the study of self-

interactions between electroweak gauge bosons. These self-interactions can involve either

three or four electroweak gauge bosons and are known as Triple Gauge Couplings or

Quartic Gauge Couplings. The topic of this thesis is photon-induced W+W− boson

production and therefore only WWγ and WWγγ gauge couplings will be discussed.
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Figure 2.1: A summary of the total and fiducial cross sections for Standard Model
processes, measured by the ATLAS collaboration. This plot shows experimental measure-
ments from both Run 1 and Run 2 data-taking periods and compares to the theoretical
expectations. Not all measurements shown are statistically significant [22].

The Standard Model’s predictions of triple and quartic gauge couplings are yet to be

measured with a high level of precision. A better understanding of Standard Model’s

limitations can be achieved by performing precise measurements of these interactions.

Any evidence that experimental data does not precisely agree with the theoretical

predictions could be a hint towards new physics at higher energy scales. New physics

could have some small effects noticeable at lower energies - lower energies which are

currently accessible experimentally. These small effects can be parameterised by EFT

(discussed in Section 2.3).

The triple and quartic couplings in the Standard Model arise as a result of gauge

invariance. However, the effective Lagrangian includes anomalous triple and quartic

couplings which are independent of the Standard Model couplings [25, 26]. They are

constructed to assess possible deviations from the Standard Model. The additional

operators included in the effective Lagrangian must respect the U(1)Y and SU(2)L

symmetries and conserve charge and parity separately.
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2.3 Effective Field Theory - An Extension of the Standard

Model

It is hypothesised that new physics at higher energy levels, could have effects (either

directly or indirectly) at energies that are currently accessible experimentally. These

effects can be studied using the model-independent approach of EFT. EFT parameterises

the effects of new physics at lower energies by extending the Standard Model. This thesis

makes use of the formalism given in References [27] and [28]. The remainder of this

section will summarise the key concepts discussed in these papers.

The effective Lagrangian is written as:

Leff = LSM +
∑
i

ci

Λd−4
i

Oi + ... (2.8)

Where Λi is the energy of scale at which new physics can be directly observed, d is the

dimension of the additional EFT operator, ci is a free parameter with units of inverse

power of mass, and Oi is an operator of higher dimension. The additional operators

included in EFT are suppressed by inverse powers of the high energy scale, Λi, and are

invariant under the gauge symmetries of the Standard Model. Therefore, in the limit of

Λi →∞ the additional EFT operators are entirely suppressed and the Standard Model

Lagrangian is restored.

The effects of operators of the lowest dimension dominate the effective Lagrangian.

Nearly all operators in the Standard Model are of dimension-42, whilst the dimension-6

and dimension-8 operators, included in EFT, are included to encapsulate the effect of

new physics. At the low-energy limit, the dimension-6 and dimension-8 operators are

suppressed by 1/Λ2 and 1/Λ4, respectively. The dimension-6 operators are part of the

Warsaw basis [29], and the dimension-8 operators part of the Eboli model [30].

There are 8 dimension-6 operators and 13 dimension-8 operators that describe the

effects of WWγ and WWγγ anomalous couplings. The additional dimension-6 operators

contributing towards these vertices are: OW , OHDD, OHW , OHB, OHWB, OHl3, Oll3,

and OH�
3. Each dimension-6 operator is associated with a free parameter, ci, which

governs the coupling strength of the operators. The additional dimension-8 operators are

OM,i and OT,i.With the coupling strength of each operator governed by a free parameter,

fM,i and fT,i, respectively.

2
Dimension-5 operators lead to the violation of baryon and lepton numbers and are not discussed in

this thesis
3
The OH� operator is highly suppressed and there are other processes that are more sensitive to this

parameter.
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Figure 2.2: Two Feynman diagrams showing anomalous quartic gauge couplings (top)
and anomalous triple gauge couplings (bottom). The anomalous coupling is represented
by the hatched circle and possible ways in which a possible new heavy boson is represented
by the dashed line. It is possible that the anomalous gauge couplings are low-energy
limits of a new heavy boson coupling to the Standard Model gauge bosons. For the
anomalous quartic gauge coupling a new heavy boson could enter at tree level. Whilst
for the anomalous triple gauge coupling, a new heavy boson could only enter via a loop,
which would suppress its contribution.

Figure 2.2 shows two possible scenarios of new physics, in which a new heavy boson could

be exchanged between three or four known gauge bosons. In such a case, the anomalous

quartic gauge coupling describes the direct exchange of a new heavy boson, whereas the

exchange of the new heavy boson is suppressed via a loop for the anomalous triple gauge

coupling [27].

In the Standard Model, the cross section of diboson vertices is much greater than the

cross section of triple or quartic vertices, making instances of these events rare. This

provides some experimental challenges to studying triple and quartic gauge couplings,

at energy levels that are currently accessible. However, if new physics is present, it is

possible that the enhanced anomalous triple or quartic gauge coupling may increase the

number of triple or quartic boson events observed. Once observed, more can be learnt

about the nature of the new physics by understanding which operator, and thus which

vertex, is enhanced the most [30].

EFT provides a method to search indirectly for new physics by searching for events

that only have Standard Model particles in their final state. This means any new heavy

particles exchanged in the interaction are virtual and can be produced off-mass shell.

Thus lower energies are needed for such studies in comparison to the energies needed for

direct searches of new heavy particles.
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2.4 The Physics of Proton Collisions

Both the Standard Model and any extensions to the Standard Model can be studied via

particle accelerators. This thesis makes use of data from the Large Hadron Collider4,

which is a proton-proton collider. Protons are composite particles comprised of three

quarks bound together by gluons. The gluons are in a constant cycle of fluctuation

- producing virtual quark anti-quark pairs which later annihilate. At high energies,

the gluons carry a large fraction of the proton’s total momentum and the constituent

particles of the proton become asymptotically free [31]. A consequence of this, is that

the quarks and the gluons can be considered to be independent particles, known as

partons. Any of which can interact with a parton from another incoming proton. In an

inelastic proton-proton collision, there is the hard scatter interaction between two partons

from different protons and additional underlying event activity. The underlying event

incorporates interactions from: initial and final state radiation, additional parton-parton

interactions in the same event, and from interactions between partons not participating

in the hard scatter interaction [32].

The distribution of the partons inside a high energy proton is very hard to model and

it cannot be characterised via perturbative QCD calculations. Instead, the structure

of the proton is estimated by fitting probability density functions to experimental

data [33]. Known as parton distribution functions, fq(x,Q
2), the experimental data is

parameterised as a function of the longitudinal fraction of momentum, x, for a given

value of four-momentum transferred squared by the scattering process squared, Q2. The

parton distribution functions are calculated for a given value of momentum transferred,

according to the DGLAP equations [34, 35]. The parton distribution functions are

dependent on the energy of the partons and thus the centre-of-mass energy the protons

are given by the experimental setup. Figure 2.3 shows the parton distribution functions

for low (Q = 10 GeV) and high (Q = 104 GeV) energies. It illustrates that for low

energies, the quarks carry the majority of the proton’s momentum whereas for high

energies, the majority of the proton’s momentum is carried by the gluons.

In addition to QCD parton splittings described above, the constituent partons of a

proton can interact via the electroweak force. The DGLAP equations can be altered to

include the QED parton splitting in order to find the photon parton distribution function

fγ(x,Q2). The photon parton distribution function describes the flux of photons radiated

from the proton, within the scope of the Equivalent Photon Approximation (described in

Section 2.4.2) [37].

4
The Large Hadron Collider is introduced with more detail in Chapter 3 Section 3.1
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Figure 2.3: Parton distribution functions for the low energy scale (left) and high energy
scale (right) [36].

The photon parton distribution function can be written as the sum of elastic and inelastic

proton scattering:

fγ(x,Q2) = f (el)
γ (x,Q2) + f (inel)

γ (x,Q2) (2.9)

The inelastic component corresponds to interactions between the constituent partons

that result in a loss of quark and antiquark momentum. Photons that arise as a result

of splitting from other partons (q, q̄, γ, g) are included in the inelastic component. The

elastic component includes elastic interactions from constituent parton photons that do

not result in a loss of quark and antiquark momentum, and includes interactions such as

γ → qq̄. Figure 2.4 shows a comparison of the elastic, inelastic and total photon parton

distribution functions for the low energy scale (Q = 10 GeV). The inelastic photon

parton distribution function is at its largest for low values of x, and it falls off rapidly for

increasing values of x. The elastic photon parton distribution has a more gentle decrease

for increasing values of x. This means the total photon parton distribution function is

dominated by the inelastic photon parton distribution function for low values of x. For

high values of x it is dominated by the elastic photon parton distribution function.

2.4.1 Calculating Cross Sections

The Standard Model and any extensions to the Standard Model are mainly tested via

measuring the cross sections of particle collisions. A cross section, denoted by σ, is a
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Figure 2.4: The photon parton distribution function for the low energy scale
( Q = 10 GeV) [37].

way of quantifying how likely it is that a particular physics process will occur. It is

given as a unit of area and calculated from the probability of the initial state particles

interacting, according to the coupling strengths of the Standard Model, to produce final

state particles.

The cross section of a physics process with two initial state protons, p1 and p2, and a

particular final state, X can be separated into two distinct parts: the cross section of the

hard scatter parton interaction, σ̂q1,q2→X(α,Q2), and the probability to find the parton

inside the proton, which is governed by the parton distribution functions:

σp1,p2→X =

∫
dx1dx2

∑
q1,q2

fq1(x1, Q
2)fq2(x2, Q

2) · σ̂q1,q2→X(α,Q2) (2.10)

The cross section of the hard scatter interaction, σ̂q1,q2→X(α,Q2), is dependent on the

coupling strength of the particular interaction, α, and the four-momentum transfer

squared, Q2 [38]. In hadron colliders, the cross section of the hard scatter interaction

is mainly dependent on the strong coupling constant, αs = g2
s/4π. Perturbation theory

uses a power series expansion of αs to calculate the hard scatter cross section. Each term

in the perturbative series corresponds to virtual loops and the emission of real quarks

and gluons via radiation.

Cross section calculations become more precise with each additional term that is included

in the perturbative series. Theoretical cross section calculations typically quote the order

of magnitude it is calculated to. The lowest order calculation is called Leading Order

(LO), this corresponds to just one term in the perturbative series. The next level of

precision is called Next-to-Leading Order (NLO), with two terms in the perturbative
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Figure 2.5: Cross sections of Standard Model processes initiated by proton-proton
collisions, as a function of the centre-of-mass energy,

√
s. [40].

series. The trend continues with one additional term added to the series each time. The

perturbative series converges towards the true value of the cross section, which can be

measured experimentally. Without including the higher order terms, the theoretical

cross section calculation will either underestimate or overestimate the true value of the

cross section [39]. Figure 2.5 shows the cross sections of numerous physics processes from

proton-proton collisions, as a function of the centre-of-mass energy of the protons. The

total inelastic cross section of the proton-proton collision is much larger than any of the

cross sections for a specific process.

2.4.2 The Equivalent Photon Approximation

This section will now describe how the cross section of photon-induced processes can be

calculated using the Equivalent Photon Approximation [41].

In 1925, Fermi proposed that protons moving at a velocity close to the speed of light

experience a deformed electromagnetic field. As the velocity of a charged particle draws

near to the speed of light, its electromagnetic field become more transverse in respect to

the direction of travel. Consequently, the electromagnetic field of the relativistic charged

particle cannot be distinguished from the electromagnetic field of a quasi-real photon,

in the laboratory frame of rest. A quasi-real photon has a low virtuality which means
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Figure 2.6: This diagram illustrates the concept of Lorentz contraction of the electromag-
netic field of a relativistic charged particle, as first proposed by Fermi. As the charged
particle’s velocity approaches the speed of light the electromagnetic field contracts and
can be approximated as photons moving parallel to the charged particle [43].

the four-momentum transferred is much less than the invariant mass of W boson pair

(Q2 � m2
WW ) [42]. In the Equivalent Photon Approximation, the electromagnetic fields

of the incoming protons can be thought of as equivalent photons moving parallel to the

protons, see Figure 2.6. The Equivalent Photon Approximation can be used to calculate

the cross section of photon-induced W+W− production by viewing the process as an

interaction of the equivalent photons’ flux. The following integral shows how the cross

section can be calculated for two incoming protons, p1 and p2 [44]:

σEPA
p1p2→p

(∗)
1 Xp

(∗)
2

=

∫ ∫
P (x1)P (x2)σγγ→WW (m2

WW )dx1dx2 (2.11)

Where P (x1) and P (x2) express the equivalent photon flux of the incoming protons,

x1 and x2 denote the fractions of energy transferred from the protons to the photons,

σγγ→WW is the cross section of the QED sub-process, and mWW is the invariant mass of

the W boson pair.

The product of x1 and x2 can be found by dividing the invariant mass of the W boson

pair by the square of the centre-of-mass energy of the initial state protons:

x1x2 =
mWW

s
(2.12)
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2.4.3 W
+
W

−
Production Mechanisms

The topic of this thesis is photon-induced W+W− production. The Feynman diagram of

this process is shown in Figure 2.7. Photon-induced W−W+ production occurs when

photons are radiated off the incoming protons, which then go on to interact forming two

opposite-signed W bosons. A W boson pair can also be produced via the direct collision

of the incoming protons’ constituent quarks or gluons. If the protons are radiated off the

incoming protons, the process is elastic. Inelastic photon-induced W+W− production

occurs when the photons are radiated off the proton’s constituent partons, and at least

one of the protons breaks up as the photon is radiated off. The production mechanisms for

photon-induced W+W− production are discussed in more detail in Chapter 6 Section 6.2.

γ

γ
W−

W+

p1

p2

p1

p2

(a)

Figure 2.7: The Feynman diagram for photon-induced W+W− production [1].

The main background to photon-induced W+W− production is quark- and gluon-induced

W+W− production. Figure 2.8 shows the leading order Feynman diagrams for quark-

and gluon-induced W+W− production. Figure 2.8(a) and Figure 2.8(b) show quark-

induced W+W− production in the t-channel and the s-channel, respectively. Figure 2.8(c)

shows non-resonant gluon-induced W+W− production, and Figure 2.8(d) shows resonant

gluon-induced W+W− production. These processes are collectively known as inclusive

W+W− production, and are the largest source of background in the γγ →WW analysis

(presented in Chapter 6).

The theoretical cross section of photon-induced W+W− production can be calculated

using the Equivalent Photon Approximation, and it is much smaller than the theoretical

cross section of inclusive W+W− production (this is illustrated in Figure 2.1). The

experimental methods used, to measure the photon-induced W+W− cross section, and

to suppress the inclusive W+W− will be discussed in Chapter 6.
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(a) (b) (c) (d)

Figure 2.8: Feynman diagrams showing examples of quark- or gluon-induced W+W−

production at the LHC. These processes are the primary background to photon-induced
W+W− production [45].

2.4.4 Event Simulation

It is infeasible to analytically calculate the cross sections of physics processes when taking

into account all parts of the productions. For a specific physics process, produced via

proton-proton collisions, the total cross section depends on: the partonic cross section,

the probability density functions, the underlying event, and the parton shower. So

instead, theoretical predictions are made using computer simulations. Physics events are

generated using Monte Carlo techniques [46] which model the hard scatter event and the

underlying event separately.

Parton shower programs use a perturbative method to include higher order QCD correc-

tions. Gluon emissions and splittings are randomly generated in an iterative fashion to

simulate the parton showers [47]. The parton shower program simulates hadronisation

using phenomenological models that group the partons together into colourless hadrons.

The underlying event is also generated using non-perturbative phenomenological models.

The physics events are generated with tools, which return truth-level information. Truth-

level information details the four momenta of the final state particles and it can be used

as the input for a detector simulation. The detector is simulated using Geant4 [48, 49],

and the output can be passed through reconstruction algorithms (see Chapter 4) to

create physics objects. The information supplied at this stage is known as reco-level

information and can be directly compared to recorded data.
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Chapter 3

The ATLAS Detector at the

Large Hadron Collider

The European Centre for Nuclear Research (CERN) is located on the French-Swiss

border on the outskirts of Geneva. It is home to the Large Hadron Collider (LHC),

a 26.7 km-long circular proton-proton collider located 100 m underground. The LHC

has four collision points, each associated with their own major independent experiment.

There are two specialised experiments, LHCb [50] which is designed for studying flavour

physics, and, ALICE [51], which is purposed for studying heavy ion collisions. The

remaining two experiments, ATLAS [52] and CMS [53] are general-purpose detectors,

capable of both performing precision measurements, and searching for physics beyond

the Standard Model. The data analysed in this thesis is collected by the ATLAS detector.

The LHC and ATLAS detector are summarised in 3.1 and 3.2 respectively.

3.1 The Large Hadron Collider

The LHC is built inside the tunnel that was originally excavated for the Large Electron-

Positron (LEP) collider, which was operational between 1989 and 2000 [54]. The circular

tunnel has a 26.7 km circumference and is buried 100m underground. At the start of

the 21st Century the tunnel was re-purposed for proton-proton collisions [55]. The data

presented in this thesis makes use of proton-proton collisions, although, the LHC is also

capable of heavy ion collisions.

The LHC first collected data in 2009 until 2013, in a period known as Run 1; during this

time, the machine reached a maximum centre-of-mas energy of
√
s = 8 TeV. The LHC

was then shut down for two years as part of a planned upgrade. The second operational
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Figure 3.1: A schematic diagram of the LHC and CERN’s wider accelerator complex.
A series of smaller accelerators are used accelerate the protons up to the target centre-
of-mass energy before the beam is injected into the LHC [56].

run, known as Run 2, took place between 2015 and 2018; a time during which the proton

beams achieved a maximum centre-of-mass energy of
√
s = 13 TeV.

In order to achieve high centre-of-mass energies, the protons are accelerated over several

stages, first using smaller accelerators to gradually increase the protons’ energy before

they are injected into the LHC. Figure 3.1 shows a schematic diagram of the accelerator

complex at CERN. The acceleration process begins with LINAC2. At this first stage,

the protons pass through a series of conductors that are alternately charged positive

and negative [57]. The alternating charge of the conductors causes the protons to be

pushed away from the positively charged conductors whilst also being pulled towards the

negatively charged conductors, resulting in acceleration. Once the protons have reached

an energy of 50 MeV they are moved into the proton synchrotron booster [58]. Once

inside the proton synchrotron booster, the proton beam is accelerated by an alternating

electromagnetic field, whose frequency is varied such that the protons maintain a constant

circular path and hence gain energy. Next, the protons are injected into the proton

synchrotron, in order to reach an energy of 25 GeV [59]. The proton beam undergoes a

final stage of acceleration, before entering the LHC, inside the super proton synchrotron,

where it is accelerated to have a centre-of-mass energy up to 450 GeV [60]. Inside the super

proton synchrotron, the protons in the beam are separated into bunches as a consequence
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of the acceleration. The bunches are separated by 25 ns. The bunch separation remains

constant as the beam leaves the super proton synchrotron and enters the LHC, where

the protons are accelerated up to the TeV-range. The LHC can accommodate up to 2808

bunches of protons, with each bunch approximately composed of 1011 protons [55, 32].

The proton beam is split into two separate beams that travel in opposite directions inside

individual beam pipes. The trajectory of each beam is maintained by superconducting

dipole magnets, cooled down to 1.9 K. The superconducting dipole magnets are inter-

spersed with eight 400 MHz radiofrequency cavities. This setup allows the protons to

be accelerated up to beam energies of 6.5 TeV. Quadrupole magnets focus the beam

at the interaction points, narrowing the beam width and increasing the proton density,

thus increasing the number of proton-proton collisions. The use of quadrupole magnets

to focus the beam means that the beam dimensions can be described using Gaussian

distributions [61].

The number of proton-proton collisions per second is defined as the instantaneous

luminosity L. For two bunches composed of N1 and N2 protons with a frequency, f , and

with vertical and horizontal beam dimensions, σxσy, the instantaneous luminosity is:

L =
fN1N2

4πσxσy
(3.1)

The LHC was designed to reach an instantaneous luminosity of 1034 cm−2s−1, however,

over the course of Run 2 the LHC exceeded this by delivering a peak luminosity of

2.1×1034 cm−2s−1. This equates to a total number of proton-proton collisions, otherwise

known as the integrated luminosity, of 156 fb−1.

Figure 3.2(a) shows the cumulative integrated luminosity over time. The green area

indicates the total integrated luminosity delivered by the LHC. The yellow area indicates

the total integrated luminosity recorded by the ATLAS detector; this includes events that

pass the level-1 and high level trigger (see Section 3.2.5). The blue area indicates the

total integrated luminosity that is ”good for physics”. Events recorded by the ATLAS

detector are categorised as ”good for physics” if they pass the data quality criteria. The

data quality criteria ensure events are rejected if they are linked to a problem with either

the detector, trigger, reconstruction or processing stage. The ratio of the total integrated

luminosity recorded by the ATLAS detector and the total integrated luminosity that is

”good for physics” is quantified by the data quality efficiency [62].

The dataset recorded when the ATLAS detector is continuously recording is known as

an ATLAS run, which can be sub-divided into luminosity blocks. Luminosity blocks are

periods of time for which the conditions of the instantaneous luminosity, the conditions
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Figure 3.2: a) Shows the cumulative luminosity against time for Run 2. The total
luminosity delivered to the ATLAS experiment by the LHC is shown in green, whilst
the total recorded by the ATLAS detector is shown in yellow. The blue graph shows the
total luminosity suitable for physics analysis after passing a data quality assessment [62].
b) Shows the mean number of interactions per crossing, weighted to the luminosity for
the Run 2 data set [62].

in the detector, the trigger and the data quality are constant. The length of time for each

luminosity block can vary although they are typically about 60 s in length. Luminosity

blocks are used to define Good Run Lists (GRLs), which detail the data that has been

labelled ”good for physics”. A physics analysis uses GRLs to ensure only data of the

best quality is used.

After data quality measures have been applied, the ATLAS experiment was able to use

139 fb−1 of the data recorded in Run 2.

The large luminosity delivered by the LHC could only be achieved by increasing the

number of interactions per bunch crossing (denoted by µ) a quantity also known as

pile-up. Figure 3.2(b) illustrates the mean number of interactions for each year in Run 2

and shows that for the whole of Run 2 the average number of interactions per bunch

crossing was equal to 33.7. In an ideal world, the pile-up would be kept as close to unity

as possible. However, high pile-up is an unavoidable consequence of the high luminosity

needed to ensure enough data is collected to study an individual physics process. Without

enough proton-proton interactions the number of collisions would be too infrequent to

conduct a meaningful study. Increased pile-up presents challenges to the detectors located

on the LHC; as more activity in the detectors makes it harder to reconstruct events

and distinguish between the interaction of interest and concurrent interactions. High

pile-up can be addressed by optimising the trigger system (see Section 3.2.5) and the

reconstruction processes (see Chapter 4).
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Figure 3.3: A cutaway diagram of the ATLAS detector, including labels of the constituent
sub-detectors and people for scale [52].

3.2 The ATLAS Detector

The ATLAS detector is one of two general-purpose detectors located on the ring of the

LHC and it is the detector used to collect the data presented in this thesis. The ATLAS

detector is in a cavern 100 m underground at CERN’s Meyrin site in Switzerland. It has

a barrel-shape and is 44 m long with a diameter of 25 m - it is the largest volume particle

detector ever made. The design features of the detector enable it to identify all particles

in the Standard Model [52]; with the exception of neutrinos, which do not interact with

the detector so are accounted for via calculating the missing transverse energy in a

collision event. The detector itself is shown in Figure 3.3 and is made up of several

layers of sub-detectors, namely, the inner detector, the electromagnetic calorimeter, the

hadronic calorimeter and the muon spectrometer. The sub-detectors will be detailed

further in the subsequent subsections of this chapter.

3.2.1 The Detector Geometry and Coordinate System

Before moving on to detail the sub-detectors, it is important to first define the coordinate

system used to reference the ATLAS detector, and to define relevant quantities that will

be referred to regularly throughout this thesis.
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Figure 3.4: A diagram showing the geometry of the ATLAS detector.

The total momenta of the protons colliding inside the ATLAS detector is known, however

the distribution of the momenta across the constituent partons is not known. Since each

parton only has a fraction of the total momenta, the outgoing particles are boosted in

the z−direction, thus the transverse momentum, pT , is Lorentz invariant and so, it is a

crucial variable used to describe the kinematics of the system. The transverse momentum

is the projection of the momentum on to the x− y plane of the detector and it is defined

as:

pT =

√
(px)2 + (py)

2 (3.2)

The geometry of the barrel-shaped ATLAS detector lends itself to a right-handed

cylindrical coordinate system, see Figure 3.4. The positive z−direction is clockwise along

the beam pipe, the azimuthal angle around the z−axis is denoted by φ, and the polar angle

from the beam axis is denoted by θ. The polar angle, θ, is not invariant under Lorentz

transformations so is generally replaced by rapidity, y, or pseudorapidity, η. Changes

in rapidity or pseudorapidity are invariant under longitudinal Lorentz transformations.

These quantities are often used to describe the trajectories of particles in the detector as

they allow the particle system to be studied in the centre-of-mass frame rather than the

detector-frame. Additionally, the rapidity and pseudorapidity are equivalent for massless

particles [32]. Rapidity and pseudorapidity are defined as:

y =
1

2
ln
(E + pz
E − pz

)
η = − ln

(
tan

(θ
2

))
(3.3)
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Where E is the total energy of the particle and pz is the particle’s momentum in the

z−direction. Consequently, the trajectory of particles in the detector is often described

in the (η, φ) plane.

Another Lorentz invariant quantity is the angular separation, ∆R, and is defined as:

∆R =

√
(∆η)2 + (∆φ)2 (3.4)

∆R is used to measure distances in the detector, such as the distance between two

reconstructed objects or the spread of electromagnetic showers in the electromagnetic

calorimeter [32].

3.2.2 The Inner Detector

The inner detector is a tracking detector designed to reconstruct the tracks of charged

particles over the complete azimuthal angle and for pseudorapidity, |η| ≤ 2.5. This

section will detail the components of the inner detector, whilst Chapter 4 Section 4.1.2

will detail the algorithms used to reconstruct tracks.

The inner detector is 6.2 m long and has a diameter of 2.1 m. It is surrounded by a

solenoid coil that applies a 2 T axial magnetic field, which bends the path of the charged

particles such that a precise measurement of the particle’s momentum and charge can be

taken. Figure 3.5 shows a cutaway view of the inner detector. It can measure particles

with momenta as low as 100 MeV, although constraints on reconstruction times and

efficiencies usually mean higher threshold of pT ≥ 400 MeV has to be applied for the

reconstruction to be feasible [63]. The inner detector is the closest sub-detector to the

beam axis and it has three constituent parts: the pixel detector, the semiconductor

tracker and the transition radiation tracker.

3.2.2.1 The Pixel Detector

The pixel detector is the closest detector to the beam pipe, its primary purpose is to

measure the spatial coordinates of charged particles as they enter the ATLAS detector.

The pixel detector comprises of three layers of pixels in the barrel region, inserted at

50.5 mm, 85.5 mm and 122.5 mm away from the beam pipe. There are also three layers

of pixels in each end cap. Each pixel is 250 µm thick and covers an area of 50× 400 µm2.

There is a total of 80 million channels in the pixel layers, with each pixel having a

resolution of 10 µm the radial direction and 115 µm in the azimuthal direction. The pixel

detector covers pseudorapidities of |η| ≤ 2.5.
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(a) (b)

Figure 3.5: The ATLAS inner detector. a) Shows a cutaway view of the inner detector.
b) Shows a more detailed view of structure of the inner detector in the radial direction [64].

The pixel detector was upgraded to include and extra layer, known as the insertable B-

layer, in the long shutdown period between Run 1 and Run 2. The insertable B-layer was

inserted at a radius of 33.25 mm, and was added to deal with higher track multiplicities

and pixel occupancy as a result of increasing the luminosity at the LHC [64].

3.2.2.2 The Semiconductor Tracker

The semiconductor tracker surrounds the outside of the pixel detector and provides

information about charged particles as they advance through the ATLAS detector. The

semiconductor tracker has 60 m2 of silicon strips spread across four cylindrical barrel

layers, and nine planar layers at each end cap. The four barrel layers of the semiconductor

tracker are located at 299 mm, 443 mm and 514 mm away from the beam pipe, and each

layer covers a pseudorapidity range of |η| ≤ 2.5. The semiconductor tracker has a readout

strip every 80 µm, to allow for accurate position tracking of the charged particle. The

strips are orientated such that they are parallel to the beam line in the barrel and radial

on the end cap disks. In both the barrel and the end cap, two sensors are rotated by an

angle of 40 mrad to one another, this improves the accuracy of the position measurements

of the hits [65]. The semiconductor tracker has a transverse resolution of 17 µm and a

longitudinal resolution of 580 µm.

3.2.2.3 The Transition Radiation Tracker

The transition radiation tracker is the final part of the inner detector, sitting at 554 mm

away from the beam pipe. The transistion radiation tracker is built from drift tubes,
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known as straws. The straws have a 4 mm diameter and are separated by a dielectric

material. They are made out of an insulating material with an aluminium cathode

deposited on top and there is a central wire anode running through the middle of each

straw. The straws are filled with either Xenon or Argon gas and a potential difference of

1.5 kV is applied between the anode and cathode. Charged particles passing through the

transition radiation tracker produce an electric current that can be read out as a signal,

either by ionising the gas or inducing transition radiation photons from the dielectric

material, which go on to ionise the gas. The number of transition radiation photons

are proportional to the relativistic γ-factor and are of the order of the keV-scale. Such

photons are more likely to be emitted by less massive particles. Thus the transition

radiation photons produced a higher signal amplitude than the gas ionised as a direct

result of the charged particle. The transition radiation tracker is able to distinguish

between low-threshold and high-threshold hits which enables it to provide information

on the type of the particle passing through the detector as well as tracking information.

For example, electrons have a smaller mass than charged hadrons, so are more likely to

generate high-threshold hits along their trajectories [66].

The transition radiation tracker has 50, 000 straws in the barrel, parallel to the beam axis

and measuring 144 cm each. There are 250, 000 straws in the end-caps, arranged radially

and measuring 37 cm long. There are separate readouts for each half of the barrel so the

transition radiation tracker can only provide measurements in the R− φ plane, although

the transition radiation tracker does extend to a pseudorapidity of |η| = 2.0. The intrinsic

resolution of the transition radiation tracker is 130 µm which is obtained by using the drift

time to determine the drift circles. This is the lowest resolution of the three components

that make up the inner detector. However, each charged particle passing through the

transition radiation tracker will generally produce 30 hits, dramatically improving the

spatial resolution of the track trajectories.

3.2.3 The Calorimeters

The ATLAS detector has two sampling calorimeters that encompass the inner detector and

covers a pseudorapidity range of |η| < 4.9. Firstly, there is the electromagnetic calorimeter

which is designed to measure the energy of particles that interact electromagnetically.

Followed by the hadronic calorimeter which is designed to measure the energy of particles

that interact via the strong force. Both sub-detectors that make up the calorimeter

system use layers of absorbing and active material. As a particle passes through the

absorbing material, it triggers a series of particle decays into a shower of secondary

particles, until its energy is completely degraded. The layers of active material enable

the energy deposited to be read out. This not only provides information on the energy of
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the particle, but also the direction and dimensions of the shower of secondary particles,

which can in turn be used to determine the nature of the incident particle. For instance,

electromagnetic showers are typically entirely contained in the electromagnetic calorimeter

and are much narrower and shallower than hadronic showers that can span across both

the electromagnetic and hadronic calorimeters [67].

The characterisation of electromagnetic and hadronic showers uses three variables that

quantify the lateral width and longitudinal depth of the particle showers inside the

calorimeter. The Moilière radius, RM , is used to quantify the lateral width of the

shower, it is defined as the radius of a cone that contains 90% of the shower’s energy.

The radiation length, X0, is used to quantify the longitudinal depth of electromagnetic

showers, it is defined as the distance in which, the energy of a charged particle is reduced

by a factor of e due to radiation losses, such as Bremsstrahlung. The analogous quantity

for hadronic showers is known as the Nuclear Interaction Length, λ. The Moilière radius,

the Radiation Length and the Nuclear Interaction Length are all dependent on the atomic

number of the calorimeter material [67].

The electromagnetic and hadronic calorimeters are split into three sections - the central

barrel section, and two end-caps, illustrated in Figure 3.6. The calorimeter system of the

ATLAS detector is engineered to contain the showers produced by electrons, photons,

pions, kaons and other hadrons. The calorimeter system is designed to fully contain the

showers of high energy particles produced in the proton-proton collisions and consequently

ensures there is minimal noise in the muon spectrometer.

3.2.3.1 The Electromagnetic Calorimeter

The electromagnetic calorimeter is a sampling calorimeter that encloses the inner detector.

It uses liquid argon, cooled at −183◦C as an active material, sandwiched between lead

absorption plates. The lead absorption plates have a high density and short radiation

length; properties that lend themselves to containing electromagnetic showers in a

compact calorimeter system. The electromagnetic calorimeter makes use of an accordion-

shaped geometry, in order to provide complete azimuthal symmetry and avoid any

cut-off of signal between neighbouring electrodes. Electrodes are interleaved with the

lead absorbing plates and have a 2 kV potential difference applied. Electromagnetic

showers are triggered as particles, such as electrons or photons, cascade through the

liquid argon and undergo successive pair production and Bremsstrahlung interactions.

The electromagnetic showers cause excitation and ionisation of the liquid argon and

resulting charges drift towards electrodes which are then in turn, read out as an electronic

signal [68].
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Figure 3.6: A cut-away diagram of the ATLAS calorimeter system [52].

The electromagnetic calorimeter is comprised of a presampler layer followed by three

further layers. The presampler is 11 mm thick and covers a pseudorapidity range of

|η| < 1.8. It is segmented in intervals of pseudorapidity, η = 0.2, and its main purpose

is to correct for energy losses upstream of the electromagnetic calorimeter. After the

presampler layer, the barrel component of the electromagnetic calorimeter begins. The

barrel component covers a pseudorapidity range of |η| < 1.475. It is 6.4 m long, has an

inner diameter of 2.8 m and extends to an outer diameter of 4 m. Figure 3.7(a) illustrates

the layered structure of the barrel component [52].

The first of the three layers is known as the front layer and covers a pseudorapidity range

of |η| < 1.4 and 1.5 < |η|. The front layer has a granularity of ∆η ×∆φ = 0.003× 0.01,

the very fine lateral segmentation in pseudorapidity enables the π0 → γγ process to be

distinguished from prompt photons. The next layer is called the middle layer and is

the thickest part of the electromagnetic calorimeter, approximately 16 X0. It is in this

region where the electromagnetic showers deposit the most energy. The granularity of

the middle layer is ∆η×∆φ = 0.025× 0.025. The final layer is the back layer, which has

a granularity of ∆η ×∆φ = 0.05× 0.025. The back layer is used to measure the tails

of high-energy electromagnetic showers and also plays a central role in differentiating

between electromagnetic and hadronic energy deposits. In total, the barrel component

has a total thickness of 22 X0 [69]. The varying granularities of the layers helps to develop

the shower shape and to build an accurate picture of how the energy is distributed.
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(a) (b)

Figure 3.7: a) Shows a sketch of a electromagnetic calorimeter module which consists
of several layers with varying granularity. b) Shows a single hadronic tile calorimeter
module [52].

The electromagnetic end-caps cover a pseudorapidity range 1.375 < |η| < 3.2 and are

divided into an inner and outer end-cap. The inner end-caps have the same three layers

as the central barrel component, whereas the outer end-cap has two layers with a coarser

azimuthal granularity. The electromagnetic end-caps have a total thickness of 24 X0 [69].

The gap between the barrel component and the electromagnetic end-caps is called the

transition region (1.37 < |η| < 1.52). It is an area with reduced detection and energy

reconstruction capabilities.

The electromagnetic calorimeter has a fine granularity over the full acceptance range of

the inner detector, for pseudorapidities of |η| < 2.5. This helps to match tracks to energy

deposits, a crucial aspect of particle identification. Beyond the acceptance of the inner

detector, the granularity of the electromagnetic is reduced to ∆η ×∆φ = 0.1× 0.1.

3.2.3.2 The Hadronic Calorimeter

The hadronic calorimeter is located around the electromagnetic calorimeter and is

designed to contain the showers triggered by hadrons, which typically have a more

variable particle multiplicity than electromagnetic showers. Hadrons predominantly

interact via the strong interaction. Like electromagnetic showers, the initial hadron

causes a cascade of secondary particles which develop inside the calorimeter. Hadronic

shower signatures often include energy deposited in the electromagnetic calorimeter, due

36



to pions decaying electromagnetically, followed by a long tail of energy deposited in the

hadronic calorimeter from strong interactions.

Like the electromagnetic calorimeter, the hadronic calorimeter is separated into three

segments: the central barrel and two end-caps. The central barrel of the hadronic

calorimeter is known as the tile calorimeter and it is a sampling calorimeter constructed

from layers of steel absorption plates and plastic scintillator tiles. Hadronic showers

passing through the scintillating material produce light which is carried by wavelength-

shifting fibres and read out via photomultiplier tubes. The tile calorimeter is partitioned

into a barrel part, which covers a pseudorapidity range of |η| < 1.0 and an extended barrel

part, which covers a pseudorapidity range of 0.8 < |η| < 1.7. Both the barrel and the

extended barrel are divided into three longitudinal layers that are 1.5 λ, 4.1 λ and 1.8 λ

deep. The segmentation of the tile calorimeter is coarser than that of the electromagnetic

calorimeter, for small values of pseudorapidity there is ∆η×∆φ = 0.1×0.1 which reduces

to ∆η ×∆φ = 0.2× 0.1 for increasing values of pseudorapidity [52].

The end-caps of the hadronic calorimeter are divided into two distinct parts, the hadronic

end-caps, which cover a pseudorapidity of 1.5 < |η| < 3.2 and the forward calorimeter,

for larger values of pseudorapidity, 3.1 < |η| < 4.9. Both the hadronic end-caps and

the forward calorimeter use liquid argon as the active material to measure the energy

deposited in this region of the detector. The hadronic end-caps use copper plates as

the absorption material. The geometry of both the hadronic end-caps and the forward

calorimeter, is similar to that of the electromagnetic end-caps. They consist of 32

wedge-shaped modules arranged in a wheel-like structure. The forward calorimeter is

split into three layers, the first layer uses copper as the absorption material is sensitive

to electromagnetic showers, whilst the outer two layers use tungsten plates between the

liquid argon to record energy deposited by hadronic showers [68, 70].

3.2.4 The Muon Spectrometer

Muons do not interact with the material in the calorimeters of the ATLAS detector, so

a specifically designed muon spectrometer surrounds the calorimetry system, in order

to provide tracking and momentum measurements of these leptons [71]. The muon

spectrometer provides information that is complimentary to that provided by the inner

detector, in order to measure muons with momenta in the range of 3 GeV to 1 TeV.

The ATLAS detector has one toroidal magnet through the barrel and one in each end-

cap, which apply a 0.5 T magnetic field to deflect muons travelling through the muon

spectrometer in the r − z plane. Four muon tracking chambers are installed between

the coils of the barrel toroid magnet and on either side of the end-cap toroid magnets.
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There are three layers of muon drift tube chambers which cover a pseudorapidity range

of |η| < 2.7. The flux of incoming particles increases with pseudorapidity and in the

outer regions of the muon system (2.0 < |η| < 2.7) the radiation is too high for drift

tubes, so a layer of cathode strip chambers is used instead. The cathode strip chambers

consist of strips of multi-wire proportional chambers. Inside the barrel region, the muon

drift chambers are rectangular in shape, however they have a trapezoidal geometry inside

the end-caps in order to tessellate into a circular shape. There are three discs in each

end-cap, known as the small wheel, the big wheel and the outer wheel [52].

Resistive plate chambers are gaseous parallel-plate detectors, designed to have good time

and spatial resolution. They sit next to the muon drift chambers in the barrel region

to identify potential muon tracks and act as a fast trigger of the detector. Thin gap

chambers are also used to identify potential muon tracks. Thin gap chambers have anode

and cathode readouts and are placed in the end-cap region for pseudorapidities up to

|η| < 2.4. Both the resistive plate chambers and the thin gap chambers have a fine time

resolution which is utilised to in the first level of the trigger system.

3.2.5 The Trigger System

The number of proton-proton collisions the ATLAS detector is capable of detecting

vastly exceeds the readout and storage capabilities, consequently a trigger system is used

to reduce the number of events recorded to more manageable levels. As mentioned in

Section 3.1, the LHC splits the proton beam up into bunches, separated by 25 ns, this

equates to a bunch crossing frequency of 40 MHz, which is reduced to 200 Hz by the

trigger system.

The trigger system [72] has two parts: the level-1 trigger, which is hardware based, and

the high level trigger, which is software based. The level-1 trigger makes a decision on

whether to discard an event based on either the energy depositions in the calorimeter

system or the track segments in the resistive plate chambers and thin gap chambers,

located in the muon spectrometer. The level-1 trigger only has access to a reduced

granularity of these sub-dectectors, but uses the information available to define regions

of interest in η − φ space. If a region of interest passes the conditions of the level-1

trigger, it is passed onwards to the high level trigger, where a more detailed analysis of

the event takes place. The high level trigger is able to reprocess the event using the full

granularity of the detector and can choose between using information about the event as

a whole or selecting specific isolated regions of the detector. The high level trigger uses

reconstructed objects to both build events and select based on the trigger. The rate of

production of some event signatures exceeds output rate of the trigger system. For these
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cases, only a certain fraction are recorded and a prescale factor is applied to account for

the limitations in recording. Once events have passed all stages of the trigger system,

they are permanently stored at the CERN computing facility and distributed across the

world to smaller national computing facilities using the computing grid.
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Chapter 4

Event Reconstruction

The particles that travel through the ATLAS detector, as a result of the proton-proton

collisions, interact with the various sub-detector systems. The interactions between

the particles and the sub-detectors produce electronic signals that are recorded. This

chapter will describe how the raw data collected by the each component of the detector

is used collectively to reconstruct the properties of the final particles involved in each

physics event. Known as physics objects, these properties are used in physics analyses to

identify and categorise particles. Accurately reconstructing events is crucial for providing

background estimates and for correctly interpreting results. First, the reconstruction of

tracks and vertices will be discussed in Section 4.1. Next, the parameterisation of the

proton beam parameters will be detailed in Section 4.2. The analysis presented in this

thesis applies requirements on the number of tracks surrounding the primary vertex so

clearly defining these quantities is fundamental for subsequent chapters in this thesis.

Finally, Section 4.3.2 and Section 4.4 will describe how particle tracks are combined with

information from the calorimeters and the muon spectrometer to reconstruct electrons

and muons.

4.1 Track and Vertex Reconstruction

The location of a proton-proton collision inside the ATLAS experiment is known as

the interaction vertex, and the path of a charged particle moving through the ATLAS

detector is known as a track. Every proton-proton collision has an associated vertex

but often only one of the vertices in an event is of interest to a physics analysis. It is

called the primary vertex, and is usually identified as the one with the largest scalar

sum of the transverse momenta associated to it. This section will first discuss how the

design of the ATLAS detector lends itself to parameterise the qualities of a track, before
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summarising the methods used to reconstruct the tracks and vertices that occur as a

result of proton-proton collisions.

4.1.1 Track Parameters

As a charged particle moves through the inner region of the ATLAS detector, it travels

through a uniform solenoidal magnetic field and hence follows an approximate helical

path. A perfect helix cannot be used to describe the track since the particle undergoes

scattering and energy losses as it travels through the detector. A track can be defined by

a number of parameters, namely η, φ, q/p, d0 and z0, which are defined below [73].

Psuedorapidity, η and azimuthal angle, φ, quantify the location of the tracks within

the ATLAS detector. The variable q/p is the ratio of charge to momentum of the

reconstructed track. d0 is the transverse impact parameter, and is defined as the distance

of the closest approach of the track to the beam line in the transverse plane. z0 is the

longitudinal impact parameter, defined as the distance along the z-axis between the

primary vertex and the point at which d0 is evaluated. The impact parameters are used

during the track fitting stage of the track reconstruction algorithms. They are used to

distinguish between tracks of interest in a physics analysis. Figure 4.1 shows how the

geometry of the track is used to define the impact parameters.

A fully reconstructed track will normally have impact parameters calculated with respect

to the primary vertex. However during track reconstruction, the impact parameters are

often estimated using either the nominal interaction point of the ATLAS detector or

the beam spot instead. Where the beam spot is defined as the area in which proton-

proton collisions occur, and is parameterised by the three-dimensional distribution of

reconstructed event vertices1. For the photon-induced W+W− analysis discussed in this

thesis (see Chapter 6), the impact parameters are calculated with respect to the beam

spot.

4.1.2 Track Reconstruction

A track is defined as the trajectory of a charged particle travelling through the ATLAS

detector. Track reconstruction makes use of the information recorded in the pixel

detector and the semiconductor tracker. Hits are defined from the location of energy

deposits above a given threshold, in the silicon pixels or strips. They are translated into

three-dimensional space points which indicate the areas of the detector that the charged

particle has traversed. A space point is built when at least one hit is found in a single

1
The beam spot is discussed in more detail in Section 4.2.
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Figure 4.1: A diagram illustrating the geometry of the track parameterisation [74].

pixel module or when two hits are found in a single semiconductor tracker module [75].

Track reconstruction algorithms are used in order to infer this trajectory from a number

of space points. Track reconstruction can be challenging in a high pile-up environment

as the high particle multiplicity can cause some of these space points to be incorrectly

associated to a particle trajectory.

Track reconstruction algorithms are used to turn the information provided by the space

points into fully reconstructed tracks [76]. The reconstruction happens in two steps, first

there is pattern recognition followed by track fitting. In the first phase, the reconstruction

algorithms identify a number of hits emanating from a single particle trajectory. Next,

the parameters of the track are determined by passing the collection of hits through one

of three track fitting algorithms. Each track fitting algorithm assumes a perfect helical

trajectory in a uniform magnetic field and each algorithm takes a different approach to

track reconstructing. One algorithm is used for reconstructing tracks that only leave hits

in the transition radiation tracker. This algorithm is mainly used to identify photons

conversions into electrons and will not be discussed further in this thesis. The remaining

two algorithms, known as the inside-out and outside-in algorithms, aim to match the

space point information from the silicon detectors with hits found in the transition

radiation tracker. Both of these algorithms are able to reconstruct tracks for |η| = 2.5.

The inside-out algorithm is the primary algorithm for reconstructing tracks from the

proton-proton interaction point and it begins when three hits, in neighbouring layers,

are recorded across the pixel detector and the semiconductor tracker. If the three hits

pass initial cuts on the transverse momentum and then the impact parameters, they are
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deemed to be a consistent with a valid track and are collected together as a seed. A

seed is also required to match a fourth hit from a hit from a different detector layer in

order to kick-start the pattern finding stage. The requirement of a fourth hit improves

the fraction of seeds that can be reconstructed into tracks of good quality [77]. The

inside-out algorithm was optimised for Run 2 to reconstruct tracks with a transverse

momentum of pT > 100 MeV. The algorithm extrapolates from the pixel detector and

the semiconductor tracker towards the transistion radiation tracker, while considering the

magnetic configuration of the detector in order to match the track seed with hits found

in the transition radiation tracker. The additional hits found in the transition radiation

tracker are matched to the seed track using a Kalman filter [78]. Any ambiguous tracks

are removed by rejecting the poorest fitting track candidate [76].

The outside-in algorithm works in the opposite direction and extrapolates back from

hits in the transition radiation tracker, towards the space points defined by the silicon

detectors. The outside-in algorithm is applied after the inside-out algorithm. There is no

requirement placed on the impact parameters of the track and tracks can be reconstructed

down to pT > 50 MeV. The purpose of this algorithm is to reconstruct trajectories

that do not appear to come from the interaction point. This is particularly useful for

identifying tracks from b- and c- hadron decays and for reconstructing the secondary

vertices used in b-tagging techniques [79], as well as rejecting electrons that originate

from photon conversions.

The quality of the track reconstruction algorithms is assessed by measuring the track

reconstruction efficiency. The track reconstruction efficiency is measured using simulated

Monte Carlo samples, as a function of pseudorapidity or transverse momentum. It is

measured using primary tracks - defined to be charged particles with a mean lifetime

τ > 300 ps, originating from either the proton-proton collision, or from short-lived

particles produced from the proton-proton collision. There are two track selections,

defined as [76]:

1. Loose requirements are:

• pT > 400 MeV

• |η| < 2.5

• Number of silicon hits ≥ 7

• Number of shared modules ≤ 1

• Number of silicon holes ≤ 2

• Number of pixel holes ≤ 1

2. Tight-Primary requirements are:
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(a) (b)

Figure 4.2: The track reconstruction efficiency for both Loose and Tight Primary tracks.
a) Shows the efficiency as a function of η. b) Shows the efficiency as a function of
pT [81].

• All of the Loose requirements

• Number of silicon hits ≥ 9 (if |η| ≤ 1.65)

• number of silicon hits ≥ 11 (if |η| > 1.65)

• One insertable B-layer or next-to-innermost-pixel-layer hit

• No pixel holes

The track reconstruction efficiency is defined as the ratio of the number of primary tracks

matched to a reconstructed track, over all primary tracks. The track reconstruction

efficiency is calculated from the primary tracks at truth-level or in the Monte Carlo

generator. In general, the track reconstruction efficiency is lower for the Tight-Primary

track selection than the Loose track selection due to the stricter requirements. However,

the Tight-Primary selection rejects more fake tracks by its nature, where a fake track is

the name given to a track reconstructed using a hit pattern that does not originate from

a primary or secondary particle [80]. The differences in track reconstruction efficiency

between the Loose and Tight-Primary selections are shown in Figure 4.2 as a function

of pseudorapidity and transverse momentum. The reconstruction efficiencies are at

their highest for central values of pseudorapidity. The reduction in track reconstruction

efficiency for |η| > 1 is a consequence of more detector material for the charged particles

to traverse. The track reconstruction efficiency increases as a function of transverse

momentum, until pT ≥ 5 GeV, where the efficiency begins to level off.

4.1.3 Vertex Reconstruction

A vertex is defined as the origin of a particle interaction. Vertices can be sub-categorised

into primary and secondary vertices, which denote the positions of inelastic proton-proton
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Figure 4.3: This plot compares the vertex reconstruction efficiency for low pile-up data
and Monte Carlo as a function of the number of tracks [83].

collisions and the positions where long-lived particles decay, respectively. Like track

reconstruction, vertex reconstruction takes place in several stages, namely, vertex finding

and vertex fitting. The initial stage makes use of a group of reconstructed tracks that pass

the track selection criteria to extrapolate back towards the beam pipe and select a seed

position of the vertex. Each seed vertex requires at least two tracks with pT > 100 MeV.

Then an iterative fitting process is performed using a χ2 minimisation technique to

remove less suited tracks. Tracks which vary by more than seven standard deviations

are removed and the candidate vertex position is recalculated. Once a vertex position

is found, any poor track candidates are removed and are used in subsequent vertex

reconstruction procedures [82].

Once a track has been matched to a vertex, the impact parameters can be calculated

which are then used to discriminate between primary and secondary tracks.

The efficiency of vertex reconstruction is quantified by the ratio of the number of events

with a reconstructed vertex to the number of events with a least two reconstructed

tracks [83]. The efficiency to reconstruct a primary vertex is near 100% for events with

four or more reconstructed tracks in a low pile-up environment, as shown in Figure 4.3.

However, the vertex reconstruction efficiency is adversely affected by increased pile-up.

This is due to nearby proton-proton interactions making it harder to resolve the point

the tracks emerge from [80].
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4.2 Beam Parameters

The area in which proton-proton collisions occur can be defined by parameterising the

three-dimensional distribution of reconstructed event vertices. This parameterisation

is known as the beam spot and represents the instantaneous luminosity of the proton

beams. The average position of a proton-proton collision is given by the coordinates of

the centre of the beam spot, measured with respect to the ATLAS coordinate system [84].

The size of the interaction point between the two proton beams is intrinsically linked

to the transverse and longitudinal widths, σib, of the beam spot, where i corresponds

to the transverse or longitudinal plane, and b corresponds to each beam (1 or 2). The

beam spot widths are assumed to have a Gaussian distribution. They depend on two

parameters for both the transverse and longitudinal directions. The first parameter is

the emittance, εib, which describes how confined the beam particles are. The second

parameter is the amplitude function, βib, which describes the aspect ratio of an ellipse.

The beam spot widths are given by:

σib =
√
εibβib (4.1)

The beam spot widths cannot be measured directly at the interaction point, however

they can be extracted using synchrotron-light or wire-scanner beam profile measurements

from other locations in the accelerator system.

The distribution of particles within each bunch of protons follows a Gaussian distribution

and is given by:

ρb(x, y, z, t) =
Nb√

(2π)3σxbσybσzb

× e
− (x−x̄b)

2

2σ
2
xb

− (y−ȳb)
2

2σ
2
yb

+
(z±ct)2

2σ
2
zb (4.2)

Where Nb is the number of protons in a particular bunch, and x̄b and ȳb correspond

to the average position of a proton-proton collision in the transverse and longitudinal

planes [85].

The attributes of the beam spot are constantly reconstructed and monitored online via

the high level trigger and are regularly communicated to the LHC control.

4.3 Electron Reconstruction and Identification

Electrons are a common final state particle produced as a result of proton-proton collisions

inside the ATLAS experiment. Furthermore, they are one of two final state particles that
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Figure 4.4: A schematic diagram showing the trajectory of an electron (solid red line)
travelling through the inner detector and the calorimeters. The trajectory of a photon
produced as a result of an electron interacting with the detector material is also shown
(dashed red line) [86].

provide a key signature of the photon-induced W+W− process presented in this thesis.

The signals produced by an electron travelling through the ATLAS detector are used

to reconstruct the electron’s properties such that it can be used in a physics analysis.

The reconstruction and identification of electrons is notably challenging due to energy

losses caused by Bremsstrahlung as the electron interacts with the detector material.

Bremsstrahlung, combined with the effects of photon pair production, leads to multiple

tracks within the inner detector and distinct shower shapes inside the electromagnetic

calorimeter. These recognisable characteristics are used by the reconstruction and

identification algorithms that are outlined in this section2.

4.3.1 Electron Reconstruction

An electron is reconstructed in the ATLAS detector if electromagnetic energy deposits

left in the calorimeter system are matched to a track inside the inner detector. Figure 4.4

shows the how an electron travel through the inner detector and calorimeter systems.

There are three stages to electron reconstruction; first clusters of calorimeter cells

containing electromagnetic energy are identified, next the inner detector tracks are

reconstructed, as described in Section 4.1.2. Then finally the reconstructed tracks are

matched to the electromagnetic clusters to form an electron candidate.

2
Only the reconstruction and identification of electrons within the acceptance of the inner detector

will be discussed since this thesis does not make use of electrons within the forward region of the detector.
Conjointly, different algorithms are used to reconstruct and identify electrons in the forward region of
the detector which will not be discussed in this thesis.
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4.3.1.1 Topological Clusters

The electron reconstruction process begins by making use of a collection of dynamically-

sized clusters of cells from the electromagnetic and hadronic calorimeters. These dynami-

cally sized clusters, known as topoclusters, are formed using spatial-significance patterns

generated by particle showers inside the calorimeters [87]. An algorithm, known as the

4-2-0 alogrithm, is used to grow the topocluster around a seed cell. A seed has a cell

significance of |ζEMcell | ≥ 4 and cannot be located in either the presampler or the first layer

of the electromagnetic calorimeter. The cell significance is the ratio of the energy of a

given cell, EEMcell to the expected noise of that same cell, σEMnoise,cell.

|ζEMcell | =
EEMcell

σEMnoise,cell
(4.3)

The cell significance of all the cells surrounding the seed cell is checked and the cluster

grows by adding a neighbouring cell that has a cell significance |ζEMcell | ≥ 2. This process

of growth continues iteratively, with each new cell added becoming the seed cell in

the following iteration. A growing cluster of cells is known as a protocluster. Two

protoclusters are combined if they share a cell. Once all cells meeting the growth

significance requirement have been added, there is one final round of growth, adding all

neighbouring cells without a significance requirement. If the final topocluster has more

than one local maxima3 then it is split into separate topoclusters, with each new cluster

centred around one maximum cell.

Only the energy of the topocluster that has been deposited in the electromagnetic

calorimeter, not including any energy deposited in transition region (1.37 < |η| < 1.52), is

used for electron reconstruction [88]. Energy deposited in the presampler or first layer of

the electromagnetic cluster is also added to find the electromagnetic energy of the cluster.

The ratio of electromagnetic energy of the cluster to the total energy of the cluster is

called the EM fraction, fEM . Only clusters with fEM > 0.5 and EEM ≥ 400 MeV are

considered for selecting an electromagnetic topocluster. This is criteria is used to help

reject against clusters formed as a result of pile-up.

4.3.1.2 Track-to-Cluster Matching

Tracks in the inner detector are reconstructed as described in Section 4.1.2. Initially,

tracks a fitted to a pion hypothesis, assuming the trajectory of the track follows a perfect

3
A local maxima is defined to be a cell with E

EM
cell > 500 MeV with at least four neighbouring cells

which do not have an energy greater than the central cell.
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helical path [76]. Tracks that fail this fit are fitted again, if there is only a small separation

in pseudorapidity between track and electromagnetic cluster. The new fit considers up to

30% more energy loss due to Bremsstrahlung and therefore now assumes a non-perfect

helical path [88]. Then re-fitted tracks undergo an ambiguity resolution to reduce the

number of tracks that share space-points and are ranked in order of track quality [76].

The fit for the final track candidates are extrapolated out to the transition radiation

tracker. Electron candidates are the combination of reconstructed track matched to an

electromagnetic cluster.

4.3.1.3 Superclusters

The topological clusters from the same electron are collected together to form a super-

cluster, in order to account for energy deposited in the detector by Bremsstrahlung

and secondary electromagnetic showers. First a seed cluster is selected by ranking all

electromagnetic topoclusters in order of transverse energy. Each cluster is then checked

against the following criteria [89]:

• The cluster must not already be assigned to a different supercluster

• ET > 1 GeV

• The reconstructed track, matched to the electromagnetic cluster,is required to have

at least four hits in either the pixel detector or the semiconductor tracker

Once a seed cluster has been selected, the supercluster is grown by adding satellite

topoclusters that are within a 3× 5 or 5× 12 cell window (correspinding to 0.075× 0.125

and 0.125× 0.300 in ∆η ×∆φ, respectively) around the weighted barycentre of the seed

cluster. The smaller cell accounts for energy deposited by secondary electromagnetic

showers and the larger cell accounts for energy deposited by Bremsstrahlung. The

supercluster is matched to tracks using the same method as described in Section 4.3.1.2.

This results in a fully reconstructed electron that can be used in a physics analysis.

4.3.2 Electron Identification

The electron reconstruction process does not discriminate between reconstructed electrons

from different origins, therefore a further step is needed to identify the origins of the

reconstructed electron candidates. This additional step is known as electron identification

and enables physics analyses to distinguish between prompt and non-prompt electrons.

Where prompt electrons are produced as a direct result from the hard-scatter vertex or
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from a decay of a heavy resonance such Higgs, W, Z boson decays. And non-prompt

electrons emnate from semileptonic decays of heavy quarks, misidentified hadrons or from

photon conversions. Signals left in the detector by background electrons originating from

photon conversions or hadronic decays, can often be misidentified as prompt electrons

due to interactions with the detector material initiating electromagnetic showers. The

electron identification process is designed to reject electron candidates from background

processes without compromising the selection of prompt electrons.

Electron identification takes a likelihood-based approach, in which a likelihood function is

built from the electron candidate’s properties [86]. Variables describing the reconstructed

track and the longitudinal and lateral development of the electromagnetic cluster in the

calorimeter system are used to determine if a candidate electron is classed as prompt or

non-prompt. The likelihood approach offers an increased electron identification efficiency

for the same level of background rejection as hard cuts because it is able to utilise the

information contained in the tails of the discriminating variables’ distributions. Further

discussion of the electron identification process is given in Chapter 5.

4.3.3 Electron Efficiency

The electron efficiencies are measured using Z → ee and J/Ψ → ee events using the

tag-and-probe technique [86]. J/Ψ → ee decays are used to measure the efficiencies

in the low pT range of 4.5 GeV < pT < 15 GeV whilst Z → ee events can measure

the efficiencies for events up to 110 GeV. The tag-and-probe technique applies a strict

selection to one of the two electrons produced when the Z or J/Ψ resonance. The first

electron with the strict requirement applied is called the tag, and the second electron

is known as the probe. The electron pair are required to have opposite electric charge

and an invariant mass within 10 GeVof the mass of the resonance. A probe electron is

regarded as a correctly reconstructed electron if the electron candidate track is within a

cone of ∆R =

√
(∆η2 + ∆φ2) < 0.2. The probe electrons are blended with background

signals, such as photon conversions, or misidentified hadrons, and the proportion of

background contamination and true electrons is estimated by fitting background and

signal analytical models to the data.

The electron reconstruction efficiency is calculated with respect to the electromagnetic

clusters found in the electromagnetic calorimeter. It is defined as:

εreco =
Nreco

Ncluster
(4.4)

Where Nreco is the number of reconstructed electron candidates and Ncluster is the

number of electromagnetic candidates. The probe electrons that contribute towards
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Nreco are electromagnetic clusters that must be associated with a track, whilst the probe

electrons that contribute towards Ncluster are electromagnetic clusters with or without

associated tracks.

The electron identification efficiency is calculated with respect to the reconstructed

electron candidate and is defined as:

εID =
Nid

Nreco
(4.5)

Where Nreco is the number of probe electrons reconstructed from electromagnetic clusters

with an associated track and Nid is the number of probe electrons that satisfy a particular

identification criteria.

The electron efficiencies are measured separately in data and Monte Carlo. It is important

for the Monte Carlo simulation to accurately reflect the electron efficiencies achieved in

data, so that physics analyses can produce reliable results. Sometimes mismodelling of

tracks or of electron shower shapes in the calorimeter can lead to small disagreements

between data and Monte Carlo. Consequently, the electron efficiencies measured in the

Monte Carlo detector simulation is corrected to match the performance of data. This is

implemented in the form of a scale factor defined as the ratio of the efficiency measured

in data to the efficiency measured in simulation [86].

4.3.4 Electron Isolation

Whilst the reconstruction and identification processes provide some insight into the

origins of the candidate electrons, it can still be difficult to differentiate between prompt

and non-prompt electrons. A better distinction between the prompt and non-prompt

electrons can be made using the amount of activity recorded by the detector in an area

around the electron candidate. For instance, electrons produced via non-prompt decays

from c- and b-hadrons are surrounded by many more tracks and more energy deposits

in the calorimeter than prompt electrons but may still be reconstructed as if they were

true prompt electrons. In such a case, the electron is referred to as a misidentified or

fake electron. In order to reduce the probability of this from happening requirements

known as isolation requirements are placed on the number of additional tracks in the

inner detector and the extra energy deposits in the calorimeter, in a region surrounding

the reconstructed electron [90].

Variables are defined for both the track and calorimeter isolation requirements. They

are used to calculate the amount of detector activity in a cone, with a radius of ∆R,

surrounding the electron candidate. The track isolation variable, pvarconeT , takes a variable
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cone size depending on the transverse momenta, of the electrons and sums the transverse

momenta of all of the tracks associated with the primary vertex that satisfy a particular

track quality requirement. Consequently the sum does not include any tracks from

additional proton-proton collisions. Nor does it include any4 of the tracks associated with

the reconstructed electron. The cone size is reduced for increasing values of transverse

momentum. Since tracks are the trajectories of charged particles travelling through the

detector, the track isolation variable does not contribute any additional information

about nearby neutral particles. The calorimeter isolation variable, EconeT is the sum of the

transverse energies of positive energy topological clusters calibrated to the electromagnetic

scale. As for the track isolation variable, the calorimeter isolation variable does not

include the candidate electron’s transverse energy contribution in the sum. However,

unlike for the track isolation variable, the calorimeter isolation variable does include

contributions from additional proton-proton collisions, therefore these energy deposits

are corrected for each individual event [86].

Most physics analyses lay out their own set of isolation requirements for electrons. The

isolation requirements can make use of either one or both of the isolation variables. Strict

isolation requirements, combined with the electron likelihood discriminant is an effective

method for suppressing background electrons.

4.3.5 Electron Trigger

The reconstruction and identification of electrons occurs online at both the level-1 trigger

and the high level trigger. The level-1 trigger is hardware-based. It makes use of signals

recorded in areas ∆η ×∆φ ≈ 0.4× 0.4 inside both the electromagnetic and the hadronic

calorimeters to form regions of interest. The level-1 trigger passes events on to the high

level trigger only if they pass a certain transverse energy threshold, which varies as a

function of pseudorapidity. This enables the energy responses in different regions to be

accounted for.

Each specific trigger menu has isolation requirements that the electron candidate must

pass. Additionally, the L1 trigger can provide a veto on the hadronic leakage by failing

events that have a high fraction of energy deposited in the hadronic calorimeter.

There a several stages of the electron trigger in the high level trigger which are designed

to reduce the number of background electron candidates recorded. The high level trigger

is software-based and makes use of fast electromagnetic calorimeter algorithms to build

clusters within the regions of interest formed by the level-1 trigger. Requirements are

4
The sum excludes both the primary electron track and any that might be associated due to

Bremsstrahlung that were matched during the electron reconstruction stage.
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placed on the amount of energy deposited in the hadronic calorimeter, the transverse

energy of the cluster, the transverse momentum of the associated track and the shower

shape variable, Rη [90]. The next stage builds more precise electromagnetic calorimeter

clusters using methods discussed in Section 4.3.1 which are then matched to precision

tracks within |∆η| < 0.05 and ∆φ < 0.05. A likelihood-based identification of the electron

candidates is the final stage of the high level trigger. The online identification process

of the high level trigger is very similar to the offline process described in Section 4.3.2

but the momentum lost due to Bremsstrahlung, ∆p/p is not included in the calculation.

Once an event has passed the high level trigger, it is reconstructed offline and stored

permanently.

4.3.6 Electron Energy Calibration

The electromagnetic showers produced in the electromagnetic calorimeter are used to

measure the energy of reconstructed electrons and photons. The energy scale and

resolution of prompt electrons plays an important role for precision measurements,

therefore the electron energy scale must be calibrated accurately. The measured electron

energy may need to be corrected due to lateral leakage of energy deposits outside of

the cluster of cells in the calorimeter or due to longitudinal leakage caused by energy

deposits occurring outside of the electromagnetic calorimeter. Instrumental effects

and loss of energy before the electron passes through the calorimeter system may also

contribute towards an inaccurate energy measurement. There are three main steps

involved in calibrating the electron energy in the central region of the ATLAS detector

(|η| < 2.47). The first involves applying a data-driven correction to the data in order to

reduce the effects caused by the non-uniform response of the detector. This is used to

correct the differences seen between data and simulation due to variable responses of

the longitudinal layers in the electromagnetic calorimeter. The second correction is a

multivariate calibration based on simulation that is applied to both Monte Carlo and

data. This correction uses information from the inner detector and accounts for the

energy lost between the proton-proton interaction point and the reconstructed cluster in

the electromagnetic calorimeter. The final correction fine-tunes for any remaining energy

scale disagreements between the Monte Carlo and data using Z → ee events [91].

The difference in response, for a given pseudorapidty region, of the energy scale between

data, Edatai , and Monte Carlo, EMC
i , is parameterised as:

Edatai = EMC
i (1 + αi) (4.6)

Where αi describes the divergence from the optimal calibration for that region.
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(a) (b)

Figure 4.5: (a) The energy scale factors αi as a function of η (b)The additional constant
term c′i, as a function of η. The shaded areas indicate the statistical uncertainties [89].

The energy resolution difference between data and Monte Carlo can be described as:(
σ(E)

E

)data
i

=

(
σ(E)

E

)MC

i

⊗ c′i (4.7)

Where c′i is an effective constant term for the given psuedorapidty region and ⊗ denotes

the sum in quadrature.

The energy scale corrections, αi and the additional constant terms, c′i, are estimated

using Z → ee events in a template method. Figure 4.5 shows the measured values as a

function of pseudorapidity for 2015, 2016 and 2017 data. There is some variation of αi

over the years due to changing temperatures of the liquid argon in the electromagnetic

calorimeter and increasing instantaneous luminosity. This is reflected in measurements

of c′i and so to compensate for this, a weighted average of the c′i values for the different

years is applied to the total data set [89].

4.4 Muon Reconstruction and Identification

Muons do not interact with the detector material in the same way as electrons. Since

muons are charged particles, like electrons, they do leave tracks inside the inner detector

which is used to measure their transverse momentum. However, unlike electrons, they do

not deposit a noticeable amount of energy in the calorimeter systems. Instead, muons

leave hits inside the muon spectrometer. The muon spectrometer is formed of three
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components: a central component which surrounds the outer edges of the ATLAS barrel,

and a big and small wheel located at each end-cap. There is a toroidal magnetic field

applied to the muon spectrometer which provides complimentary measurements of the

transverse momentum. Muon reconstruction combines the information recorded by the

inner detector with the that recorded by the muon spectrometer to produce precise muon

measurements [92].

4.4.1 Muon Reconstruction

Muon reconstruction combines two independent reconstruction processes from the inner

detector and the muon spectrometer. The tracks left by muons in the inner detector are

reconstructed using the same methods as for any other charged particle (see Section 4.1.2).

The process of reconstructing a muon using the muon spectrometer begins by forming

track segments from hit patterns inside each muon chamber. Track segments from a

single muon drift tube or cathode-strip chamber are added together and fitted to find a

track candidate. The reconstructed tracks from the inner detector are then matched to

those reconstructed in the muon spectrometer using a χ2 fit. The statistical combination

of both track candidates forms the muon candidate. The momentum of the muon is

inferred from the curvature and coordinates of the reconstructed track. The tracks

reconstructed in the inner detector and the muon spectrometer are then combined and

re-fitted to ensure the muon candidate agrees across the two sub-detectors.

4.4.2 Muon Identification

To identify between a prompt and non-prompt muon5, a series of quality requirements

are placed on a candidate muon. The quality requirements aim to exploit the differences

between prompt and non-prompt muons in order to reduce background signals whilst

ensuring prompt muons are selected with a high efficiency. A candidate muon originating

from a light charged meson, such as a kaon or a pion, is an example of a non-prompt

muon. A light charged meson has a long lifetime (τ ∼ 10−8s) and may decay into

muons between leaving the inner detector and entering the muon spectrometer. As a

result, the measurements of the candidate muons from the inner detector may not be

compatible with measurements in the muon spectrometer, leading to a poor fit quality of

the combined tracks.

5
Prompt muons are produced as a direct result from the hard-scatter vertex or from a decay of a

heavy resonance such Higgs, W, Z boson decays. Non-prompt muons emnate from semileptonic decays of
heavy quarks or misidentified hadrons
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A candidate muon is judged on the number and location of hits in the inner detector

and the muon spectrometer, the track fit quality, and on the compatibility between

measurements performed in the inner detector and the muon spectrometer. The following

variables are used to discriminate between prompt and non-prompt muons [93]:

• q/p significance - This is the absolute value of the difference in the charge-to-

momentum ratio of muons measured in the inner detector and the muon spectrom-

eter.

• ρ′ - This is the absolute difference between the transverse momentum measured in

the inner detector and the muon spectrometer, divided by the transverse momentum

of the combined track.

• χ2 - The normalised χ2 of the combined track fit.

The ATLAS collaboration uses four muon identification selections, based on the variables

described in the previous paragraph. The four selections are intended to meet the needs

of the many physics analyses in the collaboration and are known as Loose, Medium,

Tight and High-pT . The Loose selection criteria ensures muons with high quality tracks

are selected and as a result maximises the reconstruction efficiency. The default muon

selection is Medium as this selection aims to reduce the systematic uncertainties associated

with the reconstruction and calibration of muons. The Tight requirement selects a high

purity of prompt muons however this leads to some reduction on the muon reconstruction

efficiency. Finally, the High-pT selection is used to select muons with a high momentum.

This selection is only used for tracks with a transverse momentum greater than 100 GeV

and is mainly used by physics analyses searching for new high mass resonances.

4.4.3 Muon Efficiency

As with the electron reconstruction efficiency, the muon reconstruction efficiency makes

use of the tag-and-probe technique. The efficiency is measured using samples of preselected

Z → µµ or J/Ψ → µµ decays, which contain a high purity of prompt muons. One

of the two muons, known as the tag muon, is then selected by the muon trigger and

must pass the Medium requirements. The other muon acts as the probe muon and is

reconstructed independently. The muon pair are required to be products of a Z of J/Ψ

decay and as such, a requirement is placed on their an invariant mass. Figure 4.6 shows

the muon reconstruction efficiencies are consistently high. For Tight selection the muon

reconstruction efficiency is greater than 95% which increases to be around 99% for the

Medium and Loose selections. There is some drop in efficiency for pseudorapidity equal

to 0 since support structures and services for the detector mean there is not the space
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Figure 4.6: The reconstruction efficiency for muons of Medium quality as a function of
pT , in the region of 0.1 < |η| < 2.5. This plot compare Z → µµ and J/Ψ→ µµ events
from both the full Run 2 data set and Monte Carlo [93].

to fully cover this region with muon chambers. An additional region with a reduced

reconstruction efficiency is found in the transition region between the barrel and the

end-cap (1.37 < η < 1.52), since the muon chambers do not entirely cover this region.

The muon reconstruction efficiency is measured separately in data and in Monte Carlo

and the Monte Carlo is corrected using a reconstruction efficiency scale factor. This is a

necessary correction because the Monte Carlo simulation only provides an estimate of

the amount of detector material traversed by a muon and hence the predicted amount of

energy lost by the muon as it travels is often mismodelled. This results in the misalignment

of the hit patterns inside the muon spectrometer and the tracks left in the inner detector,

leading to the muon candidate being rejected at the statistical combination step. The

muon scale factors are calculated for for each muon Quality in bins of pseudorapidity

and transverse momentum.

4.4.4 Muon Trigger

Like electrons, the reconstruction and identification of muons occurs online at both the

level-1 trigger and high level trigger. The level-1 decision is founded on information

received from the calorimeters and muon trigger chambers. The level-1 muon trigger

looks for muons with a high transverse momentum by looking at the muon candidate’s

hit pattern [94]. From the level-1 decision a region of interest, of size 0.1×0.1 in ∆η×∆φ

in the resistive plate chambers and 0.03× 0.03 in ∆η ×∆φ in the thin gap chambers.
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Each region of interest is passed on to the high level trigger and fast reconstruction

algorithms are performed in the first stage. The second stage of the high level trigger is

the precision stage, in which reconstruction algorithms, similar to the offline algorithms

described in Section 4.7. The precision stage can be carried out in only the regions

of interest defined by the level-1 trigger, or across the whole acceptance range of the

detector. The first option is used most commonly as it is quicker and less CPU-intensive,

but the latter option can help find additional muons not flagged by the level-1 trigger.

4.4.5 Muon Momentum and Scale Resolution

Some physics analyses require knowledge of the muon momentum scale down to the

per mille level and knowledge of the muon momentum resolution down to the percent

level. However, Monte Carlo does not provide the level of detail necessary, therefore

a number of corrections must be applied to the momentum scale and resolution of

the simulation. The corrections applied to the muon momentum and scale resolution

are calculated independently and then combined together. This is because the muon

reconstruction in the inner detector and the muon spectrometer is done independently.

Muons traveling through the detector lose energy proportional to the amount of detector

material traversed. The exact amount of material a muon traverses to reach the muon

spectrometer is not known6 and so data-driven corrections are applied to account for

the energy losses associated with this. Furthermore, the momentum resolution of the

reconstructed muon is influenced by a number of factors. Namely, statistical fluctuations

in energy loss due to material traversed by the muon, variations of the magnetic field,

multiple scattering and uncertainties related to the spatial resolution and misalignment of

the muon spectrometer. The corrections are derived for different regions of pseudorapidity

and transverse momentum, as the factors affecting the momentum resolution have a

different dependence on transverse momentum. The muon momentum scale and resolution

are measured using J/Ψ→ µµ and Z → µµ decays [92].

4.5 Event Data Models

The ATLAS collaboration uses a system known as the Event Data Model to effectively

process and analyse the recorded data and simulated Monte Carlo, without using excessive

amounts of computing resources [95]

6
Muons traverse the inner detector and the calorimeters with a lot of cabling which is held together

with a combination of welds, solders, screws and glue. It is very difficult to understand exactly how this
material is distributed and how it affects the muons travelling through the detector.
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(a) (b)

Figure 4.7: a)The dimuon invariant mass distribution of Z → µµ for 2015 data and
Monte Carlo. b) The dimuon invariant mass distribution of JΨ → µµ for 2015 data
and Monte Carlo. In both plots, the dashed black line indicates the uncorrected Monte
Carlo, the continuous red line indicates the corrected Monte Carlo and the black markers
indicate the data [92].

Physics events are generated using Monte Carlo generators and are passed through

a detector simulation. The detector simulation can either be a full simulation or a

fast simulation depending on the needs of the physics analysis. A full simulation is

performed using Geant software and is more extensive and time consuming than a fast

simulation [48]. The fast simulation still uses Geant software to simulate the inner

detector and muon spectrometer, however calorimeter systems are simulated using a

parameterised calorimeter response using the ATLAS Fast II (AFII) software [96]. Once

the Monte Carlo events have been passed through the detector simulation, they are

known as Raw Data Objects (RDOs), and are comparable to the raw data recorded

by the ATLAS detector. Both the raw data and the RDOs contain a large amount of

information - approximately 1.6 Mb/event [97].

The raw data and the RDOs are sent to the CERN data centre, where they are recon-

structed into physics objects and written as Event Summary Data (ESD). ESD contains

detailed information about the reconstructed physics objects for all events. ESD includes

information on all reconstructed hits and tracks, and energy deposits in calorimeter cells.

ESD files are approximately 1500 kb/event and they are mainly used for detector and

reconstruction performance studies.

The ESD files can be use to write Analysis Object Data (AOD) files, which contain

higher level reconstructed objects such as electrons and muons. AOD files contain

less information on the hits left in the inner detector and the energy deposited in
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the calorimeters than the ESD files, as a result, the AOD files are smaller and are

approximately 150 kb/event. AOD files contain enough information to conduct a physics

analysis and are the data format of choice for most physics analyses. AOD files can

be stored on the disk-drives of smaller computing facilities located at universities and

research institutions across the world. They are easily accessible and can be used by all

members of the ATLAS collaboration [98].

The size of the AOD files can be reduced further, to only contain information tailored

to individual physics analyses. The reduced files are known as Derived Analysis Object

Data (DAOD) and are of the order of 10 kb/event7. DAOD files can be processed faster

than AOD files and have the advantage that they can be processed locally rather than

on the CERN computing grid.

The processing of both data and Monte Carlo is performed using a framework called

Athena, developed by the ATLAS collaboration [99]. Athena is used in each step of the

experiment’s workflow. It is used for the reconstruction of physics objects, simulation

of events, and in the analysis stages. Initially, the Run 2 data set was processed with a

version of Athena called Release 20.7. Then in 2017, improvements were made to both

the software framework and the object reconstruction. Which resulted in a new version,

called Release 21.0, that was introduced for the remainder of Run 2.

The resulting ESD, AOD or DAOD files, used in physics analyses are labelled with

ATLAS Metadata Interface (AMI) tags [100]. The AMI tags are used to identify the

parameters used to process each individual file. Data files are labelled with r-tags and

p-tags, which catalogue the reconstruction and pile-up parameters, respectively. In

addition to r-tags and p-tags, Monte Carlo files are labelled with e-tags, which catalogue

the event generation parameters . Monte Carlo files are also labelled with s-tags or a-tags,

which catalogue the simulation parameters. s-tags are used for Geant full simulations

and a-tags are used for AFII fast simulations. The numbers that follow the tags document

the unique software configuration, such as a particular athena release.

Monte Carlo campaigns are used to reflect the data recorded throughout Run 2. A

particular Monte Carlo campaign will reflect the trigger settings and pile-up conditions

for a given data taking period. The first campaign is called MC16a and reflects the data

recorded in 2015 and 2016. MC16a is identified with the AMI-tag r9364. Data recorded

in 2017 is reflected in the MC16d campaign and is identified with r10201. Finally data

recorded in 2018 is reflected in the MC16e campaign and is identified with r10724.

7
The size of the DAOD file depends on the nature of the derivation.
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Chapter 5

Electron Identification

This chapter will further build upon the outline of electron identification techniques,

described in Chapter 4 Section 4.3.2. First, Section 5.1 will provide a more detailed

description of the likelihood discriminant method, used by the ATLAS collaboration to

distinguish between signal and background electrons. Then, Section 5.2 will discuss how

an electron is classified as either signal or background with the help of a Bayes’ classifier.

Section 5.2 will also discuss the advantages and disadvantages of the current likelihood

discriminant method used by the ATLAS collaboration. Finally, Section 5.3 will present

a study, performed by the author, which aims to improve the rejection of background

electrons. This study categorises electrons based on their origins and constructs inde-

pendent likelihood discriminants for each electron category. The information from the

independent likelihood discriminants is combined in order to find an optimum cut that

maximises the rejection of background electrons, from each category. This study focuses

on distinguishing between signal electrons and background electrons that originate from

either light flavour or heavy flavour hadronic decays. Since this study uses two categories

of background electrons, the optimal likelihood discriminant cut can be thought of as a

two-dimensional cut and the new likelihood discriminant method is hence known as the

”two-dimensional” likelihood discriminant method.

5.1 The Electron Likelihood Discriminant Method

This section will outline the method used by the ATLAS collaboration to identify

electrons. The ATLAS experiment uses a likelihood discriminant to discriminate between

signal electrons and electrons from background sources. The likelihood discriminant

is constructed from the likelihood functions of signal and background electrons. An

electron is classed as signal if it is prompt. In other words, if the electron is produced
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as a direct result of the hard-scatter interaction or from a decay of a heavy resonance,

such as a Higgs, W or Z boson decay. A background electron is described as non-prompt

and typically originates from semi-leptonic decays, misidentified hadrons or from photon

conversions. The method described in this section, will be referred to as the ”nominal

likelihood discriminant method”, in Section 5.3.

5.1.1 Constructing Likelihood Functions

The likelihood functions are built from the probability density functions of the discrim-

inating variables, listed in Table 5.1. Most discriminating variables make use of the

detector design. For instance, the fine segmentation inside the electromagnetic calorime-

ter allows for the shape of an electromagnetic shower and its distribution of energy to be

recorded with enough detail that small differences between showers can be resolved. The

longitudinal and lateral ratios of energy deposited in each layer of the electromagnetic

calorimeter and the first layer of the hadronic calorimeter, provide an insight into the

development of the electromagnetic shower, and hence an indication towards the origin

of the electron candidate.

The discriminating variables are measured using the tag-and-probe method (see Chapter 4

Section 4.3.3). Some of the discriminating variables have a wider distribution than the

Monte Carlo, or the distribution can be shifted towards the shape of a background

distribution. This is an effect of inaccuracies in the detector simulation software that

leads to poor modelling of the shower shape development in the detector. To account for

this, the ATLAS collaboration apply data-driven corrections to the Monte Carlo, which

alter the width of the distribution or shift the distribution into agreement with the data1.

This is done to ensure the that the operating points derived from Monte Carlo have

similar performance to what is observed in data [101].

The distributions of the d0/σ(d0) and f1 variables are shown in Figure 5.1, for both

data and Monte Carlo. The distributions compare data taken in 2015 with the MC16a

Monte Carlo campaign, and are measured with Loose probes with ET < 15 > GeV, in

order to reduce the contribution from background electrons in the data distribution. The

d0/σ(d0) distribution is shown in Figure 5.1(a). The number of events is underestimated

by the Monte Carlo for for d0/σ(d0) < 1, however, the width of the distribution agrees

well with the data so no data-driven corrections are applied. The distribution of the

f1 variable is shown in Figure 5.1(b). Due to inaccuracies in the modelling, the Monte

Carlo distribution is shifted towards higher values of f1, than the data. For this reason,

a data-driven correction is applied to bring the modelling inline with the data. It is

1
The data-driven corrections are applied to the Monte Carlo distributions of: ∆η1, ∆φres, f1, f3, Rη

and wη2.
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Type Description Name Rejects Usage

LF γ HF

Hadronic Ratio of ET in the first layer of the hadronic calorimeter Rhad1 x x LH

leakage to ET of the EM cluster

(used over the range |η| < 0.8 or |η| > 1.37)

Ratio of ET in the hadronic calorimeter

to ET of the EM cluster Rhad x x LH

(used over the range 0.8 < |η| < 1.37)

Third layer of Ratio of the energy in the third layer to the total energy in the

EM calorimeter EM calorimeter. This variable is only used for

ET < 80 GeV, due to inefficiencies at high ET, and is f3 x LH

also removed from the LH for |η| > 2.37, where it is

poorly modelled by the simulation.

Second layer of Lateral shower width,

√
(ΣEiη

2
i )/(ΣEi)− ((ΣEiηi)/(ΣEi))

2
,

EM calorimeter where Ei is the energy and ηi is the pseudorapidity wη x x LH

of cell i and the sum is calculated within a window of 3×5 cells

Ratio of the energy in 3×3 cells over the energy in 3×7 cells Rφ x x LH

centred at the electron cluster position

Ratio of the energy in 3×7 cells over the energy in 7×7 cells Rη x x x LH

centred at the electron cluster position

First layer of Shower width,

√
(ΣEi(i− imax)

2
)/(ΣEi), where i runs over

EM calorimeter all strips in a window of ∆η ×∆φ ≈ 0.0625× 0.2, wstot x x x C

corresponding typically to 20 strips in η, and imax is the

index of the highest-energy strip, used for ET > 150 GeV only

Ratio of the energy difference between the maximum

energy deposit and the energy deposit in a secondary ∆Eratio x x LH

maximum in the cluster to the sum of these energies

Ratio of the energy in the first layer to the total energy f1 x LH

in the EM calorimeter

Track Number of hits in the innermost pixel layer nBlayer x C

conditions Number of hits in the pixel detector nPixel x C

Total number of hits in the pixel and SCT detectors nSi x C

Transverse impact parameter relative to the beam-line d0 x x LH

Significance of transverse impact parameter d0/σ(d0) x x LH

defined as the ratio of d0 to its uncertainty

Momentum lost by the track between the perigee and the last ∆p/p x LH

measurement point divided by the momentum at perigee

TRT Likelihood probability based on transition radiation in the TRT eProbabilityHT x LH

Track–cluster ∆η between the cluster position in the first layer ∆η1 x x LH

matching and the extrapolated track

∆φ between the cluster position in the second layer

of the EM calorimeter and the momentum-rescaled ∆φres x x LH

track, extrapolated from the perigee, times the charge q

Ratio of the cluster energy to the track momentum, used for E/p x x C

ET > 150 GeV only

Table 5.1: This table shows the discriminating variables used in the electron identification
algorithms. The column entitled ”Rejects” shows which variables are capable of rejecting
electrons originating from light flavour decays( LF), electrons originating from photon
conversions (γ) and electrons originating from heavy flavour decays (HF). The column
entitled ”Usage” indicates if a particular variable is used in the likelihood calculation
(LH) or as a selection criterion (C) [86].
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Figure 5.1: Distributions of two of the discriminating variables used in the electron
identification method. The distributions are shown for data taken in 2015 and the MC16a
Monte Carlo campaign. They are measured using Loose probes with ET > 15 GeV in
orde to reduce the background contribution in the data. a) Show the distribution of
the d0/σ(d0) variable. No data-driven corrections are applied to the d0/σ(d0) variable.
b) Shows the distribution of the f1 variable. A data-driven correction is applied to the
Monte Carlo distribution of the f1 variable in order to account for inaccuracies in the
modelling. [101]

worth noting that the f1 variable can have negative values as a result of fluctuations

due to pile-up and electronic noise leading to negative cell signals in the electromagnetic

calorimeter; this is the origin of the underflow bin [87, 89].

The probability density functions are produced from the normalised distribution of each

discriminating variable. Each probability density function undergoes a smoothing process

to reduce the possibility of statistical limitations arising from unfilled bins or random

statistical fluctuations. This is done using a non-parametric model, known as kernel

density estimation smoothing. For a given discriminating variable, x, the shape of the

probability density function, f(x), is estimated by the sum of kernel functions, K [102]:

f(x) =
1

Nh

N∑
i=1

K

(
x− xi
h

)
(5.1)

Where N is the number of events in the distribution, h is the bandwidth of the kernels

and xi is a set of data points. The kernel function is chosen to be a Gaussian with a

nominal width of one. The width of the kernel function is increased if a region of low

statistics is encountered.

The likelihood function, for either signal or background, is given by the combined product

of the smoothed probability density functions constructed from each of the discriminating

variables.

LS(B)(x̄) =

n∏
i=1

PS(B),i(xi) , x̄ = (x1, ...xn) (5.2)
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Where x̄ is the vector of discriminating variables for a particular electron candidate

and PS(B),i(xi) is the probability density for each variable, i, for either signal, S, or

background, B.

5.1.2 Monte Carlo Samples

The signal probability density functions are made using simulated Z → ee events

generated using a Monte Carlo sample generated with the Powheg-Box v2 [103, 104,

105, 106, 107] program and interfaced with the Pythia v.8.186 parton shower [108].

The event generation utilised the CT10 parton distribution set [109] with the matrix

element. The parton showering and hadronisation was modelled using the AZNLO [110]

tune and the CTEQ6L1 [111] parton distribution functions.

The background probability distributions are constructed from simulated two-to-two

processes such as multijet production, qg → qγ, qq̄ → gγ, electroweak processes and

top-quark production. The background samples are generated using Pythia v.8.186 with

the A14 tune and the NNPDF2.3LO [112] set of parton distribution functions. A filter

that enriches the background samples with electrons is applied. The filter excludes muons

and neutrinos originating from the hard scatter interaction and also requires particles

deposit more than 17 GeV of energy in the calorimeter, in a ∆η ×∆φ = 0.1× 0.1 sized

region. The latter requirement ensures events selected by the filter leave highly localised

energy deposits in the detector - a signature trait of electrons. Finally, the contribution

from prompt electrons originating from W boson and Z boson decays, are removed using

truth-level information, to increase the concentration of background electrons in the

samples [86].

5.1.3 The Likelihood Discriminant

A likelihood discriminant is found for each electron candidate and is defined as:

dL =
LS

LS + LB
(5.3)

The likelihood discriminant is the basis of the electron identification process. The

discriminant, dL, is defined such that it peaks sharply at one for prompt signal electrons

and at zero for background electrons. The likelihood discriminant is defined in bins of

transverse energy and pseudorapidity.

The likelihood discriminant is used to define specific cuts, known as operating points,

that correspond to specific purities of prompt signal electrons in a sample. The ATLAS
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(a) (b)

Figure 5.2: The electron identification efficiencies for each operating point measured
using Z → ee events. a) shows this as a function of ET and b) shows this as a function
of |η| . The Loose operating point is shown in blue, the Medium operating point is
shown in red and the Tight operating point is shown in black. The bottom panel shows
the Data to Monte Carlo ratio [86].

collaboration makes use of three electron identification operating points: Loose, Medium

and Tight, which broadly correspond to 80%, 90% and 95% signal efficiency, respectively2.

Each operating point is optimised in 10 bins in pseudorapidity and 11 bins in transverse

energy. Binning the likelihood discriminant in such a way, also enhances the ability to

discriminate between electrons with varying characteristics. Figure 5.2 shows how the

electron identification efficiencies vary across the bins for each operating point.

The likelihood discriminant typically has a sharply rising peak, which makes it impractical

to select the identification operating points without applying very hard cuts. This is

illustrated in Figure 5.3(a). The distribution of the likelihood discriminant is transformed

logarithmically, in order to improve readability:

d′L = −τ ln (d−1
L − 1) (5.4)

where τ is a fixed parameter, and by default it is equal to 15 [102].

The transformation spreads out the distribution of discriminant making it easier to select

a value of the discriminant corresponding to each operating point. The log transformed

likelihood discriminant distribution is shown in Figure 5.3(b). An electron is classified as

2
The target signal efficiency of each operating point varies across bins of pseudorapidity and transverse

energy.
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Figure 5.3: a) The untransformed likelihood discriminant distribution. b) The log
transformed likelihood discriminant distribution, used for electron identification. Both
plots show the simulated prompt signal electrons in red, and simulated non-prompt
background electrons in black.

signal if its value of d′L is greater than the value associated with a given operating point

[86].

Both the probability density functions and the likelihood discriminant are defined in bins

of pseudorapidity and transverse energy. The boundaries of the pseudorapidity bins are

given in Table 5.2. The binning is chosen such that it reflects the detector geometry and

acceptance, and the variable bin widths reflect changes in the detector material. The

bin boundaries of transverse energy are given in Table 5.3. The binning in transverse

energy is different for the probability density functions and the likelihood discriminant.
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Bin Boundaries in |η|
0.00 0.60 0.80 1.15 1.37 1.52 1.81 2.01 2.37 2.47

Table 5.2: The boundaries in pseudorapidity used to define the bins of both the
probability density functions and the likelihood discriminant [86].

Bin Boundaries in ET [GeV]

PDFs 4.5 7 10 15 20 30 40 ∞
LH Discriminant 4.5 7 10 15 20 25 30 35 40 45 80 150 ∞

Table 5.3: The boundaries in transverse energy used to define the bins of the probability
density functions (PDFs) and the likelihood discriminant (LH Discriminant) [86].

The binning for the probability density functions is chosen because the shape of the

probability density functions does not change much over a ∼ 10 GeV interval. On the

other hand, a finer binning is required for the likelihood discriminant in order to obtain

a smooth variation of electron identification efficiency, as a function of transverse energy.

This is because the rate of non-prompt electrons falls very rapidly with increasing values

of transverse energy, so finer binning helps to ensure a smooth distribution [86].

5.2 Classifying Electrons as Signal or Background

A Bayesian classifier is used to decide if an electron candidate is classed as signal or

background. Bayes’ theorem gives the probability of a hypothesis, H, given the observed

data:

P (H|data) =
P (data|H)P (H)

P (data)
(5.5)

The probability of the hypothesis, P (H), and the probability of the data P (data) are

known. The probability of the data given the hypothesis, P (data|H) is the posterior

probability and can be interpreted as a likelihood function [113].

Consider two hypotheses:

1. that the electron candidate is identified as signal, with a probability P (S)

2. that the electron candidate is identified as background, with a probability P (B)

In which case, Bayes’ classification rule can be written as:

If P (S|data) > P (B|data), then the electron candidate is classified as signal.

If P (B|data) > P (S|data), then the electron candidate is classified as background.
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(a)

Figure 5.4: The decision boundary between two regions of equal probability, formed by
the Bayesian classifier. The shaded regions indicate the decision errors associated with
the Bayesian classifier [114].

Which, following the relation given in Equation 5.5, can be equivalently expressed as:

If P (data|S)P (S) > P (data|B)P (B), then the electron candidate is classified as signal.

If P (data|B)P (B) > P (data|S)P (S), then the electron candidate is classified as back-

ground.

Now assuming the probability of signal is equal to the probability of background, Bayes’

classification rule can be simplified to statements only involving the likelihood functions:

If P (data|S) > P (data|B), then the electron candidate is classified as signal.

If P (data|B) > P (data|S), then the electron candidate is classified as background.

Figure 5.4 illustrates the two regions given by the Bayesian classifier if the probability of

signal is equal to the probability of background. There is a an area of overlap between the

two regions which exemplifies the decision errors associated with the Bayesian classifier.

In the application of classifying electrons as either signal or background, this area

corresponds to the probability of classing a signal electron as background or vice versa.

The minimum classification error probability of the decision to classify an electron as

signal is:
P (data|S)

P (data|B)
> 1 (5.6)
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This is known as the Neyman-Pearson Lemma [115]. Taking the natural log of Equa-

tion 5.6 gives:

lnP (data|S)− lnP (data|B) > 0 (5.7)

In some instances, there can be a different level of importance between the two types

of classification errors. In such cases, a weight can be assigned to quantify the error

associated with each decision. For example, the error associated with choosing the signal

classification can be quantified by the number of candidate electrons misclassified as

signal, wS . Additionally, the error associated with choosing the background classification

can be quantified by the number of electron candidates misclassified as background, wB.

Now the Bayes’ classification rule can be re-written once more, to include the weights3

associated with each type of error:

If P (data|S)wS > P (data|B)wB, then the electron candidate is classified as signal

If P (data|B)wB > P (data|S)wSB, then the electron candidate is classified as signal

Now the minimum error probability can be expressed as:

P (data|S)

P (data|B)
>
wB
wS

(5.8)

lnP (data|S)− lnP (data|B) > ln
wB
wS

(5.9)

A cut is placed on the likelihood discriminant at the point of the minimum error to

decide if an electron candidate is classified as signal or as background.

5.2.1 Advantages and Disadvantages of the Likelihood Discriminant

Method

The likelihood discriminant method used by ATLAS to identify electrons, leads to better

identification efficiencies than a cut-based method because it combines information

from all of the discriminating variables. For instance, a candidate electron may fail a

cut-based selection due one particular variable, however the same candidate electron

may be classified as signal under the likelihood discriminant method, if the combination

of the discriminating variables is more signal-like than background-like. Additionally,

the likelihood discriminant method allows for the use of discriminating variables with

similar distributions of background and signal. For example, the f1 variable, defined

as the ratio of the energy in the first layer of the electromagnetic calorimeter to the

3
The weights, wS and wB are numbers and are different from the probability distributions, P (S) and

P (B) given in the second expression of the Bayes’ classification rule. Under the assumption of an equal
probability of signal and background, P (S) = P (B), wS and wB play the role of loss functions. The
optimum classification decision is found by minimising the loss functions [115]
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Figure 5.5: This plot shows the f1 probability density function for |η| = 0.80 and
ET = 20 GeV. The distribution of prompt signal electrons is shown in red and the
distribution of background electrons is shown in blue. The differences in the tails of the
distribution can be used to discriminate against background electrons in the likelihood
discriminant method.

total energy in the electromagnetic calorimeter, has a similar shape for both signal and

background electrons. Figure 5.5 shows the distributions of signal and background for

f1. Placing a cut on this distribution will lead to a large reduction in the identification

efficiency. Despite the similarities in the distributions, there are still some differences that

can be used to differentiate a signal electron from a candidate electron. The likelihood

discriminant method enables the information from the tails of distributions, such as f1,

to be used in the classification decision [86].

The likelihood discriminant method has advantages over an alternate cut-based method,

however, it is not perfect and could be improved further. The background probability

density functions used to discriminate signal from background, are constructed from

Monte Carlo samples dominated by dijet events, as detailed in Section 5.1.2. This makes

the likelihood discriminant method very good at rejecting against djet events but does

not mean it is as effective for other sources of background electrons. In other words,

the likelihood discriminant method is very effective at rejecting background electrons

in physics analyses with a similar background composition as the Monte Carlo samples

used to construct the likelihood. However, it is less effective in physics analyses that

have a different composition of background electrons. The remainder of this chapter will

present studies, performed by the author, on how the likelihood discriminant method

could be improved by categorising background electrons according to their origin.
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5.3 The Two-Dimensional Likelihood Discriminant Method

The two-dimensional likelihood discriminant method expands on the nominal likelihood

discriminant method by categorising background electrons according to their origin,

before constructing independent likelihood discriminants. The studies presented in

this section focus on categorising background electrons as originating from either light

flavour hadronic decays or from heavy flavour hadronic decays. The two independent

likelihood discriminants are constructed for each category of background electrons, and

then they are combined on a two-dimensional plane. A two-dimensional cut is found,

such that the rejection of background electrons from each category, is optimised. Below,

the development of this method will be described, then, Section 5.3.5 will compare

the rejection achieved by the nominal likelihood discriminant method and the new

two-dimensional likelihood discriminant method.

5.3.1 Classifying Electrons

Truth-level information is the information used to generate Monte Carlo events and it is

used to classify electrons as either signal, background from light flavour hadronic decays,

or background from heavy flavour hadronic decays. Electrons from different origins can

be selected from the Monte Carlo samples using truth-level information. This ensures

pure samples of signal electrons and background electron, from either light or heavy

flavour hadronic decays, can be selected. The selected electrons from each category, can

also be mixed to form any admixture of electrons 4, which is useful for comparing the

performance of the two-dimensional likelihood discriminant method with the nominal

likelihood discriminant method (see Section 5.3.5). The following definitions of the

different electron categories are determined using an algorithm that classifies particles by

matching truth-level tracks to reco-level tracks using hits in the inner detector.

If the truth-level information states a candidate electron is an isolated electron, then

it will be classed as signal. Signal electrons are selected using the same Z → ee Monte

Carlo samples used for the nominal likelihood discriminant method, as described in

Section 5.1.2. The same sample of signal electrons is used for the construction of both of

the new independent likelihood discriminants.

The two-dimensional likelihood discriminant method considers background electrons

from two categories. The first category is background electrons originating from light

flavour hadronic decays. A candidate electron is classified as a background electron

originating from a light flavour hadronic decay if the truth-level information states that

4
The studies presented in this thesis do not scale the admixtures of electrons to luminosity.
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it originates from a hadron or it does not originally come from an isolated electron.

Background electrons originating from light flavour hadronic decays are selected from

the same dijet Monte Carlo sample used in the nominal likelihood discriminant method,

described in Section 5.1.2. The new two-dimensional likelihood discriminant method

uses the truth-level selection to ensure a pure sample of background electrons from light

flavour hadronic decays is selected. However, the nominal background Monte Carlo

sample has a ratio of 0.99 : 0.015 of electrons originating from light flavour hadronic

decays to electrons originating from heavy flavour hadronic decays, at reco-level, therefore

the sample of background electrons originating from light flavour hadronic decays bares

strong similarities to the background sample used in the nominal likelihood discriminant

method.

The second category is background electrons originating from heavy flavour hadronic

decays. A candidate electron is classified as a background electron originating from a

heavy flavour hadronic decay, if the truth-level information states that it is a non-isolated

electron originating from either a charm or a bottom meson. Background electrons

originating from heavy flavour hadronic decays are selected using a Monte Carlo sample

with a higher concentration of such electrons, than found in the nominal background

Monte Carlo sample. A tt̄ dilepton Monte Carlo sample is used to select background

electrons from heavy flavour hadronic decays. The tt̄ dilepton Monte Carlo sample has a

ratio of 0.96 : 0.046 of electrons originating from light flavour hadronic decays to electrons

originating from heavy flavour hadronic decays, at reco-level. The truth-level selection,

described above, is used to ensure a pure sample of background electrons originating

from heavy flavour hadronic decays is selected.

The tt̄ dilepton Monte Carlo sample is generated from the PowhegBox v2 [103,

104, 105, 106, 107] program interfaced with the Pythia8.230 [116] parton shower

and the A14 tune [117]. The events are modelled at next-to-leading order with the

NNPDF3.0NLO [112] set of parton distribution functions.

Only Monte Carlo samples from the MC16e campaign are used in the the studies of the

two-dimensional likelihood discriminant. Appendix A lists all Monte Carlo used in this

study in detail.

Additionally, the two-dimensional likelihood discriminant method makes use of slimmed

DAODs7 that correspond to the 2018 data taking period. The nominal signal and

background Monte Carlo samples, given in Section 5.1.2, and the tt̄ dilepton background

sample enriched in heavy flavour hadronic decays, are slimmed so that they only contain

5
This ratio is integrated over all bins of ET and η.

6
This ratio is also integrated over all bins of ET and η.

7
DAOD stands for Derived Analysis Object Data. It is the final data format of Monte Carlo samples

used in most physics analyses at the ATLAS experiment

73



the bare information needed to construct the likelihoods. Using slimmed Monte Carlo

samples reduces both the size of the samples and the time taken to produce the likelihoods.

This enabled the likelihoods to be produced locally rather than on CERN’s computing

grid.

5.3.2 Differences in the Likelihood Discriminant Distribution

The probability distributions for the discriminating variables differ for each category of

electrons. Figure 5.6 shows the probability density functions of the d0/σ(d0) and Rη

variables for the three categories of electrons. The different shapes of the discriminating

variables are reflected in the likelihood discriminant for each category of electrons. The

d0/σ(d0) variable is good at distinguishing background electrons from heavy flavour

hadronic decays from other sources of electrons. Conversely, the Rη variable is good

at differentiating background electrons from light flavour hadronic decays and other

categories of electrons.

Figure 5.7 shows the normalised distribution of the nominal likelihood discriminant,

integrated over all bins of pseudorapidity and transverse energy, for the three categories

of electrons. The distribution of the likelihood discriminant for background electrons

originating from heavy flavour hadronic decays lies between the distributions of signal

electrons and electrons originating from light flavour decays. The overlap between the

distribution of signal electrons and electrons originating from heavy flavour hadronic

decays is greater than the overlap between the distribution of signal electrons and

electrons originating from light flavour hadronic decays. The nominal dijet Monte Carlo

sample, used to construct the nominal likelihood discriminant, has a higher fraction

of background electrons from light flavour hadronic decays than background electrons

from heavy flavour hadronic decays. Consequently, the nominal likelihood discriminant

is not very good at discriminating against background electrons from heavy flavour

hadronic decays. Therefore, a likelihood discriminant cut, optimised for the nominal

dijet background, can misclassify background electrons originating from heavy flavour

hadronic decays as signal.

Table 5.4 shows the optimum likelihood discriminant cuts of the nominal method, obtained

from the Neyman-Pearson Lemma. Also included in the table are the efficiencies of each

category of electrons for each electron identification operating point. The efficiencies of

background electrons originating from heavy flavour hadronic decays are considerably

higher than than the efficiencies of background electrons originating from light flavour

hadronic decays. As a result, there is a sizeable number of background electrons from

heavy flavour hadronic decays passing the likelihood discriminant cut and being classed
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Figure 5.6: The probability density functions of a) d0/σ(d0) and b) Rη for |η| = 0.80
and ET = 20 GeV. The distribution of signal electrons (Signal), selected from a
Z → ee Monte Carlo sample, is shown in red. The distribution of background electrons
originating from light flavour hadronic decays (LF), selected from the dijet Monte Carlo
sample, is shown in blue. The distribution of background electrons originating from
heavy flavour hadronic decays (HF), selected from a tt̄ Monte Carlo sample, is shown in
green.
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Figure 5.7: This plot shows the normalised distribution of the nominal likelihood
discriminant, integrated over all bins of |η| and ET . The distribution of signal electrons
(Signal), selected from a Z → ee Monte Carlo sample, is shown in red. The distribution
of background electrons originating from light flavour hadronic decays (LF), selected
from the dijet Monte Carlo sample, is shown in blue. The distribution of background
electrons originating from heavy flavour hadronic decays (HF), selected from a tt̄ Monte
Carlo sample, is shown in green. The HF distribution lies between the LF and Signal
distributions which means some background electrons originating from heavy flavour
hadronic decays will be classified as signal under the nominal likelihood discriminant
method.

Operating Point Efficiency [%] Discriminant Cut

Signal LF HF
Loose 95.0 2.0 23.0 0.18

Medium 90.0 0.7 13.2 0.38
Tight 80.0 0.2 6.1 0.56

Table 5.4: The optimal likelihood discriminant cuts of the nominal method, integrated
over all |η| and ET bins, at each electron ID operating point and their corresponding
efficiencies for each category of electrons: signal , background electrons from light flavour
hadronic decays (LF), and background electrons from heavy flavour hadronic decays
(HF).

as signal electrons. Therefore the likelihood discriminant cuts cannot be considered

optimal for cases with a higher fraction of background electrons originating from heavy

flavour hadronic decays, than in the nominal background sample.

5.3.3 Constructing the Two-Dimensional Likelihood Discriminant

The two-dimensional likelihood discriminant method begins by constructing two indepen-

dent likelihood discriminants - one constructed using a background sample of electrons

originating from light flavour hadronic decays, known as the ”light flavour likelihood
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discriminant”. The other is constructed using a background sample of electrons originat-

ing from heavy flavour hadronic decays, and is known as the ”heavy flavour likelihood

discriminant”. The two new likelihood discriminants are constructed using the same

method as the nominal, see Section 5.1. However, the data-driven corrections, mentioned

in Section 5.1.1, are not applied in this study. Each likelihood discriminant is built using

the same discriminating variables as used in the nominal likelihood discriminant method,

see Table 5.1. Additionally, both of the new likelihood discriminants are constructed

using the same signal likelihood function as used in the nominal method. However,

the background likelihood function is replaced by the likelihood function of background

electrons from either light flavour or heavy flavour hadronic decays. As such, Equation 5.3

can be re-written as:

dLLF (HF )
=

LS
LS + LLF (HF )

(5.10)

Both the light flavour likelihood discriminant and the heavy flavour likelihood discriminant

undergo the logarithmic transformation used in the nominal likelihood discriminant

method, see Equation 5.4.

Figure 5.8(a) shows the normalised distribution of the light flavour likelihood discriminant,

integrated over all bins of of pseudorapidity and transverse energy. This distribution

is shown for: signal electrons, selected from a Z → ee Monte Carlo sample, in red,

background electrons originating from light flavour hadronic decays, selected from the

dijet Monte Carlo sample, in blue, and for background electrons originating from heavy

flavour hadronic decays, selected from a tt̄ Monte Carlo sample, in green8. Figure 5.8(b)

shows the normalised distributions of the heavy flavour likelihood discriminant, integrated

over all bins of of pseudorapidity and transverse energy, for the same categories of

electrons. The light flavour likelihood discriminant, shown in Figure 5.8(a), shows a

strong resemblance to the nominal distributions shown in Figure 5.7. This is because the

nominal likelihood discriminant is constructed with a background sample that contains

a high concentration of background electrons originating from light flavour hadronic

decays, therefore there are strong similarities between the nominal likelihood discriminant

and the light flavour likelihood discriminant. The heavy flavour likelihood discriminant,

shown in Figure 5.8(b), provides a better discrimination between signal electrons and

background electrons originating from heavy flavour hadronic decays, than is achieved

by the nominal likelihood discriminant, in Figure 5.7.

8
The full truth-level selection for each category of electrons is given in Section 5.3.1.
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Figure 5.8: The normalised distribution of the two new likelihood discriminants, inte-
grated over all bins of |η| and ET . The distribution of signal electrons (Signal), selected
from a Z → ee Monte Carlo sample, is shown in red. The distribution of background
electrons originating from light flavour hadronic decays (LF), selected from the dijet
Monte Carlo sample, is shown in blue. The distribution of background electrons origi-
nating from heavy flavour hadronic decays (HF), selected from a tt̄ Monte Carlo sample,
is shown in green. a) Shows the light flavour likelihood discriminant and b) Shows the
heavy flavour likelihood discriminant.
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Using the Neyman-Pearson Lemma, given in Equation 5.9, an optimal cut can be defined

for both the light flavour and the heavy flavour likelihood discriminants:

lnP (data|S)− lnP (data|LF ) > ln
wLF
wS

(5.11)

lnP (data|S)− lnP (data|HF ) > ln
wHF
wS

(5.12)

Where LF and HF correspond to background electrons originating from light flavour

and heavy flavour hadronic decays, respectively. And wS , wLF and wHF correspond to

the classification error associated with each category.

The optimum cuts are shown for both the light flavour likelihood discriminant, and the

heavy flavour likelihood discriminant, integrated over all pseudorapidity and transverse

energy bins in the top and middle parts of Table 5.5. Also shown are the efficiencies

of each category of electrons at the given identification operating point. The light

flavour likelihood discriminant has very similar efficiencies of each electron category

as the nominal likelihood discriminant (see Table 5.4). The heavy flavour likelihood

discriminant offers a reduced efficiency, and thus an increased rejection, of background

electrons originating from heavy flavour decays when compared to the nominal likelihood

discriminant. Although, there is a reduction of electrons originating from heavy flavour

hadronic decays being classed as signal, there is an increase of the number of electrons

originating from light flavour hadronic decays passing the discriminant cut. The overall

effectiveness of the discriminant cut depends on the composition of the background

sample. For a background sample with a high proportion of electrons from heavy flavour

hadronic decays, it is more important to be effective at discriminating against background

electrons from heavy flavour hadronic decays than background electrons from light flavour

hadronic decays.

A more thorough way to decide if a candidate electron can be classified as signal is to

ensure both of the inequalities, given in Equations 5.11 and 5.12, are satisfied. Now a

two-dimensional likelihood discriminant can be constructed by considering a plane with

the light flavour likelihood discriminant along one axis and the heavy flavour likelihood

discriminant along the other. Figure 5.9 shows the two-dimensional distribution of the

heavy flavour likelihood discriminant against the light flavour likelihood discriminant,

integrated over all bins of pseudorapidity and transverse energy. The two-dimensional

distribution of signal electrons, selected from Z → ee Monte Carlo samples is shown

in red, and the two-dimensional distribution of background electrons originating from

light flavour hadronic decays, selected from a dijet Monte Carlo sample, is shown in

blue. The green distribution is the two-dimensional distribution of background electrons

from heavy flavour hadronic decays, selected from a tt̄ Monte Carlo sample. There is
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Operating Point
Efficiency [%] Discriminant Cut

Signal LF HF LFLH HFLH

Light Flavour Likelihood Discriminant Cut

Loose 95.0 2.0 22.9 0.17 -
Medium 90.0 0.7 13.3 0.36 -

Tight 80.0 0.2 5.9 0.55 -

Heavy Flavour Likelihood Discriminant Cut

Loose 95.0 8.2 13.9 - 0.01
Medium 90.0 3.2 7.7 - 0.17

Tight 80.0 1.2 3.2 - 0.33

Optimal Two-Dimensional Likelihood Discriminant Cut

Loose 95.0 1.4 14.1 0.19 -0.13
Medium 90.0 0.6 9.0 0.35 -0.05

Tight 80.0 0.1 4.4 0.55 0.09

Table 5.5: The top and middle parts of this table show the optimal cuts placed on the
light flavour and heavy flavour likelihood discriminants, integrated over all |η| and ET
bins. The bottom part of this table shows the optimal two-dimensional discriminant cuts
placed on both the light flavour and heavy flavour likelihood discriminants, integrated
over all |η| and ET bins. The corresponding efficiency is shown for each operating point
for each category of electrons (Signal, LF and HF). It is assumed that the fraction of
background electrons from light flavour hadronic decays to background electrons from
heavy flavour hadronic decays is the same as the nominal background Monte Carlo
sample (0.99 : 0.01).

some overlap between the three regions, but the separation is good enough to distinguish

between each category.

If only the inequalities, given in Equations 5.11 and 5.12, are considered to make the

classification decision, then there are an infinite number of combinations of cuts on the

light flavour and heavy flavour likelihood discriminants, for a given signal efficiency.

The optimal two-dimensional likelihood discriminant cut can be found by altering the

Neyman-Pearson Lemma to also include information on the composition of the background

sample.

5.3.4 The Optimisation of Cuts Placed on the Two-Dimensional Like-

lihood Discriminant

Starting from first principles, the total probability is given by the sum of the probability

of a signal electron and the probability of a background electron:

P (Tot) = P (S) + P (B) (5.13)
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Figure 5.9: This plot shows the two-dimensional likelihood discriminant, integrated over
all bins of |η| and ET . The distribution of the heavy flavour likelihood discriminant
is plotted against the distribution of the light flavour likelihood discriminant. The
distribution of signal electrons (Signal), selected from a Z → ee Monte Carlo sample, is
shown in red. The distribution of background electrons originating from light flavour
hadronic decays (LF), selected from the dijet Monte Carlo sample, is shown in blue.
The distribution of background electrons originating from heavy flavour hadronic decays
(HF), selected from a tt̄ Monte Carlo sample, is shown in green.

Using the fraction of signal electrons, fS , the probability of a signal electron can be

written as:

P (S) = fSP (Tot) (5.14)

If fS + fB = 1, then it follows that the probability of background can be written as:

P (B) = (1− fs)P (Tot) (5.15)

If the fraction of background electrons originating from light flavour hadronic decays,

fLF , and the fraction of background electrons originating from heavy flavour hadronic

decays, fHF , are known, then the probability of a background electron can be given as:

P (B) = fLFP (LF ) + fHFP (HF ) (5.16)

Now, Equations 5.11 and 5.12 can be re-written in terms of the fraction of signal electrons,

fS , and the fraction of background electrons from light flavour or heavy flavour hadronic

decays, fLF and fHF :

lnP (data|S)− lnP (data|LF ) > ln

(
(1− fS) · fLF

fs

)
(5.17)

lnP (data|S)− lnP (data|HF ) > ln

(
(1− fS) · fHF

fs

)
(5.18)
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Figure 5.10: Three contour lines are shown on the two dimensional likelihood plane, for
the Tight (green), Medium (blue) and Loose (orange) operating points. The straight line
(black) shows the relationship between the cut on the light flavour likelihood discriminant
and the cut on the heavy flavour likelihood discriminant for the nominal background
Monte Carlo sample, which has a ratio of 0.99 : 0.01 of background electrons from
light flavour decays to background electrons from heavy flavour decays. The optimal
likelihood discriminant cuts for each operating point are taken at the point of intercept
between the straight line and the corresponding contour line.

Equations 5.17 and 5.18 can be equated to eliminate fS [114]. Now the discriminant cut

on the light flavour likelihood discriminant and the heavy flavour likelihood discriminant

can be related in terms of the fractions of background electrons from light flavour and

heavy flavour hadronic decays, fLF and fHF :

CutHF = CutLF − ln

(
fLF
fHF

)
(5.19)

The cut of the heavy flavour likelihood discriminant is dependent on the cut on the light

flavour likelihood discriminant, for a sample with a known composition of background

electrons. Equation 5.19 can be thought of as a straight line, on the two-dimensional

likelihood plane, with an intercept on the axis of the heavy flavour likelihood discriminant,

equal to ln fLF
fHF

.

A contour of constant signal efficiency can be drawn on the two-dimensional likelihood

discriminant plane. The optimal likelihood discriminant cuts are given by the coordinates

of the intercept between the straight line, given in Equation 5.19, and the contour of

constant signal efficiency. In practice, the optimal two-dimensional likelihood discriminant

cut is found using an interpolation method to find the point of intercept between the

straight line and contour. Choosing the cuts on the likelihood discriminants in this way

ensures the maximum rejection of background electrons, for a given ratio of electrons
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originating from light flavour to heavy flavour hadronic decays. Figure 5.10 shows the

contours of the Loose, Medium and Tight operating points along with the straight line,

from Equation 5.19, for the nominal background Monte Carlo sample, integrated over

all bins of pseudorapidity and transverse energy. The nominal background Monte Carlo

sample is made up of 99% electrons from light flavour hadronic decays and 1% electrons

from heavy flavour hadronic decays. The optimal two-dimensional likelihood discriminant

cuts, for each operating point are shown in the bottom part of Table 5.5. Also shown

are the corresponding efficiencies for each category of electrons. The efficiencies of both

categories of background electrons are smaller than those given by the nominal likelihood

discriminant method in Table 5.4 for all operating points. This indicates that the two-

dimensional likelihood discriminant method can improve rejection against background

electrons. This will be further explored in Section 5.3.5, where the performance of

the two-dimensional likelihood discriminant method will be compared to the nominal

likelihood discriminant method in bins of pseudorapidity and transverse energy.

5.3.5 Comparisons to the Nominal Likelihood Discriminant Method

The two-dimensional likelihood discriminant method can be compared to the nominal

likelihood discriminant method in bins of pseudorapidity and transverse energy. This

study follows the binning defined in Tables 5.2 and 5.3, although the highest bins of

transverse energy are excluded from the study. This is because some discriminating

variables are less effective at distinguishing between signal and background electrons

at high energies [86]. Consequently, the list of discriminating variables included in

the likelihood is altered for bins of high transverse energy and the workflow of the

two-dimensional likelihood discriminant method must be repeated. Since this increases

the time taken to run the study for minimal knowledge gain, this study will focus on

ET < 80 GeV.

This study compares the level of rejection of background electrons achieved by the

nominal likelihood discriminant method and the two-dimensional likelihood discriminant

method - where rejection is defined as the inverse of the efficiency - for each of the electron

identification operating points. The operating points, listed in Section 5.1.3 give the

overall signal efficiencies for all bins of pseudorapidity and transverse energy. However,

in practice the signal efficiency varies across the different bins, which is accounted for in

this study.

First, the nominal likelihood discriminant cut is found for each electron identification op-

erating point and then the rejection for each category of background electron is calculated.

This is done by finding the point on the nominal likelihood discriminant distribution
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of signal electrons that yields the desired signal efficiency, for the particular bin of

pseudorapidity and transverse energy. Next, the optimal two-dimensional discriminant

cut is found for each electron identification operating point and the rejection, R, for each

category of background electron is calculated. The optimal two-dimensional likelihood

discriminant cut is found for each bin of pseudorapidity and transverse energy using

an interpolation method to find the intercept between straight line and constant signal

efficiency contour (see Section 5.3.4). The achieved signal efficiency for each bin is

held constant across the two methods. The percentage difference between the rejection

achieved by the nominal likelihood discriminant method and the new two-dimensional

likelihood discriminant method is calculated using the following equation:

%Diff =
R2D −Rnom

Rnom
× 100 (5.20)

Where R2D is the rejection achieved by the new two-dimensional likelihood discriminant

method and Rnom is the rejection achieved by the nominal likelihood discriminant

method.

The percentage difference is calculated for each category of background electron, in each

bin of pseudorapidity and transverse energy. The statistical error for the efficiency is

calculated using Equation 5.21 [115]:

σ[ε] =

√
ε× (1− ε)

N
(5.21)

Where ε is the efficiency and N is the total number of events.

Care has to be taken when comparing the rejection achieved by the nominal likelihood

discriminant method and the rejection obtained with the new two-dimensional likelihood

discriminant method. Both values of rejection are calculated using the same Monte Carlo

sample and therefore the associated uncertainties are highly correlated. A simplification is

used in the calculation of the statistical uncertainty in order to provide an estimate of the

size of the statistical component, but without having to explicitly calculate correlations

or track single events. The statistical error associated with the rejection is derived using

Gaussian error propagation, making use of the fact that rejection is defined as the inverse

of efficiency. This technique only uses the statistical uncertainty of the nominal rejection

and the statistical uncertainty on the new rejection is set to zero. Therefore, this method

only provides an estimate of the size of the uncertainty on the percentage difference

figure.

Comparisons to the nominal likelihood discriminant method are performed for different

relative fractions of background electrons. First, the achieved signal efficiency, measured

using the Z → ee Monte Carlo samples, will be compared between the two methods.
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Followed by a comparison between the rejection of background electron from light and

heavy flavour hadronic decays.

A like-for-like comparison is performed between the nominal likelihood discriminant

method and the two-dimensional likelihood discriminant method, assuming the same

ratio of background electrons from light flavour hadronic decays to background electrons

from heavy flavour hadronic decays, as found in the nominal background Monte Carlo

sample. This ratio is 0.99 : 0.01 electrons from light hadronic decays to electrons

from heavy flavour hadronic decays, therefore the optimum two-dimensional cut is

found by substituting fLF = 0.99 and fHF = 0.01 into Equation 5.19 and finding the

intercept across a contour of constant efficiency. Then, the comparison is performed for

two additional reference points. The first of which, compares the nominal likelihood

discriminant method to the two-dimensional likelihood discriminant method assuming the

same ratio of background electrons from light flavour and heavy flavour hadronic decays

as found in the tt̄ dilepton Monte Carlo sample, used to derive the heavy flavour likelihood

discriminant. This corresponds to an admixture of 0.96 : 0.04 of background electrons

from light flavour hadronic decays to background electrons from heavy flavour hadronic

decays. Thus, the optimum two-dimensional discriminant cut for this reference point, is

found by substituting fLF = 0.96 and fHF = 0.04 into Equation 5.19 and finding the

intercept across a contour of constant efficiency. The second reference point compares the

nominal likelihood discriminant method to the two-dimensional likelihood discriminant

method for an admixture that has equal proportions of background electrons from light

flavour and heavy flavour hadronic decays. As for the previous two comparisons, the

optimum two-dimensional cut is found by substituting fLF = 0.50 and fHF = 0.50 into

Equation 5.19 and finding the intercept across a contour of constant efficiency.

For each comparison study, the change in rejection of background electrons from light

flavour hadronic decays is measured using the nominal dijet Monte Carlo background

sample (see Section 5.1.2), and the change in rejection of background electrons from

heavy flavour hadronic decays is measured using the tt̄ dilepton Monte Carlo sample (see

Section 5.3.1). A detailed list of the Monte Carlo samples used in this study is given in

Appendix A.

5.3.5.1 Results for 0.99:0.01 Admixture

A comparison between the signal efficiency achieved by the two methods is shown in bins

of pseudorapidity and transverse energy in Figure 5.11, for the Tight operating point.

The absolute value of the signal efficiency achieved by the new two-dimensional likelihood

discriminant method is required to be within ±0.01 of the nominal signal efficiency.
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Figure 5.11: The relative difference in efficiency of signal electrons, measured in Z → ee
events, as calculated by the nominal likelihood discriminant method and the two-
dimensional likelihood discriminant method, for each |η|−ET bin at the Tight operating
point. The fraction of background electrons from light flavour hadronic decays to heavy
flavour hadronic decays is assumed to be 0.99:0.01.

Figure 5.11 shows the relative change across the bins of pseudorapidity and transverse

energy. There are some small fluctuations which arise as a result of the interpolation

method used to find optimum two-dimensional likelihood discriminant cut and due to

the relative size of the nominal target efficiency of the Tight operating point varying

across the bins. However, generally speaking, the signal efficiency is constant between

the two methods.

Figure 5.12 shows a comparison of the rejection of background electrons achieved by

the two likelihood discriminant methods. Figure 5.12(a) shows the relative difference

in rejection of background electrons originating from heavy flavour hadronic decays. It

illustrates that there is a large increase in rejection, particularly in the barrel region of the

ATLAS detector (|η| < 1.37). The improvement is not as stark in the transition region

of the ATLAS detector (1.37 < |η| < 1.52), but this is not unexpected, as performance is

typically lower in this region due to large amounts of inactive material in this region [86].

Figure 5.12(b) shows that the relative difference in rejection of background electrons

originating from light flavour hadronic decays remains broadly constant, when considering

the statistical uncertainties, for bins with a transverse energy, ET > 25 GeV. For bins

of low transverse energy, ET < 25 GeV, there is an improvement in the rejection of

background electrons from light flavour hadronic decays. This improvement can be
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Figure 5.12: The relative difference in rejection of background electrons from a) heavy
flavour hadronic decays and b) light flavour hadronic decays, as calculated by the
nominal likelihood discriminant method and the two-dimensional likelihood discriminant
method, for each |η| −ET bin at the Tight operating point. The fraction of background
electrons from light flavour hadronic decays to heavy flavour hadronic decays is assumed
to be 0.99:0.01.
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explained by two factors. The first contributing factor, is that this study assumes the

ratio of background electrons from light flavour and heavy flavour hadronic decays is

evenly distributed across all bins of pseudorapidity and transverse energy, for the nominal

background sample. Figure 5.13(a) shows that this is not the case and that for regions of

low transverse energy, or high pseudorapidity, there are fewer than 1 in 99 electrons that

originate from heavy flavour hadronic decays. The optimal two-dimensional likelihood

discriminant cut depends on the fraction of electrons from light flavour hadronic decays

to electrons from heavy flavour hadronic decays. For bins where this fraction varies from

1 in 99 (= 0.0̇1̇), the cut is not optimally placed. Figure 5.13(b) provides additional

information about the distribution of the total number events in the nominal background

sample, across all bins of pseudorapidity and transverse energy. It illustrates that most

events are found in the region of low transverse energy, where the ratio of electrons from

heavy flavour hadronic decays to electrons from light flavour hadronic decays is small.

The second factor, is that some electrons from light flavour hadronic decays, with a low

transverse energy, have a smaller heavy flavour likelihood discriminant value than light

flavour likelihood discriminant value. This means that these electrons pass both the

nominal likelihood discriminant cut and the light flavour likelihood discriminant cut,

but are rejected by the heavy flavour likelihood discriminant cut. This is illustrated

in Figure 5.14, which shows the distribution of the light flavour and the heavy flavour

likelihood discriminants for background electrons from light flavour hadronic decays

that pass the nominal likelihood discriminant cut but fail the heavy flavour likelihood

discriminant cut. The distributions are shown for four bins of pseudorapidity and

transverse energy: Figures 5.14(b) and 5.14(a) show these distributions for ET =

4 GeV, |η| = 0.00, Figures 5.14(d) and 5.14(c) show ET = 4 GeV, |η| = 2.01 bin,

Figures 5.14(f) and 5.14(e) show the ET = 30 GeV, |η| = 0.00 bin, and Figures 5.14(h)

and 5.14(g) show these distributions for the ET = 30 GeV, |η| = 2.01 bin. The heavy

flavour likelihood discriminant adds rejection power as it can fail some background

electrons that pass the nominal likelihood discriminant cut. This effect seems more

prominent for low transverse energies than high transverse energies.

The light flavour likelihood discriminant does not add any additional rejection of back-

ground electrons from light flavour hadronic decays, that is already achieved by the

nominal likelihood discriminant method. However, the heavy flavour likelihood discrim-

inant does improve the rejection of background electrons from light flavour hadronic

decays with low transverse energy. It is this that can explain the increase in background

rejection at low transverse energy, seen in Figure 5.12(b).

A study of the discriminating variables, for electrons that pass the nominal likelihood

discriminant cut but fail the heavy flavour likelihood discriminant cut, showed there
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Figure 5.13: a) Shows the number of background electrons from heavy flavour hadronic
decays over the number of background electrons from light flavour hadronic decays,
for each |η| − ET bin of the nominal background Monte Carlo sample. b) Illustrates
the distribution of the total number of events in the nominal background Monte Carlo
sample, for each |η| − ET bin.
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Figure 5.14: The one-dimensional distributions of the light flavour likelihood discriminant
(left) and and heavy flavour likelihood discriminant (right) for background electrons
from light flavour hadronic decays that pass the nominal likelihood discriminant cut
but fail the heavy flavour likelihood discriminant cut for a 0.99 : 0.01 admixture. Four
|η| − ET bins are shown.
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was very little separation between all three categories of electrons, for most of the

discriminating variables. An example of this is given in Figure 5.15, which shows the

probability density functions of the f1 variable across four bins of pseudorapidity and

transverse energy, for all three categories of electrons. Figures 5.15(a), 5.15(c), 5.15(e)

and 5.15(g) show the distributions for all electrons before any likelihood discriminant

cuts have been applied. These are the distributions used to construct the light flavour

and heavy flavour likelihood discriminants. They show that for low transverse energies,

the f1 variable is good at distinguishing background electrons from light flavour hadronic

decays, from both prompt signal electrons and background electrons from heavy flavour

hadronic decays. However, this discriminating power is reduced for the sub-set of

electrons that pass the nominal likelihood discriminant cut but fail the heavy flavour

likelihood discriminant cut, as shown in Figures 5.15(b), 5.15(d), 5.15(f) and 5.15(h)9.

These figures illustrate that for low transverse energies, the shape of the distributions of

electrons from light flavour and heavy flavour hadronic decays is very similar, as too is

the shape of the distribution of prompt signal electrons.

However, some separation remained with the d0/σ(d0) variable. Figure 5.16 shows the

probability density functions of the d0/σ(d0) variable across four bins of pseudorapidity

and transverse energy, for all three categories of electrons. The probability density

functions for all electrons before any likelihood discriminant cuts have been applied are

shown in Figures 5.16(a), 5.16(c), 5.16(e) and 5.16(g). These distributions are used in the

construction of the likelihood discriminants, and they show that the d0/σ(d0) variable is

very good at distinguishing background electrons from heavy flavour hadronic decays from

the two other categories. It also shows very little discrimination between prompt signal

electrons and background electrons from light flavour hadronic decays. Figures 5.16(b),

5.16(d), 5.16(f) and 5.16(h) show the distributions for electrons that pass the nominal

likelihood discriminant cut but fail the heavy flavour likelihood discriminant cut. The

distributions for this sub-set of electrons show that the background electrons from light

flavour hadronic decays have a d0/σ(d0) distribution that resembles the distribution

for background electrons from heavy flavour hadronic decays. Both the distributions

of electrons from light flavour and heavy flavour hadronic decays, look different to the

distribution of prompt signal electrons. This explains the additional rejection achieved

by the heavy flavour likelihood discriminant.

Another variable of note is the d0 variable, as shown in Figure 5.17. Figure 5.17 shows

the probability density functions of the d0 variable across four bins of pseudorapidity

and transverse energy, for all three categories of electrons. The probability density

9
The distributions of the f1, d0/σ(d0) and d0 variables, for electrons that pass the nominal likelihood

discriminant cut but fail the heavy flavour likelihood discriminant cut, have not undergone the kernel
density estimation smoothing process.
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Figure 5.15: Probability density distributions of the f1 variable across four |η|−ET bins
for signal, LF and HF electrons. The plots on the left show the distributions used to
construct the light flavour and heavy flavour likelihood discriminants. The plots on the
right show the distributions for the sub-set of electrons that pass the nominal likelihood
discriminant cut but fail the heavy flavour likelihood discriminant cut.
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Figure 5.16: Probability density distributions of the d0/σ(d0) variable across four |η|−ET
bins for signal, LF and HF electrons. The plots on the left show the distributions used
to construct the light flavour and heavy flavour likelihood discriminants. The plots
on the right show the distributions for the sub-set of electrons that pass the nominal
likelihood discriminant cut but fail the heavy flavour likelihood discriminant cut.
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functions for all electrons before any likelihood discriminant cuts have been applied

are shown in Figures 5.17(a), 5.17(c), 5.17(e) and 5.17(g). These distributions are

used in the construction of the light flavour and heavy flavour likelihood discriminants.

They show very little discrimination between prompt signal electrons and background

electrons from light flavour hadronic decays but some discrimination between prompt

signal electrons and those from heavy flavour hadronic decays. However, for the sub-set

of electrons that pass the nominal likelihood discriminant cut but fail the heavy flavour

likelihood discriminant cut, the distribution of background electrons from light flavour

hadronic decays is more similar to that of electrons from heavy flavour hadronic decays.

Figures 5.17(b), 5.17(d), 5.17(f) and 5.17(h) show that for this sub-set of electrons, a

double peaked structure occurs for all three categories of electrons. This double peak

structure arises due to the fact that most of events are found close to d0 = 0, and most of

these events do not fall into the small sub-set of events that pass the nominal likelihood

discriminant cut but fail the heavy flavour likelihood discriminant cut. This is true for

each of the three categories of electrons. In addition to the double peak structure, it

can be seen that the shape of the distribution of background electrons from light flavour

hadronic decays is broader than the shape of the distribution of prompt signal electrons

or from background electrons from heavy flavour hadronic decays. This leads to a gain in

discriminating power against background electrons from light flavour hadronic decays.

Additionally, the Monte Carlo sample used to select background electrons from light

flavour hadronic decays, has a filter applied for events with a transverse energy greater

than 17 GeV (see Section 5.1.2). This means that the Monte Carlo sample is adapted for

background electrons with energies greater than 17 GeV. Therefore a bias is induced for

background electrons from light flavour hadronic decays with a transverse energy less

than 17 GeV. It is unclear if the bias of the electrons causes the shape differences in the

discriminating variables.

It can be concluded that the optimum cut placed on the heavy flavour likelihood

discriminant offers some additional rejection of background electrons from light flavour

hadronic decays, than is achieved by the nominal likelihood discriminant cut, especially

at low transverse energies. This can be attributed to differences in the transverse impact

parameter, between the three categories of electrons.

Table 5.6 summarises the results from the Medium and Loose operating points for four

bins of pseudorapidity and transverse energy. The signal efficiency remains very close to

the target efficiency of the Medium and Loose operating points. Similar trends, for the

rejection of background electrons, are seen for the Medium and Loose operating points

as for the Tight operating point. There is an overall increase in rejection of background

electrons from heavy flavour hadronic decays. The rejection of background electrons from
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Figure 5.17: Probability density distributions of the d0 variable across four |η|−ET bins
for signal, LF and HF electrons. The plots on the left show the distributions used to
construct the light flavour and heavy flavour likelihood discriminants. The plots on the
right show the distributions for the sub-set of electrons that pass the nominal likelihood
discriminant cut but fail the heavy flavour likelihood discriminant cut.
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η-ET bin
Relative Difference From Nominal Efficiency/Rejection [%]

Medium Loose

Signal LF HF Signal LF HF

η = 0.00, ET = 4 +0.35± 1.49 +37.32± 0.91 +55.27± 0.36 −1.04± 1.01 +29.91± 0.60 +53.40± 0.27
η = 0.00, ET = 30 −0.95± 0.03 +6.10± 6.73 +58.67± 0.90 −0.87± 0.02 −2.44± 5.37 +57.50± 0.73
η = 2.01, ET = 4 −1.45± 0.96 +8.98± 0.92 +25.39± 0.75 −0.50± 0.65 +6.24± 0.62 +26.55± 0.54
η = 2.01, ET = 30 +1.20± 0.06 −3.15± 6.28 +10.63± 2.87 −0.58± 0.06 +5.45± 5.52 +20.22± 2.58

Table 5.6: A summary of the relative difference in efficiency of prompt signal electrons
and rejection of background electrons from light flavour hadronic decays (LF) and heavy
flavour hadronic decays (HF) between the nominal likelihood discriminant method and
the new two-dimensional likelihood discriminant method, shown for the Medium and
Loose operating points. The fraction of background electrons from light flavour hadronic
decays to heavy flavour hadronic decays is assumed to be 0.99:0.01.

light flavour hadronic decays has very little change for bins of high transverse energy.

However, there is some improvement at low values of transverse energy due to the extra

discriminating power gained from the heavy flavour likelihood discriminant. In general,

the improvement in rejection is slightly worse for the Loose operating point than the

Medium operating point.

5.3.5.2 Results for 0.96:0.04 Admixture

A comparison between the signal efficiency achieved by the two methods is shown in bins

of pseudorapidity and transverse energy in Figure 5.18, for the Tight operating point

with a 0.96 : 0.04 admixture. As for the 0.99 : 0.01 admixture, the absolute value of the

signal efficiency achieved by the new two-dimensional likelihood discriminant method is

required to be within ±0.01 of the nominal signal efficiency and Figure 5.18 shows the

relative change across the bins of pseudorapidity and transverse energy is approximately

constant. There are some small fluctuations, occurring due to the interpolation method

used to find the optimum two-dimensional discriminant cut and also due to the varying

nominal target efficiency of the Tight operating point across the bins of pseudorapidity

and transverse energy.

A comparison for the background rejection at the Tight operating point is shown in

Figure 5.19. Figure 5.19(a) shows that there is an even greater improvement in rejection

of background electrons from heavy flavour hadronic decays than shown for the 0.99 : 0.01

admixture. Similar patterns are seen as for Figure 5.12(a), with the greatest improvement

seen in the central barrel region of the ATLAS detector and for low transverse energies.

The improvement is not as strong for the outer edges of the detector |η| > 2.01 and in

the transition region of the detector (1.37 < |η| < 1.52).

96



10−

8−

6−

4−

2−

0

2

4

6

8

10

R
el

at
iv

e 
D

iff
er

en
ce

 fr
om

 N
om

in
al

 E
ffi

ci
en

cy
 [%

]

 2.19±
2.80

 0.82±
0.97

 0.29±
-0.42

 0.13±
0.46

 0.09±
-0.28

 0.06±
-0.05

 0.04±
-0.36

 0.03±
-0.73

 0.03±
-1.20

 0.04±
-0.65

 2.56±
1.21

 1.01±
-0.30

 0.40±
1.45

 0.25±
0.65

 0.18±
0.76

 0.11±
0.09

 0.07±
-0.64

 0.06±
-1.24

 0.05±
-0.11

 0.07±
-1.11

 1.74±
-0.81

 0.73±
1.76

 0.34±
1.49

 0.20±
-0.72

 0.13±
-1.44

 0.09±
-1.14

 0.06±
-0.64

 0.05±
-1.32

 0.04±
-0.19

 0.05±
-0.94

 1.90±
-0.13

 0.90±
-0.95

 0.47±
0.36

 0.25±
-1.25

 0.17±
-0.36

 0.11±
-0.26

 0.08±
-0.12

 0.06±
-0.77

 0.06±
-0.32

 0.07±
0.03

 4.34±
-3.24

 1.75±
0.84

 0.80±
1.71

 0.36±
-0.36

 0.22±
-0.85

 0.17±
-0.37

 0.12±
-1.05

 0.09±
-1.54

 0.09±
-0.43

 0.10±
-0.34

 1.56±
0.42

 0.77±
-1.46

 0.40±
-0.64

 0.22±
-1.08

 0.15±
-1.11

 0.10±
-1.40

 0.08±
-0.21

 0.06±
-0.02

 0.06±
-0.83

 0.07±
-0.80

 1.64±
-0.69

 0.88±
-1.08

 0.46±
1.29

 0.26±
-1.11

 0.18±
-1.17

 0.13±
-1.01

 0.10±
-0.41

 0.08±
-1.16

 0.07±
-0.54

 0.08±
-0.48

 1.43±
1.20

 0.76±
-0.34

 0.35±
-0.59

 0.23±
0.71

 0.15±
-0.99

 0.11±
0.23

 0.09±
-0.19

 0.07±
-0.24

 0.06±
-0.14

 0.07±
-1.41

 2.87±
-1.84

 1.57±
0.26

 0.82±
2.37

 0.41±
-0.30

 0.27±
-1.11

 0.20±
-0.57

 0.15±
0.51

 0.14±
-0.65

 0.12±
-0.68

 0.13±
0.80

 ee Efficiency→Comparison of Z

10 20 30 40 50 60 70 80
 [GeV]TE

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

2.4η

 ee Efficiency→Comparison of Z

(a)

Figure 5.18: The relative difference in efficiency of signal electrons, measured in Z → ee
events, as calculated by the nominal likelihood discriminant method and the two-
dimensional likelihood discriminant method, for each |η|−ET bin at the Tight operating
point.The fraction of background electrons from light flavour hadronic decays to heavy
flavour hadronic decays is assumed to be 0.96:0.04.

The relative difference in the rejection of background electrons originating from heavy

flavour hadronic decays is shown in Figure 5.12(b). There is little difference, when

considering the statistical uncertainties, between the nominal likelihood discriminant

method and the two-dimensional likelihood discriminant method with an assumed

admixture of 0.96 : 0.04, for the region with transverse energy ET > 25 GeV. There is

some increase in rejection of background electrons from light flavour hadronic decays for

low values of transverse energy. As was described for Section 5.3.5.1, this can be attributed

to a gain in discriminating power, from the heavy flavour likelihood discriminant, against

background electrons from light flavour hadronic decays at low transverse energies.

Table 5.7 summarises the results from the Medium and Loose operating points for four

bins of pseudorapidity and transverse energy. The signal efficiency is very similar to

the target efficiency of the Medium and Loose operating points. Similar trends, for the

rejection of background electrons, are seen for the Medium and Loose operating points as

for the Tight operating point. The trends for the 0.96 : 0.04 admixture, also follow the

trends for the 0.99 : 0.01 admixture, shown in Table 5.6. There is a greater improvement

of rejection of background electrons from heavy flavour hadronic decays than light flavour

hadronic decays. Furthermore, the two-dimensional likelihood discriminant cut based

on the 0.96 : 0.04 admixture outperforms the two-dimensional likelihood discriminant

cut based on the 0.99 : 0.01 admixture, when it comes to rejecting against background

electrons from heavy flavour hadronic decays.
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Figure 5.19: The relative difference in rejection of background electrons from a) heavy
flavour hadronic decays and b) light flavour hadronic decays, as calculated by the
nominal likelihood discriminant method and the two-dimensional likelihood discriminant
method, for each |η| −ET bin at the Tight operating point. The fraction of background
electrons from light flavour hadronic decays to heavy flavour hadronic decays is assumed
to be 0.96:0.04.
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η-ET bin
Relative Difference From Nominal Efficiency/Rejection [%]

Medium Loose

Signal LF HF Signal LF HF

η = 0.00, ET = 4 +0.85± 1.49 +39.34± 0.91 +74.08± 0.39 −1.13± 1.01 +25.27± 0.59 +68.12± 0.29
η = 0.00, ET = 30 −1.07± 0.03 −7.26± 6.73 +69.69± 0.94 −0.88± 0.02 −9.91± 5.39 +65.81± 0.76
η = 2.01, ET = 4 −0.25± 0.96 +1.45± 0.91 +27.33± 0.76 −0.82± 0.65 +2.88± 0.61 +35.02± 0.56
η = 2.01, ET = 30 −0.91± 0.06 +4.27± 6.29 +30.80± 2.99 −0.29± 0.06 +3.08± 5.51 +28.23± 2.62

Table 5.7: A summary of the relative difference in efficiency of prompt signal electrons
and rejection of background electrons from light flavour hadronic decays (LF) and heavy
flavour hadronic decays (HF) between the nominal likelihood discriminant method and
the new two-dimensional likelihood discriminant method, shown for the Medium and
Loose operating points. The fraction of background electrons from light flavour hadronic
decays to heavy flavour hadronic decays is assumed to be 0.96:0.04.

5.3.5.3 Results for 0.50:0.50 Admixture

A comparison between the signal efficiency achieved by the two methods for the 0.50 : 0.50

admixture, at the Tight operating point, is shown in Figure 5.20 for bins of pseudorapidity

and transverse energy. As for the previous two admixtures, the absolute value of the

signal efficiency achieved by the new two-dimensional likelihood discriminant method

is required to be within ±0.01 of the nominal signal efficiency. Figure 5.20 shows the

relative change across the bins of pseudorapidity and transverse energy is approximately

constant with some small fluctuations due to the interpolation method used to find the

optimum two-dimensional discriminant cut and also due to the varying nominal target

efficiency of the Tight operating point across the bins of pseudorapidity and transverse

energy.

Figure 5.21 shows a comparison for the background rejection at the Tight operating

point for the 0.50 : 0.50 admixture. Figure 5.21(b) shows that there is a strong increase

in the rejection of background electrons from heavy flavour hadronic decays, across all

bins of pseudorapidity and transverse energy. For this admixture, there is now a large

decrease in the rejection of background electrons from light flavour hadronic decays in

most bins, as shown in Figure 5.21(a). This is because the optimum two-dimensional

likelihood discriminant cut is now much looser on the light flavour likelihood discriminant

and much stricter on the heavy flavour likelihood discriminant.

It must be noted that even for a 0.50 : 50 admixture, there is a small increase in

rejection of background electrons from light flavour hadronic decays for the very first

bin (ET = 4 GeV, |η| = 0.00). This effect is due to the additional discriminating power

provided by the heavy flavour likelihood discriminant at low values of transverse energy.

There is not the same improvement as seen for the 0.99 : 0.01 and 0.96 : 0.04 admixtures

(see Figures 5.12(b) and 5.19(b)), however some additional discriminating power is still

seen. The additional rejection against background electrons from light flavour hadronic
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Figure 5.20: The relative difference in efficiency of signal electrons, measured in Z → ee
events, as calculated by the nominal likelihood discriminant method and the two-
dimensional likelihood discriminant method, for each |η|−ET bin at the Tight operating
point. The fraction of background electrons from light flavour hadronic decays to heavy
flavour hadronic decays is assumed to be 0.50:0.50.

decays, can be attributed to a gain in discriminating power by the heavy flavour likelihood

discriminant, as explained in Section 5.3.5.1.

Table 5.8 summarises the results from the Medium and Loose operating points for four

bins of pseudorapidity and transverse energy. The signal efficiency for the Medium and

Loose operating points is very similar to the target efficiency of the Tight operating

point. Similar trends, for the rejection of background electrons, are seen for the Medium

and Loose operating points as for the Tight operating point. There is a decrease in the

rejection of background electrons from light flavour hadronic decays, and a strong increase

in the rejection of background electrons from heavy flavour hadronic decays, across all

bins of pseudorapidity and transverse energy for the Medium and Loose operating points.

5.4 Conclusions

The rejection of background electrons achieved by the two-dimensional likelihood dis-

criminant method depends on the fraction of background electrons from light and heavy

flavour hadronic decays. Consequently the ability of the two-dimensional likelihood

discriminant method to reject background electrons varies depending on the composition

of the background sample. For the case of a background sample composed of 99%

electrons from light flavour hadronic decays and 1% electrons from heavy flavour decays,
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Figure 5.21: The relative difference in rejection of background electrons from a) light
flavour hadronic decays and b) heavy flavour hadronic decays, as calculated by the
nominal likelihood discriminant method and the two-dimensional likelihood discriminant
method, for each |η| −ET bin at the Tight operating point. The fraction of background
electrons from light flavour hadronic decays to heavy flavour hadronic decays is assumed
to be 0.50:0.50.
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η-ET bin
Relative Difference From Nominal Efficiency/Rejection [%]

Medium Loose

Signal LF HF Signal LF HF

η = 0.00, ET = 4 −1.38± 1.49 −9.92± 0.85 +93.08± 0.43 −0.86± 1.01 −20.26± 0.58 +83.69± 0.31
η = 0.00, ET = 30 −0.85± 0.03 −33.87± 7.09 +74.80± 0.97 −0.93± 0.02 −31.91± 5.63 +74.38± 0.79
η = 2.01, ET = 4 −1.17± 0.96 −25.08± 0.94 +20.08± 0.75 −1.13± 0.65 −20.94± 0.63 +33.35± 0.55
η = 2.01, ET = 30 −0.28± 0.06 −11.23± 6.32 +31.67± 3.00 −0.91± 0.06 −7.92± 5.53 +36.57± 2.69

Table 5.8: A summary of the relative difference in efficiency of prompt signal electrons
rejection of background electrons from light flavour hadronic decays (LF) and heavy
flavour hadronic decays (HF) between the nominal likelihood discriminant method and
the new two-dimensional likelihood discriminant method, shown for the Medium and
Loose operating points. The fraction of background electrons from light flavour hadronic
decays to heavy flavour hadronic decays is assumed to be 0.50:0.50.

the two-dimensional likelihood discriminant method offers similar or better rejection

of background electrons from light flavour hadronic decays, as the nominal likelihood

discriminant method. There is some additional discriminating power gained from the

heavy flavour likelihood discriminant which helps to increase rejection of background

electrons from light flavour hadronic decays, at low values of transverse energy. This

can be attributed to differences of the transverse impact parameter between the three

categories of electrons.

The two-dimensional likelihood discriminant method can better reject against background

electrons originating from heavy flavour hadronic decays in most bins of pseudorapidity

and transverse energy; although the performance drops in the transition region of the

detector (1.37 < |η| < 1.52) and in the outer regions of the detector (|η| > 2.01), in

comparison to the central region of the detector.

As the fraction of background electrons from heavy flavour hadronic decays increases, the

two-dimensional likelihood discriminant method shows a relative reduction in the rejection

of background electrons from light flavour hadronic decays. But, this is countered with a

relative increase in the rejection of background electrons from heavy flavour hadronic

decays.

The two-dimensional likelihood discriminant method can provide a better rejection

of background electrons than the nominal likelihood discriminant method, when the

composition of background electrons differs to that of the nominal background Monte

Carlo sample. For cases with a higher fraction of background electrons originating

from heavy flavour hadronic decays, greater background rejection can be achieved with

the two-dimensional likelihood discriminant method. The two-dimensional likelihood

discriminant method has the potential to be utilised in physics analyses with at least one

electron in the final state. Additionally, the same principles could be used to better reject

against background electrons originating from other sources such as photon conversions
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or Dalitz decay. More work, such as performing the studies with Monte Carlo samples

with correction factors applied, is still needed to validate the method. However, these

proof-of-principle studies have encouraged the ATLAS collaboration to consider the role

that multi-class classification can play in the future of electron identification.
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Chapter 6

Studying photon-induced W
+
W
−

Boson Production

This chapter will first discuss the motivations for studying photon-induced W+W−

production before moving on to discuss some of the key concepts behind studying this

process at the LHC in Section 6.2. Then there will be a brief summary of previous

measurements by both the ATLAS and CMS collaborations in Section 6.3. The photon-

induced W+W− analysis approach, used by the ATLAS experiment with the full Run

2 data set will be described in detail in Section 6.4. Section 6.4.4 will discuss the

background processes that contribute to this analysis and how they are understood with

the use of kinematic control regions.

6.1 Introduction and Motivation

The interaction of two incoming photons to produce a W-boson pair has long been

predicted by the Standard Model. However, it was not until the LHC was built, that

physicists could reach the high energies required to study this process. Since such

photon-induced processes typically have small cross-sections, it has taken the ATLAS

and CMS collaborations almost 10 years to collect sufficient data in order to perform

detailed studies.

Photon-induced processes, such as the γγ → WW process, are interesting to study

because they are instances of triple and quartic gauge boson interactions. Such interactions

occur due to the non-abelian SU(2)×U(1) structure of the Standard Model. Figure 6.1

shows the leading-order Feynman diagrams for the γγ → WW process. The quartic

γγWW coupling is shown in Figure 6.1(a), whilst the exchange of a W boson between
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Figure 6.1: These Feynman diagrams show the leading order contributions to the
γγ →WW process. a) Shows the quartic γγWW coupling. The process also occurs via
the t- and u- channels in which a W boson is exchanged between two γWW vertices, as
shown in b) and c), respectively.

two γWW vertices, via the t- and u-channels, is shown Figure 6.1(b) and Figure 6.1(c),

respectively. At high energies the scattering amplitudes diverge as a result of the linear

energy dependence of the longitudinal polarisation of the W boson. However, the t- and

u-channel γWW coupling cancels with the quartic γγWW coupling, hence conserving

unitarity and ensuring the behaviour of the Standard Model at high energies [118]. The

study of photon-induced W+W− production can provide a crucial test of the Standard

Model, as any deviation from Standard Model predictions could reveal the presence of

new physics.

Photon-induced W+W− boson production is, by its nature, an entirely QED process, and

therefore it is sensitive to the anomalous gauge-boson interactions that arise in physics

beyond the Standard Model. EFT extends the Standard Model Lagrangian with the use

of dimension-6 and dimension-8 operators to parameterise the anomalous gauge-boson

interactions. A measurement of the γγ → WW cross-section can be used in further

studies of global EFT fits to constrain the value of the anomalous couplings [29, 119].

This topic will be discussed further in Chapter 10.

6.2 Photon-inducedW+W− Boson Production at the LHC

Inside the LHC, photon-induced W+W− boson production occurs when a photon is

radiated off each of the incoming protons. The manner in which the incoming photons

are radiated off the initial state protons can be described as either elastic or inelastic:

Elastic production - In the elastic production mechanism, the photons are coherently

radiated off the incoming protons as a whole (see Section 2.4.2). The protons remain

intact and their trajectories continue along the beam-axis, or are deflected by a very
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small angle and typically fall outside of the acceptance region of the inner detector1. A

diagram illustrating elastic production is shown in Figure 6.2(a). Approximately 80%

of elastic events produce a W boson pair with no additional final state particles. For

the remaining ∼ 20% of elastic events, the protons can scatter with a very small impact

parameter and some hadronic activity can be found in the final state as a result of

additional soft QCD interactions [120].

Inelastic Production - Inelastic production is a term which encompasses two mechanisms

of photon production from the incoming protons. The first such mechanism occurs

when an excited hadronic state of the proton is produced that later decays into a low-

multiplicity final state. Photons created via this mechanism have low virtualities. Where

virtuality is defined by the four-momentum squared, and is used to quantify how much a

particle is off its mass shell. In this context, ”low virtualities” refers to photons with

Q2 < 5 GeV.

The second kind of inelastic production occurs when a photon is radiated directly off

one of the constituent partons of the proton. Known as quark splitting, this process

produces photons with higher virtualities. In both mechanisms, the incoming proton

breaks up and hadronic interactions are initiated in the forward direction, in a process

known as dissociation. Often the proton remnants fall outside of the acceptance region

of the inner detector. For dissociative events there is a higher probability of the protons

breaking up causing a higher track multiplicity around the interaction vertex. Of

course, photon-induced W+W− production requires two incoming photons, both of

which have the independent potential to scatter inelastically. Thus inelastic production

can be further divided into two categories: single-dissociation - where just one proton

dissociates - and double-dissociation - where both protons dissociate. Single dissociative

production is illustrated in Figure 6.2(b) and double dissociative production is illustrated

in Figure 6.2(c).

The photon-induced W+W− process can be written as: pp(γγ) → p(∗)W+W−p(∗) -

where p(∗) denotes the final state proton remaining intact or fragmenting depending on if

the photon is produced elastically or inelastically. The lack of proton remnants within the

central detector contrasts the many totally inelastic collisions, that are often measured at

the LHC. It means that photon-induced W+W− production can be selected by requiring

no additional charged particles originating from underlying event activity. Known as the

exclusivity requirement, it is implemented by ensuring there are no additional charged

particles in a window around the interaction vertex.

1
For the elastic production mechanism there is the potential for the final state protons to be detected

by the ATLAS forward detectors. However the available data set recorded by the ATLAS Forward Proton
detector, is not yet large enough to enable an observation of the γγ →WW process.
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Figure 6.2: These diagrams show the different production mechanism of the photon-
induced W+W− process. a) Shows the elastic production mechanism. b) Shows a case
of inelastic production, where one if the initial protons dissociates into any additional
final state, known as single-dissociation. c) Shows a second case of inelastic production,
where both of the initial protons dissociate into any additional final state, known as
double-dissociation [2].

6.2.1 The Survival Factor and Impact Parameter Dependence

The Equivalent Photon Approximation (see Section 2.4.2) provides a good basis for

calculating the cross section of photon-induced processes, however it does not fully

account for any additional proton-proton rescattering effects that may arise after the

QED interaction. When the two incoming protons are in close proximity to one another

there can be soft QCD interactions between the partons in addition to the hard QED

interaction responsible for the photon emission. The soft QCD interactions can produce

additional hadrons with low momentum, as well as affecting the kinematics of the

final state protons. Consequently, events with proton-proton rescattering activity are

associated with a high particle multiplicity and can be very difficult to distinguish from

other background processes, leading to an effective reduction of the measured cross

section. This is because events with proton-proton rescattering have charged particles

close to the W+W− production vertex and are removed by the exclusivity requirement.

The proton-proton rescattering activity is an effect of soft QCD interactions so cannot

be calculated via perturbation theory. The survival factor, S2, is the probability that

proton-proton rescattering does not occur. The survival factor gives the probability that

the two incoming protons remain intact and do not break up as a result of additional soft

QCD interactions. The difference between the measured cross section and the theoretical

cross section, that arises from the Equivalent Photon Approximation, can be accounted

for by the survival factor:

σmeas = S2 · σEPA (6.1)

Figure 6.3 shows two Feynman diagrams illustrating a photon-induced process. The

diagram on the left shows a photon-induced process with no additional proton-proton

rescattering activity. This is known as the bare amplitude and is equivalent to the
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Figure 6.3: Feynman diagrams showing the amplitudes for the photon-induced exclusive
processes. The left figure shows the bare amplitude, with no rescattering effects
considered; and the right figure shows the screened amplitude, which does consider an
additional proton-proton scatter [121].

prediction made by the Equivalent Photon Approximation. The diagram on the right

shows a photon-induced process with the effects of additional proton-proton rescattering,

this is known as the screened amplitude. The grey area represents the soft QCD

interactions that occur between the two protons, and transverse momentum is exchanged

between the two protons, via the loop. The corrected cross section of a photon-induced

process is proportional to the square of sum of the bare and screened amplitudes:

σ ∝ |T bare(p1, p2) + T screened(p1, p2)|2 (6.2)

The survival factor quantifies the extent to which the theoretical cross section, calculated

using the Equivalent Photon Approximation, is reduced when additional proton-proton

rescattering effects are taken into account. Therefore, the survival factor is constructed

to be less than unity. The survival factor is equal to the corrected cross section divided

by the theoretical cross section:

S2 =

∫
d2p1,d

2p2|T bare(p1, p2) + T screened(p1, p2)|2∫
d2p1d2p2|T bare(p1, p2)|2

(6.3)

It has been established that the survival factor depends on the transverse momenta of

the protons. Performing a Fourier transform enables the survival factor to be expressed

in terms of the transverse distance between the incoming protons:

S2 =

∫
d2~b1td

2~b2t|T (s,~b1t,~b2t)|2exp(−Ω(s, bt))∫
d2~b1td

2~b2t|T (s,~b1t,~b2t)|2
(6.4)

The transverse distance between the two protons is given by ~bt = ~b1t +~b2t, and bt =

|~bt| · T (s,~b1t,~b2t) gives the amplitude in impact parameter space. Ω(s, bt) is the proton

opacity and exp(−Ω(s, bt)) is the probability of no inelastic scattering [122].
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Hence, the survival factor depends upon the impact parameter of the two incoming

protons. The closer the protons are to one another, the larger the suppression of the

cross section and the greater the proton-proton rescattering effects. For a purely QED-

induced event, the quasi-real photons that are radiated off the protons have a low

virtuality. This in turn, leads to photons with low transverse momenta and larger impact

parameters between the incoming protons, therefore the resulting survival factor is close

to one [121, 123].

It is challenging to calculate the survival factor due to the intricacies of the transverse

momentum exchanged between the incoming protons. As a consequence, the survival

factor is not modelled in the studies presented in this thesis. Instead, it is accounted for

by a data-driven scale factor2, derived in Chapter 8. Estimates of the survival factor can

be obtained by comparing the measured cross section of a photon-induced process with

the theoretical prediction.

For the interested reader, some phenomenological predictions of the survival factor for

different photon-induced processes are given in reference [124]. These predictions utilise

eikonal models to approximate the rescattering process. The eikonal models assume the

additional rescattering effects are uncorrelated [125].

6.2.2 General Analysis Strategy

For photon-induced W+W− production, the leptonic decay channel offers the cleanest

event signature because in this decay channel there are only two tracks left in the

detector. The hadronic and semi-hadronic decay channels of the W boson pair have

much larger branching ratios than the leptonic decay channel [20], however the former

channels leave a much busier signature in the detector, making it harder to identify

from background processes. In addition to studying this process in the leptonic decay

channel, the photon-induced W+W− signal is typically studied in the e±µ∓ final state

in order to better distinguish from other background processes that generally have a

same flavour dilepton final state - background processes will be discussed in more detail

in Section 6.4.4. This is the general analysis strategy that has been used by both the

ATLAS and CMS collaborations when studying photon-induced W+W− production at

the LHC.

2
This scale factor accounts for both the survival factor and the contributions from the inelastic

production mechanisms.
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(a) (b)

Figure 6.4: The distribution of the transverse momentum of the electron-muon pair for
events with no associated tracks for pµeT > 30 GeV. a) Shows the results achieved by
the ATLAS experiment in 2016 using the 8 TeVdata set [2] and b) Shows the results
achieved by the CMS experiment in the same year using the combined 7 + 8 TeVdata
set [3]

6.3 Previous Measurements

Photon-induced W+W− production from two incoming photons was first studied by

both the ATLAS and CMS collaborations during Run 1 of the LHC. In 2016, the

ATLAS collaboration studied this process with 20.2 fb−1 of proton-proton collision data

at
√
s = 8 TeV, and found evidence for photon-induced W+W− production with a

significance of 3 σ significance [2]. The CMS collaboration combined the
√
s = 7 TeV and

√
s = 8 TeV proton-proton collision data sets to find a 3.4 σ excess over the background-

only hypothesis [3], see Figure 6.4. Both experiments also used their measurements to

place limits on the effective coupling constants, αc/Λ
2 and α0/Λ

2 as shown in Figure 6.5.

αc/Λ
2 and α0/Λ

2 can be converted to the formalism of EFT used in the rest of this

thesis, using the equations given in Reference [126].

6.4 The photon-induced W+W− Analysis

The topic of photon-induced W+W− boson production was revisited by the ATLAS

experiment, with the use of the full Run 2 data set. This section will now describe the

event samples and the analysis approach in more detail.
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(a) (b)

Figure 6.5: The excluded values of the anomalous coupling parameters with Λcutoff =
500 GeV (applied to conserve unitarity). a) Shows the 95% confidence limits set by
the ATLAS collaboration [1]. The yellow area indicates the log-likelikelihood 95% CL
contour and 1D limits are illustrated by the red cross. Also included on this figure is
the CMS combined 7 + 8 TeV result for comparison. b) Shows the CMS result for Run 1
in more depth [3]. This plot includes the 95% confidence level for the measurement at
7 TeV, 8 TeV and 7 + 8 TeV. The one-dimensional limits for each parameter, with the
second parameter set to 0, is shown by the cross for the 7 + 8 TeV data set.

6.4.1 Event Samples from Data and Monte Carlo

6.4.1.1 Data Samples

This analysis makes use of proton-proton collision data, collected by the ATLAS detector

during Run 2. The Run 2 data taking period had a centre-of-mass energy
√
s = 13 TeV

and amounts to an integrated luminosity of L = 139 fb−1 ± 2.4 fb−1. Only data events

that pass the data quality assessments are used [62]. This selection ensure only stable

proton-proton collision events with all detector components functional are included in

the study [62]. The number of interactions per bunch crossing for the Run 2 data taking

period varies from µ = 10 to µ = 60, with an average value of µ = 33.7 [84].

6.4.1.2 Monte Carlo samples

Monte Carlo samples were used to model the signal and background processes. The

simulations helped to provide insight into the interplay between signal and background

processes and helped to interpret the physics results. Feynman diagrams of the most

common background processes are shown in Figure 6.6. By studying the kinematic

distributions of the Monte Carlo samples, event selections could be validated and any

short-falls of the modelling could be understood, with the aid of control regions.
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(a) Photon-induced dilepton
production.

(b) Inclusive WW produc-
tion.

(c) Drell-Yan production. (d) WZ production.

(e) ZZ production.

Figure 6.6: Feynman diagrams of the most common background processes in the
γγ →WW analysis.
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Inelastic proton-proton collisions were generated with Pythia 8.186 [116] using the

tuned A3 parameters [127] and the NNPDF2.3LO parton distribution functions [128].

The QCD interactions in all samples using either Pythia8 or Herwig7, originating from

parton showering, the underlying event and hadronisation, or the decay of bottom and

charm hadrons, are modelled using EvtGen 1.2.0 [129].

The elastic production of the γγ → WW process was modelled at leading order us-

ing Herwig 7.1.5 [130, 131] and the BudnevQED photon flux [42] by the ThePEG

software [132]. This sample uses a photon flux to model the photon-induced processes

and is corrected to the cross section to include the dissociative and non-perturbative

components, with the use of a data-driven scale factor (explained in more detail in

Chapter 8). The data-driven scale factor is validated with Monte Carlo samples that

simulate both the elastic and dissociative components of the γγ →WW process. These

samples are produced using MG aMC@NLO [133] interfaced with Pythia 8.243. These

samples were not used as the primary elastic production samples as they do not model

the proton-proton rescattering and hence do not account for the survival factor [1].

The elastic production of the γγ → ll process, illustrated in Figure 6.6(a), was modelled

with the same generator as for the γγ →WW process. However the dissociative compo-

nents of γγ → ll were modelled using LPAIR 4.0 [134] for the single-dissociative channel

and Pythia 8.240 using NNPDF3.1NLOluxQED parton distribution functions [135] for

the double-dissociative channel.

The most dominant background to the signal process is inclusive W+W− production,

which arises as a direct result of a proton-proton collision, qq → WW . Figure 6.6(b)

shows the leading order Feynman diagram for this process. Inclusive WW production

was modelled at next-to-leading-order accuracy using the Powheg-Box v2 [103, 104,

105, 136, 137] generator interfaced to Pythia8, and alternatively to Herwig7, with

the CT10 [109] parton distribution function, for the matrix element calculation. The

Powheg-Box v2 sample was interfaced with Pythia 8.212, with the AZNLO tune [110]

and the CTEQ6L1 [111] parton distribution functions, in order to model the parton

showering and hadronisation. An alternative parton shower was also produced using

Herwig7.1.6 using the H7UE tune [131] and the MMHT2014LO parton distribution

functions [138]. Finally, the modelling uncertainties were evaluated with the help of an

inclusive W+W− sample, produced using the Sherpa 2.2.2 [139, 140] event generator [1].

Another background process is Drell-Yan production, pp → Z/γ∗ → ll, shown in

Figure 6.6(c). This process was modelled using identical generator settings as for the

inclusive W+W− sample [1]. The Z/γ∗ → ττ channel was modelled with Poweheg

interfaced with Pythia8.186 using the NNPDF3.0NLO parton distribution functions [112]
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and the AZNLO tune. The parton showering and hadronisation is modelled with

CTEQ6L1 parton distribution functions.

The WZ and ZZ diboson processes are illustrated in Figures 6.6(d) and 6.6(e). These

processes were modelled at next-to-leading-order using the same settings, as for the

W+W− samples, for Sherpa and PowhegBox v2 interfaced with Pythia8.212. The

Sherpa2.2.2 generator was used with the NNPDF3.0NLO parton distribution functions

to model Wγ production, gluon-induced W+W− prodcution3 and WWjj production,

produced in vector boson scattering. PowhegBox v2 [103, 104, 105, 106, 141] generator

was used to model the tt̄ and Wt processes. These samples were modelled at next-

to-leading-order with NNPDF3.0NLO parton distribution functions, interfaced with

Pythia8.230 using the A14 tune [117], and the NNPDF2.3LO parton distribution

functions [1].

A full list of the Monte Carlo samples used in this analysis can be found in Appendix B.

6.4.2 Event Selection

Events are selected based on an initial preselection criteria, which constrains the properties

of reconstructed tracks and leptons. All events used in this analysis must meet the

preselection criteria. Additional selections based on the kinematics and flavours of the

dilepton pair are used to distinguish between signal and background events (this will be

detailed further in Section 6.4.4).

The reconstructed tracks(see Chapter 4, Section 4.1.2) must meet the Tight Primary

selection criteria. The transverse impact parameter is required to be less than 1 mm as

this helps to reject tracks from secondary interactions. Tracks passing these selection

requirements are reconstructed with an efficiency of 75-80%, depending on the transverse

momentum of the track. In simulated events, the reconstructed origin of the reconstructed

tracks can be traced back to either the hard scatter or from pile-up. This is done by

matching the number of hits contributing to the track fit, to the energy deposited by the

simulated charged particle. The number of tracks in each category are denoted by nHStrk

and nPUntrk [1].

Leptons are reconstructed as discussed in Sections 4.3.2 and 4.4 of Chapter 4. Re-

constructed electrons are required to pass the Medium likelihood selection and have a

transverse energy greater than 20 GeV. Only electrons with a pseudorapidity of |η| < 2.47

and do not fall in the transition region (1.37 < |η| < 1.52) of the electromagnetic calorime-

ter are selected. The electrons must also pass isolation requirements which select events

3
this includes both resonant and non-resonant contributions
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based on information from the inner detector tracks and the calorimeter energy deposits,

in a cone with a fixed size of ∆R = 0.2 surrounding the electron. Electrons passing these

selections are typically reconstructed with an efficiency of 75-85%. Finally a cut is placed

on the significance of transverse impact parameter with respect to the the beam line,

d0/σd0
< 5.0.

Reconstructed muons must pass the medium quality requirement (as described in Chap-

ter 4 Section 4.4.2) and the Loose isolation requirement [92]. Muons passing these

requirements are reconstructed with an efficiency of 95%. The muons must also have a

transverse momentum greater than 20 GeV and a pseudorapidity of |η| < 2.4. Lastly, a

cut of d0/σd0
< 3.0 is placed on the muon.

Events are triggered using the either a single-muon or single-electron trigger, which

have identification and isolation requirements comparable to those applied in offline

reconstruction. Each trigger has a transverse momentum threshold which varies for each

data-taking period. In 2015 the single-electron trigger required 24 GeV [90] and the

single-muon trigger required 20 GeV [94], however in 2016-2018, both thresholds were

increased to 26 GeV and the identification and isolation requirements were tightened. At

least one of the selected leptons must pass a trigger and have a transverse momentum

greater than the trigger’s threshold. The single-electron triggers used are summarised in

Table 6.1, and the single-muon triggers used are summarised in Table 6.2.

Also included in the preselection are kinematic cuts on the transverse momentum of each

lepton and their invariant mass. The leading lepton must have a transverse momentum

greater than 27 GeV and the sub-leading lepton must have a transverse momentum

greater than 20 GeV. The dilepton pair must have an invariant mass greater than

20 GeV [1].

6.4.3 Selecting Signal Events

As described in Section 6.2.2, photon-induced W+W− production is studied in the e±µ∓

leptonic decay channel and there must be no additional charged particle tracks associated

with the interaction vertex [1]. The latter requirement exploits the elastic production

mechanism of photon-induced W+W− boson production and is known as the exclusivity

requirement. Additionally, the vector sum of dilepton pair’s transverse momentum must

be greater than 30 GeV.

The exclusivity requirement stipulates that there must be no additional charged tracks,

other than the dilepton pair, associated with the interaction vertex. The interaction

vertex is found as the weighted average z-position of each leptons’ track, extrapolated
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Data
Taking
Period

Single-Electron Trigger Name pT
[GeV]

Description

2015 HLT e24 lhmedium L1EM20vH 24 An electron of interest is identified
using the L1EM20vH level 1 trigger,
calibrated at the EM scale and with
20 GeV threshold. The electron must
pass medium ID quality.

HLT e60 lhmedium 60 The electron must pass medium ID
quality.

HLT e120 lhloose 120 The electron must pass loose ID qual-
ity.

2016 −
2018

HLT e26 lhtight nod0 ivarloose 26 The electron is required to pass the
tight likelihood ID and a variable
loose isolation is also required.

HLT e60 lhmedium nod0 60 The electron is required to pass the
medium likelihood ID.

HLT e140 lhloose nod0 140 The electron is required to pass the
loose likelihood ID.

Table 6.1: A summary of the single-electron triggers used to select electrons in the
γγ →WW analysis.

back to the beam line:

zllvtx =
zl1 sin2 θl1 + zl2 sin2 θl2

sin2 θl1 + sin2 θl2
(6.5)

In this instance, sin2 θl is used as an approximation of the resolution of the z-position [76].

Defining the interaction vertex with respect to the weighted average z-position of each

track, prevents a bias induced by the presence of additional tracks from either pile-up

interactions or from hadronic activity from the underlying event. This definition results

in a 30% increase in the vertex reconstruction efficiency, when compared to a vertex

selection based only of the sum of the squared track transverse momenta [1]. The

reconstructed leptons also have a cut placed on their longitudinal impact parameter,

with respect to the interaction vertex: |(zl − zllvtx) sin θ| < 0.5 mm.

The number of tracks within a window of ∆z = ±1 mm around the interaction vertex,

excluding the reconstructed dilepton pair, is denoted by the track multiplicity, ntrk. For

the exclusivity requirement, used to select signal events, ntrk = 0 [1].
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Data
Taking
Period

Single-Muon Trigger Name pT
[GeV]

Description

2015 HLT mu20 iloose L1MU15 20 A muon of interest is identified using
the L1MU15 level 1 trigger, with a
threshold of 15 GeV. The muon must
pass loose isolation requirements.

HLT mu50 50 There are no isolation requirements
placed on the muon.

2016 −
2018

HLT mu26 ivarmedium 26 A variable cone isolation requirement
is placed on the muon.

HLT mu50 50 There are no isolation requirements
placed on the muon.

Table 6.2: A summary of the single-muon triggers used to select muons in the γγ →WW
analysis.

Region Kinematic Selection Purpose

SR
peµT > 30 GeV
ntrk = 0

Region used to select signal events

CR1
peµT < 30 GeV
1 ≤ ntrk ≤ 4

Region used to constrain the Z/γ∗ → ττ
normalisation and also provides insight into inclusive

W+W− production

CR2
peµT > 30GeV
1 ≤ ntrk ≤ 4

Region enriched in inclusive W+W− events, qq →WW ,
and used to check the nch reweighting

CR3
peµT < 30 GeV
ntrk = 0

Region used to understand modelling of events with
no associated tracks such as γγ → ll

Table 6.3: This table summarises the kinematic selections used to define the signal and
control regions. In each region events are selected with the nominal pre-selection and
then selections on the number of charged tracks and the transverse momentum of the
dilepton pair, vary between regions. Each region is designed to enhance a particular
physics process in order to check the modelling of background processes.

6.4.4 Background Estimation

Events are selected as described in Section 6.4.2, with the key kinematic selections,

which allow for signal to be distinguished from background processes, being ntrk = 0

and peµT > 30 GeV. Additional control regions, with alternate selections of the charged

track distribution and transverse momenta of the dilepton pair, are defined in order to

verify the modelling of the background processes. In total there are three control regions

in addition to the signal region; with the kinematic selection of each region specifically

designed to enhance a particular physics process. The selection regions are summarised

in Table 6.3.
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In the signal region, γγ →WW events account for 57% of selected and the largest source

of background contamination comes from W+W− production initiated by the interaction

between two quarks, which account for 33% of selected events [1]. The first control

region is designed to enhance the selection of Drell-Yan events with two final state τ

leptons, which amount to 75% of events selected in this region. In this region there are

also notable contributions from inclusive W+W− events and from non-prompt leptons.

Control region two enhances the selection of inclusive W+W− events, which total to 70%

of events contributing in this region. Drell-Yan processes and non-prompt lepton events

also contribute in this control region. The final control region is constructed such that

background processes with no associated tracks can be assessed. This control region is

particularly useful for understanding the modelling of γγ → ττ events, however 10% of

events in this control region originate from signal events [1].

6.4.4.1 Misidentified Leptons

Background events originating from non-prompt leptons contribute towards 6% of events

selected in the signal region [1]. The main source of these misidentified leptons are

events from the W+jets process, which produces one prompt lepton and one non-prompt

lepton. In this case, the non-prompt lepton originates from either light flavour or heavy

flavour hadronic decays and are generally accompanied by additional activity around

the candidate lepton. Since this analysis places strict requirements on the number of

additional charged tracks, most misidentified lepton arise as a result of track reconstruction

inefficiencies or if the additional activity mainly consists of neutral particles.

Other members of the analysis team estimated the contribution from misidentified

leptons using the so-called fake factor method. This method provides an estimate of the

number of misidentified leptons by finding a transfer factor, known as the fake factor,

to translate the yield of misidentified leptons between two orthogonal selection regions.

In this method, a same sign e±µ± pair is selected using the nominal pre-selection (as

described in Section 6.4.2) and 1 ≤ ntrk ≤ 4 in data. However one lepton is required to

fail the nominal lepton identification criteria. The ratio of the number of non-prompt

leptons passing all identification requirements to those failing some of the requirements

is used as a scaling factor to estimate the contribution from misidentified leptons. The

estimate of the contribution is then extrapolated into the signal region with an assigned

uncertainty [1].
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6.4.5 Modelling Corrections

The Monte Carlo samples, described in Section 6.4.1.2, do not always accurately reflect

data. Adjustments must be made to the lepton trigger, identification and isolation

efficiencies, and the momentum resolutions, to ensure agreement between data and Monte

Carlo samples.

There are three categories of data-driven corrections which are applied to simulated

samples in this analysis:

1. Corrections applied to the beam spot size (as defined in Chapter 4 Section 4.2) in

order to correct for the mismodelling of additional proton-proton interactions.

2. Corrections applied to the charged track multiplicity in order to correct for the

mismodelling of the underlying event activity in background processes.

3. Corrections applied to the signal to account for dissociative and non-perturbative

contributions.

The first correction was extracted by other members of the γγ → WW analysis team,

and will be summarised below in Section 6.4.6. The second correction was also extracted

by other members of the analysis team, however, the author made direct contributions

towards the validation this correction. The correction applied to the charged track

multiplicity will be summarised in Chapter 7, along with the authors efforts to validate

this correction. The final correction was derived by the author and will be described in

detail in Chapter 8.

6.4.6 Corrections Applied to the Beam Spot

In some cases, tracks originating from proton-proton interactions can be found in a

close proximity to the photon-photon interaction vertex. This is most likely to happen

when there is a high density of proton-proton interactions and has implications on the

efficiency of the exclusivity requirement. In order to ensure that the Monte Carlo samples

accurately reflect the data, two independent data-driven correction factors are applied to

all Monte Carlo samples used in the analysis.

The first relates to density of proton-proton interactions and the second to the number of

tracks per interaction [1]. The average number of proton-proton interactions per bunch

crossing, also known as pile-up, in Monte Carlo is reweighted to the data. The average

density of additional proton-proton interactions in close proximity to the interaction

vertex is determined by the longitudinal width of the beam spot, σBS .
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Figure 6.7: The average longitudinal width of the beam spot as a function of time. The
four colours correspond to each year of data taking during Run 2 [142].

The beam spot size recorded in the data samples used in this analysis, varied over

the course of the Run 2 data taking period. This is an effect of changes to the LHC

beam optics. Figure 6.7 shows how the longitudinal width of the beam spot varied

for each data taking year. The longitudinal beam spot size varied between 33.90 mm

and 43.63 mm. The longitudinal size of the beam spot determines the density of the

proton-proton interactions along the beam-axis and is therefore of particular importance

to the photon-induced WW analysis [84].

Monte Carlo samples are produced with a nominal value of the longitudinal beam spot size;

since they are often made before the data is recorded, when the exact beam parameters

are not known. Nominally, simulated samples are produced with σBS = 42 mm, however

photon-induced Monte Carlo samples were also requested with σBSz = 35 mm which

were then used in the analysis. The difference in the densities of the additional proton-

proton interactions, in data and Monte Carlo, are dealt with by altering the number of

tracks matched to the interaction vertex in the simulation. Any simulated tracks that

originate from pile-up interactions, are only counted towards the track multiplicity if

|ztrk0 − zllvtx| < 1 mm× σBSMC/σ
BS
Data. All Monte Carlo samples are corrected to the beam

conditions of the data [1].

The second correction applied, addresses the number of tracks from pile-up interactions,

nPU
trk , that are randomly matched to the interaction vertex. This correction is extracted

using same flavour Z → ll events and finds the number of tracks passing the nominal

track selection criteria, relative to the number of tracks at a random z-position, that

is far away from the interaction vertex, |zllvtx − z| > 10 mm. This process is done in
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multiple distinct z-regions per event, in order to enhance its statistical power. However

this induces a bias in nPU
trk since the distribution of zllvtx along z is not accounted for. To

overcome this, the bias is studied as a function of the z-coordinate and then weighted

with the normalised beam spot distribution [1].

Additional tracks from pile-up interactions can inadvertently cause the rejection of signal

events. This can be quantified by the signal efficiency of the exclusivity requirement

which makes use of the distribution of nPU
trk and depends on both the pile-up and beam

conditions. For the Run 2 data-taking period, with an average pile-up equal to 33.7, the

average signal efficiency was found to be 52.6% [1].
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Chapter 7

Corrections Applied to the

Charged Track Multiplicity

The correction applied to the charged track multiplicity, in order to correct for the

mismodelling of the underlying event activity in background processes, will be outlined

in Section 7.1. Then, studies performed by the author of this thesis, on the validity of

applying the charged track multiplicity reweighting factor to diboson processes, will be

presented in Section 7.2.

7.1 The Charged Track Multiplicity Reweighting Method

One of the most important distributions in the photon-induced W+W− analysis, is the

charged particle multiplicity, nch, which gets reconstructed as a number of tracks, ntrk

in the detector. These quantities are crucial for the accurate selection of signal events.

Quark-induced background processes can be accompanied by additional charged particles

produced as a result of the proton-proton rescattering effects, which are attributed to

the underlying event activity. Therefore the modelling of the underlying event can be

assessed indirectly through the charged particle distribution. In Monte Carlo samples, the

distribution of the number of charged particles at low multiplicities is not well modelled

and must be corrected for using a data-driven method [1].

The underlying event activity depends on the transverse momenta transferred from the

incoming protons to the final state particles. Quark-induced production of different

colourless diboson final states are taken to be analogous to Drell-Yan production, if the

transverse momenta of the different final state particles are equivalent. With this in
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mind, the correcting weights are extracted from measurements of Drell-Yan production

in data and then applied to other quark-induced diboson processes.

The charged particle multiplicity reweighting factors are extracted from same flavour Drell-

Yan events that have passed the preselection requirements, as described in Section 6.4.2.

Additionally, requirements are placed on the charged track multiplicity and the invariant

mass. Events must have between one and four associated charged tracks (1 ≤ ntrk ≤ 4)

and an invariant mass similar to the mass of the Z boson (70 GeV < mll < 105 GeV ).

These requirements suppress the contribution from other processes and ensure that a

high purity of Drell-Yan events are selected.

Any events selected that are not Drell-Yan events, will be dominated by photon-induced

dilepton production. Photon-induced dilepton production has a different dependence

on the transverse momenta of the dilepton pair than is seen for Drell-Yan events. The

contributions from photon-induced dilepton production and from pile-up interactions

are subtracted so that only the contribution from the Drell-Yan events remain. A

D’Agostini [143, 144] unfolding technique is used iteratively to unfold the distribution of

reconstructed charged tracks, ntrk, into the number of charged particles, nch. And then

the charged particle multiplicity is found a function of the transverse momenta of the

dilepton pair in bins of pllT = 5 GeV.

A reweighting factor is given by the ratio of the unfolded data to the unfolded Monte

Carlo simulation, as a function of both the charged particle multiplicity and the transverse

momenta of the dilepton system. It is defined as [1]:

w(nch) =
fdata(nch; pllT )

fMC(nch; pllT )
(7.1)

Where fdata(nch; pllT ) and fMC(nch; pllT ) refer to the charged particle multiplicity distribu-

tion for a specific pllT bin, for data and Monte Carlo respectively. No analytical formula

can be used to defined these distributions, although they are shown in Figure 7.1, along

with the corrected distribution. Figure 7.1 shows the good agreement between data and

Monte Carlo after the charged particle multiplicity reweighting has been applied.

7.2 Validation of the Charged particle multiplicity reweight-

ing in Diboson Events

This section will detail the studies, performed by the author of this thesis, on the validity

of applying the charged particle multiplicity reweighting to diboson Monte Carlo samples.

The charged particle multiplicity reweighting is a data-driven correction factor extracted
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Figure 7.1: A comparison between data, and the Powheg+Pythia8 and Sherpa
Monte Carlo samples before and after the charged particle multiplicity correction is
applied, for the charged track multiplicity distribution of Drell-Yan events. The total
uncertainty of the charged particle multiplicity correction is indicated in the upper panel
for the Powheg+Pythia8 sample. Additionally, it is shown as a band around unity in
the lower panel. The total uncertainty for the Sherpa sample is very similar to that of
the Powheg+Pythia8 sample [1].

from Drell-Yan events and applied to other quark-induced diboson processes, under

the assumption that the transverse momenta of the produced bosons, such as inclusive

W+W−, VBS, WZ and ZZ events, are equivalent. The studies presented in this section

use the PowhegBox v2 diboson samples, and the Sherpa2.2.2 VBS samples, listed in

Chapter 6 Section 6.4.1.2.

The primary motivation for these studies is to ensure that the inclusive W+W− process,

which is the largest source of background in the γγ →WW analysis, is well modelled.

It is important to ensure the underlying event, and subsequently, the charged particle

multiplicity is correctly modelled since the exclusivity selection, used to define the

γγ →WW signal region, depends on this distribution. However, it is difficult to select a

pure sample of inclusive W+W− events with a low charged multiplicity in data that is

not contaminated with signal events. For this reason, the charged particle multiplicity

reweighting is validated using WZ and ZZ events, which have more leptons in their final

states.
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7.3 Studies of ZZ Events using a Four Lepton Selection

First, the application of the charged particle multiplicity reweighting to ZZ events will

be examined. The Standard Model does not include neutral gauge boson self-interactions

therefore it does not predict a contribution from photon-induced ZZ production. This

means there are no other processes with a four lepton final state that can contribute at

low track multiplicities, and so a pure sample of ZZ events can be selected in data.

The ZZ events are selected by requiring two pairs of same-flavour opposite-sign leptons

that have passed the event preselection as described in Chapter 6 Section 6.4.2. Addi-

tionally, all other corrections used in the γγ →WW analysis, such as the events weights

and pile-up corrections, have been applied. Only on-mass shell Z bosons are considered

in this study, therefore the invariant mass of each dilepton pair must be within 15 GeV

of the Z mass. To increase the sample size, the second dilepton pair may have the same

or different flavour as the first dilepton pair. If all four final state leptons are of the same

flavour, then the combination of leptons with an invariant mass closest to the mass of

the Z boson, are chosen to be a pair. Then, the remaining two leptons are also paired

together. A cut of 1 ≤ ntrk ≤ 4 is also applied since it is the charged track distribution

at low multiplicities that is most relevant to this study.

Figure 7.2 shows the comparison between data and Monte Carlo for the distribution of the

charged track multiplicity of the four lepton system. Figure7.2(a) shows the distribution

before the charged particle multiplicity reweighting has been applied and Figure 7.2(b)

shows the distribution after the charged particle multiplicity reweighting has been

applied, with the systematic uncertainty on the charged particle multiplicity reweighting

included in the error band on the Monte Carlo. Before the charged particle multiplicity

reweighting is applied, the reduced chi-squared statistic is equal to χ2/NDF = 0.57.

After the reweighting has been applied the reduced chi-squared statistic is equal to

χ2/NDF = 0.69. Applying the charge particle multiplicity reweighting factor to the

charged track multiplicity distribution leads to a small reduction in the agreement

between Monte Carlo and data, however it is still acceptable.

Figure 7.3 shows the comparison between data and Monte Carlo for the transverse

momentum of the four lepton system. Figure 7.3(a) shows the distribution before the

charged particle multiplicity reweighting has been applied and Figure 7.3(b) shows the

distribution after the charged particle multiplicity reweighting has been applied, with

the systematic uncertainty on the charged particle multiplicity reweighting included in

the error band on the Monte Carlo. These plots show that before the charged particle

multiplicity reweighting is applied, the Monte Carlo typically overestimates the data.
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Figure 7.2: Comparison plots between data and Monte Carlo for the charged track
multiplicity of the four lepton selection. a) Shows the distribution before the charged
particle multiplicity reweighting has been applied. b) Shows the distribution after the
charged particle multiplicity reweighting has been applied.

5

10

15

20

25

30

E
v
e

n
ts

 /
 5

 G
e

V

Data stat)⊕SM (sys 

Top quark Drell-Yan

γW+ MisID lep

WW ZZ

WZ VBS

exclusive

±

W
±

W exclusivell

Plot: "Cut4Lepless5Track/Pt4l"

-1Ldt = 139 fb∫= 13 TeV, s

4l→ZZ

0 50 100 150 200 250 300 350 400

 [GeV]
T,4l

p

D
a
ta

 /
 S

M
 2

1.6
1.2
0.8
0.4
 0

(a)

5

10

15

20

25

30

E
v
e

n
ts

 /
 5

 G
e

V

Data stat)⊕SM (sys 

Top quark Drell-Yan

γW+ MisID lep

WW ZZ

WZ VBS

exclusive

±

W
±

W exclusivell

Plot: "Cut4Lepless5Track/Pt4l"

-1Ldt = 139 fb∫= 13 TeV, s

4l→ZZ

0 50 100 150 200 250 300 350 400

 [GeV]
T,4l

p

D
a
ta

 /
 S

M
 2

1.6
1.2
0.8
0.4
 

0

(b)

Figure 7.3: Comparison plots between data and Monte Carlo for the transverse momen-
tum of the four lepton selection. a) Shows the distribution before the charged particle
multiplicity reweighting has been applied. b) Shows the distribution after the charged
particle multiplicity reweighting has been applied.

Once the charged particle multiplicity reweighting has been applied, the Monte Carlo

typically underestimates the data.

The four lepton selection region has a fairly small event count, which means the conclusions

drawn from this study are somewhat limited by statistical precision. Nonetheless, this
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study shows that the agreement between data and Monte Carlo does not drastically

deteriorate after the charged particle multiplicity reweighting has been applied.

Other members of the analysis team are performing an on-going analysis, focussing on

the purely electromagnetic production of γγ → 4l. This on-going analysis does not have

an on shell Z mass requirement and studies leptons with a lower transverse momentum,

than the study presented in this section. Early indicators from this analysis suggest that

significant improvements are seen for the data Monte Carlo agreement, when the charged

particle multiplicity reweighting is applied in the ntrk < 10 region. This provides some

encouragement that the charged particle multiplicity reweighting can be applied to ZZ

events.

7.4 Studies of WZ Events using a Three Lepton Selection

The charge particle multiplicity reweighting is also applied to WZ events which has a

final state of three leptons and one neutrino. As is the case for ZZ events, the Standard

Model does not predict photon-induced WZ production, therefore there are no exclusive

production processes with three leptons in the final state that can contribute at low track

multiplicities. WZ events can be selected from data with a higher purity than inclusive

W+W− events, but with a lower purity than ZZ events.

WZ diboson events are selected by requiring three final state leptons, that have passed

the event preselection as described in Chapter 6 Section 6.4.2. Additionally, all other

corrections used in the γγ → WW analysis, such as the events weights and pile-up

corrections, have been applied. One lepton originates from a W decay, while the other

two originate from a Z decay. The two leptons originating from the Z decay are required

to be the same flavour and have opposite signs. In addition, Z boson must be on-mass

shell, so the invariant mass of the same flavour dilepton pair must be within 15 GeV

of the Z mass. The lepton originating from the W boson decay is selected with Tight

isolation requirements and with either the Tight electron likelihood or muon quality

applied. To increase the sample size, there is no restriction applied on the flavour of

the lepton originating from the W boson. As is the case for the ZZ study, a cut of

1 ≤ ntrk ≤ 4 is applied since it is the charged track distribution at low multiplicities that

is most relevant.

Figure 7.4 shows a comparison between the data and Monte Carlo for the charged track

multiplicity distribution. Figure7.4(a) shows the distribution before the charged particle

multiplicity reweighting has been applied and Figure 7.4(b) shows the distribution after

the charged particle multiplicity reweighting has been applied, with the systematic
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Figure 7.4: Comparison plots between data and Monte Carlo for the charged track
multiplicity of the three lepton selection. a) Shows the distribution before the charged
particle multiplicity reweighting has been applied. b) Shows the distribution after the
charged particle multiplicity reweighting has been applied.

uncertainty on the charged particle multiplicity reweighting included in the error band

on the Monte Carlo. Before the charged particle multiplicity reweighting is applied, the

reduced chi-squared statistic is equal to χ2/NDF = 0.17. After the charged particle

multiplicity reweighting has been applied, the reduced chi-squared statistic is equal to

χ2/NDF = 1.15. This indicates that applying the charged particle reweighing to the

three lepton selection, reduces the agreement between data and Monte Carlo.

Now, the data and Monte Carlo is compared for the transverse momentum of the three

lepton system in Figure 7.5. Figure 7.5(a) shows the distribution before the charged

particle multiplicity reweighting has been applied and Figure 7.5(b) shows the distribution

after the charged particle multiplicity reweighting has been applied, with the systematic

uncertainty on the charged particle multiplicity reweighting included in the error band

on the Monte Carlo. These plots show that before the charged particle multiplicity

reweighting is applied, the modelling typically overestimates the amount of data. After

the charged particle multiplicity reweighting has been applied, the agreement between

data and Monte Carlo has worsened, with the Monte Carlo now underestimating the

data in nearly all bins.

It is possible that this disagreement between data and Monte Carlo could arise from

misidentified leptons. Any misidentified leptons are more likely to have a low transverse

momentum and will have originated either from charged hadrons, photon conversion semi-

leptonic heavy flavour decays, or from in-flight meson decays. Misidentified muons are

most likely to originate from semi-leptonic heavy flavour decays. Misidentified electrons
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Figure 7.5: Comparison plots between data and Monte Carlo for the transverse momen-
tum of the three lepton selection. a) Shows the distribution before the charged particle
multiplicity reweighting has been applied. b) Shows the distribution after the charged
particle multiplicity reweighting has been applied.

with low values of transverse momentum are dominated by charged hadrons and photon

conversions.

A data-driven estimate of the contribution from misidentified leptons is obtained using a

similar method to the fake factor method, described in Chapter 6 Section 6.4.4.1. The

number of misidentified leptons is estimated with the use of a transfer factor, known

as a fake factor, to translate the yield of misidentified leptons between two orthogonal

selection regions. A control sample is used to obtain an estimate of the number of

misidentified leptons. The control sample has the same kinematic selections as the

nominal WZ selection but there are no isolation criteria applied to the leptons. The fake

factor, fFake is defined as the ratio of the number of leptons satisfying the nominal three

lepton selection criteria, Npass
3l to the number of leptons failing the same criteria, Nfail

3l :

fFake =
Npass

3l

Nfail
3l

(7.2)

The estimate of the number of misidentified leptons is obtained by applying the fake

factor to the number of leptons in the control sample that originate from a W boson and

fail the selection criteria.

For WZ events, where the Z boson is on-shell, the transverse momentum of the dilepton

pair is likely to be high. Therefore it is more likely that the lepton from the W decay

could manifest as a misidentified lepton. For this reason, the estimate of misidentified

leptons is only performed on the lepton originating from the W boson.
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Figure 7.6: Leading order Feynman diagrams of the γγ → 4l process [145].

The contribution from misidentified leptons is very small and cannot provide a full

explanation of discrepancy seen between data and Monte Carlo. Another member of

the γγ → WW analysis team performed studies where the the charged multiplicity

reweighting was applied at truth-level and the effects were studied at reco-level. These

studies indicated that the charged particle multiplicity reweighting behaved as expected,

and concluded that the difference between data and Monte Carlo must originate from

an unknown source of background. Furthermore, other distributions were investigated

and they showed a flat ratio of data to Monte Carlo. It is possible that the discrepancy

arises from photon-induced dilepton production with a W boson radiated off or from

low mass WZ events. It is also possible that the difference between data and Monte

Carlo could be attributed to virtual Wγ∗/Z events or from ZZ events with some leptons

falling outside of the acceptance region of the detector.

Alternatively, it is possible that there is some contribution from γγ → 4l events with some

leptons falling outside of the acceptance region of the detector [145]. Figure 7.6 shows

the Feynman diagrams of the γγ → 4l process at leading order. There is no contribution

from ZZ → 4l with two on-shell Z bosons at tree-level, therefore the γγ → 4l process

does not contribute towards the four lepton selection described in Section 7.3. This

explains why the charged particle multiplicity reweighting works better for the four

lepton selection than the three lepton selection.

7.5 Conclusions

The studies of applying the charged particle multiplicity reweighting to ZZ events

indicate that applying the charged particle multiplicity reweighting slightly reduces the

agreement between data and Monte Carlo. Applying the charged particle multiplicity

reweighting to ZZ events does not cause a drastic deterioration of the agreement between

data and Monte Carlo, providing some encouragement that the reweighting factor can
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be applied to diboson events. However, it is hard to draw concrete conclusions due to

limitations from statistical sample size in this selection region.

The studies of applying the charged particle multiplicity reweighting to WZ events did

not yield more conclusive answers. Applying the charged particle multiplicity reweighting

to WZ events shows some deterioration between the data and Monte Carlo agreement.

These studies indicate there is some additional background contributing in this region

that is not well understood. Further studies are needed with additional photon-induced

Monte Carlo samples to fully understand the reason behind the difference between data

and Monte Carlo in this selection region. The studies presented in Sections 7.3 and 7.4

did not help to validate the application of the charged particle multiplicity reweighting

to diboson events.

With this in mind, a truth-level systematic uncertainty was assigned to the application

of the charged particle multiplicity reweighting to diboson samples. The truth-level

systematic uncertainty was taken to be the difference between the charged particle

multiplicity distributions of the inclusive W+W− and Drell-Yan Monte Carlo samples,

at truth-level.

Figure 7.7 shows the normalised charged track multiplicity distribution for inclusive

W+W− production as predicted by the Powheg+Pythia8 Monte Carlo sample with

the AZNLO eigentunes1. Also plotted are the predictions by the Powheg+Herwig

and Sherpa Monte Carlo samples. In general, the track multiplicity distribution is

modelled consistently across the generators, however a large variation is seen in the

ntrk = 0 bin. The total systematic uncertainty is taken to be the full range of the Monte

Carlo predictions, shown by the grey hatched band in Figure 7.7 [1].

Additionally, Figure 7.1 shows a comparison between data, Powheg+Pythia8 and

Sherpa Monte Carlo samples, before and after the reweighting has been applied to the

charged track multiplicity distribution of Drell-Yan events. The Drell-Yan events shown

in this figure are required to satisfy 70 GeV < mll < 105 GeV to ensure a pure sample

and that the Z boson is on-mass shell. This figure illustrates how poorly the underlying

event is modelled in Drell-Yan events before the charged particle multiplicity is applied.

Applying the charged particle multiplicity to Drell-Yan events brings the two Monte

Carlo samples into agreement with each other and into agreement with data, within the

associated systematic uncertainty.

1
The AZNLO eigentunes are a set of variations parton shower settings of the Monte Carlo genera-

tor [146]
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Figure 7.7: The normalised charged track multiplicity distribution for inclusive W+W−

production, as predicted by Powheg+Pythia8, Powheg+Herwig and Sherpa
Monte Carlo samples, with the charged track multiplicity reweighting applied. The
Powheg+Pythia8 sample includes the envelope from the AZNLO eigentunes. Good
agreement is seen for the 0 < ntrk < 5 region, however a large variation is seen for the
ntrk = 0 bin. The γγ →WW analysis takes the average value of the predictions to be
the background contribution form inclusive W+W− production (dark grey line) and the
total systematic uncertainty is taken to be the full range of the Monte Carlo predictions
(grey hatched band). The lower pannel shows the ratio of each Monte Carlo sample to
the estimated value of inclusive W+W− [1].

Figure 7.8 shows the difference between the diboson Powheg+Pythia8 and Sherpa

samples (listed in Chapter 6 Section 6.4.1) before and after the charged particle multiplic-

ity reweighting is applied. Figure 7.8(a) shows the comparison for the nominal dilepton

selection in the eµ channel. Whilst Figures 7.8(b) and 7.8(c) show the comparison for

the three and four lepton selections, respectively. The bottom panel in each figure shows

the ratio of Sherpa to Powheg+Pythia8. The black lines indicate the ratio before the

reweighting has been applied and the red lines indicate the ratio after the reweighting

has been applied. These figures illustrate that there is a large disagreement between the

Monte Carlo generators before the charged particle multiplicity reweighting is applied.

The agreement between the Monte Carlo generators improves after the reweighting has

been applied. This trend is seen for both the two, three and four lepton selections. It

mirrors the trend seen for the selection of Drell-Yan events in Figure 7.1, which shows

that after the charged particle multiplicity reweighting has been applied, the agreement
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between the Monte Carlo generators improves and also that that the agreement between

Monte Carlo and data improves. It is assumed that with the addition of the missing

background contribution (see Section 7.4), the modelling of the three and four lepton

selections would also move towards the data, after the application of charged particle

multiplicity reweighting.
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Figure 7.8: The normalised distribution of the charged track multiplicity before and
after the charged particle multiplicity reweighting is applied. The figures show the
comparison between the Powheg+Pythia8 and Sherpa Monte Carlo samples and the
bottom panel displays the ratio between the two samples before (black) and after (red)
the reweighting has been applied. a) Shows the comparison for the nominal dilepton
selection in the eµ channel. b) Shows the comparison for the three lepton selection. c)
Shows the comparison for the four lepton selection.
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Chapter 8

Determining the Exclusivity Scale

Factor

This chapter will describe the final data-driven correction applied in the γγ → WW

analysis - the exclusivity scale factor, SExcl. The exclusivity scale factor is applied

to the simulated Herwig7 signal samples, which do not account for contributions

from the inelastic production mechanisms. Contributions from the inelastic production

mechanisms produce additional charged particles, causing the event to be rejected by

the exclusivity requirement and therefore a subsequent reduction of the measured cross

section, compared to what is expected theoretically.

The exclusivity scale factor is derived using a γγ → ll sample collected from data. It

is calculated by the ratio of the number of exclusive events in data to the number of

predicted exclusive events. This is realised by studying the invariant mass distribution

and then subtracting the yield in background from the yield in data, divided by the yield

of signal, as shown in Equation 8.1.

SExcl =
Ndata −Nbkg

NExcl
(8.1)

The data-driven approach used to calculate the exclusivity scale factor estimates Nbkg

using a template model in data and NExcl is given by simulated photon-induced events.

By its essence, the exclusivity scale factor accounts for the contribution to the observed

events from semi- and double-dissociative events, where the incoming photon is radiated

off the partons inside the proton, as well as for additional proton-proton rescatterring

effects that occur after the photons have been emitted. The probability that the incoming

protons remain intact and do not break up as a result of additional soft QCD rescattering
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effects is given by the survival factor, as described in Chapter 6 Section 6.2.1. The

survival factor cannot be calculated from first principles but its physical effects are

included in the exclusivity scale factor. There is no way to experimentally distinguish

the two contributions to the exclusivity scale factor and therefore there is no analytical

way of relating the survival factor to the exclusivity factor.

This chapter describes the techniques used by the author of this thesis to determine the

exclusivity scale factor.

8.1 Control Sample Selection

The exclusivity scale factor is derived from a control sample using photon-induced

dilepton production. At the LHC, this process occurs when a photon is radiated off each

of the incoming protons, pp(γγ)→ p(∗)l+l−p(∗) - where p(∗) denotes the final state proton

remaining intact or fragmenting, after it has emitted a photon. This process can occur

via elastic or dissociative production mechanisms, thus is very similar to photon-induced

W+W− production [44]. The exclusivity scale factor is derived using photon-induced

dilepton events so that the final scale factor is as unbiased as possible.

Events are selected using the same preselection as detailed in Chapter 6 Section 6.4.2,

with only same flavour final states considered. To increase the sample size, the exclusivity

scale factor is studied in the combined ee and µµ channel. The exclusivity requirement is

applied and the dilepton invariant mass is required to be greater than 160 GeV in order to

resemble the kinematic threshold of γγ →WW production. The selection requirements

for the preselection and control sample are summarised in Table 8.1

Where simulated γγ → ll samples are used, all corrections used in the nominal event

selection are applied (as described in Chapter 6 Section 6.4.5). This control sample is

considered to be independent from the γγ → WW signal sample since the predicted

event count of the γγ → ll process is approximately 66 times greater than the predicted

event count for the γγ →WW process with same flavour final states.

8.2 The Estimation of Background Contributions in the

γγ → ll Control Region

A template method is used to estimate the contribution of background processes in the

control sample by employing the distribution of the invariant mass of the dilepton pair.

Figure 8.1 shows the invariant mass distribution of the control sample in data and Monte
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Reconstructed Object Selection

Preselection

Tracks
Tight Primary
d0 < 1mm

electrons

Medium Likelihood
Loose Isolation
|η| < 2.47 (excluding 1.37 < |η| < 1.52)
ET > 20 GeV
d0/σd0

< 5.0

muons

Medium Quality
Loose Isolation
|η| < 2.5
ET > 20 GeV
d0/σd0

< 3.0

plT
leading lepton > 27 GeV
sub-leading lepton > 20 GeV

mll > 20 GeV

Control Sample Selection

Dilepton Charge Opposite Charge
Dilepton Flavour Same Flavour
mll > 160 GeV

Table 8.1: A summary of the preselection requirements and control sample requirements,
used to select events for determining the exclusivity scale factor.

Carlo with the exclusivity requirement applied1. Figure 8.1 shows that some Drell-Yan

events are still select with the control sample selection, however the contribution from

these events falls off steeply with increased values of invariant mass. For higher values

of invariant mass, the γγ → ll process becomes the largest contribution in the control

sample selection. Furthermore, Figure 8.1 shows that the agreement between data and

Monte Carlo is good around the Z mass peak, where Drell-Yan events dominate; however

it worsens for higher values of invariant mass. the exclusivity scale factor aims to correct

for this discrepancy.

In order to construct the background template, the processes that contribute to the

control sample must be considered. The primary source of background in the control

region is Drell-Yan production. Since Drell-Yan production is a quark-induced process,

it is usually associated with a large track multiplicity and so is suppressed when the

exclusivity requirement is applied. Relaxing the selection on the number of additional

charged tracks therefore leads to an increase in the number of background Drell-Yan

events and a decrease in the number of exclusive signal events.

1
The exclusivity requirement stipulates no charged tracks in addition to the tracks of the selected

leptons, ntrk = 0. This requirement, first introduced in Chapter 6 Section 6.4.3, helps to select photon-
induced events.
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Figure 8.1: The distribution of the invariant mass with the exclusivity requirement
applied shown for the control sample selection in data and Monte Carlo, in the combined
ee and µµ channel. The distributions are normalised to the Z mass peak (83.5 GeV <
mll < 98.5 GeV).

An estimate of the background can be extracted for a selection on the track multiplicity,

ntrk > 0, if the number of exclusive events is adequately small and the shape of the

invariant mass distribution is still representative of that when the exclusivity requirement

is applied.

First the shape of the invariant mass distribution is studied, in bins of charged track

multiplicity, to establish if this distribution is suitable for the basis of the template

model. Then the relative contributions of signal and background processes are studied,

also in bins of charged track multiplicity, in order to find a selection that enhances the

background sufficiently.

8.2.1 The Shape of the Invariant Mass Distribution

The exclusivity scale factor is extracted using the invariant mass distribution, under

the assumption that the shape of this distribution in background is independent of the

charged track multiplicity. Figure 8.2 shows the invariant mass distribution for the

ntrk = 0, 2, 5, 7, 10 selections for all Monte Carlo background samples2 (Figure 8.2(a))

and for data (Figure 8.2(b)). Both plots show the invariant mass distribution for the

combined ee and µµ channel.

2
A list of the Monte Carlo background samples can be found in Chapter 6, Section 6.4.1.

138



100 150 200 250 300 350 400

10

210

310

410

510

E
v
e

n
ts

/G
e

V

Background Monte Carlo Samples

=0trkn

=2trkn
=5trkn

=7trkn

=10trkn

-1=13 TeV, 139 fbs

final-statesµµee/

Background Monte Carlo Samples

100 150 200 250 300 350 400
 [GeV]llm

=
5

tr
k

=
0

/n
tr

k
n

   2

1.5

   1

0.5

(a)

100 150 200 250 300 350 400
 [GeV]llm

210

310

410

510

E
v
e

n
ts

/G
e

V

Data

=0trkn

=2trkn

=5trkn

=7trkn

=10trkn

-1=13 TeV, 139 fbs

final-statesµµee/

Data

100 150 200 250 300 350 400
 [GeV]llm

=
5

tr
k

=
0

/n
tr

k
n

8

6

4

2

(b)

Figure 8.2: The invariant mass distribution with the exclusivity requirement applied
in the combined ee and µµ channel and normalised to the Z mass peak (83.5 GeV <
mll < 98.5 GeV). The plots show the shape of the distribution for different selections
on the charged track multiplicity. a) shows the distribution for all Monte Carlo samples
and b) shows the distribution for data. The lower panel shows the ratio of the ntrk = 0
selection to the ntrk = 5 selection.
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Process
Percentage Contribution [%]

ntrk = 0 ntrk = 1 ntrk = 2 ntrk = 3 ntrk = 4 ntrk = 5 ntrk = 6 ntrk = 7 ntrk = 8 ntrk = 9 ntrk = 10

γγ → ll 53.20 9.27 3.29 1.73 1.07 0.72 0.51 0.37 0.30 0.24 0.20

γγ →WW 1.37 0.21 0.07 0.04 0.03 0.02 0.01 0.01 0.01 0.01 0.01

Z → ll 43.90 88.08 93.80 95.04 95.55 96.02 96.31 96.47 96.49 96.43 96.16

Z → ττ 0.04 0.06 0.08 0.09 0.07 0.07 0.04 0.03 0.01 0.01 0.00

Inclusive WW 1.27 1.73 1.97 2.07 2.18 1.76 1.58 1.15 0.81 0.52 0.24

Wγ 0.03 0.12 0.06 0.18 0.10 0.07 0.03 0.04 0.10 0.09 0.10

Others 0.19 0.53 0.73 0.86 1.00 1.34 1.52 1.93 2.28 2.70 3.29

Signal

Contamination
54.57 9.48 3.36 1.77 1.10 0.74 0.52 0.38 0.31 0.25 0.20

Table 8.2: The relative contributions of each physics process for different selections on
the charged track multiplicity. The figures in this table were obtained using all available
Monte Carlo samples in the combined ee and µµ channel and for mll > 160 GeV.

The distribution in Monte Carlo shows a similar shape for all five track selections. In

comparison, the distribution in data shows a difference in shape between the exclusive

track selection (ntrk = 0) and track selections of higher multiplicity. This difference can

be attributed to the contributions from dissociative channels, which are not modelled in

the Monte Carlo samples (see Chapter 6 Section 6.4.1).

The consistency of the shape of the invariant mass distribution for higher values of

charged track multiplicity validates the assumption that the shape of this distribution

is independent of the number of additional charged tracks. Consequently, the template

model of background in data can be constructed using the invariant mass distribution

for a given track multiplicity selection.

8.2.2 The Relative Contributions of Signal and Background Processes

An estimate of the background contribution in data can be extracted using a data

template of the invariant mass distribution only if the number of photon-induced events

is adequately small. In order to find this point, all available Monte Carlo samples are

used to study the relative contributions for each process as a function of the number of

tracks. Table 8.2 shows the relative contributions as predicted by the Monte Carlo in the

combined ee and µµ channel for mll > 160 GeV. In this table the category Others refers

to small contributions from hWW , ZZ, WZ, t̄t and Wt events. Table 8.2 illustrates the

how the number of exclusive events rapidly falls with an increasing number of tracks.

The relative contributions as predicted by the Monte Carlo, for each physics process

contributing to the control sample, are used to define a selection for data in which

background processes will dominate. The background estimation is derived from data
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Process
Percentage Contribution [%]

88.5−93.5 GeV 86−96 GeV 83.5−98.5 GeV 81−101 GeV 78.5−103.5 GeV 76−106 GeV 73.5−108.5 GeV 71−111 GeV

γγ → ll 0.35 0.49 0.66 0.83 1.01 1.20 1.39 1.58

γγ →WW 0.00 0.00 0.00 0.01 0.01 0.01 0.01 0.01

Z → ll 96.61 99.47 99.30 99.12 98.93 98.74 98.54 98.34

Z → ττ 0.00 0.00 0.00 0.01 0.01 0.01 0.02 0.02

Inclusive WW 0.00 0.01 0.01 0.01 0.01 0.01 0.01 0.01

Wγ 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Others 0.04 0.03 0.03 0.02 0.03 0.03 0.03 0.04

Signal

Contamination
0.35 0.49 0.66 0.84 1.02 1.21 1.40 1.59

Table 8.3: The relative contributions of each physics process within windows of varying
size, centred around the Z mass peak. The figures in this table were obtained using all
available Monte Carlo samples in the combined ee and µµ channel with the exclusive
track selection applied.

that passes the control sample selection but with the exclusivity requirement replaced

by a condition of ntrk = 5. The 5-track selection is the first point at which the signal

contamination drops below 1% and it is used as the nominal selection for the background

contribution in the calculation of the exclusivity scale factor.

8.2.3 Normalisation of the Background Template

The next step in this data-driven method for the estimation of background is to normalise

the dilepton invariant mass distribution of the chosen background data selection, to the Z

mass peak of the exclusive track selection, ntrk = 0, in data. Table 8.3 shows the relative

contributions for each physics process for varying normalisation windows, all centred

around the Z mass peak. As is the case for Table 8.2, the Others category in Table 8.3

refers to small contributions from hWW , ZZ, WZ, t̄t and Wt events.

A normalisation window of ±5 GeV of the Z mass, 83.5 GeV< mll < 98.5 GeV, is chosen,

because this in this mass region there is a very high prevalence of the dominant source of

background events - 99.30% of events originate from Drell-Yan production. Additionally,

the Monte Carlo predicts no contribution from photon-induced W+W− events in this

mass region and the contribution from exclusive dilepton events is less than 1%.

The invariant mass distribution for the background track selection, ntrk = 5, is normalised

to the Z mass peak of the exclusive track selection in data. The exclusivity scale factor

is evaluated for the region of mll ≥ 160 GeV, as this is the threshold for WW production.

Figure 8.3 shows the normalised invariant mass distributions for both data and Monte

Carlo. The normalisation and evaluation mass regions are indicated by the dashed

vertical lines.
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Figure 8.3: Shown are the invariant mass distributions of the exclusive and background
track selections in the combined ee and µµ channel. Each distribution is normalised to
a region of ±5 GeV of the Z mass peak for the exclusive track selection in data. The
normalisation region is indicated by the black dashed vertical line, whilst the evaluation
region is on the threshold of WW production as indicated by the red dashed vertical
line. a) shows the distributions in data and b) shows the distributions in Monte Carlo.
The shape of the background selection in data matches the shape of the Monte Carlo
distributions. The lower panel shows the ratio of the ntrk = 0 selection to the ntrk = 5
selection.

142



8.3 Extracting the Exclusivity Scale Factor Using the Tem-

plate Model

Now that a template model for the contribution of background processes in data has

been found, Equation 8.1 can be adjusted as follows:

SExcl =
1

NMC
Excl

(
Ndata(ntrk = 0)−Ndata(ntrk = 5) · N(ntrk = 0,Zwindow)

N(ntrk = 5,Zwindow)

)
(8.2)

Where NMC
Excl is the number of exclusive events predicted by the Monte Carlo and Zwindow

is the normalisation region of 83.5 GeV< mll < 98.5 GeV. The normalisation factor is

denoted by N(ntrk=0,Zwindow)
N(ntrk=5,Zwindow) . The nominal normalisation factor is equal to 0.16.

8.4 Systematics

It is important to note that the data-driven method has a number of sources of systematic

error that will now be addressed. For instance, the nominal background selection has

some contribution from exclusive processes as shown in Table 8.2. In order to quantify

this source of systematic error, the exclusivity scale factor is studied for an alternate track

selection, ntrk = 2. A 2-track systematic selection is chosen since this is approximately

half-way between the exclusive track selection and the nominal background track selection

used in the template model. The contribution from exclusive processes amounts to 3.36%

of events for the systematic background track selection. This is approximately 4.5

times more signal contamination than for the nominal background track selection. The

systematic uncertainty associated with the track selection of the background template

is calculated as the relative difference between the exclusivity scale factor given by

the nominal and systematic track selections. The systematic track selection yields an

uncertainty of ±3.61%.

Varying the track selection alone does not account for the contribution of exclusive events

in the normalisation range. Therefore a further source of systematic error originates

from the width of the normalisation window. The systematic error associated with the

normalisation region can be understood by studying the relative contributions of the

Monte Carlo with the exclusive track selection applied, for varying normalisation windows

centred around the Z mass peak as shown in Table 8.3. A systematic normalisation

region of ±15 GeV of the Z mass, 73.5 < mll < 108.5 GeV, is chosen. The systematic

normalisation factor is equal to 0.31. 1.40% of events in this mass region originate from

exclusive events. This figure is about twice as large as the number of exclusive events

contributing in the nominal normalisation region. The systematic uncertainty associated
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with the normalisation of the background template is calculated as the relative difference

between the exclusivity scale factor given by the nominal and systematic normalisation

regions. The systematic normalisation region yields an uncertainty of ±1.11%.

The dilepton invariant mass distribution for both the exclusive and systematic background

track selections are shown in Figure 8.4 for both Monte Carlo and data. The systematic

normalisation region is indicated by the dashed vertical black line. For the systematic

variations, the exclusivity scale factor is still evaluated for mll ≥ 160 GeV.

Finally, an additional transfer uncertainty must be considered to represent any potential

differences between γγ → ll events, used to derive the exclusivity scale factor, and

γγ →WW events, for which the exclusivity scale factor is applied. Differences between

these two exclusive processes may occur due to the mass-dependence of rescattering

effects. Nominally, the exclusivity scale factor is evaluated at the threshold of WW boson

production, mll ≥ 160 GeV. The transfer uncertainty is computed by varying the lower

bound on the evaluation region of the exclusivity scale factor and taking the value that

produces the largest variation from the nominal exclusivity scale factor. The lower bound

of the dilepton invariant mass was varied from 100 GeV to 400 GeV in steps of 10 GeV.

Table 8.4 shows how the exclusivity scale factor varies for the different evaluation regions.

The ensuing transfer uncertainty is found to be ±11.20%. The maximal value of the

exclusivity scale factor is found near to the threshold of WW boson production. This is

an expected effect, as studies of the exclusivity scale factor have shown that its value

typically decreases with energy. This is effect is likely to be caused by a combination

of kinematic effects, an increases of WW contribution, and the difference between the

photon parton distribution function and the Equivalent Photon Approximation. Further

studies are needed to fully understand how each of these factors affect the value of the

exclusivity scale factor.

The transfer uncertainty is only applicable to the scaling of the γγ →WW process and

consequently affects the measured signal strength and any cross-section predictions made

using the exclusivity scale factor. It does however, cancel out in the measurement of the

fiducial cross-section because the fiducial cross section is obtained from the product of

the signal strength parameter and the predicted cross-section [1].

The uncertainties from the track selection and normalisation region are added together

in quadrature along with the statistical uncertainty of the exclusivity scale factor to give

a total uncertainty of ±4.19%.
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Figure 8.4: Shown are the invariant mass distributions of the exclusive and systematic
background track selections in the combined ee and µµ channel. Each distribution is
normalised to a systematic normalisation region of ±15 GeV of the Z mass peak for the
exclusive track selection in data. The systematic normalisation region is indicated by
the black dashed vertical line, whilst the evaluation region is on the threshold of WW
production as indicated by the red dashed vertical line. a) shows the distributions in
data and b) shows the distributions in Monte Carlo. The lower panel shows the ratio of
the ntrk = 0 selection to the ntrk = 5 selection.
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mll Lower Bound [GeV] Exclusivity Scale Factor Variation From Nominal Value [%]

100 3.52± 0.05 −1.90
110 3.55± 0.04 −1.13
120 3.57± 0.05 −0.42
130 3.58± 0.05 −0.03
140 3.60± 0.06 +0.37
150 3.58± 0.06 −0.07
160 3.59± 0.06 0.00
170 3.56± 0.07 −0.76
180 3.52± 0.07 −1.81
190 3.44± 0.08 −4.03
200 3.43± 0.09 −4.24
210 3.39± 0.09 −5.37
220 3.42± 0.10 −4.58
230 3.42± 0.10 −4.71
240 3.39± 0.11 −5.40
250 3.42± 0.12 −4.58
260 3.35± 0.12 −6.53
270 3.35± 0.13 −6.61
280 3.31± 0.14 −7.65
290 3.25± 0.14 −9.25
300 3.23± 0.15 −9.97
310 3.33± 0.16 −7.15
320 3.26± 0.16 −9.03
330 3.24± 0.17 −9.78
340 3.22± 0.18 −10.30
350 3.23± 0.19 −9.84
360 3.18± 0.19 −11.20
370 3.21± 0.20 −10.44
380 3.22± 0.21 −10.15
390 3.19± 0.22 −11.10
400 3.19± 0.22 −10.94

Table 8.4: This table shows the value of the exclusivity scale factor and associated
statistical uncertainty for varying values of the lower bound of the evaluation region
and the variation as a percentage from the nominal value of the exclusivity scale factor.

8.5 Results

The data-driven technique to calculate the exclusivity scale factor yields:

SExcl = 3.59± 0.06(stat.)± 0.14(syst.)

This value agrees with the expected value calculated using the MG aMC@NLO Monte

Carlo samples, which include contributions from both the elastic and dissociative channels

(see Chapter 6 Section 6.4.1.2). Figure 8.5 shows the invariant mass distributions of the

combined ee and µµ channel for the exclusive selection in data and the background track
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Figure 8.5: The invariant mass distribution, normalised to the Z mass peak, shown for
the control sample selection for data (black markers), simulated exclusive events (orange
line) and for the nominal (red markers) and systematic (grey markers) track selections
in data. The normalisation and evaluation regions are indicated by the dashed vertical
lines. The simulated exclusive sample, scaled by the exclusivity scale factor is shown by
the dark blue line. The lower panel shows the exclusivity scale factor as a function the
lower limit of the invariant mass [1].

selections in data. Also shown are the distributions of the simulated exclusive processes

both before and after the exclusivity scale factor is applied. There is a lower panel which

illustrates how the exclusivity scale factor varies as a function of the invariant mass.
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Chapter 9

Signal Extraction and Cross

Section Measurement

The fiducial cross section of the photon-induced W+W− process is found by performing a

profile likelihood fit to the estimated signal and background event yields. The likelihood

of observing signal events for a particular distribution, x, is constructed using a Poisson

distribution:

L(x;µ, s, b) =
(µs+ b)N

N !
e−(µs+b)

N∏
i

(
fsPs(xi;θ) + fbPb(xi;θ)

)
(9.1)

where s and b represent the predicted signal and background event yields; and fs and fb

are the fraction of signal and background events. Ps and Pb correspond to the probability

density functions of the distribution x. Finally, µ is the signal strength parameter:

s = µstheory (9.2)

The signal strength parameter defines how strong the observed signal is compared to the

theoretical prediction [147].

The estimated signal and background yields, and the normalisation of the dominant

background processes are left to be free parameters. The remaining background processes

are fixed. The systematic uncertainties associated with the analysis, along with any other

parameters not directly related to the cross section measurement, are viewed as nuisance

parameters (denoted by θ = (θ1...θn)). A profile likelihood ratio can be constructed

λ(µ) =
L(x;µ, ˆ̂θ)

L(x; µ̂, θ̂)
(9.3)
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SR CR1 CR2 CR3

Kinematic Selection
peµT > 30 GeV
ntrk = 0

peµT < 30 GeV
1 ≤ ntrk ≤ 4

peµT > 30GeV
1 ≤ ntrk ≤ 4

peµT < 30 GeV
ntrk = 0

γγ →WW 174± 20 24± 5 95± 19 45± 6
γγ → ll 5.5± 0.3 32± 7 5.6± 1.2 39.6± 1.9
Drell-Yan 4.5± 0.9 4700± 400 105± 19 280± 40
qq →WW
(including gg and VBS)

101± 17 970± 150 1700± 270 55± 10

Non-prompt Leptons 14± 14 500± 400 220± 220 36± 25
Other Backgrounds 7.1± 1.7 81± 15 311± 76 1.9± 0.4

Total 305± 18 6320± 130 2460± 60 459± 19

Data 307 6332 2458 449

Table 9.1: This table shows a summary of the predicted signal and background event
yields and the data event yields after the profile likelihood fit, for each kinematic region.
The total uncertainties are shown and they include both systematic and statistical
uncertainties. The event yields from the ”Other Backgrounds” category include WZ and
ZZ diboson production, top-quark production and other gluon-induced processes [1].

The numerator in equation 9.3 is the value of the likelihood maximised for the number of

observed events in data. Here, the signal strength parameter is fixed and the likelihood

is maximised by the conditional maximum likelihood estimator,
ˆ̂
θ. In the denominator,

both the signal strength parameter and the nuisance parameters are fitted simultaneously,

and the likelihood is maximised for the number of events observed in data without

constraint. Here, the likelihood is maximised by likelihood estimators for both the signal

strength parameter, µ̂, and the nuisance parameters, θ̂ [113, 115].

The integrated event yield for the signal region and four control regionsThe first three

control regions are described in Chapter 6 Section 6.4.4 and the final control region is

the region used to calculate the exclusivity scale factor in Chapter 8. are used in the

fit. The event yield for the γγ →WW process is scaled by a signal strength parameter,

in addition to the exclusivity scale factor. The resulting fit rejects the background-only

hypothesis with a significance of 6.7 standard deviations [1].

Table 9.1 summarises the predicted number of events for signal and background, for each

kinematic region, after the profile likelihood fit has been performed. A total uncertainty,

including both statistical and systematic uncertainties, is given for each event yield. The

best fit results indicate 132 background events are predicted in the signal region. Also

shown is the number of observed data events observed for each kinematic region. A

total of 307 events were observed in data in the signal region. The normalisation of

the inclusive WW background process is constrained and found to be 1.21+0.19
−0.23 (tot.).

The normalisation of the Drell-Yan background process is constrained and found to be

1.16+0.10
−0.12 (tot.).
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Figure 9.1: The distribution of the transverse momentum of the dilepton pair. a) Shows
this distribution for 1 ≤ ntrk ≤ 4 tracks and b) shows this distribution for ntrk = 0.
The dashed vertical line on each plot indicates the transition between the different
control regions, and the signal region is shown by the dashed horizontal arrow. The
normalisation factors and nuisance parameters extracted from the profile likelihood fit
have been applied. The ratio of data to prediction is shown in the lower panel and the
total uncertainties are indicated by the hatched band. The final bin in each distribution
includes the overflow [1].

Next a fit to data is performed and the background-only hypothesis is rejected with a

significance of 8.4 standard deviations and a signal strength of 1.33+0.14
−0.14(stat.)+0.22

−0.17(syst.)

is measured relative to the yield of simulated γγ →WW events, scaled by the exclusivity

scale factor. The significance of this fit is enough to establish the observation of photon-

induced W+W− production in proton-proton collisions.

Two distributions of the transverse momentum of the dilepton pair, with the fitted nui-

sance parameters and background normalisations, are shown in Figure 9.1. Figure 9.1(a)

shows this distribution with a requirement of 1 ≤ ntrk ≤ 4 applied, and Figure 9.1(b)

shows this distribution with a requirement of ntrk = 0 applied. The boundary between

the different control regions and the signal regions is indicated by the vertical dashed

lines at peµT = 30 GeV.

Figure 9.2 shows the distribution of the number of reconstructed tracks with the require-

ment that the transverse momentum of the dilepton pair is greater than 30 GeV. The

signal region is indicated by the dashed line and arrow on the figure. The background

normalisations and the fitted nuisance parameters are included in this figure.

The cross section measurement of the γγ → WW process is performed in a fiducial

region that is similar to the acceptance of the detector. The leptons must originate from
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Figure 9.2: This figure shows the distribution of the number of charged tracks associated
with the dilepton interaction vertex. The signal region of the photon-induced W+W−

analysis requires ntrk = 0 and is indicated by the dashed line on the plot. Data is shown
by the black markers and the simulated processes are shown by the coloured areas. The
normalisation factors and nuisance parameters extracted from the profile likelihood fit
have been applied. The ratio of data to prediction is shown in the lower panel and the
total uncertainties are indicated by the hatched band [1].

W decays, and they are required to have a pseudorapidity less than 2.5 at particle level.

The leading lepton is required to have a transverse momentum greater than 27 GeV and

the sub-leading lepton must have a transverse momentum greater than 20 GeV. If there

are any photons that do not originated from a hadronic decay, in a cone of ∆R = 0.1,

around a given lepton, then it is added to the four-momentum of that lepton. Events are

selected with two leptons of opposite-sign and different-flavour final states, however W

decays into a τ -lepton are not included in the event selection. The selected dilepton pair

must have an invariant mass greater than 20 GeV and a transverse momentum greater

than 30 GeV. Finally, there can be no additional charged particles with a transverse

momentum greater than 500 MeV and with a pseudorapidity less than 2.5 at particle

level.

The fiducial cross section of pp(γγ) → p(∗)W+W−p(∗), with W+W− → e±νµ∓ν, is

retrieved from the observed signal strength [1]:

σmeas = 3.13± 0.31(stat.)± 0.28(syst.) fb
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The measured cross section from data can be compared to the cross section predicted by

the simulated γγ →WW samples, scaled by the exclusivity scale factor [1]:

σtheo × (3.59± 0.15(exp.)± 0.39(trans.)) = 2.34± 0.27 fb

where the uncertainties include all experimental uncertainties and an additional transfer

uncertainty, which accounts for the application of the exclusivity scale factor to γγ →WW

despite being calculated from γγ → ll events. Chapter 8 Section 8.4 describes how the

transfer uncertainty is calculated.

Additionally, a theoretical prediction of the fiducial cross-section can be calculated using

MG5 aMC@NLO+Pythia8 and the appropriate MMHT2015qed parton distribution

functions [37], for either the elastic or inelastic channels. Fiducial requirements are

then applied to the output to generate a cross section of 4.3± 1.0(scale)± 0.12(PDF) fb.

Where the uncertainties relate to the factorisation scale and to the parton distribution

functions.

The cross section predicted by MG5 aMC@NLO+Pythia8 does not include the ad-

ditional proton-proton rescattering effects that are quantified by the survival factor

and are understood to reduce the fiducial cross-section. Previous measurements of the

survival factor have estimated S2 = 0.65 for elastic γγ → WW production [120] and

S2 = 0.82 for a two channel eikonal model [148]. Applying these estimations of the

survival factor to the cross section predicted by MG5 aMC@NLO+Pythia8 gives a new

theoretical prediction of 2.8± 0.8 fb and 3.15± 1.0 fb, respectively. The total uncertainty

of each prediction is given by the quadratic sum of the scale and PDF uncertainties. The

theoretical predictions are in agreement with the measurement in data.
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Chapter 10

Preliminary Studies on New

Physics using Effective Field

Theory

This chapter discusses how the results from the γγ → WW analysis can be used to

constrain extensions of the Standard Model, with the use of EFT (described in Chapter 2

Section 2.3). The studies presented in this chapter are preliminary since they only make

use of simulated events at truth-level. This is because Monte Carlo samples that had been

passed through detector simulation and reconstruction algorithms, were not available

when the study took place. Obtaining such samples required more time and resources

than were available to the author. These preliminary EFT studies are intended to identify

which EFT operators the γγ →WW analysis is most sensitive to, in order to validate

the Monte Carlo generation settings for future, more detailed studies.

Section 10.1 describes how an initial estimate can be placed on the limits of dimension-6

and dimension-8 EFT operators using a naive event counting method. Then, Section 10.2

presents a study of the kinematic distributions of the EFT operators. The results

presented in this chapter can be used to guide the direction of a future differential shape

analysis, in order to set more stringent limits on the EFT operators.

10.1 An Initial Estimate of Limits on New Physics

Limits can be placed on EFT operators that are sensitive to the γγ →WW process, by

calculating the maximum number of possible EFT events that agree with the observed

data, when considering the statistical and experimental uncertainties. This section will
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describe the method used to calculate an initial estimate of the limits on dimension-6 and

dimension-8 EFT operators. The following method does not account for the fiducial cuts

applied in the γγ →WW analysis, nor does it account for the shape of the kinematic

distributions. The effective Lagrangian can be written as the sum of the Standard Model

Lagrangian plus the Lagrangians of the dimension-6 and dimension-8 operators:

Leff = LSM + LD−6 + LD−8 (10.1)

For a given EFT operator, the measured γγ →WW cross section, can be approximated

as the square of the effective Lagrangian:

σmeas ∼ (Leff )2 = (LSM )2 + (LSM
ci

Λd−4
i

Oi) + (
ci

Λd−4
i

Oi)2 (10.2)

Where d refers to either dimension-6 or dimension-8.

Equation 10.2 features an interference term between the Standard Model Lagrangian and

the EFT Lagrangian, which has a linear dependence on the EFT term, ci
Λ
d−4
i

Oi. There is

also a term with a quadratic dependence on the EFT term, ( ci
Λ
d−4
i

Oi)2.

The effect a specific operator has on the overall cross section, can be calculated from

Equation 10.2 for different values of the free EFT parameter, ci. Consequently, the

measured γγ → WW cross section can also be written in the form of a second order

polynomial, with a constant term corresponding to the Standard Model cross section,

and a linear and quadratic term for the free EFT parameter:

σmeas + δmeas = (σSM + δSM ) +
ci

Λd−4
i

· (σi + δi) + (
ci

Λd−4
i

)2 · (σi + δi)
2 (10.3)

Where δx corresponds to the experimental or theoretical uncertainty. The Standard

Model is recovered when ci = 0.

The calculation of the naive limits of the anomalous couplings begins by using the

MG aMC@NLO [133] generator with the SMEFTsim package to calculate the theoret-

ical cross section for each sensitive EFT operator, for a given value of the free EFT

parameter [149, 150]. The theoretical cross sections are predicted using the SMEFTsim

package are given for truth-level, with only parton-level cuts applied. As a result, the

theoretical cross sections do not account for detector effects, fiducial cuts or reconstruction

efficiencies, but the theoretical cross sections can be used to identify which operators are

affected most by the anomalous couplings.
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A parton-level cut of pT > 20 GeV is applied to each generated lepton. The truth-level

cross sections are converted into an event count using the relation:

N = σ · L (10.4)

Where L = 139fb−1 and equates to the total luminosity recorded by the ATLAS experi-

ment in Run 2.

The reconstruction efficiencies are naively accounted for by scaling the number of events

at truth-level to match the number of simulated reconstructed events in the γγ →WW

Run 2 analysis, given in Table 9.1. Scaling the truth-level event count in this way,

accounts for the reconstruction efficiencies and means the figures can be compared more

directly to the actual expectation on the number of reconstructed events1.

A profile likelihood technique can be used to set initial limits of a free EFT parameter [113].

The expected number of events for each EFT operator, NEFT , is treated as signal in the

profile likelihood fit and the number of events predicted by the Standard Model, NSM , is

treated as background. The likelihood of observing the measured number of events in

data, Nobs, can be constructed following a Poisson distribution:

L(Nobs;µ) =
(µNEFT +NSM )Nobs

Nobs!
e−(µNEFT+NSM ) (10.5)

Where the signal strength parameter, µ is the signal strength of the cross section of the

EFT operator. As such, µ is directly related to the free EFT parameter. The profile

likelihood is constructed independently for each sensitive EFT operator.

If there are EFT events contributing, their event count must lie within the uncertainty on

the agreement between data and the number of events predicted by the Standard Model.

The number of events predicted by the Standard Model is allowed to vary between a

minimum and maximum values and it is summed with the number of events arising from

the EFT operator, to give a total number of expected events.

A constraint on the contribution from the Standard Model is included in the profile

likelihood fit, via the use of a nuisance parameter, θ. The constraint follows a Gaussian

distribution, f(θ), and is also allowed to vary between the same minimum and a maximum

value, as is the case for the number of events predicted by the Standard Model. The mean

of the Gaussian constraint is equal to the number of events predicted by the Standard

Model and the width of the Gaussian constraint is given by the total uncertainty on

the γγ →WW measurement. The total uncertainty includes the statistical error on the

1
This method is approximate and the kinematic cuts applied in the γγ → WW analysis are not

implemented in the calculation of the truth-level cross sections.

155



number of events and the relative systematic uncertainty, which is equal to 8.95%. The

final model is the product of the Poisson probability density function and the Gaussian

constraint:

L(Nobs;µθ) =
(µNEFT +NSM (θ))Nobs

Nobs!
e−(µNEFT+NSM (θ))f(θ) (10.6)

The constructed model is tested against the number of observed events in data, based on

the principle of rejecting the null hypothesis, H0. In this context, the null hypothesis

includes the predictions of both the Standard Model and new physics from EFT operators,

whilst the alternative hypothesis is the background-only hypothesis, H1, and only contains

the predictions of the Standard Model [32].

A profile likelihood ratio can be used to test the agreement between two hypotheses. The

profile likelihood ratio tests the likelihood for a hypothesised value of the signal strength

parameter, against alternative values. The profile likelihood ratio is given by:

λ(µ) =
L(µ, ˆ̂θ)

L(µ̂, θ̂)
(10.7)

Where L(µ,
ˆ̂
θ) is the likelihood maximised for the number of events observed in data

for the hypothesised value of the signal strength parameter. It is maximised by the

conditional maximum likelihood estimator,
ˆ̂
θ. L(µ̂, θ̂) is the likelihood maximised for

the number of events in observed data without a constraint, it maximised by likelihood

estimators for both the nuisance parameter, θ̂, and the signal strength parameter, µ.

The profile likelihood ratio yields a value between 0 and 1. A value of 1 indicates that

the hypothesised signal strength parameter, µ, agrees with the maximised likelihood

estimator, µ̂, and therefore shows agreement between the data and the hypothesis.

Conversely, a value of 0 indicates that the value of the hypothesised signal strength

parameter, µ, does not agree with the maximised likelihood estimator, µ̂, and therefore

shows poor agreement between data and the hypothesis [115].

In this naive example, the limits on the EFT contribution are calculated in terms of

the number of events. The number of EFT events can be fitted directly by setting the

signal strength parameter to unity µ = 1. This can be done because the signal strength

parameter is intrinsically linked to the free EFT parameter, and hence the number of

EFT events.
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A test statistic, q is used to decide if new physics is present:

q =

−2 ln L(NEFT ,θ̂)

L(N̂EFT ,θ̂)
, if N̂EFT ≤ 0

0, N̂EFT > NEFT

(10.8)

The test statistic can be used to find the probability of obtaining results that are at least

as incompatible with the hypothesis as the observed data set, under the assumption that

the hypothesis is true [151]. This is known as the p-value and can be used to exclude

hypotheses if their p-values are below a certain value, α. A confidence interval, with a

confidence level of 1− α, can be placed on the number of EFT events using the p-value:

p =

∫ ∞
q,obs

f(q|NEFT )dq = α (10.9)

A confidence interval is defined as the region in which the target value of the number

of signal events is contained. When the p-value of the number of signal events is equal

to or less than a value, α. The confidence interval then is defined for a given certainty,

1−α, which expresses how likely this result will be reproduced for a repeated experiment.

If the null hypothesis is rejected, then an alternative hypothesis is used to explain the

data. In this study, the p-value is chosen to be 0.052, which corresponds to a confidence

level of 95%. The confidence interval in the number of EFT events can be calculated

for both the linear and quadratic terms in Equation 10.3. The linear and quadratic

confidence intervals can be converted from a number of events into a value of the free

EFT parameter using the following relations:

clinlim = ci ×
Nlim

NEFT
(10.10)

cquadlim = ci ×
√

Nlim

NEFT
(10.11)

Where ci is the initial value of the free EFT parameter, used to generate the EFT effects

at truth-level. NEFT is the number of EFT events, scaled to reco-level. Nlim stands

for the upper or lower bound of the confidence interval given for the number of signal

events. The upper or lower bound of the confidence interval in terms of the free EFT

parameter is given by clim. Equation 10.10 is used to transform the limits from the linear

contribution, whilst Equation 10.11 is used to transform the limits from the quadratic

contribution.

2
Usually in particle physics a significance of 5σ is needed to declare a discovery, corresponding to a

p-value of 2.87× 10
−7

. However, it is standard practice to reject a null hypothesis based on a p-value of
0.05.

157



10.1.1 Results

A summary of the initial estimates of the limits calculated for a confidence level of 95%,

is shown in Figure 10.1 for the dimension-6 and dimension-8 EFT operators that describe

the WWγ and WWγγ vertices (see Chapter 2 Section 2.3). The contribution from the

linear EFT term is shown in red and the contribution from the quadratic EFT term is

shown in blue. The limits on the cH� parameter are excluded from the list of dimension-6

operator results because it is highly suppressed and consequently, this method yields very

large limits. The cH� operator is better constrained by other processes, such as Higgs

production and decay [152], and therefore will not be discussed further in this thesis.

The 95% confidence limits on the dimension-6 free parameters are shown in Figure 10.1(a).

The limits calculated using the linear terms of the EFT operators are shown in red and

the limits calculated using the quadratic terms of the EFT operators are shown in blue.

The confidence limits calculated using the quadratic terms of the cW , cHDD, cWWW

and cHB parameters are much smaller than the limits calculated using the respective

linear terms. However, this is not the case for the cHWB, cHl3 and cll3 parameters,

which see smaller limits when the linear term is used in the calculation than for the

quadratic term. This effect can be explained by the helicity selection rules that govern

the interference between the Standard Model and EFT operators [153]. The helicity

constraints mean that for some operators, the linear terms are highly suppressed and it

is only the quadratic terms that contribute.

The 95% confidence limits on the dimension-8 free parameters are shown in Figure 10.1(b).

The confidence limits calculated using the linear terms of the EFT operators are shown

in red and the limits calculated using the quadratic terms of the EFT operators are

shown in blue. The black arrows indicate limits that are larger than the scale used

in the plot, however the numerical value of these limits are shown in the right-hand

column on the plot. For dimension-8 operators, the contribution from the quadratic term

dominates across all of the dimension-8 parameters and therefore the limits calculated

using the quadratic terms are much smaller than those calculated for the linear terms,

as illustrated in Figure 10.1(b). The results of the naive calculation indicate that the

γγ →WW process is most sensitive to the fM,2 and fT,5 parameters. .

For EFT theories with weak couplings, the contribution from dimension-8 operators

is larger than the contribution from dimension-6 operators [153, 154]. The WWγ and

WWγγ vertices are most sensitive to the dimension-8 operators. Therefore, the remaining

studies presented in this chapter will focus on the dimension-8 operators and will use

95% confidence limits calculated using the quadratic term.
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60− 40− 20− 0 20 40 60 80
]-2 WW aTGC limits @ 95% C.L. [TeV→γγ

Operator Limit

[-51.19, 54.55]
2Λ/Wc

[-0.35, 0.35]

[-2.16 , 2.02]2Λ/HDDc
[-6.18, 6.38]

[-64.15, 68.35]2Λ/HWc
[-3.48, 3.59]

[-18.99, 20.23]
2Λ/HBc

[-1.00, 1.02]

[-2.02, 1.89]2Λ/HWBc
[-1.82, 1.88]

[-1.89, 1.77]2Λ/Hl3c
[-5.35, 5.53]

[-1.76, 1.87]2Λ/ll3c
[-5.26, 5.43]

linear quadratic

(a)

60− 40− 20− 0 20 40 60 80 100
]-4 WW aQGC limits @ 95% C.L. [TeV→γγ

Operator Limit
[-1881.07, 1765.43]4Λ/M,0f [-6.66, 6.88]
[-1682.92, 1793.16]4Λ/M,1f [-24.96, 25.76]
[-285.96, 273.75]4Λ/M,2f [-1.02, 1.05]
[-256.92, 242.36]4Λ/M,3f [-3.80, 3.93]
[-1038.41, 974.57]4Λ/M,4f [-3.68, 3.80]
[-495.84, 465.35]4Λ/M,5f [-6.89, 7.11]

[-3585.73 3365.30]4Λ/M,7f [-49.92, 51.53]
[-14.67, 15.63]4Λ/T,0f [-1.15, 1.19]
[-51.03, 54.37]4Λ/T,1f [-3.57 3.68]
[-37.11, 39.54]4Λ/T,2f [-4.21, 4.35]
[-4.47, 4.76]4Λ/T,5f [-0.35, 0.36]

[-15.55, 16.57]4Λ/T,6f [-1.09, 1.12]
[-11.31, 12.06]4Λ/T,7f [-1.29, 1.33]

linear quadratic linear off scale

(b)

Figure 10.1: A plot summarising the initial estimates of the limits placed on the free
EFT parameters using the naive event counting method. The contribution from the
linear terms are shown in red and the contribution from the quadratic terms are shown
in blue. The black arrows indicate limits calculated using linear terms that are too large
for the scale of the plot. a) shows the dimension-6 operators. b) shows the dimension-8
operators.
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10.2 Moving Towards A Differential Analysis

The kinematic distributions of the sensitive EFT operators can be studied in an endeavor

to improve the initial estimates of the limits on the free EFT parameters. Events are

now generated using the MG aMC@NLO +Pythia8 parton shower and processed using

a particle-level code [133, 116]. Generating events in this way allows for the kinematic

distributions to be studied, and for kinematic cuts, corresponding to those used to define

the γγ →WW signal region (see Chapter 6, Section 6.4.2), to be applied. The events are

scaled to reco-level, following the same methods used in initial estimates. The fiducial

region of the γγ → WW Run 2 data set is replicated by applying kinematic cuts and

scaling to reco-level.

The generated kinematic distributions, associated with the quadratic contribution from

the dimension-8 operators, are scaled to the initial limits, as calculated in Section 10.1,

and then summed with the expected Standard Model distribution. Figure 10.2 shows a

comparison of the invariant mass distribution for the Standard Model combined with

the effects of the OM,2 and OT,5 operators (plotted in blue), with the nominal Standard

Model distribution (plotted in red). The invariant mass distribution of the quadratic

contribution from the OM,2 operator is shown in Figure 10.2(a). The distribution is scaled

to the naive limit of the fM,2 parameter, clim = 1.05 TeV−4. Similarly, the invariant

mass distribution of the quadratic contribution from the OT,5 operator is shown in

Figure 10.2(b). This distribution is also scaled to the naive limit on the fT,5 parameter,

derived in Section 10.1, such that clim = 0.36 TeV−4. Both the distributions from the

OM,2 and OT,5 operators illustrate that the most of the events arising as a result of EFT,

occur in the high mass region of mll > 400 GeV. The invariant mass distributions shown

in Figure 10.2 has been re-binned to emphasise the increased number of EFT events in

the high mass region.

Similar trends are seen across all 13 of the sensitive dimension-8 operators - there is a

general increase in the number of events arising as a result of higher order operators at

higher values of invariant mass and transverse momentum. This is because EFT events

are suppressed by the energy scale, therefore moving to higher energies, and thus higher

invariant masses, leads to increased production.

The rise in the number of EFT events at high energies can be used to define a selection

region with an enhanced number of EFT events, in an attempt to improve upon the

initial estimates of the limits on the free EFT parameters found in Section 10.1. New

limits can be set by studying the event count in the high mass region, mll > 400 GeV,

making use of the coarse binning shown in Figure 10.2. The new limits are calculated

in this high mass region, following the same naive event counting method detailed in
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Figure 10.2: The re-binned invariant mass distribution. a) shows the OM,2 operator
summed with the Standard Model distribution (blue), compared to the nominal Standard
Model distribution (red). b) shows the OT,5 operator summed with the Standard Model
distribution (blue), compared to the nominal Standard Model distribution (red). The
bottom panel on each plot shows the ratio of the effect of the EFT operator summed
with the Standard Model over the nominal Standard Model distribution.
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60− 40− 20− 0 20 40 60
]-4 WW aQGC limits @ 95% C.L. [TeV→γγ

Operator Limit
[-2.37, 2.54]4Λ/M,0f [-6.66, 6.88]
[-8.97, 9.63]4Λ/M,1f [-24.96, 25.76]
[-0.36, 0.39]4Λ/M,2f [-1.02, 1.05]
[-1.37, 1.47]4Λ/M,3f [-3.80, 3.93]
[-1.31, 1.41]4Λ/M,4f [-3.68, 3.80]
[-2.48, 2.66]4Λ/M,5f [-6.89, 7.11]

[-17.94, 19.25]4Λ/M,7f [-49.92, 51.53]
[-0.40, 0.43]4Λ/T,0f [-1.15, 1.19]
[-1.17, 1.25]4Λ/T,1f [-3.57 3.68]
[-1.45, 1.55]4Λ/T,2f [-4.21, 4.35]
[-0.12, 0.13]4Λ/T,5f [-0.35, 0.36]
[-0.36, 0.38]4Λ/T,6f [-1.09, 1.12]
[-0.44, 0.47]4Λ/T,7f [-1.29, 1.33]

New Limit Initial Limit

Figure 10.3: A plot comparing the new limits calculated in the high mass region (red)
to the initial limits (blue) placed on the dimension-8 parameters using the naive event
counting method. Only the limits calculated using the quadratic contribution from the
dimension-8 EFT operators are shown.

Section 10.1. The new limits also account for the fiducial cuts of the γγ →WW analysis,

unlike the initial estimates calculated in Section 10.1.

Additionally, the cross section of the high mass region is smaller than the cross section

used to produce the total invariant mass distribution. The relative reduction of the cross

section is also accounted for when calculating the limits in the high mass region. This

method is an improvement on the initial method, however it is still an approximation

and its purpose is to understand how the initial limits can be constrained by considering

the shape of kinematic distributions.

10.2.1 Results

The new limits are compared to the initial limits (from Section 10.1.1) in Figure 10.3.

Only limits calculated using the quadratic contribution from the dimension-8 EFT

operators are shown. Figure 10.3 illustrates that the limits on free EFT parameters are

reduced by approximately a factor of 3, when calculated in the high mass region.
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15− 10− 5− 0 5 10 15 20
]-2aTGC limits @ 95% C.L. [TeV

Operator Channel Reference
2Λ/Wc VBS+diboson (Marginalised)Eur.Phys.J.C 81 (2021) 6, 560

VBS+diboson (Individual) Eur.Phys.J.C 81 (2021) 6, 560
diboson Eur.Phys.J.C 81 (2021) 6, 560

 WW→γγ

2Λ/HDDc VBS+diboson (Marginalised)Eur.Phys.J.C 81 (2021) 6, 560
VBS+diboson (Individual) Eur.Phys.J.C 81 (2021) 6, 560

diboson Eur.Phys.J.C 81 (2021) 6, 560
 WW→γγ

2Λ/HWc VBS+diboson (Marginalised)Eur.Phys.J.C 81 (2021) 6, 560
VBS+diboson (Individual) Eur.Phys.J.C 81 (2021) 6, 560

diboson Eur.Phys.J.C 81 (2021) 6, 560
 WW→γγ

2Λ/HBc VBS+diboson (Marginalised)Eur.Phys.J.C 81 (2021) 6, 560
VBS+diboson (Individual) Eur.Phys.J.C 81 (2021) 6, 560

 WW→γγ

2Λ/HWBc VBS+diboson (Marginalised)Eur.Phys.J.C 81 (2021) 6, 560
VBS+diboson (Individual) Eur.Phys.J.C 81 (2021) 6, 560

diboson Eur.Phys.J.C 81 (2021) 6, 560
 WW→γγ

2Λ /Hl3c VBS+diboson (Marginalised)Eur.Phys.J.C 81 (2021) 6, 560
VBS+diboson (Individual) Eur.Phys.J.C 81 (2021) 6, 560

diboson Eur.Phys.J.C 81 (2021) 6, 560
 WW→γγ

2Λ /ll1c VBS+diboson (Marginalised)Eur.Phys.J.C 81 (2021) 6, 560
VBS+diboson (Individual) Eur.Phys.J.C 81 (2021) 6, 560

diboson Eur.Phys.J.C 81 (2021) 6, 560
 WW→γγ

 WW Run2→γγ Other Processes

Figure 10.4: Summary plots showing a comparison between the limits set on dimension-6
EFT parameters by the CMS and ATLAS collaborations. Limits shown in red are
the initial estimate of the limits produced using the quadratic contribution from each
operator, Run 2 data set.

10.3 Comparisons to Previously Published Results

The estimates of the limits on the dimension-6 and dimension-8 free parameters can be

compared to previously published results, in order to see what could be gained by a

future, more in-depth analysis.

Figure 10.4 shows a comparison of the initial estimate on the limits of dimension-6

parameters, with previously published results using combined data sets from both the

ATLAS and CMS collaborations [155]. The comparison shows results for VBS+diboson

events and for diboson only processes. The VBS+diboson limits are further categorised

into marginalised - which refers to a global fit of all dimension-6 EFT parameters - and

individual - which only varies one parameter at a time whilst the others are set equal to

the prediction of the Standard Model. The estimates of the dimension-6 parameters made

using the γγ →WW Run 2 data set are performed at an individual level. Figure 10.4

shows that the initial estimates of the limits on the dimension-6 are not very competitive

with previous results. The limits on dimension-6 free parameters can be better constrained

by other processes.

Figure 10.5 shows a comparison of the initial limits calculated for the dimension-8 EFT
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operators, with previously published limits by the ATLAS and CMS collaborations3[156,

157, 158, 159, 160, 161]. The blue lines indicate the limits extracted by the γγ →WW

Run 1 analyses. Both the ATLAS and CMS collaborations extracted these limits from

the distribution of the transverse momentum of the dilepton pair 4 [2, 3] and the limits

published using other processes are shown in black. The limits shown in red are the

limits calculated using the γγ →WW Run 2 data set for the quadratic contribution of

EFT operators in the high mass region (see Section 10.2). The latest estimates on the

limits of the fM,0, fM,1, fM,2 and fM,3 parameters are at least as stringent as the limits

set by the γγ →WW Run 1 analyses. Furthermore, the initial estimates indicate that

stricter limits could be set on the fM,4, fM,5, fT,5 and fT,7 operators.

The estimates of limits on the free EFT parameters show encouraging signs that the

γγ →WW Run 2 data set can be used to set new stringent limits that help to progress

what is known about EFT. The results presented in this chapter are the product of

approximate methods and only provide an indication of what could be achieved by a more

in-depth analysis. The estimates were made using only the quadratic EFT contributions,

but a more in-depth analysis would also consider the effects of the linear contributions,

which would further improve upon the estimates presented here. Additionally, the initial

estimates have shown that the limits on the free EFT parameters can be reduced by

considering the shape of the kinematic distributions. Crude studies of the invariant mass

distribution indicated the limits could be reduced by a factor of 3. With further iteration

and refinement, the kinematic distributions can be used to set more stringent limits on

the free EFT parameters by using a binned profile likelihood fit of the invariant mass

distribution.

3
The limits set by the Wγ, Zγ and ZZ processes, include an energy dependent cut-off to ensure

unitarity is conserved. This means these limits are larger than if no energy dependent cut-off is applied.
4
The ATLAS collaboration placed a cut of p

e,µ
T > 120 GeV when calculating the limits on the EFT

parameters for
√
s = 8 TeV. The CMS collaboration placed a cut of p

e,µ
T > 100 GeV and p

e,µ
T > 130 GeV

when calculating the limits on the EFT parameters for
√
s = 7 TeV and

√
s = 8 TeV, respectively.
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100− 50− 0 50 100 150 200 250 300
]-4aQGC limits @ 95% C.L. [TeV

Operator Channel L s Reference
4Λ/M,0f WZjj -135.9 fb 13 TeV PLB 809 (2020) 135710

γW -135.9 fb 13 TeV PLB 811 (2020) 135988
jj±W±W -135.9 fb 13 TeV PRL 120 (2018) 081801

ssWW -1137 fb 13 TeV PLB 809 (2020) 135710
WZ -1137 fb 13 TeV PLB 809 (2020) 135710
VVjj -135.9 fb 13 TeV PLB 798 (2019)134985

 WW→ γγ -120.2 fb 8 TeV PRD 94 (2016) 032011
 WW→ γγ -124.7 fb 7,8 TeV JHEP 08 (2016) 119
 WW→γγ -1139 fb 13 TeV

4Λ /M,1f γW -135.9 fb 13 TeV PLB 811 (2020) 135988
WZjj -135.9 fb 13 TeV PLB 809 (2020) 135710

jj±W±W -1137 fb 13 TeV PLB 809 (2020) 135710
VVjj -135.9 fb 13 TeV PLB 798 (2019)134985

ssWW -1137 fb 13 TeV PLB 809 (2020) 135710
WZ -1137 fb 13 TeV PLB 809 (2020) 135710
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Figure 10.5: Summary plots showing a comparison between the limits set on dimension-8
EFT parameters (fM,i and fT,i) by the CMS and ATLAS collaborations. Limits shown
in blue are previous limits set by the γγ →WW Run 1 analyses, whilst limits shown in
red are the initial limits produced from the Run 2 data set. a) shows the comparison for
the mixed operators, OM,i and b) shows the comparison for the transverse operators,
OT,i.
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Chapter 11

Summary

This thesis has presented work that examines the electroweak sector of physics, using the

ATLAS detector at CERN. Chapter 5 examined the methods used to identify electrons

within the ATLAS detector. Electrons are one of the fundamental particles that can be

directly detected by the ATLAS detector. They interact via both the electromagnetic

and weak forces, hence are good candidates for measuring electroweak interactions

inside the detector. The importance of being able to distinguish prompt electrons from

non-prompt background electrons was discussed, before moving on to discuss how the

Neyman-Pearson Lemma can be altered to encapsulate information from electrons of

different background sources.

The so called ”two-dimensional” likelihood discriminant method was developed in an effort

to improve rejection against electrons originating from heavy flavour hadronic decays.

This technique constructed two individual likelihood discriminants: the first discriminated

against electrons from light flavour hadronic decays whilst the second discriminated

against electrons from heavy flavour hadronic decays. Both likelihood discriminants were

plotted as a two-dimensional distribution, illustrating the separation between prompt

electrons and electrons from light flavour hadronic decays or heavy flavour hadronic decays.

An optimum two-dimensional likelihood discriminant cut was found from the Neyman-

Pearson Lemmas that offered the maximum amount of rejection of background electrons

for a given signal efficiency. The optimum two-dimensional likelihood discriminant cut

depends on the ratio of the fraction of electrons from light flavour hadronic decays

to the fraction of electrons from heavy flavour hadronic decays. This was studied for

different operating points and for different compositions of background electrons. The new

two-dimensional likelihood discriminant method showed an increase in the rejection of

background electrons from heavy flavour hadronic decays. By improving the rejection of

background electrons from heavy flavour hadronic decays, the two-dimensional likelihood
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discriminant method improves the purity of prompt signal electrons; an effect that

increases as the fraction of background electrons from heavy flavour hadronic decays

increases.

The two-dimensional likelihood discriminant method was also studied in bins of pseu-

dorapidity and transverse energy. This study showed that the rejection of background

electrons from heavy flavour hadronic decays improved across all bins of pseudorapidity

and transverse energy. It also showed that there was some increase in the rejection of

background electrons from light flavour hadronic decays at low transverse energies. This

effect was attributed to some electrons, from light flavour hadronic decays, that pass the

nominal likelihood discriminant cut, failing the heavy flavour likelihood discriminant cut.

A study of the distributions of the discriminating variables used to construct the likeli-

hood, showed that the transverse impact parameter added some additional discriminating

power; enabling the heavy flavour likelihood discriminant to differentiate between some

background electrons from light flavour hadronic decays and prompt signal electrons.

Photon-induced W+W− production was introduced in Chapter 6 and previous measure-

ments of this process by both the ATLAS and CMS collaborations were summarised.

Then, the general analysis strategy, used to analyse the full Run 2 data set, was outlined.

The γγ →WW process was studied in the e±µ∓ channel. Signal events were required

pass the exclusivity requirement, which means there could be no additional charged

particle tracks in a window of ∆z = ±1 around the interaction vertex. Additionally,

events were selected with a transverse momentum greater than 30 GeV. Three modelling

corrections were applied to the Monte Carlo samples used in the γγ → WW analy-

sis. The first, corrected the beam spot size and was used to correct the modelling of

additional proton-proton interactions. The second, corrected for the mismodelling of

the charged track multiplicity, and the third correction accounted for dissociative and

non-perturbative contributions.

The application of the charged particle multiplicity reweighting was discussed in more

detail in Chapter 7. This chapter outlined the motivation behind the charged particle

multiplicity reweighting factor and described how it is extracted from Drell-Yan events.

Then, two studies were presented with the motivation of validating the application of

the charged particle multiplicity reweighting to diboson events. It is challenging to

validate the application of the charged particle reweighting to the main background in

the γγ →WW analysis, inclusive W+W−. This is because it is difficult to select a pure

sample of inclusive W+W− events, with a low charged track multiplicity, in data, that

is not contaminated with signal events. Studies were shown of the application of the

charged particle reweighting to ZZ and WZ events, which have four and three leptons

in their final states. The Standard Model does not predict photon-induced ZZ or WZ
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production, therefore it is easier to select a pure sample in data. New four lepton and

three lepton selections were developed to study these events. The agreement between

data and Monte Carlo was assessed before and after the application of the charged

particle multiplicity reweighting. The four lepton selection was limited by statistical

sample size, however it showed that applying the charged particle multiplicity reweighting

did not drastically deteriorate the agreement between data and Monte Carlo. The three

lepton selection showed a considerable deterioration in the agreement between data

and Monte Carlo after the charged particle multiplicity reweighting was applied. This

difference could be attributed to contributions from the purely electromagnetic γγ → 4l

process that does not have an on-mass shell Z boson requirement. Further studies with

additional Monte Carlo samples are needed for more conclusive results. These studies

did not help to validate the application of the charged particle multiplicity reweighting

to inclusive WW events. As a result, a systematic uncertainty was applied to account for

the inconclusive results. The systematic uncertainty assigned is equal to the difference

between the distribution of the charged particle multiplicity at truth-level for the inclusive

W+W− and Drell-Yan Monte Carlo samples, was assigned.

The exclusivity scale factor, which accounts for dissociative and non-perturbative contri-

butions not modelled in the Monte Carlo, was described in Chapter 8. It is defined as

the ratio of the number of exclusive events in data to the number of exclusive events

predicted by the Monte Carlo. A data-driven method was used to construct a template

of the background contributions in data. The background contribution was subtracted

from the measured data to find the exclusive contribution in data. The exclusivity scale

factor was calculated to be 3.59± 0.06(stat.)± 0.14(syst.).

The results of the γγ → WW Run 2 analysis were presented in Chapter 9. The

γγ →WW process was observed with a significance of 6.7σ and the fiducial cross section

was measured to be 3.13± 0.31(stat.)± 0.28(syst.) fb.

Finally, Chapter 10 discussed how the results from the γγ →WW Run 2 analysis can

be used to set limits on new physics using EFT. A naive event counting method was

used to set initial limits on the free parameters of sensitive dimension-6 and dimension-8

operators using a profile likelihood fit. The initial limits do not account for the fiducial

cuts applied in the γγ →WW analysis, or for the shape of kinematic distributions. Next,

the technique was refined to include features of the invariant mass distribution of EFT

events. The EFT events are suppressed by the energy scale and as a consequence, the

production of EFT events increases at higher energies and therefore higher masses. The

limits on free EFT parameters were calculated using the same event counting technique

for a high mass region of mll > 400 GeV. This study was only performed using the

quadratic contribution from dimension-8 EFT operators but it indicated the initial
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estimates on the limits could be improved by a factor of 3. The results from this study

showed highlighted the sensitivities of γγ →WW process to EFT operators and indicated

that with some refinement, the γγ →WW Run 2 data set could be used to set stringent

limits that are competitive with previously published results.

x
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Appendix A

Monte Carlo Samples used in

Two-Dimensional Likelihood

Discriminant Studies

This appendix provides a full list of the Monte Carlo samples used in the two-dimensional

likelihood discriminant studies, presented in Chapter 5. These studies used the MC16e

Monte Carlo campaign, which corresponds to the AMI tag r10724.

DSID σ, pb filter ε AMI Tag

Z → ee samples

361106 1.90× 103 1.0 e3601 e5984 s3126 s3136 r10724 p4089

dijet samples

423300 2.43× 109 0.0742 e3848 e5984 s3126 s3136 r10724 p4191

tt̄ samples

410472 730 0.1055 e6348 s5984 s3126 r10724 p4189

Table A.1: A list of the Monte Carlo samples used in the two-dimensional likelihood
discriminant studies. These studies were performed using the MC16e Monte Carlo
campaign.

x
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Appendix B

Monte Carlo Samples used in the

γγ →WW Run 2 Analysis

This appendix provides a full list of the Monte Carlo samples used in the Run 2 γγ →WW

analysis. This analysis used the full Run 2 data set, and as a consequence, all three of

ATLAS’ Monte Carlo campaigns (MC16a, MC16d and MC16e) were used. The AMI tag

rX is used in the tables below to reflect this. For the MC16a samples, rX takes the value

r9364. For MC16d, rX takes the value r10201, and for MC16e, rX takes the value r10724.
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DSID σ, pb k-fac. filter ε AMI Tag

Nominal signal samples

γγ →WW , exclusive production

363761 0.014942 1.0 0.31438 e7184 e5984 rX rX p3714

exclusive di-lepton production

γγ → ee

363750 0.6003 1.0 0.43128 e7880 e7400 s3482 rX p3714
363751 0.079051 1.0 0.43838 e7880 e7400 s3482 rX p3714
363752 0.032657 1.0 0.40615 e7880 e7400 s3482 rX p3714

γγ → µµ

363753 2.3577 1.0 0.20598 e7880 e7400 s3482 rX p3714
363754 0.600021 1.0 0.43134 e7880 e7400 s3482 rX p3714
363755 0.078800 1.0 0.43800 e7880 e7400 s3482 rX p3714
363756 0.032661 1.0 0.40669 e7880 e7400 s3482 rX p3714

single dissociative di-lepton production

γγ → ee

363694 9.95054 1.0 1.0 e7546 e5984 a875 rX rX p3712
363695 1.4797 1.0 1.0 e7546 e5984 a875 rX rX p3712
363696 0.078420 1.0 1.0 e7546 e5984 a875 rX rX p3712

γγ → µµ

363697 17.28 1.0 1.0 e7546 e5984 a875 rX rX p3712
363698 7.34 1.0 1.0 e7546 e5984 a875 rX rX p3712
363699 0.582 1.0 1.0 e7546 e5984 a875 rX rX p3712
363700 0.026284 1.0 1.0 e7546 e5984 a875 rX rX p3712

double dissociative di-lepton production

γγ → ee

363672 17.493 1.0 0.11605 e7546 e5984 a875 rX rX p3712
363673 1.7919 1.0 0.31442 e7546 e5984 a875 rX rX p3712
363674 0.1386 1.0 0.37826 e7546 e5984 a875 rX rX p3712

γγ → µµ

363675 109.16 1.0 0.073246 e7546 e5984 a875 rX rX p3712
363676 17.477 1.0 0.26493 e7546 e5984 a875 rX rX p3712
363677 1.7906 1.0 0.34242 e7546 e5984 a875 rX rX p3712
363678 0.13883 1.0 0.38223 e7546 e5984 a875 rX rX p3712

γγ → ττ

363679 61.64 1.0 0.00083596 e7546 e5984 a875 rX rX p3712
363680 14.264 1.0 0.010507 e7546 e5984 a875 rX rX p3712
363681 1.6267 1.0 0.031995 e7546 e5984 a875 rX rX p3712
363682 0.12993 1.0 0.050452 e7546 e5984 a875 rX rX p3712

Table B.1: A list of the exclusive and dissociative Monte Carlo samples used in the
γγ →WW analysis Run 2 analysis. The AMI tag rX corresponds to the reconstruction
of each Monte Carlo campaign.
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DSID σ, pb k-fac. filter ε AMI Tag

Inclusive pp→WW production

361600 10.636 1.115 1.0 e4616 e5984 s3126 rX rX p3712

Alternative WW samples

364254 12.501 1.0 1.0 e5916 s3126 rX rX p3712

H →WW production

345324 1.102 1.0 0.49374 e5769 e5984 s3126 rX rX p3712

Other diboson production processes

361601 4.4821 1.18 1.0 e4475 e5984 s3126 rX rX p3712
364250 1.2523 1.0 1.0 e5984 e5984 s3126 rX rX p3712
364288 1.4496 1.0 1.0 e6096 e5984 s3126 rX rX p3712

Alternative diboson production processes

364253 4.579 1.0 1.0 e5916 s3126 rX rX p3712
364289 2.9599 1.0 1.0 e5984 s3126 rX rX p3712

Wγ production

Wγ → eντγ

364521 199.27 1.0 1.0 e5928 e5984 s3126 rX rX p3712
364522 134.38 1.0 1.0 e5928 e5984 s3126 rX rX p3712
364523 19.074 1.0 1.0 e5928 e5984 s3126 rX rX p3712
364524 1.9215 1.0 1.0 e5928 e5984 s3126 rX rX p3712
364525 0.29803 1.0 1.0 e5928 e5984 s3126 rX rX p3712

Wγ → µντγ

364526 199.44 1.0 1.0 e5928 e5984 s3126 rX rX p3712
364527 134.45 1.0 1.0 e5928 e5984 s3126 rX rX p3712
364528 19.108 1.0 1.0 e5928 e5984 s3126 rX rX p3712
364529 1.9249 1.0 1.0 e5928 e5984 s3126 rX rX p3712
364530 0.2987 1.0 1.0 e5928 e5984 s3126 rX rX p3712

Wγ → τντγ

364531 199.4 1.0 1.0 e5928 e5984 s3126 rX rX p3712
364532 134.43 1.0 1.0 e5928 e5984 s3126 rX rX p3712
364533 19.115 1.0 1.0 e5928 e5984 s3126 rX rX p3712
364534 1.9288 1.0 1.0 e5928 e5984 s3126 rX rX p3712
364535 0.29827 1.0 1.0 e5928 e5984 s3126 rX rX p3712

Nominal top production

410472 729.77 1.1398 0.10546 e6348 e5984 s3126 rX rX p3712

Alternative top production

410648 3.997 0.9451 1.0 e6348 e5984 s3126 rX rX p3712
410649 3.9939 0.9458 1.0 e6615 e5984 s3126 rX rX p3712

Table B.2: A list of the diboson and top Monte Carlo samples used in the γγ →WW
analysis. The AMI tag rX corresponds to the reconstruction of each Monte Carlo
campaign.

173



DSID σ, pb k-fac. filter ε AMI Tag

Nominal inclusive Z production

Z → ee

361106 1901.1 1.0260 1.0 e3601 e5984 s3126 rX rX p3712
361664 13960.0 1.0 0.051411 e4770 e5984 s3126 rX rX p3712
361665 6621.5 1.0 0.26642 e4770 e5984 s3126 rX rX p3712

Z → µµ

361107 1898.5 1.026 1.0 e3601 e5984 s3126 rX rX p3712
361666 13960.0 1.0 0.054481 e4770 e5984 s3126 rX rX p3712
361667 6621.5 1.0 0.27369 e4770 e5984 s3126 rX rX p3712

Z → ττ

361108 1898.0 1.026 1.0 e3601 e5984 s3126 rX rX p3712
361668 13960.0 1.0 0.00059244 e4784 e5984 s3126 rX rX p3712
361669 6621.8 1.0 0.015147 e4770 e5984 s3126 rX rX p3712

filtered Z → ττ

344772 246.053 0.9751 0.203784 e5585 e5984 s3126 rX rX p3712
344776 13.7241 0.9751 0.28202 e5585 e5984 s3126 rX rX p3712

Alternative inclusive Z production

Z → ee

364204 2415.3 0.9751 0.9652 e5421 s3126 rX rX p3712
364205 2415.5 0.9751 0.034696 e5421 s3126 rX rX p3712
364206 50.354 0.9751 0.8932 e5421 s3126 rX rX p3712
364207 50.487 0.9751 0.1087 e5421 s3126 rX rX p3712
364208 3.2539 0.9751 0.85485 e5421 s3126 rX rX p3712
364209 3.2526 0.9751 0.15351 e5421 s3126 rX rX p3712

364114 1981.6 0.9751 0.82133 e5299 s3126 rX rX p3712
364115 1981.5 0.9751 0.11386 e5299 s3126 rX rX p3712
364116 1982.0 0.9751 0.065756 e5299 s3126 rX rX p3712
364117 110.64 0.9751 0.69426 e5299 s3126 rX rX p3712
364118 110.5 0.9751 0.18855 e5299 s3126 rX rX p3712
364119 110.46 0.9751 0.11827 e5299 s3126 rX rX p3712
364120 40.645 0.9751 0.61615 e5299 s3126 rX rX p3712
364121 40.671 0.9751 0.23291 e5299 s3126 rX rX p3712
364122 40.675 0.9751 0.15332 e5299 s3126 rX rX p3712
364123 8.6703 0.9751 0.56739 e5299 s3126 rX rX p3712
364124 8.6668 0.9751 0.2662 e5299 s3126 rX rX p3712
364125 8.6809 0.9751 0.17655 e5299 s3126 rX rX p3712
364126 1.8092 0.9751 1.0 e5299 s3126 rX rX p3712
364127 0.14875 0.9751 1.0 e5299 s3126 rX rX p3712

Table B.3: A list of Drell-Yan Monte Carlo samples used in the γγ → WW analysis.
The AMI tag rX corresponds to the reconstruction of each Monte Carlo campaign.
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DSID σ, pb k-fac. filter ε AMI Tag

Alternative inclusive Z production continued

Z → µµ

364198 2414.3 0.9751 0.96536 e5421 s3126 rX rX p3712
364199 2414.2 0.9751 0.034445 e5421 s3126 rX rX p3712
364200 50.33 0.9751 0.89306 e5421 s3126 rX rX p3712
364201 50.29 0.9751 0.11212 e5421 s3126 rX rX p3712
364202 3.2398 0.9751 0.85373 e5421 s3126 rX rX p3712
364203 3.2813 0.9751 0.16027 e5421 s3126 rX rX p3712
364100 1982.5 0.9751 0.82172 e5271 s3126 rX rX p3712
364101 1982.2 0.9751 0.11355 e5271 s3126 rX rX p3712
364102 1981.5 0.9751 0.06589 e5271 s3126 rX rX p3712
364103 109.14 0.9751 0.68992 e5271 s3126 rX rX p3712
364104 108.98 0.9751 0.19665 e5271 s3126 rX rX p3712
364105 109.09 0.9751 0.11701 e5271 s3126 rX rX p3712
364106 39.87 0.9751 0.59942 e5271 s3126 rX rX p3712
364107 39.857 0.9751 0.23527 e5271 s3126 rX rX p3712
364108 39.888 0.9751 0.1557 e5271 s3126 rX rX p3712
364109 8.5256 0.9751 0.56023 e5271 s3126 rX rX p3712
364110 8.5259 0.9751 0.26641 e5271 s3126 rX rX p3712
364111 8.5281 0.9751 0.17674 e5271 s3126 rX rX p3712
364112 1.787 0.9751 1.0 e5271 s3126 rX rX p3712
364113 0.1476 0.9751 1.0 e5271 s3126 rX rX p3712

Table B.4: A continued list of the alternative Drell-Yan Monte Carlo samples used in
the γγ → WW analysis. The AMI tag rX corresponds to the reconstruction of each
Monte Carlo campaign.
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