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Abstract

Quantum dynamics and effects in complex systems is an increasingly im-
portant area of research with wide impact to several areas of physics, chem-
istry, and biology. Progress in this field promises the advancement of our
understanding of the fundamental behaviour of nature, and crucial devel-
opments for future technologies. Molecular photoswitches present a key
example with applications to medicine, molecular motors and machines,
and understanding the first stages of vision. Significant challenges arise in
the modelling of these complex quantum systems due to the need to ac-
count for several degrees of freedom in combination with quantum effects.
Furthermore, such systems constitute a difficult regime of quantum dynam-
ics far from equilibrium that necessitates an anharmonic description. This
thesis addresses the challenge with the development of efficient quantum
stochastic methods. As a result, a method is produced capable of simulat-
ing quantum dynamics on several anharmonic surfaces in contact with an
environment.

Firstly, model systems that go beyond the standard harmonic approx-
imation are used to investigate molecular photoswitch potentials, and tools
are identified to predict potential energy surface curvature and assist in the
interpretation of linear absorption spectroscopy.

Secondly, a stochastic Schrödinger equation approach is developed for
the investigation of the absorption spectra of anharmonic systems, in the
presence of an environment. Through this it is demonstrated that pho-
toswitching may be stabilised via damping caused by interaction with the
environment.

Lastly, a numerically exact method, the hierarchy of stochastic pure
states, is extended for the study of molecular photoswitch dynamics. It
is found that a combination of potential energy surface shape, damped
quantum dynamics, thermally activated dynamics, and environment memory
play significant roles in the observed dynamics of the stiff-stilbene pho-
toswitch. Subsequently, it is established that dynamics produced with the
method and single coordinate models agree well with transient absorption
spectroscopy experiments.
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Chapter 1

Introduction and background
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Quantum mechanics was an innovation of the early 20th century providing fundamental
theory that formed the foundations for several areas of modern physics and chemistry.
It gives a description for the counter-intuitive behaviour of the universe at atomic
and subatomic scales underpinning complex chemical systems [5, 6], many of which
have technological and biological relevance. For example, understanding of this theory
drove the development of several technologies, such as computers, smartphones, MRI
scanners, and lasers. Furthermore, in the 21st century we have witnessed the emergence
of technologies, such as quantum computers and sensors, that seek to harness quantum
physics to gain an advantage that is otherwise unattainable [7].

Photochemical reactions [8] are fundamentally quantum due to the time and size
scales involved and the nature of light induced excitation. Such reactions are ubiquitous
in nature and include photosynthesis [9], and the first stages of vision which involves the
cis-trans photoisomerisation of the retinal molecular photoswitch [10]. This reaction
constitutes one of the fastest known chemical reactions with photoproduct formation
within 200 fs [11]. Quantum dynamics of this reaction takes place in a rhodopsin
protein environment, which consequently undergoes a conformational change leading
to the visual signal [12].

Interactions of photoswitch systems with an environment leads to damped dynam-
ics, and consequently to effects such as quantum decoherence and dissipation [13, 14].
Additionally, a common feature among photoswitch reactions is that the nuclear motion
induced by electronic excitation is very large. Thus the system is displaced far from
equilibrium negating descriptions that are commonly used, such as the harmonic oscil-
lator description. Quantum mechanical modelling of the electronic and nuclear motion
with anharmonic descriptions in the presence of condensed phase environments, such
as a protein or solvent, presents a challenging problem.

Beyond their natural occurrence, photoswitches have numerous applications and
potential [15–18], examples include, molecular machines and motors [19–22], energy
storage [23, 24], photopharmacology [25], and the restoration of vision [26–29] for de-
generative retinal diseases such as age-related macular degeneration. Theory is thus
required in order to understand the underlying physics of natural systems, interpret and
predict the results of ultrafast spectroscopy experiments, and make improvements to
artificial systems and technology. However, feasible computational implementation of
a quantum system plus its condensed phase environment requires efficient yet accurate
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treatments that account for quantum mechanics.
Several methods have been developed capable of treating multidimensional quantum

problems with favourable system size scaling [30]. One strategy is to use a large but
formally closed finite system to treat the full many-body wavefunction. Examples
include the Multiconfigurational Ehrenfest (MCE) and the Coupled Coherent States
(CCS) methods [31–40] which have been implemented in system-environment studies.

Alternatively, in the area of open quantum systems (OQS) [41–43] common methods
deal with the reduced system, such as the reduced system density matrix, by tracing
over the many environment degrees of freedom. Examples of this include quantum mas-
ter equations (QME), and stochastic Schrödinger equation (SSE) approaches [44, 45].
These OQS methods are often derived in the limit of weak coupling of the system
to the environment, where processes that transfer from system to environment retain
no memory (Markovian) and so energy and information is simply lost to the environ-
ment. However, non-Markovian extensions and methods are possible that go beyond
weak coupling approximations [46, 47]. These can model system-environment correla-
tions that persist on timescales relevant to the system dynamics leading to a flow of
information back into the system from the environment [48]. Furthermore, there are
numerically exact methods such as time-evolving matrix product operator (TEMPO)
[49, 50], and methods that allow systematic convergence of the reduced system dynam-
ics such as the hierarchical equations of motion (HEOM) [51–58] and the hierarchy of
pure states (HOPS) [59–62]. The latter provides a method to solve the non-Markovian
stochastic Schrödinger equation (NMSSE) [63–67] and allows a wider applicability of
the method whilst retaining the OQS structure.

The above techniques provide theory of open quantum system dynamics and com-
putational methods that can be used to interpret and predict experimental results of
condensed-phase chemical dynamics. Notable experiments for probing the dynamics,
with a temporal resolution down to femtoseconds, and absorption of light for photo-
excited systems include linear and non-linear ultrafast laser spectroscopies, such as
2D spectroscopy [68, 69]. Beyond this, the methods have wide applications in under-
standing environment interaction with a quantum system, which is crucial in devel-
oping quantum technology that relies on sustaining quantum effects in noisy environ-
ments. Furthermore, OQS techniques have been applied in assessing whether non-trivial
quantum effects play a functional role in systems that are of relevance to biological and
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life processes [70–74]. Prominent examples include magnetoreception and the quantum
theory of bird migration [75–81], and energy transport in photosynthesis [82–89]. It
has also been proposed that vibrational coherence, conical intersections, and shaping of
the ground-state and excited state potentials may play important roles in the quantum
dynamics of retinal [70, 90–96]. These remain innovative, interdisciplinary, and actively
debated topics. Development of OQS techniques that can accurately model these pro-
cesses is not only of importance to our fundamental understanding of nature but also
in developing technological enhancements that are inspired by nature and biological
systems.

This thesis develops OQS theory to describe molecular photoswitch quantum dy-
namics in the condensed phase. The focus is on development of quantum stochastic
wavefunction methods with several motivations behind this choice. Firstly, the stochastic
wavefunction approach scales with the system Hilbert space size, whereas alternative
density matrix approaches scale as the square of the system Hilbert space size. Thus,
there is reduced computational demand with the stochastic wavefunction method as
computations and storage involve a smaller object of interest. Additionally, implement-
ation of the stochastic wavefunction approach is easily simulated in parallel, which
allows for a reduction in the required computation time. Furthermore, the method
provides a framework to develop an anharmonic description of the open quantum sys-
tem with large displacement of nuclear coordinates, by treating degrees of freedom
that deviate from the harmonic approximation explicitly whilst treating the rest in
a reduced manner, as a harmonic bath. The reduced computational demand of the
method becomes increasingly important as more degrees of freedom are treated ex-
plicitly. Furthermore, the method offers a natural connection to stochastic differential
equations and classical methods historically used to approach the topic such as Langevin
and generalised Langevin equations. Lastly, extensions to non-Markovian regimes are
possible with viable implementation through the HOPS approach, providing a numeric-
ally exact treatment to reveal the most important underlying physical phenomena and
assess essential resources for desired photoswitch properties, such as speed or efficiency
[97]. In addition, there are close relations of the NMSSE to the CCS method, which
provides further steps in connecting the different strategies of treating open quantum
system dynamics.

The remainder of this introductory chapter details statistical mechanics, stochastic
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1.1 Overview of classical physics and stochastic dynamics

methods and classical models of photoswitching. This is followed by a review of
quantum theory and dynamics. In Chapter 2 general OQS theory is presented. In
Chapter 3 SSE approaches are introduced, the non-Markovian extension is detailed
and its solution via HOPS. Chapter 4 uses model systems to investigate the effects
of going beyond the harmonic approximation on spectroscopic results. Following this,
Chapter 5 analyses model dissipative quantum systems that feature anharmonicity and
applies the SSE method to a photoswitch study. Subsequently, Chapter 6 extends
the method to the non-Markovian regime, and a normalised and non-linear version of
HOPS is presented and applied to a spin-boson model study. Furthermore, a reaction
coordinate version of HOPS is derived and applied to model photoswitching in a non-
Markovian environment that includes an interplay of damped quantum dynamics and
thermal fuctuations, and results are compared to recent ultrafast spectroscopy experi-
ments. Chapter 7 provides a summary of the results of previous chapters and considers
wider field relations, conclusions are then presented and the future direction of the
research is discussed.

1.1 Overview of classical physics and stochastic dynamics

Although the bulk of this thesis will focus on quantum mechanical treatments, it is
important to first provide a rough background on classical treatments and stochastic
methods. This gives a conceptual foundation for theories presented and an understand-
ing of classical methodologies used to study photoswitches and isomerisation reactions.
A comprehensive review will not be given as we will only consider the most relevant
theory, a more general overview is provided by Valkunas [13] and a detailed review can
be found in textbooks [98–103].

Classical mechanics provides a set of rules and principles that govern a physical
system where the uncertainty of quantum mechanics is negligible. Within this theory
if everything is known about the physical system at an initial time, and there is a
dynamical equation that models how it evolves, then it can be determined at a later
time, in other words it is deterministic. Additionally, if the principle is invariant under
time inversion, that is to say we consider the past time and replace t with −t and the
equation is unchanged, then it is known as reversible. Formally, the physical system is
described by idealised point particles, occupying spatial coordinates, that may interact
with one another through forces. These particle coordinates along with their velocities
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1.1 Overview of classical physics and stochastic dynamics

describe the system’s state. The concept of the state of the system is also of import-
ance more generally and we will revisit this notion further with respect to quantum
mechanics. Furthermore, a system that is either comprised of the entire universe or
isolated such that it does not interact with anything else is known as a closed system.
This is usually an idealisation as perfect isolation is not realistic and most systems are
instead open.

The laws that govern the dynamics of classical mechanics are the three Newton’s
laws of motion. The first law states that particles in motion will move with constant
velocity, and particles at rest will remain so, unless acted upon by a force. The second
law provides a way of determining the velocity change due to the presence of external
forces. Specifically, it states that the rate of change of momentum, with respect to
time, is proportional to the force. This can be mathematically defined, for example,
the dynamics of N particles is given by [13, 98, 102, 103]

mir̈i =
∑
j

Fij(r1 . . . rN ), (1.1)

where mi is the mass, assumed to be constant with respect to time, r̈i = d2ri/dt
2 and

Fij is the force. If we are considering one particle, or object, this takes the well known
form

F = mr̈ = ma, (1.2)

where a is the acceleration. The momenta pi = miṙi and coordinates ri form the phase
space of the system. Notably Newton’s second law equation thus defines a principle
that is both reversible and deterministic. With respect to this mechanical system a
single point in phase space defines a state of the system at an instant in time, the
dynamical equation of Newton’s second law then defines a trajectory in phase space.
Different initial conditions each correspond to an initial state of the system and these
give different trajectories through the phase space. Furthermore, the energy of the
system is conserved if there are no external forces acting, and the trajectories are
associated with a particular energy value. We will later explore how damping and
irreversible dynamics arise in a microscopic description of an open system. Firstly,
we shall consider alternative representations, namely the Lagrangian and Hamiltonian
formulations, which form important foundations for quantum mechanics.
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1.1 Overview of classical physics and stochastic dynamics

1.1.1 Lagrangian Mechanics

This formulation of classical mechanics provides a structure in which the mechanical
equations of motion take the same form in arbitrary coordinate systems. Thus, there are
simple means to transform between coordinate systems. In addition, it can also deal
with complex constraints providing a very useful formulation of classical mechanics.
The starting point of this reformulation is Newton’s second law Eq. 1.1 and a full
derivation from this point can be found in several books on the topic [13, 99, 100, 102]
which we shall follow in this section to provide an overview.

In the derivation one finds that the variation of kinetic energy is equal but opposite
in sign to the variation of the potential energy. This motivates the definition of the
Lagrangian

L = T − V, (1.3)

where T = ∑
i(1/2)mi|ṙi|2 represents the kinetic energy and V represents the potential

energy. From this, the action is introduced as

S =
∫ t2

t1
Ldt. (1.4)

These definitions allow the problem to be reformulated as a variational one, the process
of which is known as Hamilton’s principle, and involves finding the solution to

δS = 0. (1.5)

This tells us that of all possible trajectories that a dynamical system could follow, the
actual path is an extremum of the action, and is commonly known as the principle of
stationary action.

As stated earlier the choice of coordinates is arbitrary, and so this result could be
expressed in different coordinates to the chosen Cartesian ones. Therefore, to generalise
the result one may consider generalised coordinates qi and express the Lagrangian in
terms of these and their time derivatives q̇i. By following this process [98–103] one
obtains the Euler-Lagrange equation, also known as the Lagrange equation,

d

dt

(
∂

∂q̇i
L

)
− ∂

∂qi
L = 0, (1.6)

solutions of which describe the evolution of a physical system for the action. The
more mathematically inclined may be interested in the general setting of calculus of
variations and derivation of the Euler-Lagrange equations [104–106].
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1.1 Overview of classical physics and stochastic dynamics

1.1.2 Hamiltonian mechanics

The Lagrangian provides a reformulation of classical mechanics with wide applicab-
ility even outside of mechanics. Examples include, the field of optics, and quantum
mechanics where it forms an important foundation for Feynman’s path integral ap-
proach. Within this formalism the state of the system is represented by a point in an
n-dimensional configuration space of the generalised coordinates qi, and their derivat-
ives q̇i. We will now look at the Hamiltonian formulation, which provides important
structure for modern statistical mechanics and quantum mechanics.

Whilst the Lagrangian is second order and requires 2n initial values to be specified,
the Hamiltonian formulation provides a description in terms of first order equations
of motion. However, there must still be 2n independent variables that describe 2n
independent first order equations. Thus, the 2n equations describe the mechanics in a
phase space, for which an intuitive choice of variables are n as the generalised coordin-
ates qi and the remaining n as the conjugate generalised momenta pi. Mathematically
the change from the Lagrangian to Hamiltonian formulations corresponds to a trans-
formation of variables (qi, q̇i, t) → (qi, pi, t). This change of variables is defined by the
Legendre transformation [102].

Equations of the Hamiltonian formulation follow by considering a small change in
the Lagrangian [13, 102]

dL =
∑
i

ṗi dqi +
∑
i

pi dq̇i + ∂L

∂t
dt (1.7)

where the expression for generalised (canonical) momentum

pi = ∂L

∂q̇i
(1.8)

has been substituted. The Legendre transformation then defines a change of variables
and provides the definition of the Hamiltonian

H(q, p, t) =
∑
i

q̇ipi − L(q, q̇, t). (1.9)

To obtain equations of motion from this, consider the differential of the Hamiltonian
using Eq. 1.9

dH =
∑
i

q̇i dpi −
∑
i

ṗi dqi − ∂L

∂t
dt. (1.10)

8



1.1 Overview of classical physics and stochastic dynamics

If we compare this to like terms of the general definition of the differential of the
Hamiltonian

dH =
∑
i

∂H

∂qi
dqi + ∂H

∂pi
dpi + ∂H

∂t
dt, (1.11)

then we obtain the 2n relations

−ṗi = ∂H

∂qi
(1.12)

q̇i = ∂H

∂pi
, (1.13)

which are known as the canonical or Hamilton equations of classical mechanics. In
addition to this, by comparing the equations it is clear to see that

−∂L

∂t
= ∂H

∂t
. (1.14)

Furthermore, by taking the time derivative of H in Eq. 1.9 we obtain
dH

dt
= −∂L

∂t
, (1.15)

and so if the system is invariant under time translation then H is conserved. In most
cases H = T +V represents the total energy, and thus for this case this time invariance
represents a statement on the conservation of energy. Furthermore, the Hamiltonian as
the total energy provides an intuitive quantity that describes the dynamics of a system.

In summary, the Hamiltonian formulation focuses on a trajectory through phase
space (q, p) rather than coordinate space. This allows the Hamiltonian formulation to
represent mechanics elegantly and concisely a set of first-order differential equations.
Additionally, Hamiltonian mechanics forms an important foundation for quantum mech-
anics through the Schrödinger approach which we shall discuss in the introduction to
quantum theory given in the latter half of this chapter. It is important to note that the
Hamiltonian and Lagrangian formulations require the systems to have gradient forces,
which means that they can be described as derivatives of potentials. Frictional forces
do not satisfy this and thus cannot be described in terms of some friction potential.
This means the formulations alone are unable to describe friction phenomena, which
will be essential in describing dynamics of molecular photoswitches in contact with a
condensed phase environment. In order to achieve this, microscopic relaxation theory
and an open system are required, for which statistics and stochastic methods provide
an essential background.
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1.1 Overview of classical physics and stochastic dynamics

1.1.3 Introduction to stochastic methods

Much of theoretical science up to the late 1800s involved the study of deterministic
solutions of differential equations to model natural phenomena. It is a known false
notion that, with knowledge of all initial data, one can predict the future of a real
system. This has come to light via the advent of quantum mechanics, which has
fundamentally a statistical element to it, and also in the concept of chaos. Consequently,
stochastic descriptions were required [107, 108], which permit a description through
random probability distributions. Historically, one of the best known stochastic process
studied was that of Brownian motion, developed from the observation that small pollen
grains suspended in water are found to be in a highly animated and irregular state of
motion. This phenomena was first studied by Robert Brown in 1827, although, a
rigorous explanation was not provided until 1905 by Einstein. This explanation gave
indirect evidence for the existence of atoms and molecules in which the motion is
caused by frequent impacts between the pollen grain and the molecules of the liquid
surrounding it. Furthermore, the complex nature of the dynamics of the molecules
and interaction with the pollen grain resulted in a description possible only through
probabilistic means. Smoluchowski also independently came to the same explanation
[108]. Einstein’s explanation of the nature of Brownian motion is seen as the beginning
of stochastic modelling of natural phenomena. Since its initial introduction, the field
of stochastic methods has been developed and applied to many areas of research and
disciplines. These include applications to mathematical finance, statistical physics,
physical chemistry, and quantum optics and electronics. In this section I will not aim
to cover a complete theory of stochastic methods, but a more complete review can be
found in [13, 108, 109], which this section follows. From these sources I present: basic
probability concepts, stochastic processes and stochastic differential equations, open
system dynamics and classical treatments of isomerisation reactions. This provides
structure for the quantum stochastic methods presented in Chapter 3.

Probability theory provides the mathematical framework by which random pro-
cesses can be described. Often there are occurrences in a system of interest which we
aim to assign probabilities to. For example, that a Brownian particle is at a position x
in space, or that a molecule in a photoisomerisation reaction is in its cis state. These
occurrences constitute realisations of events, which construct the probability space. An
event is then a member of this space which can generally be characterised, for example,
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1.1 Overview of classical physics and stochastic dynamics

by a vector of real numbers x = (x1, x2, x3, . . . ). It is of convenience to group together
events into the concept of a set of events A, where q ∈ A is used to represent that the
event q is contained in the set A.

Firstly, there are some concepts relating to sets of which it is useful to state in order
to understand the mathematical structure. If a set A is contained in another set B
then we say A is a subset of B and denote this by

A ⊂ B. (1.16)

The elements of A and B can form a new set C which consists of elements contained
in A or B or both. This is called the union of sets A and B and is denoted by

C = A ∪B. (1.17)

If elements are shared by A and B then this forms a set D, and is called the intersection
of sets A and B denoted

D = A ∩B. (1.18)

With respect to the space of events there is also the set of all events Ω known as the full
set, and the set of no events ∅ known as an empty set. In addition to these concepts
there is the complementarity operation

C = B \A, (1.19)

which removes any elements of B that are contained in A.
The framework of set theory allows us to define random events in terms of sets.

An occurrence of an event relating to a set happens upon realisation of an element
belonging to that set. In order to quantify an event A we introduce the probability of
A, P (A), as a function that must satisfy several probability axioms [108]. The first is
that the probability must be nonnegative

P (A) ≥ 0, ∀A. (1.20)

Secondly, the full set which contains all events, must have unit probability

P (Ω) = 1. (1.21)
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1.1 Overview of classical physics and stochastic dynamics

The third and final required axiom is that the union of nonintersecting sets is additive.
For example, if

Ai ∩Aj = ∅, ∀ i ̸= j (1.22)

then we have

P (∪iAi) =
∑
i

P (Ai). (1.23)

A key concept regarding probability and a stochastic dynamical description is that of
conditional probability. Consider two events A and B, in some cases where A is realised
B might be realised at the same time and this is associated with the set A ∩ B. The
probability that this occurs is then proportional to P (A ∩ B). If the event B is a
necessary condition in describing the event A, then this limits the possible events. As
the event B, with its own probability P (B) is also a necessary condition, the conditional
probability must be defined only on the collection of sets contained in B. Therefore,
the conditional probability is given by dividing the joint probability by the probability
of event B

P (A|B) = P (A ∩B)
P (B) . (1.24)

This can also be defined from the other direction,

P (A ∩B) = P (A|B)P (B) = P (B|A)P (A). (1.25)

If the events are independent then the conditional probability simplifies to just the
probability of A, as B is no longer a necessary condition, and we obtain

P (A ∩B)
P (B) = P (A). (1.26)

It follows that for independent results we also have the relation

P (A ∩B) = P (A)P (B). (1.27)

Furthermore, consider a collection of disjoint events which fill the entire space such
that

Bi ∩Bj = ∅, (1.28)

∪iBi = Ω, (1.29)
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1.1 Overview of classical physics and stochastic dynamics

which means the space is formed from sets that do not overlap. Under these consider-
ations, an event A can be given as

A = Ui(A ∩Bi), (1.30)

which by the third probability axiom gives

P (A) =
∑
i

P (A ∩Bi). (1.31)

Using the relation for conditional probabilities we obtain

P (A) =
∑
i

P (A|Bi)P (Bi), (1.32)

which is an important result in the development of stochastic processes. It suggests the
following: consider a system that at a time t1 is described by a set of states Bi with
associated probabilities P (Bi). At a later time t2 if the system is in the state A with
probability P (A) then P (A|Bi) conveys the probability of a transition from state Bi to
A. The sum total of probability of transitions to A is then the probability P (A).

We also require another concept, the random variable, which is central to topics
discussed in this thesis. Consider a probability space whose events can be written x. A
random variable is then a specific mapping of the event. Formally we can introduce the
random variable as F (x), which is a function of x and takes on values for each x. The
identity of x is written as X(x) = x. Often for events w that have a complicated de-
scription, we may omit explicit inclusion of w because the events are associated with the
values of x. To exemplify this, consider a molecule, in a condensed phase environment,
that we want to know the position of. In this case w might include all of the positions,
orientations, and momenta of each molecule in the condensed phase environment which
presents a complex description that it is not always necessary to make explicit. Ran-
dom variables play an important role in stochastic differential equations which presents
a description of the time evolution of random variables in a representation which is
somewhat analogous to the differential equations of nonprobabilistic systems.

The characterisation of random variables can be achieved in several ways such as
moments, where the nth moment is defined as the average

⟨xn⟩ =
∑
w

xn(w)P (w). (1.33)
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1.1 Overview of classical physics and stochastic dynamics

Often the most important quantities are related to the first and second order moments.
For example, ⟨x1⟩, represents the mean. The second, known as dispersion, is a measure
of the spread of the random numbers. We will also make use of correlation functions,
described later in the thesis, which give the statistical correlation between random
variables.

1.1.4 Stochastic process

A system that evolves probabilistically in time, that is to say such that a time dependent
random variable X(t) exists, can be described as a stochastic process. For example,
in the process there is a random variable x1 at time t1, and x2 at a later time t2,
and a random variable at all subsequent times up to xn at tn. The probability of this
composite event is given by

P (xn, tn; . . . ;x2, t2;x1, t1), (1.34)

which is a description in terms of the entire time trajectory. The conditional probability
may also be defined in which we want to know the probability of the composite event
if preceding it there was a process y1, t1; y2, t2; . . . ; ym, tm. Let the probability of the
composite event be defined as

P (xn, tn; . . . ;x2, t2;x1, t1; ym, τm; . . . ; y2, τ2; y1, τ1), (1.35)

then the conditional probability is given by

P (xn, tn; . . . ;x2, t2;x1, t1|ym, τm; . . . ; y2, τ2; y1, τ1)

= P (xn, tn; . . . ;x2, t2;x1, t1; ym, τm; . . . ; y2, τ2; y1, τ1)
P (ym, τm; . . . ; y2, τ2; y1, τ1) . (1.36)

With respect to an evolution equation, we thus consider conditional probabilities as a
prediction of future values of x1, x2, . . . , xn given the knowledge of the past y1, y2, . . . , yn.
Therefore, there is a relation between n and m points in time. For example, if
tn > · · · > t1 > τm > . . . τ1, then a long memory of the process is implied as the
present state depends on the knowledge of a chain of past events.

An important class of processes which forms a subset of the ones previously dis-
cussed is the Markov process. In this the so called Markov assumption is made in which
the process only depends on the most recent preceding time. This means the composite
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1.1 Overview of classical physics and stochastic dynamics

probability reduces to

P (xn, tn; . . . ;x2, t2;x1, t1; ym, τm), (1.37)

which is an important statement which means that everything can be defined in terms
of simple conditional probabilities (x1, t1|y1, τ1). In general, for an arbitrary joint prob-
ability we have

P (xn, tn; . . . ;x2, t2;x1, t1) = P (xn, tn|xn−1, tn−1) . . . P (x2, t2|x1, t1)P (x1, t1). (1.38)

Markovian processes form the foundation for many stochastic methods both in classical
and quantum settings. In addition, an important property which will be made use of
is that the Markovian process can be characterised by Gaussian white noise.

1.1.5 Stochastic differential equations

Many situations in nature can be described with a system of one or few degrees of
freedom that is in contact with some complex environment with a large number of
degrees of freedom, possibly tending to an infinite amount. Dynamics of an open system
of this type in the classical limit can be modelled by a type of stochastic differential
equation named the Langevin equation [13, 108]

dx

dt
= γ(x) + ξ(t), (1.39)

where γ(x) is a force that is dependent on the dynamical variables x = (x1, x2, . . . )
and could, for example, represent a frictional or damping, force. The second term ξ(t)
represents the fluctuations, or stochastic force, which introduces irreversible dynamics.
This stochastic force doesn’t have an explicit definition and is instead characterised by
its moments, specifically its ensemble averages and correlation function given by

⟨ξ(t)⟩ = 0, (1.40)

and

⟨ξ(t)ξ(t′)⟩ = K(t− t′), (1.41)

respectively. For white noise characterising the fluctuating force, the friction force is
local in time and the Langevin equation takes the Markovian form

mq̈(t) +mγq̇(t) + V ′(q) = ξ(t), (1.42)
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1.1 Overview of classical physics and stochastic dynamics

where

⟨ξ(t)ξ(t′)⟩ = 2mγkBTδ(t− t′), (1.43)

for which T is the temperature, m is the mass, kB is the Boltzmann constant, and a
driving force F = −V ′(q) has been included where V (q) is a potential. This equation
is capable of describing a heavy Brownian particle, driven by a force, whilst immersed
in a fluid environment of light particles. An equation of this type is also widely used as
the starting point in the Kramers model of the reactive motion of photoisomerisation
as the escape of a particle over a potential barrier in one dimension [8, 110]. The
coordinate of interest is then the isomerisation coordinate, for example a molecular
rotation parametrised by an angle. In addition to this the Kramers model [111] can
be generalised to the Grote-Hynes model [112–114] through the generalised Langevin
equation in which the fluctuations are characterised by coloured noise

mq̈(t) +m

∫ t

0
dt′ γ(t− t′)q̇(t′) + V ′(q) = ξ(t). (1.44)

In this equation the friction force is time (or frequency) dependent representing non-
Markovian dynamics. The correlation function is related to the frequency-dependent
friction by a Green-Kubo formula [115, 116]

γ̃(ω) = 1
mkBT

∫ ∞

0
dt exp(iωt)⟨ξ(t)ξ(0)⟩, (1.45)

where the frequency-dependent friction is related to the time-dependent friction by

γ̃(ω) =
∫ ∞

0
dt γ(t)exp(iωt). (1.46)

Using this and comparing against the classical regime power spectrum of the stochastic
force

K̃(ω) =
∫ ∞

−∞
dtK(t)cos(ωt) =

∫ ∞

−∞
dt ⟨ξ(t)ξ(0)⟩cos(ωt), (1.47)

we can see it relates to the real part of the friction function γ̃(ω) = γ̃′(ω) + iγ̃′(ω)
through the relation

K̃(ω) = 2mkBT γ̃′(ω). (1.48)

These form important classical models that have been used to study photoswitching
in the condensed phase and will be referred to later in the thesis when discussing the
comparison to quantum models.
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1.2 Introduction to quantum theory

1.2 Introduction to quantum theory

Quantum theory marks a departure from the classical physics discussed thus far which
corresponds more with our intuitive experience of the macroscopic world. In this section
the required mathematics and fundamental principles of quantum mechanics will be
detailed that will be necessary for an understanding of the ensuing chapters. For a
more complete assessment, a good overview is provided by Valkunas [13], and there are
several books that introduce and delve into the topic [117–122]. The remainder of this
chapter will summarise the most relevant information to this thesis from these sources.
A review of open quantum systems will be reserved for Chapter 2.

Core concepts in classical physics concern the physical behaviour of waves, and
separately particles. However, at the start of the 20th century observations were at
odds with a strict adherence to ascribing purely a wave-like or particle-like behaviour.
Instead it arose that there must be a dual property that, for example, light that was
previously thought to behave only as a wave could behave as a particle, and matter
such as electrons, which were thought to have a particle-like behaviour, could behave as
a wave. Thus, physical phenomena relating to these are neither described as just waves
or particles but can have properties of both. Furthermore, observation of a particular
type of behaviour can be altered through the act of measurement. As a consequence
of this dual nature there is an uncertainty in the position and momentum of a system
that dictates a limit on how well both can be known. The formal relation associated
with this is the Heisenberg uncertainty principle

∆x∆px ≈ h (1.49)

where ∆x and ∆px are the uncertainty in the position and momentum in a particular
direction x, and h is the Planck constant. To account for this we must change the usual
functions of classical mechanics to mathematical operators f → f̂ and the system state
to a vector with an associated space in which these operators act. Another consequence
is that for measurements of a quantum system predictions of outcomes are probabilistic.
This is not the stochastic nature of classical mechanics that we discussed earlier in
this section, but a fundamental statistical aspect of the quantum world. Quantum
mechanics provides the mathematical framework for the development of physical laws
through which a quantum system will behave.
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1.2 Introduction to quantum theory

1.2.1 Mathematical structure of quantum mechanics

As discussed in the introduction, in the more abstract formalism the state of the
quantum system is described by a unit vector which is called the state vector |ψ⟩.
Equivalently, when representing physical variables of a quantum system, the state is
known as the wavefunction ψ(x, t). Note, in some cases where the operator nature is
evident from context, we shall drop the hat notation for readability. An important
property of the wavefunction is that it satisfies the condition of normalisation∫

ψ∗(x)ψ(x) dx = 1. (1.50)

The wavefunction incorporates the wavelike properties of the quantum system and
contains the relevant information for determining the probability amplitude that a
system is in a given state. The space associated with this, and which operators act in,
is called the Hilbert space H. Thus, in the vector formalism of the state the operator
can be represented by a matrix and both of these act within H. In this formalism
an operator can act on a state through usual matrix vector multiplication to produce
another state within the same space. A simple example is of the identity operator Î,
which acts on the state as

Î|ψ⟩ = |ψ⟩. (1.51)

In a matrix representation Î is given by an n dimensional identity matrix, where n is the
dimension of the Hilbert space. There is also another useful description of a quantum
state known as a density operator, or density matrix, which we shall discuss in the next
chapter on open quantum systems. Beyond this postulate, quantum mechanics does
not specify what the state for a system is or the state space, and this depends on the
physical system studied.

1.2.2 Closed quantum system dynamics and basis representations

The dynamics of the state |ψ⟩ is determined by the Schrödinger equation

iℏ
d|ψ⟩
dt

= Ĥ|ψ⟩, (1.52)

where ℏ = h/2π is the reduced Planck’s constant which is experimentally determined
and Ĥ is a Hermitian operator equivalent of the Hamiltonian. In quantum mechanics
the Hamiltonian Ĥ is the operator that corresponds to the total energy of the system.

18



1.2 Introduction to quantum theory

In this thesis it was first presented earlier in the context of classical mechanics, but
the importance of it in quantum mechanics is now clear. Once we have knowledge of
the Hamiltonian of a system (along with the value of ℏ) then we understand the closed
system dynamics of the wavefunction completely. However, it is not always an easy
task to connect a Hamiltonian to particular physical system. Furthermore, no real
quantum system is truly closed, but if the system interacts only very weakly and slowly
with an environment, then closed system dynamics can be a useful approximation to
gain insight. Later in this thesis, we shall find that this does not suffice for many
chemical physics and biochemical physics problems, for which the environment is often
complex and strongly coupled to the system. For example, a complete modelling of
molecular photoswitches in a condensed phase environment will require us to adopt a
more advanced treatment that takes into account the interaction with the environment.
Nonetheless, the closed system treatments discussed here offer an important means of
comparison and allow us to elucidate features in the quantum dynamics of molecules.

It has not yet been stipulated as to what the physical variables the wavefunction
depends on. This can be defined in particular ways through so called basis repres-
entations. A common representation is the coordinate representation where ψ(q, t)
represents the wavefunction with respect to a coordinate basis q. The Schrödinger
equation in this basis is given by

iℏ
dψ(q, t)
dt

=
[

−ℏ2

2m
∂2

∂q2 + V̂ (q)
]
ψ(q, t), (1.53)

where the first term on the right hand side represents the kinetic energy operator T̂ ,
and the second represents the potential energy operator V̂ . To understand the concept
of basis expansion further consider an ansatz

Ψ(q, t) = ψ(t)φ(q), (1.54)

and a time-independent Hamiltonian for the Schrödinger equation. This allows us to
separate the equations into one for the time variable and one for the coordinate and
write an eigenvalue equation

Ĥφ(q) = Eφ(q), (1.55)

for the coordinate wavefunction φ(q) known as the stationary or time-independent
Schrödinger equation. The quantities E and φ(x) in the equation represent the ei-
genvalue and eigenfunction respectively. These quantities often correspond to a set of
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1.2 Introduction to quantum theory

eigenvalues En with corresponding eigenfunctions φn(x). The numbers n then form an
index by which the state may be identified, for example, an energy level corresponding
to the nth eigenenergy, or reference to the nth eigenstate. Then for the time variable
equation we have

iℏ
dψ(t)
dt

= Eψ(t), (1.56)

which can be solved for known values of En. Specifically a solution of the Schrödinger
equation is provided by exp(−iEnt/ℏ)φn. The full wavefunction, of coordinate and
time, can then be computed as linear superpositions of these solutions

Ψ(q, t) =
∑
n

cn(0)e− i
ℏEntφn(q)

=
∑
n

cn(t)φn(q), (1.57)

where

cn(t) = cn(0)e− i
ℏEnt. (1.58)

The general result is that an arbitrary wavefunction ψ(q, t) can be expanded in this
manner in a basis that is complete, which means the basis vectors span the entire vector
space. Note that for t = 0, the initial wavefunction ψ(q, 0) is the summation of only
expansion coefficients cn multiplied by associated eigenfunctions φn

ψ(q, 0) =
∑
n

cnφn(q). (1.59)

As the wavefunction is normalised and the eigenfunctions of the Hamiltonian form an
orthogonal and orthonormal set such that∫

φ∗
n(q)φm(q) dq = δnm, (1.60)

the expansion coefficients are given by

cn(t) =
∫
φ∗
n(q)ψ(q, t) dq. (1.61)

Additionally, other basis representations are possible, for example the momentum rep-
resentation, and the energy representation in which the eigenstates |n⟩ form the basis
vectors. This differs to the above discussion where we remained in a coordinate repres-
entation of the state but performed the expansion of the state with respect to eigenen-
ergies and eigenstates. An important class of evolutions is formed from considering the
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1.2 Introduction to quantum theory

dynamics of the eigenstates. This can be defined succinctly in the |n⟩ basis. Firstly, as
the Hamiltonian is Hermitian, it can be diagonalised allowing it to be brought into the
form

Ĥ =
∑
n

En|n⟩⟨n|, (1.62)

where En are the eigenvalues of the Hamiltonian, |n⟩ are the eigenvectors and |n⟩⟨n|
represent elements of a diagonal matrix. The states |n⟩ are commonly known as the
energy eigenstates, also known as the stationary states, and En corresponds to the
energy associated with the state |n⟩. The lowest of these states |0⟩ is known as the
ground state, whilst E0 is known as the ground state energy. Dynamics of the energy
eigenstates is rather simple and rationalises their interpretation as stationary states, as
they only acquire a numerical factor also known as a phase factor,

|n(t)⟩ = exp(−iEnt/ℏ)|n(0)⟩. (1.63)

Furthermore, if we perform the expansion of |ψ(t)⟩ with respect to the energy eigenstate
basis |n⟩ we obtain

|ψ(t)⟩ =
∑
n

cn(t)|n⟩, (1.64)

and

|ψ(t)⟩ =
∑
n

e−iEnt/ℏcn(0)|n⟩, (1.65)

which are the results of 1.57 and 1.58 but written in the |n⟩ basis. In addition, due to
normalisation it follows that

1 = ⟨ψ(t)|ψ(t)⟩ =
∑
n

∑
m

c∗
n(t)cm(t)⟨n|m⟩, (1.66)

which due to orthonormality becomes

1 =
∑
n

|cn(t)|2

=
∑
n

|cn(0)|2. (1.67)

Thus each of the values of |cn(0)|2 contribute to the normalisation of the state.
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1.2.3 Quantum probability and expectation values

In the last section we obtained the expansion coefficients cn. In the standard interpret-
ation of quantum mechanics, and without the inclusion of measurement, the square
modulus of the expansion coefficient |cn(0)|2 provides the probability density of finding
the system in its nth state. Similarly, |φn(x)|2 defines the probability for finding the
system in the nth eigenstate with a coordinate value of x. This is commonly known
as the Born rule for probability. With respect to this the probability density repres-
ents a real nonnegative value whereas the wavefunction itself is complex and is not a
measurable quantity.

As with functions in classical mechanics, the operators of quantum mechanics often
represent some physical quantities of interest. The expectation of an operator repres-
ents the probabilistic expected value of experimental observation. For example, the
probability that a molecule may be found in a particular conformation. This generally
corresponds to outcomes of repeated experimental observation. Mathematically the
expectation value of operator Â is given by an equation also known as the Born rule

⟨Â⟩ =
∫
dxψ∗(x)Âψ(x). (1.68)

Notably, the expectation can take values that there is a zero probability of the system
attaining in any single observation. Furthermore, an operator which represents a phys-
ically measurable quantity must have real expectation values and eigenvalues. This is
true for a class of operators known as Hermitian operators which satisfy∫

dxψ∗
1Âψ2 =

∫
dx (Âψ1)∗ψ2. (1.69)

To see that expectation values of such operators are real, consider

(⟨Â⟩)∗ =
∫
dxψ(x)(Âψ(x))∗

=
∫
dx (Âψ(x))∗ψ(x) (1.70)

which, by using the property that Â is Hermitian, may be written as∫
dxψ(x)∗Âψ(x)

= ⟨Â⟩. (1.71)
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Thus, we have the result for Hermitian operators that

(⟨Â⟩)∗ = ⟨Â⟩, (1.72)

which is true if the expectation value is real. In addition, by introducing the Hermitian
conjugate as

(ÂT )∗ = Â†, (1.73)

a Hermitian operator can be defined as an operator that satisfies

Â† = Â. (1.74)

1.2.4 Time evolution operator

The aforementioned Schrödinger equation allows the description of the time evolution
of a quantum state in continuous time. Another useful description is possible in which
we define the time evolution between two discrete times t1 and t2 through a so called
unitary operator. A matrix, or equivalently operator, Û is said to be unitary if Û †Û =
Û Û † = Î. Unitary operators are of particular importance as they can be used to
describe the time evolution of a closed quantum system. For example if the state of
the system at time t0 is |ψ(t0)⟩, then the state |ψ(t1)⟩ which the state is in at time t1
is connected to the state at t0 via a unitary operator

|ψ(t1)⟩ = Û(t1, t0)|ψ(t0)⟩. (1.75)

Furthermore, if we consider the solution to the Schrödinger equation we can make the
connection between evolution in the Hamiltonian picture and unitary evolution. The
solution, for a time-independent Hamiltonian, is as follows

|ψ(t1)⟩ = exp
[(

− i

ℏ
Ĥ(t1 − t0)

)
/ℏ
]
|ψ(t0)⟩

= Û(t1, t0)|ψ(t0)⟩, (1.76)

where the time evolution operator Û , which is unitary, is defined as

Û(t1, t0) ≡ exp
[(

− i

ℏ
Ĥ(t1 − t0)

)
/ℏ
]
. (1.77)

Thus it can be seen that there is a bijection, that is to say a one to one correspondence,
between the discrete unitary and continuous time Hamiltonian implementing pictures.
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It is noteworthy that the time evolution operator can also be defined in terms of
time-dependent Hamiltonians. Firstly, by observing that the time evolution operator
satisfies

Û(t0, t0) = 1 (1.78)

and by considering the time evolution with respect to the Schrödinger equation we
obtain

Û(t1, t0) = 1 − i

ℏ

∫ t1

t0
Ĥ(τ)Û(τ, t0) dτ. (1.79)

The integral in this equation can then be considered in an iterative manner, in the first
iteration the equation becomes

Û(t1, t0) = 1 − i

ℏ

∫ t1

t0
Ĥ(τ) dτ +

(−i
ℏ

)2 ∫ t1

t0
dτ

∫ τ

t0
dτ1 Ĥ(τ)Ĥ(τ1)Û(τ1, t0). (1.80)

Applying this iterative procedure repeatedly gives

Û(t1, t0) = 1 +
∞∑
n=1

(
− i

ℏ

)n ∫ t1

t0
dτn

∫ τn

t0
dτn−1· · ·

∫ τ2

t0
dτ1 Ĥ(τn)Ĥ(τn−1) . . . Ĥ(τ1),

(1.81)

where there is time ordering such that t0 ≤ τ1 ≤ · · · ≤ τn−1 ≤ τn ≤ t1. The upper
limits of the integrals can be made equal to t1, for which the equation takes the form
of a Dyson series

Û(t1, t0) = 1 +
∞∑
n=1

(− i
ℏ)n

n!

∫ t1

t0
dτn

∫ t1

t0
dτn−1· · ·

∫ t1

t0
dτ1 Ĥ(τn)Ĥ(τn−1) . . . Ĥ(τ1),

(1.82)

where the same time ordering applies. From this it follows that the time evolution
operator can be written as

Û(t1, t0) = T exp
(

− i

ℏ

∫ t1

t0
dτ Ĥ(τ)

)
, (1.83)

where T is the time ordering operator.

1.2.5 Dirac notation

A useful way of representing the mathematical expressions of quantum mechanics that
shall be used in this thesis is provided by the Dirac notation, also known as bra-ket
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notation. Consider the wavefunction φn(x) of state n in a coordinate representation.
In Dirac notation this representation of the state vector n with respect to a basis x is
given by

φn(x) = ⟨x|n⟩, (1.84)

where the term on the right hand side of the equation represents the scalar product of
two vectors |x⟩ and |n⟩. This defines the projection of |n⟩ on |x⟩ in the Hilbert space.
The vector |n⟩ is known as a ket-vector, and ⟨n| is called the bra-vector which motivates
the Dirac notation also being referred to as bra-ket notation. Regarding this notation
the bra and ket vectors are related through hermitian conjugation

|n⟩ = (⟨n|)† (1.85)

and thus it follows

⟨x|n⟩ =
(
⟨n|x⟩

)∗
. (1.86)

Dirac notation also allows relations to be condensed such as the integral of two wave-
functions

⟨b|a⟩ =
∫
φ∗
b(x)φa(x) dx (1.87)

and the integral

⟨b|Â|a⟩ =
∫
φ∗
b(x)Âφa(x) dx. (1.88)

If the state vectors are equivalent, then we obtain the normalisation condition

⟨a|a⟩ = 1 (1.89)

and the expectation value of an operator with respect to a becomes

⟨a|Â|a⟩ =
∫
φ∗
a(x)Âφa(x) dx. (1.90)

Similarly, the expectation value of Â for a system in a given state ψ(x) is given by

⟨Â⟩ = ⟨ψ(x)|Â|ψ(x)⟩ =
∫
ψ∗(x)Âψ(x) dx. (1.91)
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1.2.6 Formulations of quantum mechanics

Formulations, also known as representations or pictures, represent equivalent methods
of formulating the dynamics of a quantum system. We have already discussed one
formulation, the Schrödinger picture, in which the system state is evolved in time via
the Schrödinger equation, and operators are time-independent. Another formulation,
known as the Heisenberg picture, transfers the time dependency to the operators of the
system, whilst the state vectors become time-independent. Formulations are covered in
more detail by Breuer and Petruccione [41]. However, we shall review the most relevant
elements of this source in this section.

Indexing Heisenberg picture operators with an H, the relation between Heisenberg
and Schrödinger picture operators is given by

ÂH(t) = Û †(t, t0)Â(t0)Û(t, t0). (1.92)

Thus, at time t0 the pictures coincide and ÂH(t0) = Â(t0). Similarly, the relation
between Heisenberg picture wavefunctions is given by

|ψ(t)⟩ = Û(t, t0)|ψH⟩. (1.93)

Additionally, we have

|ψH⟩ = Û †(t, t0)|ψ(t)⟩

= |ψ(t0)⟩. (1.94)

Using these expressions, the equivalence between pictures becomes clear when taking
the expectation value of an observable

⟨Â⟩ =⟨ψ(t)|Â|ψ(t)⟩

=⟨ψ(t0)|Û †(t, t0)ÂÛ(t, t0)|ψ(t0)⟩

=⟨ψH |ÂH(t)|ψH⟩, (1.95)

where Â = Â(t0). Using the above relations and

d

dt
Û(t, t0) = − iĤ

ℏ
Û(t, t0), (1.96)
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the equation of motion in the Heisenberg picture for ÂH(t) can be derived as follows

dÂH(t)
dt

= d

dt

(
Û †(t, t0)Â(t0)Û(t, t0)

)
= i

ℏ
Û †(t, t0)ĤÂÛ(t, t0) + Û †(t, t0)

(∂Â
∂t

)
Û(t, t0)

− i

ℏ
Û †(t, t0)ÂĤÛ(t, t0)

= i

ℏ

(
ĤHÂH − ÂHĤH

)
+ Û †(t, t0)

(∂Â
∂t

)
Û(t, t0)

= i

ℏ
[ĤH , ÂH ] + Û †(t, t0)

(∂Â
∂t

)
Û(t, t0). (1.97)

For the Schrödinger operator Â, without explicit time dependence, the Heisenberg
equation of motion reduces to

dÂH(t)
dt

= i

ℏ
[ĤH , ÂH ]. (1.98)

In the special case of a time-independent Hamiltonian, this further reduces to

dÂH(t)
dt

= i

ℏ
[Ĥ, ÂH ]. (1.99)

An equation of motion can also be found for the expectation value of an arbitrary
Schrödinger observable Â, the derivation of which is most easily carried out in the
Heisenberg picture as follows

d

dt
⟨Â⟩ =

〈
d

dt
ÂH(t)

〉
= i

ℏ

〈
[ĤH , ÂH ]

〉
+
〈
∂ÂH
∂t

〉
. (1.100)

This is known as the Ehrenfest equation, and as before, for a Schrödinger operator Â,
without explicit time dependence this equation reduces to

d

dt
⟨ÂH⟩ = i

ℏ

〈
[ĤH , ÂH ]

〉
. (1.101)

The Schrödinger and Heisenberg pictures are both limiting cases of the interaction
picture which will be of use to us in later derivations. To operate in the interaction
picture we first divide the Hamiltonian into two parts

Ĥ(t) = Ĥ0 + ĤI(t), (1.102)
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the details of the partition depend on the physical system under study. Generally, the
free part Ĥ0 represents the sum of the energies of the two systems when interaction is
ignored, and the division is usually done such that it is time independent. The inter-
action between systems is then given by ĤI . As before, we denote the time evolution
of the total system by Û(t, t0). Furthermore, we introduce the unitary time evolution
operators

Û0(t, t0) = exp
[

− i

ℏ
Ĥ0(t− t0)

]
(1.103)

and

ÛI(t, t0) = Û †
0(t, t0)Û(t, t0). (1.104)

The expectation value of an observable is then equivalently given by

⟨Â⟩ = ⟨ψ(t0)|Û †
I (t, t0)Û †

0ÂÛ0ÛI(t, t0)|ψ(t0)⟩

= ⟨ψI(t)|ÂI(t)|ψI(t)⟩, (1.105)

where we have introduced the interaction picture operator

ÂI(t) = Û †
0(t, t0)ÂÛ0(t, t0), (1.106)

and the interaction wavefunction

|ψI(t)⟩ = Û †
0(t, t0)|ψ(t)⟩. (1.107)

As in the Heisenberg picture there is a time dependence on operators, however, this
comes from the free part of the Hamiltonian Ĥ0 rather than the total Hamiltonian. The
limiting case of the Heisenberg picture arises if ĤI(t) = 0, in which case Û0(t, t0) =
Û(t, t0) and ÛI(t, t0) = Î. Alternatively, the Schrödinger picture is obtained if the
free Hamiltonian Ĥ0 = 0, which means ĤI(t) = Ĥ(t), such that Û0(t, t0) = Î and
ÛI(t, t0) = Û(t, t0). The time evolution of the interaction picture wavefunction can be
easily determined by substituting Eq. 1.107 into the Schrödinger equation to give

d

dt
Û0(t, t0)|ψI(t)⟩ = − i

ℏ
Ĥ(t)Û0(t, t0)|ψI(t)⟩

− i

ℏ
Ĥ0Û0(t, t0)|ψI(t)⟩ + Û0(t, t0)∂|ψI(t)⟩

∂t
= − i

ℏ

(
Ĥ0 + ĤI(t)

)
Û0(t, t0)|ψI(t)⟩, (1.108)
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which means that

d

dt
|ψI(t)⟩ = − i

ℏ
ĤI(t)|ψI(t)⟩. (1.109)

Thus, the time evolution of the interaction picture wavefunction is determined by the
interaction part of the Hamiltonian. Whereas, following the same argument as for
the Heisenberg picture equation of motion, the time evolution of interaction picture
operators is determined by the free Hamiltonian as

d

dt
ÂI(t) =

[
Ĥ0, ÂI(t)

]
. (1.110)

The interaction picture forms a useful formulation of quantum mechanics when dealing
with changes to wavefunctions and operators due to interactions. Consequently, as we
shall see in later chapters, changing to the interaction picture is often an important
step in the derivation of open quantum system methods.
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Chapter 2

Open quantum system theory
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Most realistic quantum systems of interest constitute an open quantum system (OQS).
These correspond to a quantum system that is coupled to an environment through
which energy and particles can be exchanged. Interaction with the environment results
in time irreversible processes in addition to the deterministic closed quantum system
dynamics defined by the Schrödinger equation. Furthermore, this induces quantum
dissipation and decoherence leading to a loss of quantum behaviour of the system.

Open quantum dynamics are of importance to a wide variety of fields. Examples in-
clude: condensed matter physics, quantum thermodynamics, quantum optics, quantum
information and technology, chemical physics, and quantum biology. Within these fields
the theory and simulation of OQS dynamics is crucial in understanding quantum effects
in complex systems, modelling condensed phase reactions, and predicting and interpret-
ing experimental results such as ultrafast spectroscopy. Such considerations were, in
part, a driving motivation that helped with the formation of the field with initial studies
concerning line shape analysis in laser spectra and nuclear magnetic resonance (NMR).

In many open quantum systems modelling all degrees of freedom explicitly is un-
desirable or not feasible. Moreover, it can be of importance to understand what the
fundamental features of a quantum system are in order to replicate observed phenom-
ena. There are several methods of treating the problem with two main representa-
tions of the OQS that exist. In one approach a large but finite and formally closed
system is used. Some examples are the multiconfigurational time-dependent Hartree
(MCTDH) approach [123–126], time evolving density matrix using orthogonal poly-
nomials algorithm (TEDOPA) [127–129], multiconfigurational erenfhest (MCE) and
the coupled coherent states (CCS) methods [31–40]. Many of these approaches have
wide applicability and are capable of treating nonlinear system-environment coupling
and anharmonic environment modes. Common challenges with approaches of this type
are that the number of environment modes accounted for in the total system must be
large enough for convergence. Additionally, the total system wave-function describes
time-reversible dynamics and so challenges arise in describing the thermal equilibrium
state.

Alternatively, the problem can be separated into a quantum system interacting with
an environment (also known as a bath) to form a reduced system approach [41–43].
Formally, the bath is typically modelled by an infinite number of harmonic oscillators.
Through this system-bath model approach it is possible to describe the time-irreversible
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2.1 Density matrix representation of the quantum state

dynamics that lead to the thermal equilibrium state. For such a state in this formalism,
processes that provide energy from the bath to system are balanced, dependent on the
temperature, by dissipative processes from system to bath. In addition to these two
approaches to treating the system and environment there is a choice of what quantity
is simulated and the method of solution. Choices of quantity include the wave func-
tion, correlation functions, and the density matrix which is a useful representation of
a quantum state commonly used for open systems which we shall discuss later in this
chapter. Methods that implement these quantities include the quantum master equa-
tion (QME) for density matrix approaches, and the stochastic Schrödinger equation
(SSE) [44, 45] for wavefunction based approaches. We will discuss the methods for
simulating dynamics, focusing on SSE approaches, in the next chapter.

In this chapter we will review the necessary theory of open quantum systems fol-
lowing the sources [13, 41, 122, 130]. Firstly, the density matrix representation of
the quantum state will be presented and its usefulness to open quantum systems de-
scriptions shall be discussed. We will then define the mathematical foundation of an
open quantum system. Following this, we shall review quantum statistics and thermo-
dynamics that provide the tools for describing an environment at finite temperature.
Subsequently, we will see how the mathematical structure of quantum systems may be
extended via the thermofield method to account for an environment and finite temper-
ature.

2.1 Density matrix representation of the quantum state

In the previous chapter we formulated quantum mechanics in terms of state vectors and
the wavefunction. An alternative formulation of the state is given by the density matrix
ρ, which is also known as the density operator [13, 41, 122]. This provides a useful state
representation for describing individual subsystems of a composite quantum system.
Furthermore, it provides a convenient means through which statistical and quantum
uncertainty can be accounted for. It has a natural description in terms of bra-ket
notation but firstly we shall discuss its connection to the previous representation.

The density matrix is a d× d matrix, where d is the Hilbert space dimension, that
is defined with respect to a specific basis. The diagonal entries of this matrix represent
probabilities of finding the quantum system in a corresponding state. The off-diagonal
elements, which are referred to as coherences, quantify the superposition of states, and
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2.1 Density matrix representation of the quantum state

by definition of the density matrix are a basis dependent quantity [131].
Formally consider the wavefunction

ψ(x) =
∑
i

ciφi(x), (2.1)

which is defined with respect to a basis of wavefunctions φi. As defined in Chapter
1 the probability of finding the system in state φi is given by |ci|2. Additionally, the
expectation value of an operator Â with respect to the state ψ(x) is given by

⟨Â⟩ =
∑
ij

Ajicic
∗
j , (2.2)

where

Aji =
∫
dxφ∗

j (x)Âφi(x). (2.3)

Thus if a particular basis is chosen, and Aij is represented with respect to this, then
one need only know the expansion coefficients ci in order to calculate the expectation
value. This suggests that the state of the system can be characterised in terms of these
expansion coefficients and thus we obtain the density matrix elements

ρij = cic
∗
j . (2.4)

Using this expression the expectation value of an operator is given by

⟨Â⟩ =
∑
ij

Ajiρij . (2.5)

Consider that Aji and ρij are elements of matrices Â and ρ. Then it follows that
the expectation value is represented by the sum of the diagonal elements of the matrix
multiplication of Â and ρ. This mathematical operation of the sum of diagonal elements
of a matrix is known as the trace and so the expectation value can be represented as

⟨Â⟩ = tr(Âρ). (2.6)

In the mathematical description, the probabilities are given by diagonal elements ρii,
sometimes called populations, and the coherences are given by ρij where i ̸= j. The
density matrix is succinctly represented in bra-ket notation as

ρ =
∑
ij

ρij |i⟩⟨j|. (2.7)
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2.1 Density matrix representation of the quantum state

It is important to note that the density matrix doesn’t provide more information than
the wavefunction about a pure quantum state, which is one we know exactly up to
quantum uncertainty and can be represented by a state vector |ψ⟩. However, it provides
a representation that can have practical advantages that are of use to condensed phase
relaxation phenomena and spectroscopy. In particular, it is useful for mixed states
which describe statistical mixtures representing incomplete knowledge of the quantum
state. Additionally, the density matrix can also represent a pure state simply as

ρ = |ψ⟩⟨ψ|. (2.8)

If the state cannot be expressed in this form, then it is a mixed state. As a proper
mixed state this is represented as a statistical mixture of pure states such that there is
a probability pi that the system is in the state |ψi⟩. Thus, generally the density matrix
can be written in the form

ρ =
∑
i

pi|ψi⟩⟨ψi|. (2.9)

The expectation value of an operator Â is then represented by

⟨Â⟩ =
∑
i

pi⟨ψi|Â|ψi⟩

=
∑
i

pi tr(|ψi⟩⟨ψi|Â)

= tr
(∑

i

pi|ψi⟩⟨ψi|Â
)

= tr
(
ρÂ
)
, (2.10)

where the cyclic property of the trace has been used going from line one to two. A
proper mixed state thus captures our uncertainty about which of a number of pure
states the system might be in. Alternatively, one can obtain an improper mixed state
when considering composite systems and a reduced density matrix which represents
the state of a subsystem. We will discuss this concept in more detail in Section 2.2.

Furthermore, there are some noteworthy properties of the density matrix. Firstly,
as diagonal entries represent probabilities, which are normalised, the density matrix
must have unit trace

tr(ρ) =
∑
i

pi tr(|ψi⟩⟨ψi|) =
∑
i

pi = 1. (2.11)
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2.1 Density matrix representation of the quantum state

Secondly, it follows from its definition that the density matrix is hermitian as ρ∗
ji = ρij .

Lastly, the degree of how pure a state is can be quantified by its purity, tr(ρ2), where

tr(ρ2) = 1 (2.12)

if ρ is a pure state, and

tr(ρ2) < 1 (2.13)

if ρ is a mixed state. This section has presented how the density matrix offers a useful
representation of the quantum state but its time evolution must still be defined.

2.1.1 Time-evolution of the density matrix

In the last chapter we defined evolution of a quantum state via the time-dependent
Schrödinger equation. By considering this, the equation of motion for the density
matrix can be obtained [41, 122]

∂ρ

∂t
= ∂

∂t

(
|ψ⟩⟨ψ|

)
=
(
∂

∂t
|ψ⟩
)

⟨ψ| + |ψ⟩ ∂
∂t

⟨ψ| = − i

ℏ
Ĥ|ψ⟩⟨ψ| + i

ℏ
|ψ⟩⟨ψ|Ĥ, (2.14)

where the time-dependent Schrödinger equation and its conjugate have been substi-
tuted. Using a commutation relation this can be written more concisely as

∂ρ

∂t
= − i

ℏ
[Ĥ, ρ], (2.15)

which is known as the Liouville-Von Neumann equation. In Chapter 1 we introduced
the concept of the time evolution operator Û , this can also be extended to the density
matrix to give

ρ(t1) = Û(t1, t0)ρ(t0)Û †(t1, t0). (2.16)

Furthermore, if we take the trace we obtain

tr(ρ(t1)) = tr
(
Û(t1, t0)ρ(t0)Û †(t1, t0)

)
(2.17)

= tr(ρ(t0)), (2.18)

from which it can be deduced that unitary evolution is trace preserving. Addition-
ally, for a time-independent Hamiltonian the density matrix elements, in the energy
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2.2 Composite systems and the reduced density matrix

eigenbasis, evolve as

ρij(t1) = ⟨i|ρ(t)|j⟩

= ⟨i|Û |ψ(t0)⟩⟨ψ(t0)|Û †|j⟩

= e−i(ωi−ωj)(t1−t0)ρij(t0)

= e−iωij(t1−t0)ρij(t0). (2.19)

It thus follows that under unitary evolution population elements, ρii(t1) = ρii(t0),
are time invariant whereas coherences oscillate due to the exponential and the energy
splitting ωij = ωi − ωj .

2.2 Composite systems and the reduced density matrix

Beyond the useful description of mixed states provided by the density matrix they
are also a key tool in the description of composite systems and their dynamics [122].
Firstly, consider quantum systems A and B to which a pure state can be defined in
each of the associated Hilbert spaces,

|ψA⟩ ∈ HA, (2.20)

|ψB⟩ ∈ HB. (2.21)

The larger composite space can then be formed from the tensor product of these Hilbert
spaces which then form subsystems of the total space HA ⊗HB. The composite state
can then be defined as

|Ψ⟩ = |ψA⟩ ⊗ |ψB⟩, (2.22)

which is known as a product state, where importantly the assumption has been made
that the subsystems are separable. The density matrix of the composite system follows
in the same manner

ρ = ρA ⊗ ρB. (2.23)

Throughout this thesis such states will primarily form the initial state of the open
quantum system. However, it is important to note that not every state is separable in
this manner and interaction between systems can lead to entanglement and inseparable
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2.2 Composite systems and the reduced density matrix

states. A state that cannot be written as a product state is referred to as an entangled
state. To represent this formally consider a general state of the form

|ψAB⟩ =
∑
ij

cij |iA⟩ ⊗ |jB⟩. (2.24)

The state is separable if the coefficient can be represented by cij = cAi c
B
j , otherwise it

is inseparable and thus an entangled state. The state of a subsystem of the composite
system is known as the reduced state and can be found by taking the partial trace. For
example, by taking the partial trace over system B we obtain

ρA = trB(ρAB). (2.25)

To understand how the partial trace works, as an example, consider two vectors |v1⟩, |v2⟩
belonging to the state space of system A and two vectors |u1⟩, |u2⟩ belonging to another
state space of system B. As in Eq. 2.24 we take the composite system state, but here
|v1⟩, |v2⟩ are in place of vectors |iA⟩ and |u1⟩, |u2⟩ are in place of vectors |jB⟩. It follows
that the partial trace over system B of the composite system state formed by these, is
given by

trB(|v1⟩⟨v2| ⊗ |u1⟩⟨u2|) = |v1⟩⟨v2|tr(|u1⟩⟨u2|)

= |v1⟩⟨v2|⟨u2|u1⟩. (2.26)

The partial trace can thus be seen as averaging over the degrees of freedom of other
subsystems. The property that the state of a subsystem of a composite system can
be obtained via the partial trace is a core concept to reduced equation of motion open
quantum system approaches. Further interesting concepts regarding entanglement and
composite systems, such as purification, and the Schmidt decomposition theorem which
allows one to identify if a state is entangled, are covered in detail in books by Breuer
and Petruccione [41], and Nielsen and Chuang [122]. Briefly summarising some of
these concepts, the Schmidt decomposition theorem states that if |ψ⟩ is a pure state of
a composite system AB, then there is a representation of this state as

|ψ⟩ =
∑
i

λi|iA⟩|iB⟩, (2.27)

where |iA⟩ and |iB⟩ are orthonormal states for systems A and B respectively and λi

is known as the Schmidt coefficient. The Schmidt coefficients are non-negative real
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2.2 Composite systems and the reduced density matrix

numbers that satisfy the relation ∑i λ
2
i = 1. The Schmidt number is then defined as

the number of non-zero values λi. There are some interesting results that relate to
this, for example, the state |ψ⟩ of a composite system AB is a product state if and
only if it has a Schmidt number of 1. To see this, note that if |ψ⟩ is a product state
of composite system AB, then there exist φA and φB, that are orthonormal states of
A and B respectively, such that |ψ⟩ = |φA⟩ ⊗ |φB⟩. Via the Schmidt decomposition
theorem it follows that this has a Schmidt number of 1. Conversely, if the Schmidt
number for a state |ψ⟩ is 1, then there exist orthonormal states such that

|ψ⟩ = λ|φA⟩|φB⟩ (2.28)

= |φA⟩|φB⟩, (2.29)

where, via the rule of Schmidt coefficients that states ∑λi = 1, we must have λ = 1.
A related result is that a state |ψ⟩ of a composite system AB is a product state if and
only if ρA and ρB are pure states. To prove this, consider the composite product state
|ψ⟩ = |a⟩|b⟩, where |a⟩ and |b⟩ are pure states of systems A and B respectively. Let
ρ represent the density matrix |a⟩⟨a| for system A and σ represent the density matrix
|b⟩⟨b| for system B. Then the composite system density matrix reads

ρAB = ρ⊗ σ. (2.30)

By taking the partial trace over system B as in Eq. 2.25, and by using the property
that a density matrix has unit trace it follows that

ρA = trB(ρ⊗ σ) = ρtr(σ) = ρ, (2.31)

and thus as ρ is pure it follows that tr(ρ2
A) = 1 and the reduced system density matrix

is pure. Proving this in the other direction, suppose we have a pure state |ψ⟩, then by
the Schmidt decomposition theorem

|ψ⟩ =
∑
i

λi|iA⟩. (2.32)

Furthermore, we obtain the reduced state via the partial trace

ρA = trB(|ψ⟩⟨ψ|) =
∑
i

λ2
i |iA⟩⟨iA|. (2.33)
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Making the assumption that ρA is a pure state, then for a particular state i = φ, λφ = 1
and for all other i, λi = 0. From this it follows that the Schmidt number is 1 and the
state can be represented as a product

|ψ⟩ = |φA⟩|φB⟩. (2.34)

Crucially the converse result informs us that if the state is entangled then the reduced
subsystem state must be mixed. As we have seen, such mixed states can more conveni-
ently be represented within the density matrix representation.

2.3 Mathematical foundations of open quantum systems

In the previous chapter we defined the mathematical foundation of a quantum system
in terms of the quantum state and Hilbert space. This shall be extended in this section
to open quantum systems [41, 42]. An open quantum system is a composite quantum
system made up by a system S which is coupled to another system B called the en-
vironment (or bath). For example, this could be comprised of a molecular motion that
occurs in a protein or solvent condensed phase environment. As an aside, note that in
some literature the nomenclature has some subtleties where reservoir refers to an envir-
onment with an infinite number of degrees of freedom, and bath refers to a reservoir in
a thermal equilibrium state. It follows that S constitutes a subsystem of the combined
total system S + B. If there is no interaction between systems then the dynamics of
the subsystem S follows the closed system dynamics of the previous chapter. However,
when there is interaction between system and environment, the system S will not evolve
according to just its own internal dynamics. Whilst the combined system will evolve
according to unitary time evolution, the interaction negates a unitary time evolution
description for the dynamics of S. Thus a new equation of the reduced system dy-
namics must be derived for the time evolution of the reduced system state. Although
the desired result is an OQS treatment of the reduced part of the entire combined
system, which is inclusive of both environment and the reduced system, the derivation
begins with treating a full model of system and environment. Such a starting point
is advantageous as it allows one to understand where the dynamical effects on the re-
duced system state, due to the environment, originate. It also provides a starting point
that extends the mathematical foundations of a closed quantum system and allows a
derivation of the open quantum dynamics from the Schrödinger equation.
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2.3 Mathematical foundations of open quantum systems

Figure 2.1: (a) Representation of an open quantum system comprised of a system part,
with associated Hilbert space HS and state ρS , and environment part with associated
Hilbert space HB and state ρB. The black arrow represents an interaction between
system and environment. (b) An example of an open quantum system comprised of
a retinal photoswitch molecule acting as the system part, and rhodopsin protein [1]
acting as the environment. The system density matrix is defined with respect to a
parameter (or parameters) important to the reaction, such as a bond rotation of the
retinal molecule.

In an open quantum system there are three dynamical processes that need to be
accounted for, the system dynamics, the bath dynamics, and the interaction between
them. The state spaces consist of the Hilbert space for the system HS , the Hilbert
space for the bath HB, and the composite total system Hilbert space H = HS ⊗ HB.
The total Hamiltonian representing this is given by

H = HS +HB +HI , (2.35)

where HS is the system Hamiltonian, HB is the bath Hamiltonian, and HI defines the
interaction. The quantities of interest will be that of observables of the subsystem S.
Following the techniques of composite quantum systems discussed in the last section,
the total composite system can be described by a density matrix ρ. The key quantity
that describes the dynamics of the system S is given by the reduced density matrix

ρS = trB(ρ), (2.36)

where the partial trace is performed over the bath degrees of freedom. Figure 2.1 shows
a representation of the open quantum system and example. It follows that expectation
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2.3 Mathematical foundations of open quantum systems

values for an operator of the open quantum system A⊗ IB, where IB is the identity of
the bath Hilbert space, can be described by

⟨A⟩ = trS(AρS). (2.37)

It is often assumed that the initial state is a product state of system and the vacuum
state of the environment

|Ψ0⟩ = |ψ0⟩ ⊗ |0⟩, (2.38)

where |0⟩ is the vacuum state for all environment annihilation operators. This is
required for the stochastic wavefunction methods derived in this thesis, as a thermal
state represents a mixed state. As a result, methods using this initial state correspond to
a zero temperature limit, however, we will discuss how a finite temperature bath state
can be mapped to this case in the section on thermofield theory in order to extend
to non-zero temperatures. Many OQS methods rely on an initial product state and
system-environment correlations that are generated through interaction over time. OQS
treatments of a wider range of initial states, such as entangled states, is an interesting
topic in itself [46] but not the focus of this thesis.

Equation 2.35 defines the general structure of the OQS, to proceed a form of the
bath must be chosen. Commonly the environment is modelled as a set of harmonic
oscillators, which here is labelled with index λ. This set is not necessarily finite and
generalising to an infinite number can be done in a similar manner. Notationally this
extension requires adopting infinite series or integrals. For a harmonic oscillator bath
the corresponding bath Hamiltonian is represented by

HB =
∑
λ

ωλa
†
λaλ, (2.39)

where a†
λ and aλ are the creation and annihilation operators with frequency ωλ of the

mode with index λ. The interaction between system and environment under the stand-
ard model of open quantum systems is a system linearly coupled to the environment.
The Hamiltonian representing this is

HI =
∑
λ

(
g∗
λLa

†
λ + gλL

†aλ
)
, (2.40)

where L is an operator that mediates the influence of the environment interaction, and
gλ is the coupling strength of mode λ.

41



2.3 Mathematical foundations of open quantum systems

It is of use at this point to change to an interaction picture with respect to the
bath, an intermediate between the Schrödinger and Heisenberg pictures discussed in
the previous chapter. In this representation the Hamiltonian is split as

H(t) = H0 +HI(t), (2.41)

where H0 often represents a well understood exactly solvable part, describing some
system of interest such as a molecule, while HI(t) can be considered a perturbation,
describing some external system. In general, H0 represents the sum of energies of
the two systems when interaction between them is ignored, whilst HI(t) represents
the interaction between the systems. Time dependence is imposed on the environment
operators in a similar manner to the time evolution of operators in a Heisenberg picture,
and the total Hamiltonian is written as

H(t) = HS +
∑
λ

(
g∗
λe
iHBtLa†

λe
−iHBt + gλe

iHBtL†aλe
−iHBt

)
. (2.42)

A simplification of this expression is now given in a formal manner, however, a more
succinct simplification is presented in Eq. 2.51. Consider the action of the exponential
on the annihilation operator

∑
λ

eiHBtaλe
−iHBt =

∑
λ

∏
k

(
eiωktNk

)
aλ
∏
k

(
e−iωktNk

)
, (2.43)

where Nk = a†
kak, and the commutativity of operators of different modes k is used to

split the summation in the exponential into a product of exponentials. Furthermore,
only the exponentials with k = λ will act on aλ thus

∑
λ

∏
k

(
eiωktNk

)
aλ
∏
k

(
e−iωktNk

)
=
∑
λ

eiωλtNλaλe
−iωλtNλ . (2.44)

Using bra-ket notation for the operators

aλ =
∑
n

√
nλ|nλ − 1⟩⟨nλ|, (2.45)

Nλ =
∑
l

lλ |lλ⟩ ⟨lλ| , (2.46)

and rules for exponentiation of a diagonal operator from which it follows that

eiωλtNλ =
∑
l

eiωλtlλ |lλ⟩ ⟨lλ| , (2.47)
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equation 2.44 can be rewritten as∑
λ

∑
n

∑
lm

eiωλtlλ
√
nλ |lλ⟩ ⟨lλ|nλ − 1⟩⟨nλ |mλ⟩ ⟨mλ| e−iωλtmλ

=
∑
λ

∑
n

eiωλt(nλ−1)√nλ |nλ − 1⟩⟨nλ|e−iωλtnλ

=
∑
λ

e−iωλtaλ. (2.48)

Thus the result ∑
λ

eiHBtaλe
−iHBt =

∑
λ

e−iωλtaλ (2.49)

is obtained and a similar reasoning leads to the expression∑
λ

eiHBta†
λe

−iHBt =
∑
λ

eiωλta†
λ. (2.50)

Alternatively, these results can be obtained more succinctly by using the Baker-Campbell-
Hausdorff relation

eABe−A = B + [A,B] + 1
2! [A, [A,B]] + 1

3! [A, [A, [A,B]]] + . . . , (2.51)

which can be useful in determining the time evolution of an operator in the Heisenberg
or interaction picture. With A = iωλtNλ, B = aλ, and the commutator result of
[Nλ, aλ] the relation gives

eiωλtNλaλe
−iωλtNλ = aλ − iωλtaλ + 1

2!(iωλt)
2aλ + . . .

= aλ

∞∑
n

(−iωλt)n
n!

= e−iωλtaλ, (2.52)

where the Taylor expansion of e−iωλt has been used. Summation over the modes λ
swiftly leads once again to the result of Eq. 2.49. Substituting Eq. 2.49 and Eq. 2.50
into Eq. 2.42 allows the total Hamiltonian to be written as

H(t) = HS +
∑
λ

(
g∗
λe
iωλtLa†

λ + gλe
−iωλtL†aλ

)
, (2.53)

where now the time dependence of the environment operators is incorporated through
the phase e±iωλt. It is useful to introduce a term which is often referred to as the force

B(t) =
∑
λ

gλaλe
−iωλt, (2.54)
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which allows the total Hamiltonian to be rewritten as

H(t) = HS + LB(t)† + L†B(t). (2.55)

From this equation, as HS is the system Hamiltonian and L and L† are system operat-
ors, we see that the force represents the environment part of the interaction. Further-
more, it can be used to define a quantity called the bath correlation function (BCF)
that parameterises the environment. Before the BCF is presented we shall review ne-
cessary concepts in thermodynamics and statistics in the quantum regime, and time
correlation functions.

2.4 Quantum statistics and thermodynamics

Thus far we have introduced the concept of mixed states, density matrix representation,
and also the notion of a bath at thermal equilibrium. The intersection of these topics
is of central importance in defining the thermal equilibrium state as such states are
mixed. In this section we will not aim to give a complete background of the topic, a
more detailed view of which can be found in several books [13, 130, 132–136]. Instead,
we shall focus on the necessary details from these sources in order to describe the
thermal equilibrium state of a quantum system that will enter in the OQS theory
presented later in this chapter. Statistical physics provides the framework in which
the microscopic properties of molecules and atoms can be related to the macroscopic
properties that are observed. Core concepts include the microstate, the probability
density, and ensembles. The microstate is related to entropy and defines a particular
microscopic configuration (the coordinates and momenta of particles) that is occupied
with a certain probability. Thermodynamics provides a characterisation of the system
in terms of the macroscopic state. Statistical physics links the thermodynamic observed
properties to the statistical distribution of an ensemble of microstates. An important
quantity with respect to ensembles is the probability density ρ(qi, pj). With this the
average value of a variable A is given by

⟨A⟩ =
∫
dp dq A(p, q)ρ(p, q). (2.56)

There are three thermodynamic ensembles that are central to statistical physics. Firstly,
there is the microcanonical ensemble, which defines the case where copies of the system
can be in different microstates, but where each configuration has the same average
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2.4 Quantum statistics and thermodynamics

energy. Secondly, the canonical ensemble describes a system that is fixed in composition
and in thermal equilibrium with a bath. In contrast to the microcanonical ensemble,
whilst the total system plus bath has an energy at a constant value, the system part
is not fixed. Thus there is a probability pi of the system being in a microstate with
an associated energy Ei. Lastly, the grand canonical ensemble describes systems where
the number of particles is not fixed and the exchange of energy and matter is allowed.
For an equilibrium system at temperature T the canonical probability distribution is
given by

ρeq = e−βH

Z
, (2.57)

where Z is the canonical partition function associated with the statistical properties
of the canonical ensemble and β = 1/(kBT ), where kB is the Boltzmann constant.
Extending to quantum mechanics, the density matrix at thermal equilibrium ρeq is a
diagonal matrix with Boltzmann weighted populations such that

ρmn = pn = e−βEn

Z
, (2.58)

where

Z =
∑
n

exp(−βEn). (2.59)

Therefore, we can see that in the canonical ensemble the probabilities of states depends
on their energy. In operator form, by noting that Ĥ|n⟩ = En|n⟩, the equilibrium density
matrix can be written as

ρeq = exp(−βĤ)
tr(exp(−βĤ))

, (2.60)

where Ĥ represents the Hamiltonian operator of the system. The expectation value of
an operator Â is then given by

⟨Â⟩ = tr(Âρeq). (2.61)

Therefore, there is a clear correspondence between the classical and quantum cases. In
the classical case an ensemble averaging is performed with an integral over the probab-
ility density. In the quantum case, the density matrix takes the place of the probability
density and the trace operation takes the place of the integrals. The equilibrium dens-
ity matrix will constitute an important part of defining the time correlation function
for an ensemble at finite temperature, which we shall discuss in the next section.
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2.5 Time correlation functions

2.5 Time correlation functions

Time correlation functions are a useful tool in describing the dynamics of a system, the
equilibrium state, and linear response [68]. They give a statistical description of the
time evolution of an expectation value for an ensemble at finite temperature, and are
useful in describing random (stochastic) and irreversible processes in condensed phases.
A full description can be found in the literature [68, 130], which we shall follow in this
section to outline important details and derivations.

For a single time-dependent trajectory of a molecular variable A, the expectation
value can appear noisy and highly random. However, the noise arises as a consequence
of interactions with the environment and so information on this interaction is contained
in the trajectory. It is possible to encode the characteristic time-scales and amplitudes
of these interactions by comparing the value of A at a time t with the value of A at a
later time t′. This action defines the time-correlation function

CAA(t, t′) = ⟨A(t)A(t′)⟩eq
= tr

[
ρeqA(t)A(t′)

]
=
∑
n

pn⟨n|A(t)A(t′)|n⟩, (2.62)

for which ρeq is the thermal equilibrium density matrix and

pn = e−βEn/Z, (2.63)

β = 1/(kBT ), (2.64)

where Z is the partition function, En are the energies, kB is the Boltzmann constant,
and T is the temperature.

As the correlation function involves the same variable A it is also known as an auto-
correlation function, the cross correlation function describes the correlation function of
two different variables. The time correlation function describes how long a property of
a system persists until averaged out by microscopic fluctuations and interactions with
its environment. Thus, it provides information on a statistical relationship and how
long it persists.

Quantum time-correlation functions (QCF) involve the thermal equilibrium average
over a product of Hermitian operators evaluated at two times. It is commonly written
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2.5 Time correlation functions

in the form

CAA(τ) = ⟨A(τ)A(0)⟩, (2.65)

where the thermal average is implicitly implied, and a Heisenberg representation has
been used. Explicitly the QCF is given by

CAA(τ) = ⟨e
−βH

Z
A(τ)A(0)⟩, (2.66)

where H is the Hamiltonian, and the partition function is defined as

Z = Tr[e−βH ]. (2.67)

Evaluating the QCF for a time dependent Hamiltonian in a basis of states |n⟩ gives

CAA(τ) =
∑
n

pn⟨n|A(τ)A(0)|n⟩. (2.68)

If the eigenstates are known then, in the Schrödinger representation, the QCF is given
by

CAA(τ) =
∑
n

pn⟨n|U †(τ)AU(τ)A|n⟩

=
∑
n,m

pn⟨n|A|m⟩⟨m|A|n⟩e−iωnmτ

=
∑
n,m

pn|Anm|2e−iωnmτ , (2.69)

where U is the time evolution operator, and ωnm are the frequencies associated with
the eigenstates.

2.5.1 Bath correlation function

The bath correlation function (BCF) is an auto-correlation function that is useful in
describing the dynamical and thermal properties of a bath. In this section it is derived
following [130] for a harmonic bath with relaxation between two states where the result
can be extended to the consideration of multiple states. Firstly, assume the system is
prepared in an excited vibrational state ν = |1⟩ and we want to describe relaxation to
ν = |0⟩. The system and bath Hamiltonian are given by

HS = ℏω0(P 2 +Q2), (2.70)

HB =
∑
α

ℏωα(p2
α + q2

α) =
∑
α

ℏωα(a†
αaα + 1

2), (2.71)
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where P , Q, and ω0 are the momentum, coordinate, and frequency of the system
respectively, and pα, qα, and ωα are the momentum, coordinate, and frequency re-
spectively of bath mode α. Furthermore, a†

α and aα are the creation and annihilation
operators of bath mode α. The system-bath interaction is taken to be linear in the
bath coordinate such that

HSB =
∑
α

cαQqα, (2.72)

where cα represents the coupling strength to bath mode α. In order to define relaxation
from a = |1⟩ to b = |0⟩ let the system-bath interaction be denoted by

Vba =
∑
α

ξab,α(a†
α + aα), (2.73)

which is a specific case of the more general interaction Hamiltonian of Eq. 2.40, where

ξab,α = cα

√
mQmqω0ωα

2ℏ ⟨b|Q|a⟩, (2.74)

for which mQ and mq represent the mass for system, and masses of the bath modes
assumed here to be equal for each mode. Then the correlation function is given by

⟨Vab(t)Vba(0)⟩ = ⟨eiHBtVabe
−iHBtVba⟩

= ⟨eiHBt
∑
α

ξab,α(a†
α + aα)e−iHBt

∑
α′

ξba,α′(a†
α′ + aα′)⟩

= ⟨
∑
α

ξab,α(a†
αe
iωαt + aαe

−iωαt)
∑
α′

ξba,α′(a†
α′ + aα′)⟩

=
∑
α

ξ2
α[(n̄α + 1)e−iωαt + (n̄αeiωαt)], (2.75)

where

n̄α = 1
eβℏωα − 1 , (2.76)

and equations 2.49 and 2.50 are used in going from the second line to the third. The
final step makes use of the following relations

⟨aαa†
α′⟩ = (n̄α + 1)δαα′ (2.77)

⟨a†
αaα′⟩ = n̄αδαα′ . (2.78)

⟨aαaα′⟩ = 0 (2.79)

⟨a†
αa

†
α′⟩ = 0, (2.80)
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where the latter two relations follow simply from the orthogonality of |n⟩ as

⟨aa⟩ = ⟨n|aa|n⟩

=
√
n(n− 1)⟨n|n− 2⟩

= 0, (2.81)

and

⟨a†a†⟩ = ⟨n|a†a†|n⟩

=
√

(n+ 1)(n+ 2)⟨n|n+ 2⟩

= 0. (2.82)

The relation of Eq. 2.78, is proven as follows

⟨a†
αaα⟩ = tr(a†

αaα
e−βH

Z
)

=
∑
n

⟨n|a†
αaαe

−βH |n⟩∑
n⟨n|e−βH |n⟩

=
∑
n

ne−βEn∑
n e

−βEn
. (2.83)

Using

En = ℏωα(n+ 1
2), (2.84)

the equation can be written as

e−βℏωα/2

e−βℏωα/2

∑
n

ne−βℏωαn∑
n e

−βℏωαn
, (2.85)

which, using geometric series relations can be simplified to

e−βℏωα

(e−βℏωα − 1)2

(
e−βℏωα − 1
e−βℏωα

)
= 1

(e−βℏωα − 1)
= n̄α, (2.86)

which provides the required result and corresponds to the Bose-Einstein distribution,
the expected number of bosonic particles that occupy a set of discrete energy levels at
thermal equilibrium. The relation of Eq. 2.77 follows from a similar proof. Continuing
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with the derivation from Eq. 2.75 we obtain∑
α

ξ2
α[n̄α(e−iωαt + eiωαt) + e−iωαt]

=
∑
α

ξ2
α[2n̄α cos(ωαt) + cos(ωαt) − i sin(ωαt)]

=
∑
α

ξ2
α[(2n̄α + 1) cos(ωαt) − i sin(ωαt)]

=
∑
α

ξ2
α[coth

(
βℏωα

2

)
cos(ωαt) − i sin(ωαt)], (2.87)

where standard exponential trigonometric relations have been used going from the first
line to the second. For the final step from the third to the fourth line note

2n̄α + 1 = 2
eβℏωα − 1 + 1

= eβℏωα + 1
eβℏωα − 1 , (2.88)

multiplying numerator and denominator by e−βℏωα/2 gives

eβℏωα/2 + e−βℏωα/2

eβℏωα/2 − e−βℏωα/2 = coth
(
βℏωα

2

)
, (2.89)

where the hyperbolic identity

coth(x) = ex + e−x

ex − e−x (2.90)

has been utilised. Equation 2.87 is the common form of the bath correlation function.
In section 2.3 of this chapter we defined the force term as

B(t) =
∑
α

gαaαe
−iωαt, (2.91)

which is a term defined from the interaction Hamiltonian that fully described the in-
teraction with the environment, where gα is the coupling strength of mode α. As such
it is closely related to the bath correlation function through the relation

α(t− s) = ⟨(B(t) +B†(t))(B(s) +B†(s))⟩. (2.92)

Generalising the two state relaxation, the dynamical properties and temperature of
the environment determine the form of the BCF such that for a thermal state at
temperature T

α(τ) =
∫ ∞

0
dω J(ω)

[
coth

( ω
2T
)
cos(ωτ) − isin(ωτ)

]
, (2.93)
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2.6 Thermofield theory

where the spectral density J(ω) = ∑
λ |gλ|2δ(ω−ωλ) has been introduced which encodes

the frequency dependence of the interaction strength. Note also, that as a physical
spectral density is real, the bath correlation function is hermitian α(−τ) = α∗(τ).

If a zero temperature assumption is made, which will be necessary for some of the
derivations presented, then all modes of the bath are in the vacuum state and so the
bath correlation function reduces to

αT=0(t− s) = ⟨B(t)B†(s)⟩

=
∫ ∞

0
J(ω)e−iω(t−s) dω. (2.94)

2.6 Thermofield theory

The stochastic wavefunction methods derived in this thesis require a pure state descrip-
tion of the initial state. However, thermal states are mixed and thus described by a
density matrix. This presents a problem if we wish to maintain the mathematical struc-
ture of the pure state methods whilst including finite temperature. The thermofield
method [137–139] offers a solution to this problem by providing a means of describing
the mixed thermal state as an entangled pure state in a doubled state space. Thus,
thermal averages are able to be expressed as vacuum expectation values for a temper-
ature dependent vacuum state. Interestingly, such a feat can be generalised allowing
a pure state description for any mixed state in the process of purification [122, 140].
In this section, following the results of [137], the thermofield method is detailed to
demonstrate how to achieve a pure state description of a thermal state. A summary is
provided at the end of the section to explain the main results and how they are used
in this thesis.

The expectation value of an observable A for a quantum system in a thermal state
is given by

⟨A⟩ = tr(Aρeq) = Z−1tr(Ae−βH), (2.95)

where Z is the partition function, β = (kBT )−1 is the inverse temperature, H is the
Hamiltonian and

ρeq = e−βH

Z
, (2.96)
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2.6 Thermofield theory

is the thermal equilibrium state. The thermofield representation seeks to express the
expectation value of the mixed state as a pure-state expectation value which satisfies

⟨A⟩ = ⟨0(β)|A|0(β)⟩

= Z−1∑
n

⟨n|A|n⟩e−βEn , (2.97)

where |0(β)⟩ is introduced as the so called temperature dependent vacuum state and

H|n⟩ = En|n⟩, (2.98)

⟨n|m⟩ = δnm. (2.99)

If we try to construct the state |0(β)⟩ simply as a superposition of energy eigenstates
of the Hilbert space

|0(β)⟩ =
∑
n

|n⟩fn(β), (2.100)

then one requires that

f∗
n(β)fm(β) = Z−1e−βEnδnm, (2.101)

which is not possible for numbers alone, but it is satisfied if fn(β) are orthogonal
vectors. This can be achieved by introducing a fictitious space, which is denoted by
a tilde, and represents an identical dynamical system such that for every state |ψ⟩ in
H, there is a copy |ψ̃⟩ in H̃ [138]. The fictitious system Hamiltonian H̃ and the state
vector space spanned by vectors |ñ⟩ satisfy

H̃|ñ⟩ = En|ñ⟩ (2.102)

⟨ñ|m̃⟩ = δnm (2.103)

where by definition En is the same as in Eq. 2.99. Consider the space spanned by |n, m̃⟩,
the direct product of |n⟩ and |m̃⟩. The matrix element of A is

⟨m̃, n|A|n′, m̃′⟩ = ⟨n|A|n′⟩δmm′ , (2.104)

where the prime is used to indicate a different element. It should be noted that only the
vectors belonging to the space of the operator act directly, the remaining tilde vectors,
due to orthogonality, result in the dirac delta. Likewise, the matrix element of Ã is

⟨m̃, n|Ã|n′, m̃′⟩ = ⟨m̃|Ã|m̃′⟩δnn′ . (2.105)
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2.6 Thermofield theory

Thus if we assume

fn(β) = |ñ⟩e−βEn/2Z−1/2 (2.106)

then the required property of fn(β) is obtained as

f∗
n(β)fm(β) = Z−1e−βEn/2⟨ñ|m̃⟩

= Z−1e−βEnδnm. (2.107)

Therefore, the temperature dependent vacuum state |0(β)⟩ can be obtained by substi-
tuting Eq. 2.106 into Eq. 2.100

|0(β)⟩ = Z−1/2∑
n

e−βEn/2|n, ñ⟩, (2.108)

which is a pure state of two identical systems that are entangled in their energy. It
follows that the state |0(β)⟩ satisfies

⟨0(β)|A|0(β)⟩ = Z−1 ∑
n,m

e−βEn/2e−βEm/2⟨ñ, n|A|m, m̃⟩

= Z−1∑
n

e−βEn⟨n|A|n⟩. (2.109)

Thus, the correct thermal equilibrium statistical average is obtained and it can be seen
that the tilde degrees of freedom are not explicit in the end result as they do not directly
act on A. Instead, as they represent an identical copied space, if ñ = m̃ then we must
also have n = m. Thus the fictitious space vectors act akin to a delta function allowing
the selection of diagonal elements of A with respect to n, just as a trace operation
would allow for a density matrix.

Applying these concepts to an ensemble of free bosons with frequency ω, the physical
Hamiltonian is given by

H = ωa†a (2.110)

where the usual bosonic commutation relations for creation and annihilation operators
hold as

[a, a†] = 1, (2.111)

[a, a] = 0. (2.112)
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The fictitious state space is introduced with Hamiltonian

H̃ = ωã†ã, (2.113)

and the commutation relations are given by

[ã, ã†] = 1, (2.114)

[ã, ã] = 0, (2.115)

and we assume that

[a, ã] = [a, ã†] = 0. (2.116)

The temperature dependent vacuum state for this system can then be related to the
direct product of the physical and fictitious vacuum states

|0(β)⟩ = Z−1/2∑
n

e−βnω/2 1
n! (a

†)n(ã†)n|0, 0̃⟩

=
√

(1 − e−βω) exp
{

(e−βω/2a†ã†)
}

|0, 0̃⟩. (2.117)

Furthermore, it is of use to define temperature dependent operators that act on the
temperature dependent vacuum state, and transformations to and from the physical
and fictitious operators and states. To achieve this first let

u(β) = (1 − e−βω)−1/2 =
√

(1 + n̄) (2.118)

v(β) = (eβω − 1)−1/2 =
√
n̄ (2.119)

GB = −iθ(β)(ãa− a†ã†), (2.120)

where |u(β)|2 − |v(β)|2 = 1, cosh θ(β) = u(β) and, as in Eq. 2.76, n̄ represents the
expected number of particles following Bose-Einstein statistics. Consequently, this
allows the following parametrisation

sinh θ(β) = v(β). (2.121)

We can thus write |0(β)⟩ as

|0(β)⟩ = u−1(β) exp
(
v(β)
u(β)a

†ã†
)

|0, 0̃⟩ (2.122)

= e−iGB |0, 0̃⟩, (2.123)
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which has a similar form to the displacement operator, which can be applied to a
vacuum state to obtain a coherent state. The transformation can be applied to define
temperature dependent operators

a(β) = e−iGBaeiGB = u(β)a− v(β)ã†, (2.124)

ã(β) = e−iGB ãeiGB = u(β)ã− v(β)a†, (2.125)

a†(β) = e−iGBa†eiGB = u(β)a† − v(β)ã, (2.126)

ã†(β) = e−iGB ã†eiGB = u(β)ã† − v(β)a. (2.127)

The inverse transformations are given by

a = u(β)a(β) + v(β)ã†(β), (2.128)

ã = u(β)ã(β) + v(β)a†(β), (2.129)

a† = u(β)a†(β) + v(β)ã(β), (2.130)

ã† = u(β)ã†(β) + v(β)a(β). (2.131)

Note that, for the temperature dependent operators, we regain annihilation properties
of the vacuum state

a(β)|0(β)⟩ = ã(β)|0(β)⟩ = 0, (2.132)

as the same transformation to the state has been applied to the creation and annihila-
tion operators. The new state space is spanned by

|0(β)⟩, a†(β)|0(β)⟩, ã†(β)|0(β)⟩, . . . , 1√
n!

1√
m!

(
a†(β)

)n(
ã†(β)

)m
|0(β)⟩, . . . (2.133)

However, these are not eigenstates of the Hamiltonian H. Instead, the relation

a†a− ã†ã = a†(β)a(β) − ã†(β)ã(β) (2.134)

implies that Ĥ = H−H̃ is diagonal, where the hat notation is simply used to distinguish
the operator Ĥ from operators H and H̃, and the following relations hold:

Ĥ|0(β)⟩ = 0, (2.135)

Ĥa†(β)|0(β)⟩ = ωa†(β)|0(β)⟩, (2.136)

Ĥã†(β)|0(β)⟩ = −ωã†(β)|0(β)⟩, (2.137)

Ĥa†(β)ã†(β)|0(β)⟩ = 0. (2.138)
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An illuminating example of using the temperature dependent operators is the calcula-
tion of the statistical average of a†a

⟨0(β)|a†a|0(β)⟩ =⟨0(β)|u2(β)a†(β)a(β) + u(β)v(β)(a†(β)ã†(β) + ã(β)a(β))

+ v2(β)ã(β)ã†(β)|0(β)⟩. (2.139)

The only surviving term is the last, whilst the other terms are zero as they annihilate
the temperature dependent vacuum state, therefore we obtain

⟨0(β)|a†a|0(β)⟩ = v2(β)

= sinh2 θ(β)

= 1
eβω − 1

= n̄, (2.140)

which was the result of Eq. 2.86 using the thermal equilibrium density matrix and the
original physical space operators.

Much of the derivation thus far is motivated by satisfying required mathematical
properties to achieve correct statistical averages. As a result, it is of use at this point
to discuss the physical interpretation. Firstly, note that for the thermal equilibrium
state |0(β)⟩ the average energy ⟨H⟩ is equal to ⟨H̃⟩. Consider

ã|0(β)⟩ =
(
u(β)ã− v(β)a†

)
|0(β)⟩, (2.141)

from which it follows that as ã|0(β)⟩ = 0 we have
1

v(β) ã|0(β)⟩ = 1
u(β)a

†|0(β)⟩. (2.142)

Using the inverse relation Eq. 2.129 we can rewrite this equation in terms of the tem-
perature dependent operators, substituting for the left hand side gives

u(β)
v(β) ã(β)|0(β)⟩ + a†(β)|0(β)⟩ = a†(β)|0(β)⟩

= 1
u(β)a

†|0(β)⟩. (2.143)

In contrast, substituting for the right hand side using Eq. 2.130 gives
v(β)
u(β) ã(β)|0(β)⟩ + a†(β)|0(β)⟩ = a†(β)|0(β)⟩

= 1
v(β) ã|0(β)⟩. (2.144)
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Therefore, these results show that a†(β)|0(β)⟩ can be formed either by creating a phys-
ical boson or by annihilating a fictitious tilde boson. This result provides the interpret-
ation that the tilde boson is the hole of the physical one. An interesting observation is
that as T → 0, v(β) → 0 and u(β) → 1. Therefore, a(β) → a and ã(β) → ã, and the
temperature dependent operators reduce to original operators. Each of these are then
only dependent on a tilde operator or physical operator. As the temperature increases
then the temperature dependent operators become mixed between tilde and physical
operations. Thus they can be interpreted as bound quasiparticles, sometimes known as
collective excitations when referring to bosons, of thermal physical particles and holes.
This is similar to how an exciton is a bound state of an electron and electron hole. In
the case of the temperature dependent operators it describes an aggregate behaviour.
The temperature is included through a balance of physical and tilde particles. The
temperature dependent vacuum state |0(β)⟩ is then the state that is balanced between
physical and tilde particles in such a way to achieve thermal equilibrium statistics. Fur-
thermore, a(β) applied to this state would annihilate the physical particle and create a
tilde particle weighted with u(β) and −v(β) respectively. However, as a(β)|0(β)⟩ = 0,
this implies the action of the operators cancel and the thermal equilibrium balance of
particles is met. These notions will be explored further in section 3.3 in the context of
the finite temperature non-Markovian stochastic Schrödinger equation.

In this section we have used thermofield theory to allow us to define a pure state,
for which expectation values taken with respect to it can satisfy thermal statistics.
Normally, to achieve correct thermal statistics one would require a mixed state given
by the equilibrium density matrix ρeq. Instead, in the thermofield theory one begins
by questioning what properties would be required for a pure state expectation value to
give the correct thermal statistics. Through this reasoning it was found that a second
fictitious space must be introduced which is a copy of the physical space. Whilst the
fictitious space does not directly interact with the physical space, it is linked by its
definition and, as a result, acts as the trace does for the density matrix. This allowed
us to define the required pure state, the so called temperature dependent vacuum state,
in terms of an entangled physical and fictitious state. Furthermore, we identified the
transformation that takes one from the physical and fictitious states to the temperature
dependent state and the creation and annihilation operators that act on it. Thermofield
theory thus provides a framework that allows us to maintain the wavefunction structure
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of the stochastic methods discussed in this thesis and include finite temperature.
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Chapter 3

Stochastic Schrödinger equations
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Throughout the last chapter the mathematical foundation and tools for describing an
OQS have been presented. In this chapter we will discuss methods that provide the
time-evolution and simulation of the dynamics of an OQS. Since its formation there
have been many developments in the field of modelling OQS dynamics both theoretical,
numerical, and computational, and a broad and recent overview is presented in the
special topic on dynamics of open quantum systems [30]. We will focus on the stochastic
Schrödinger equation (SSE) class of methods that gives the time-evolution in terms of
a pure state description. Such approaches can offer a computational advantage. For
example, the SSE deals with the wave function in the Hilbert space of the system
following a stochastic trajectory. Thus the size of the state evolved only scales as the
system basis dimension d rather than d2 for the density matrix approaches.

In some methods that use system-bath models, assumptions are made such as the
weak-coupling or Markov approximation. This leads to memoryless environment inter-
action processes in which there is a continuous flow of information from the system to
the environment. Whilst useful for describing a range of phenomena and reducing com-
putational cost, there are many interesting systems for which this approximation is not
appropriate and a higher degree of accuracy is required. Specifically, the approximation
fails when correlation times of the environment are not small compared to the systems
relaxation or decoherence time. In these cases a non-Markovian method must be util-
ised [46, 47]. This property can be important in many problems of relevance to chemical
physics and biochemistry, where the environment can be structured or strongly coupled
to the system at finite temperature. Some examples of studies of dynamics of systems
beyond the Markov approximation include photosynthetic complexes, and molecular
physics [141–143].

Numerically exact approaches form an important class of methods that can account
for non-Markovian dynamics of an OQS. Examples include the time-evolving matrix
product operator (TEMPO) [49, 50], hierarchical equations of motion (HEOM) family
of methods [51–53, 56], and the hierarchy of pure states (HOPS) [59–62]. These ap-
proaches are capable of calculating the dynamical and thermal properties of a reduced
quantum system with an accuracy that can be incrementally increased to a desired
level. Often the methods work best for smaller systems sizes and particular character-
isations of the bath. Many HEOM methods utilise a density matrix representation of
the system state. However, there exist equivalent numerically exact wavefunction ap-
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3.1 Markovian SSE and Lindblad equation

proaches such as HOPS [59], an alternative realization of the non-Markovian stochastic
Schrödinger equation [144], the hierarchy of stochastic Schrödinger equations [145], and
hierarchical Schrödinger equations of motion [146]. The entire scope of methods used to
simulate an OQS is too vast to cover in this chapter in detail, but reviews are available
for the reader interested in the wider field and alternative methods [30, 46, 47, 53].

In this chapter the Markovian SSE shall be described and an application to a har-
monic oscillator shall be presented, with a comparison to a master equation method, to
demonstrate damped evolution. Following this, the non-Markovian stochastic Schrödinger
equation (NMSSE) shall be discussed which accounts for memory of system-environment
interaction processes. Subsequently, we will see how finite temperature is introduced
to the NMSSE through the thermofield method that was presented in the last chapter.
A solution scheme for the NMSSE is then presented that uses the HOPS method [59].
Lastly the non-linear version of the NMSSE is presented which has advantageous prop-
erties regarding convergence. Throughout this chapter we shall analyse the respective
advantages of the SSE method which has links to other methods such as the quantum
master equation, quantum Langevin equation, and coupled coherent states (CCS). In
the following section we will predominantly follow the sources [41, 44] which the reader
may be interested in for a more complete review.

3.1 Markovian SSE and Lindblad equation

The starting point of deriving the Markovian SSE is to model the environment as a
heat bath consisting of harmonic oscillators such that [44, 108]

HB = ℏ
∫ ∞

−∞
dω ωb†(ω)b(ω), (3.1)

and
HI = iℏ

∫ ∞

−∞
dω κ(ω)[b†(ω)L− L†b(ω)], (3.2)

where b(ω) are boson annihilation operators for the bath that have the relation

[
b(ω), b†(ω)

]
= δ(ω − ω′), (3.3)

and where L is a system operator, and κ(ω) represents the strength of the coupling of
the bath modes to the system. In this formalism the rotating wave approximation has
already been made which provides the given form of the interaction Hamiltonian. In
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3.1 Markovian SSE and Lindblad equation

brief, this requires a restriction of the range of frequencies in the integral of HI and
assumption that rapidly oscillating terms will quickly average to zero and may thus
be neglected. Subsequently, a white noise approximation provides the extension of the
lower limit of ω to −∞, which admits a mathematically simple form. Additionally, an
approximation commonly called the first Markov approximation is often made in which
the coupling is assumed independent of the frequency such that

κ(ω) =
√
γ

2π , (3.4)

where γ represents the strength of coupling to the environment. A more complete
derivation and explanation of these approximations is given by Gardiner and Zoller
[44, 147], and Breuer and Petruccione [41]. Under these approximations we can derive
the linear Itô stochastic Schrödinger equation

d|Ψ(t)⟩ =
((

− i

ℏ
HS − 1

2γL
†L
)
dt

+ √
γdB†(t)L− √

γdB(t)L†
)

|Ψ(t)⟩, (3.5)

where HS is the system Hamiltonian, dB(t) = B(t+ dt) −B(t), and

B(t) =
∫ t

0
bin(s) ds, (3.6)

is the quantum Wiener process for which the input noise is defined as

bin(t) = 1√
2π

∫ ∞

−∞
dω e−iωtb0(ω), (3.7)

where b0(ω) = b(ω)|t=0. The Wiener process is a stochastic process that is continuous
in t, and is commonly associated with Brownian motion. Furthermore, it satisfies the
following properties: it is zero at t = 0, it has Gaussian increments which are normally
distributed with a mean of zero and unit variance, and increments are independent of
past values. The second term of Eq. 3.5 corresponds to the drift of the state, whilst the
third and fourth terms correspond to random fluctuations due to the interaction of sys-
tem with environment. Furthermore, the fluctuation terms with dB†(t)L and dB(t)L†

are associated with processes from system to bath and bath to system, respectively.
In the low temperature regime we consider |Ψ(0)⟩ = |ψ⟩ ⊗ |0⟩, where |0⟩ is the

vacuum state for all bath annihilation operators in the bath Hilbert space, correspond-
ing to a zero temperature approximation. Thus dB(t)|Ψ(t)⟩ = 0 and the linear Itô
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3.1 Markovian SSE and Lindblad equation

stochastic Schrödinger equation reduces to the form

d|Ψ(t)⟩ =
((

− i

ℏ
HS − 1

2γL
†L
)
dt+ √

γdB†(t)L
)

|Ψ(t)⟩. (3.8)

The linear form of the equation has some drawbacks for numerical simulation. In
particular, the norm of the states generated via this evolution can become very small
[45]. However, a non-linear version of the equation, which is suitable for numerical
simulations, may be derived with the linear form as a starting point [148]. Whilst the
nature of individual trajectories is different for each version, the averaged results are
equivalent if there are a sufficient number of trajectories for convergence. It should
be noted that there exist several forms of the equation and simulation methods that
define time evolution in terms of either jump-processes [44, 149] or continuous diffusive
processes [41, 150, 151]. Some of these may be interpreted in terms of a particular
measurement scheme or, as in our treatment, act as a convenient method of simulating
the equations of motion for an environment that continuously monitors the system.

Under the aforementioned approximations, a quantum white noise formalism is
obtained and a non-linear Itô stochastic Schrödinger equation may be defined as [41, 44]

d|ψ(t)⟩ = D1
(
|ψ(t)⟩

)
dt+D2

(
|ψ(t)⟩

)
dW (t), (3.9)

in which we have denoted dW (t) as the increment of a Wiener process, and D1 is called
the drift term, given by

D1
(
|ψ(t)⟩

)
= − i

ℏ
HS |ψ(t)⟩

+ γ

2
(
⟨L+ L†⟩ψL

− L†L− 1
4⟨L+ L†⟩2

ψ

)
|ψ(t)⟩, (3.10)

where L and L† are system operators often called Lindblad operators, γ quantifies the
strength of coupling to the bath, and ⟨L+L†⟩ψ is concise notation for ⟨ψ(t)|L+L†|ψ(t)⟩.
D2 is the diffusion term, which is given by

D2
(
|ψ(t)⟩

)
= √

γ
(
L− 1

2⟨L+ L†⟩ψ
)
|ψ(t)⟩. (3.11)

The Wiener process in the above equations must represent independent Gaussian ran-
dom variables, with zero mean, and a variance of ∆t. This is satisfied if

∆Wk =
√

∆tξk, (3.12)
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3.1 Markovian SSE and Lindblad equation

where ∆Wk, and ∆t, represent discretisations of the Wiener process and time respect-
ively, and ξk is a Gaussian distributed random variable that has a mean of zero and
unit variance. The closed system evolution of |ψ(t)⟩ is represented by the first term in
D1
(
|ψ(t)⟩

)
, whereas the open system is incorporated through the additional terms and

Lindblad operators. It should be noted that for simplicity the above equations include
interaction defined by a single Lindblad operator only, though the extension to multiple
interactions is possible with ease. With regard to the open system terms, the drift term
represents the drift of the state vector, and the diffusion term represents the random
fluctuations due to the interaction of the system with the environment [152]. Equation
3.9 is also known as a quantum state diffusion equation and is a Markovian SSE. It also
represents a stochastic unravelling [65, 150], which is a stochastic Schrödinger equa-
tion driven by a noise such that the mean of the solutions equals the density operator.
Through this it provides an alternate solution of the density matrix equation given by
the Markovian Lindblad master equation (LME) [41]

d

dt
ρ(t) = − i

ℏ
[HS , ρ(t)]

+γ
(
Lρ(t)L† − 1

2L
†Lρ(t) − 1

2ρ(t)L†L
)
, (3.13)

where as before γ represents the strength of coupling to the environment. How the
quantum state diffusion equation may be derived from a Lindblad master equation is
shown by Gisin and Percival [150].

In addition, operator expectation values follow a similar relationship

⟨A⟩ρ(t) = tr(Aρ(t)) = E[⟨ψ(t)|A|ψ(t)⟩], (3.14)

where E represents taking the mean over stochastic realisations of the state |ψ(t)⟩.
It follows that, whilst in the mean normalisation is preserved, the norm of individual
realisations may fluctuate [149]. The Lindblad equation is a simple example of an equa-
tion of motion for a reduced density matrix. Although many successful density matrix
studies have been carried out which include the effect of the bath in detail [153], it is
still of interest to develop wavefunction based methods because of reduced computa-
tional cost for multi-dimensional systems. An advantage of the SSE approach is that
for a state space of dimension d the state vector requires only d complex numbers to
define it whereas density matrix approaches require d2/2. Such a reduction becomes
important when considering systems with several degrees of freedom as may be re-
quired for photoswitch systems that have multiple coordinates that are relevant to the
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3.1 Markovian SSE and Lindblad equation

photoisomerisation mechanism. In the following sections we shall consider extensions
to non-Markovian treatments of the environment and solution through the hierarchy
of pure states (HOPS) approach [59].

To formulate the SSE and the LME only the Hamiltonian and the Lindblad operat-
ors are required. Whilst Lindblad operators may be derived, they may also arbitrarily
be chosen up to the requirement of being a system operator in order to represent de-
sired phenomena [154]. A common choice is relaxation through resonant energy transfer
between system and bath, for which the Lindblad operators are chosen to be the cre-
ation and annihilation operators of the systems manifold. One such example is the
case of a damped quantum harmonic oscillator for which L = a, where a represents
the lowering ladder operator for the harmonic oscillator [41, 47, 150]. Similarly, in
the Markovian SSE approaches of this thesis, the Lindblad operator is chosen to be
a lowering operator in order to to generate damped dynamics on respective potential
energy surfaces (PESs) such that the system relaxes to the lowest vibrational eigenstate
on each PES.

To simulate the stochastic Schrödinger equation an appropriate numerical method
that can solve stochastic differential equations must be implemented. This is performed,
on the wavepacket dynamics, for many iterations of the stochastic process, and a Monte
Carlo average is taken. The Markovian SSE is applied further in Chapter 5 for the study
of damped dynamics on anharmonic potentials and a photoswitch PES. However, in
the next section the Markovian SSE is applied to the harmonic oscillator potential to
provide an example of damped dynamics and comparison to LME results.

3.1.1 Example: damped quantum harmonic oscillator

In this example we consider a displaced harmonic oscillator system coupled to a bath.
The system part of this can be described by a Hamiltonian of the form

HS = p2

2 + ω2
0x

2

2 |g⟩⟨g| +
(
Ee + ω2

e(x− ∆x)2

2
)
|e⟩⟨e|, (3.15)

where x is the nuclear coordinate, p is the nuclear momentum, ω0 and ωe denote
the ground state and excited state vibrational frequency respectively, |e⟩ and |g⟩ each
represent an electronic state and Ee is the electronic excitation energy. Such models
can be used to represent photoexcitation dynamics wherein initially the wavepacket
is stationary in the ground electronic state and is vertically excited via light to the
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3.1 Markovian SSE and Lindblad equation

excited electronic state. Subsequently, wavepacket dynamics ensue on the excited state
PES, if it is displaced with respect to the ground state PES. For this example, we shall
analyse the electronic excited state dynamics after photoexcitation in the presence of
a harmonic oscillator bath and assume that no transference occurs to the electronic
ground state. Thus, the electronic ground state is only included in the above model
for clarity with respect to photoexcitation and displacement of the electronic excited
state.

As discussed earlier in this chapter the overall Hamiltonian is given by

H = HS +HB +HI , (3.16)

where HS is the system Hamiltonian, HB is the bath Hamiltonian and the interaction
Hamiltonian is given by HI . From the system Hamiltonian it can be seen that the
excited state PES, which we shall generate wavepacket dynamics along, is given by

Ve = Ee + 1
2ω

2
e(x− ∆x)2. (3.17)

As discussed in the previous section a method which is able to account for the
effects of an OQS, with a Markovian environment, is the LME. In this section I present
the results of a LME using the model system with a harmonic PES. The motivation
for this is twofold, for one it allows some initial insight into the differences between
the evolution of a closed and an open system and the expectation value of observables.
Secondly, this provides an important benchmark and limiting case in the development
of SSE approaches.

Firstly, the LME is chosen to have the lowering operator a of the electronic excited
harmonic PES as the environment coupling operator Lj such that

ρ̇(t) = − i

ℏ
[H, ρ(t)] + Γ

2
[
2aρ(t)a† − {a†a, ρ(t)}

]
, (3.18)

where Γ represents the strength of coupling to the environment and ρ(t) is the system
density matrix. To simplify the definition of a in this example, the potentials have been
shifted such that the minima of the electronic state PES is located at x = 0. Tem-
perature may be included phenomenologically by including a† as a second environment
coupling operator and weighting the environment coupling strengths appropriately.
However, for our current purposes of exploring damped quantum dynamics and com-
paring the LME to the SSE we shall only couple to the environment via a. In some
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3.1 Markovian SSE and Lindblad equation

forms of the Lindblad equation the Γ term is absorbed into the Lindblad operator such
that Lj =

√
ΓjAj , where Lj defines the collapse operator and Aj are the operators

through which the environment couples to the system in the interaction Hamiltonian
with a corresponding rate Γj .

In this section the energy representation is chosen and the basis |n⟩ with each n

representing an eigenstate of the system. In choosing the initial displaced wavefunction,
a single eigenstate will not suffice. That is to say if |ψ(t = 0)⟩ = |n⟩ then ⟨x⟩ = 0 and
⟨p⟩ = 0. To demonstrate this the x operator in terms of the raising and lowering
operators a† and a is

x =
√

ℏ
2mω (a† + a), (3.19)

where m is the mass and w is the oscillator frequency. When acting with the raising
and lowering operators on eigenstates the following relations are obtained

a†|n⟩ =
√
n+ 1|n+ 1⟩, (3.20)

a|n⟩ =
√
n|n− 1⟩. (3.21)

Thus for the expectation of the position we have

⟨x⟩ =⟨n|x|n⟩ (3.22)

=
√

ℏ
2mω ⟨n|(a† + a)|n⟩

=
√

ℏ
2mω (⟨n|a†|n⟩ + ⟨n|a|n⟩|)

=
√

ℏ
2mω (

√
n+ 1⟨n|n+ 1⟩ +

√
n⟨n|n− 1⟩)

= 0,

due to orthogonality between the different eigenstates. By writing the momentum
operator as

p = i

√
ℏmω

2 (a† − a), (3.23)

the expectation of the momentum can similarly be found to be zero. To convert the
wavefunction to an energy basis the wavefunction is written as a linear combination of
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3.1 Markovian SSE and Lindblad equation

the eigenstates as

ψ(x, t) =
N∑
n=1

cn(t)ϕn(x, t), (3.24)

where N has to be sufficiently large to correctly describe ψ(x, t). The expansion coef-
ficients cn are given by

cn(t) =
∫ ∞

−∞
dxϕ∗

n(x, t)ψ(x, t). (3.25)

This is then applied to the initial state ψ(x, t) to find the coefficients required to linearly
combine the eigenstates to form the initial state in the energy representation. To this
end, the eigenstate functions are required. For the Harmonic oscillator these are well
known and given by

ϕn(x) = 1√
2nn!

(mω
πℏ

)1/4
e− mωx2

2ℏ Hn

(√
mω

ℏ
x

)
, (3.26)

where Hn represents the Hermite polynomials,

Hn(z) = (−1)nez2 dn

dzn

(
e−z2)

. (3.27)

The aforementioned quantities, such as the Hermite polynomials and expansion coeffi-
cients, are numerically calculated using Python which provides built in commands for
the Hermite polynomials and evaluation of integrals. The Lindblad master equation is
simulated using the QuTiP quantum toolbox for Python [155]. Expectation values are
then calculated with the density matrix via the Born rule

⟨A⟩ = tr(ρA). (3.28)

Using this relation the expectation of the position (coordinate) is calculated, which
is displayed in Fig. 3.1. Planck’s reduced constant is set to 1 in these simulations,
ℏ = m = ω = 1, such that the units are atomic units (a.u.). Furthermore, simulations
are conducted on a spatial grid of 1000 points with a time step of ∆t = 0.001 unless
otherwise stated. The wavepacket at initial time is centred at x = 1. In contrast to the
closed system evolution the expectation values are seen to tend towards zero as time
proceeds and the system settles at the minimum of the potential well. The damped
dynamics thus also dissipate energy and this can be seen in Fig. 3.2. In this figure the
expectation values of the kinetic energy, the potential energy, and the total energy are
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Figure 3.1: The expectation value of the position is shown for the damped harmonic
oscillator with Γ = 0.5. In contrast to the closed system evolution, the expectation
of the position no longer oscillates between 1 and −1. Instead, it undergoes damped
motion as it approaches the equilibrium point located at the minimum of the potential
energy located at x = 0.

displayed. The Hamiltonian acts as the total energy operator, the expectation value
for which is the sum of the expectation of the potential and kinetic energies. For the
closed quantum system the total energy would remain constant, however, here it is seen
to decay to 0.5. The reason for this can be seen by looking at the Hamiltonian operator
and its expectation value

H|n⟩ =ℏω
(
N + 1

2
)
|n⟩ (3.29)

=ℏω
(
n+ 1

2
)
|n⟩,

where N = a†a is the number operator. Thus the expectation value gives

⟨n|H|n⟩ = ℏω
(
n+ 1

2
)
. (3.30)

Therefore, the minimum of this occurs when n = 0 and gives the value ℏω/2, which is 0.5
for the present choice of parameters. Thus as the expectation of the number operator
decreases it would be expected that the total energy also shows this behaviour. This
relationship is observed in Fig. 3.3. As the expectation of the number operator tends to
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Figure 3.2: The expectation value of energy operators is shown for Γ = 0.5. Three
energy operators are plotted which are the kinetic energy, potential energy, and the
total energy operators. All show a dissipation towards a minimum value, the total
energy dissipates to 0.5 and the other two energy expectations dissipate to 0.25. The
total energy is provided by the sum of the potential energy and kinetic energy, which
is equivalently the expectation of the Hamiltonian operator.

zero over time the total energy tends to its minimum value. This property sets apart
the quantum harmonic oscillator from its classical counterpart as the energy can never
be zero in the former case. A similar property is found with the kinetic energy and
potential energy.

Within these simulations the rate of dissipation can be controlled via the parameter
Γ. By increasing Γ the different regimes of the damped oscillator can be achieved. Thus
the shift between an open system and a closed system can be achieved, where the closed
system and unitary evolution is a limiting case when Γ = 0.

The Markovian SSE, provides equivalent results to the LME. Here the non-linear
version is used [41] and, as with the LME, the lowering operator a is chosen as the
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Figure 3.3: The expectation value of the number operator is shown for damped evolu-
tion of the harmonic oscillator and displays a decay over time to 0.

environment coupling operator L. This gives the equation

dψ(t) =
[

− i

ℏ
Hψ(t) + Γ

2
(
⟨a+ a†⟩ψa− a†a− 1

4⟨a+ a†⟩2
ψ

)
ψ(t)

]
dt

+
[√

Γ
(
a− 1

2⟨a+ a†⟩ψ
)
ψ(t)

]
dW (t), (3.31)

where Γ represents the strength of environment coupling and dW (t) is the Wiener incre-
ment, introduced in section 3.1. The Wiener increment term represents the stochastic
process and is the term through which noise enters. Simulations with this equation
thus result in a single noisy trajectory, and to obtain converged results that equate
dynamics generated through the LME several trajectories must be simulated and the
mean value with respect to these must be taken when calculating the density matrix
or expectation values.

Using a choice of parameters ℏ = m = ω = 1 the results of the numerical solution
to this equation, which is calculated using a Runge-Kutta fourth-order method [41],
is shown in Fig. 3.4. Further details on the computational method for closed system
evolution can be found in Appendix A.1, and damped evolution via SSE approach in
Appendix A.2. As can be seen, for the results to converge to the Lindblad method
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Figure 3.4: The expectation value of the position is shown for evolution via the
Markovian SSE with an increasing number of realisations. As the number of real-
isations increases the results become smoother as the fluctuations are averaged out and
the results converge to the Lindblad evolution results.

many realisations must be carried out and the ensemble average taken. By taking more
realisations the SSE results approach the corresponding Lindblad results, however, for
full convergence and concurrence of results many realisations may need to be taken.

This example demonstrates that the Markovian SSE provides a wavepacket method
to simulate results that are equivalently given by the LME method for the density
matrix. In the next section the extension to non-Markovian dynamics is derived.

3.2 Linear NMSSE

Several derivations of the non-Markovian stochastic Schrödinger equations (NMSSE)
exist, however the first extension of the quantum state diffusion SSE equations to
non-Markovian environments was provided by Diósi and Strunz [65, 156]. We shall
summarise the derivation in this section and additional relevant details from sources
[46, 47, 157]. The linear NMSSE determines the time evolution of the reduced state
for non-Markovian environments and its derivation is the objective of this section.
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Essentially the linear NMSSE is a reformulation of the interaction picture Schrödinger
equation

∂t|Ψt⟩ = −iH(t)|Ψt⟩, (3.32)

that defines the closed evolution of the total state where

|Ψ0⟩ = |ψ0⟩ ⊗ |0⟩B, (3.33)

and the subscript B corresponds to the bath. This derivation makes use of a coherent
state basis for the environmental degrees of freedom. In particular expressing these
in the Bargmann Hilbert space of anti-holomorphic functions provides a route to a
stochastic description of non-Markovian open systems [63]. At this point it is of use to
review some relevant properties of coherent states, which are often described as states
with dynamics in close correspondence to the oscillatory behaviour of the classical har-
monic oscillator. Formally the Bargmann coherent states are unnormalised eigenstates
of the annihilation operator defined in terms of the vacuum state as

|z⟩ = eza
† |0⟩ . (3.34)

Coherent states have the following properties with respect to annihilation and creation
operators

a |z⟩ = z |z⟩ , (3.35)

⟨z| a† = ⟨z| z∗, (3.36)

⟨z| a = ⟨z| ∂

∂z∗ , (3.37)

the last of which can be seen from acting on the definition in terms of the vacuum state.
In the coherent state basis the resolution of identity is

I =
∫
d2z e−|z|2 |z⟩⟨z| = 1, (3.38)

where d2a = Re(dz) Im(dz)/π. Using this relation the total state can now be expanded
in the time independent environment basis |z⟩ ≡ |z1⟩ ⊗ |z2⟩ ⊗ . . . for the environment
degrees of freedom zλ,

|Ψt⟩ = I|Ψt⟩ =
∫
µ(z)|ψt(z∗)⟩ ⊗ |z⟩ d2Nz, (3.39)

where |ψt(z∗)⟩ = ⟨z|Ψt⟩ and
µ(z) = π−Ne−|z|2 (3.40)
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has been introduced to drop explicit reference to N and whether the environment is
finite or infinite. The |ψt(z∗)⟩ states of the system correspond to a particular configur-
ation z of the environment. Another crucial quality for the following derivation is that
|ψt(z∗)⟩ is analytic.

By tracing over the environment in this representation of the total state, the reduced
density operator for the system using Eq. 3.38 and Eq. 3.39 is given by

ρS(t) = trB|Ψt⟩⟨Ψt| =
∫
µ(z)|ψt(z∗)⟩⟨ψt(z∗)| d2Nz. (3.41)

The expectation value of an operatorA can be found similarly as for example ⟨ψt|A|ψt⟩ =
tr(ρS(t)A). Thus to determine the reduced dynamics it suffices to know the time evol-
ution of |ψt(z∗)⟩ = ⟨z|Ψt⟩ and perform the integration with respect to the Gaussian
integration measure. Using the stated properties of coherent states, and the definition
of the total Hamiltonian in Eq. 2.53, the dynamical equation for |ψt(z∗)⟩ = ⟨z|Ψt⟩ can
be defined as

∂t |ψt(z∗)⟩ = −iHS |ψt(z∗)⟩ − iL
∑
λ

g∗
λe
iωλtz∗

λ |ψt(z∗)⟩ − iL†∑
λ

gλe
−iωλt

∂ |ψt(z∗)⟩
∂zλ

.

(3.42)
In like manner to the force defined in the previous sections an effective bath operator
can be defined as

ζ∗
t = −i

∑
λ

g∗
λe
iωλtz∗

λ. (3.43)

Subsequently, by substituting Eq. 3.43 into Eq. 3.42, and using the chain rule

∂

∂z∗
λ

=
∫
∂ζ∗

s

∂z∗
λ

δ

δζ∗
s

ds, (3.44)

the non-Markovian stochastic Schrödinger equation is obtained

∂t|ψt⟩ = −iHS |ψt⟩ + Lζ∗
t |ψt⟩ − L†

∫ t

0
αT=0(t− s)δ|ψt⟩

δζ∗
s

ds, (3.45)

where αT=0(t − s) = ∑
λ |gλ|2e−iωλ(t−s) is the zero temperature BCF. Note the above

equation gives the form of the NMSSE but so far has only been a reformulation of
the Schrödinger equation. To understand how this can be interpreted as a stochastic
equation it is fruitful to rewrite

ρS(t) = E[|ψt⟩⟨ψt|], (3.46)
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3.3 Derivation of the finite temperature NMSSE

where E represents the average is taken over µ(z). Thus the reduced density matrix
arises from averaging over stochastic pure state projectors |ψt(z∗)⟩⟨ψt(z∗)| with Gaus-
sian weight µ(z). Therefore, the NMSSE can be regarded as a stochastic differential
equation for realisations |ψt(z∗)⟩ which are referred to as a quantum trajectory. Co-
herent state labels are dropped in Eq. 3.45 as the initial state is noise independent and
|ψt⟩ depends on the coherent state z∗ only through the noise process. The stochastic
process ζ∗

t is a complex Gaussian process with the following properties

E[ζt] = 0, (3.47)

E[ζtζs] = 0, (3.48)

E[ζtζ∗
s ] = αT=0(t− s), (3.49)

designed in such a way as to mimic the force in Eq. 3.43. In this manner the influ-
ence of the environment, encoded in the BCF αT=0(t − s), which also influences the
memory integral term, is implemented as a stochastic process. It is through these
means that non-Markovian behaviour arises in the time correlated noise process and
also in the memory integral, which involves the complete history of |ψt(z∗)⟩. However,
it is the presence of this term that makes the NMSSE difficult to solve as compared
to its Markovian counterpart, overcoming this difficulty is achieved through the HOPS
solution discussed in section 3.4. However, before this is presented it is of use to con-
sider how finite temperature can enter in the wavepacket formalism through the use of
the thermofield method.

3.3 Derivation of the finite temperature NMSSE

The derivation of the NMSSE presented in the previous section relied on the zero
temperature approximation, characterised by the initial product state

|Ψ0⟩ = |ψ0⟩ ⊗ |0⟩B, (3.50)

where the environment, here indexed by B, is in the vacuum state. Conversely, for the
inclusion of temperature, the initial thermal product state

ρ0 = |ψ0⟩⟨ψ0| ⊗ ρeq (3.51)
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3.3 Derivation of the finite temperature NMSSE

is required, where

ρeq = Z−1e−βHB , (3.52)

Z = tr[e−βHB ], (3.53)

is the equilibrium density matrix, and HB is the bath Hamiltonian. As shown earlier in
the chapter, the thermofield method provides the means to represent the expectation
of an operator with respect to the equilibrium density matrix, as the expectation value
of a pure state. Such a derivation preserves the structure of the derived NMSSE by
retaining a pure state representation. We will now review the derivation shown in [67]
supplemented with concepts from [137–139, 157].

Firstly, following the thermofield method a second fictitious bath is required. This
is achieved by introducing a second bath of harmonic oscillators B, along with the
the physical bath A. The bath B then represents the tilde fictitious degrees of free-
dom and is defined such that it does not interact with the system degrees of freedom.
Consequently, any issues caused by its inclusion are negated, and the correct reduced
system dynamics is produced once the environment has been traced out. Figure 3.5(a)
shows the open quantum system representation of this. Therefore, we obtain

Ĥ = HS +
∑
λ

(g∗
λLa

†
λ + gλL

†aλ) +
∑
λ

ωλ(a†
λaλ − b†

λbλ), (3.54)

where the operators aλ and a†
λ are associated with A, whereas bλ and b†

λ are associated
with B. Following thermofield theory, the temperature dependent operators are defined
as,

Aλ(β) = u(β)aλ − v(β)b†
λ, (3.55)

A†
λ(β) = u(β)a†

λ − v(β)bλ, (3.56)

Bλ(β) = u(β)bλ − v(β)a†
λ, (3.57)

B†
λ(β) = u(β)b†

λ − v(β)aλ, (3.58)

where we recall u(β) =
√

(1 + n̄), v(β) =
√
n̄, and n̄ represents the expected number of

particles following Bose-Einstein statistics. The inverse transformations are given by,

aλ = u(β)Aλ(β) + v(β)B†
λ(β), (3.59)

a†
λ = u(β)A†

λ(β) + v(β)Bλ(β), (3.60)

bλ = u(β)Bλ(β) + v(β)A†
λ(β), (3.61)

b†
λ = u(β)B†

λ(β) + v(β)Aλ(β). (3.62)
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3.3 Derivation of the finite temperature NMSSE

Figure 3.5: Open quantum system representation of system and environment for the
inclusion of finite temperature via thermofield theory. (a) The system is coupled to an
environment A, and a second uncoupled environment B is introduced which is copy of
environment A. The overall bath Hamiltonian is given by HB = ∑

λ ωλ
(
a†
λaλ − b†

λbλ
)
.

(b) Transforming to temperature dependent operators Aλ(β) and Bλ(β) allows this to
be equivalently represented in terms of two environments A(β) and B(β) that each
couple to the system.

Using these transformations Eq. 3.54 is written in terms of the temperature dependent
operators to give

Ĥ =HS +
∑
λ

[
g∗
λL
(
u(β)A†

λ(β) + v(β)Bλ(β)
)

+ gλL
†
(
u(β)Aλ(β) + v(β)B†

λ(β)
)]

+
∑
λ

ωλ
[(
u2(β)A†

λ(β)Aλ(β) + u(β)v(β)
(
A†
λ(β)B†

λ(β) +Bλ(β)Aλ(β)
)

+ v2(β)Bλ(β)B†
λ(β)

)
−
(
u2(β)B†

λ(β)Bλ(β) + u(β)v(β)
(
B†
λ(β)A†

λ(β)

+Aλ(β)Bλ(β)
)

+ v2(β)Aλ(β)A†
λ(β)

)]
. (3.63)

Note the transformations are constructed such that they preserve the commutation

77



3.3 Derivation of the finite temperature NMSSE

relations

[A†
λ(β), Aλ(β)] = [Bλ(β), B†

λ(β)] = 1, (3.64)

[Aλ(β), Bλ(β)] = [Aλ(β), B†
λ(β)] = 0. (3.65)

Collecting v(β) and u(β) terms, and using the commutation relations, Eq. 3.63 becomes

Ĥ =HS +
∑
λ

u(β)
(
g∗
λLA

†
λ(β) + gλL

†Aλ(β)
)

+
∑
λ

v(β)
(
g∗
λLBλ(β) + gλL

†B†
λ(β)

)
+
∑
λ

ωλ
[(
u2(β) − v2(β)

)
A†
λ(β)Aλ(β) − 1 −

(
u2(β) − v2(β)

)
B†
λ(β)Bλ(β) + 1

]
.

(3.66)

Using u2(β) − v2(β) = 1, and substituting for n̄λ Eq. 3.66 simplifies to

Ĥ =HS +
∑
λ

√
n̄λ + 1

(
g∗
λLA

†
λ(β) + gλL

†Aλ(β)
)

+
∑
λ

√
n̄λ
(
g∗
λLBλ(β) + gλL

†B†
λ(β)

)
+
∑
λ

ωλ
[
A†
λ(β)Aλ(β) −B†

λ(β)Bλ(β)
]
, (3.67)

which is of a similar form to the zero temperature derivation but the system is now
coupled to two separate baths, which are associated with the temperature dependent
operators. Thus it should be noted that each bath does not represent the physical or
tilde oscillators, but a bound quasiparticle of both. This representation is shown in
Fig. 3.5(b). Interpreting this further, note that the boson Bogoliubov transformation
can be formulated as a hyperbolic rotation matrix a

ã†

 =

u(β) v(β)
v(β) u(β)

 a(β)
ã†(β)

 , (3.68)

where u(β) = cosh θ(β) and v(β) = sinh θ(β), and the transformation has been demon-
strated using operators a and ã†. As an aside, such hyperbolic rotations of Minkowski
space can be used to describe Lorentz transformations. In general, Bogoliubov trans-
formations can be interpreted as a rotation of phase space that allows a change of basis
to one where the Hamiltonian is diagonal. In summary, the second bath incorpor-
ates the negative frequency oscillators of the environment. These are required in the
construction of a anti-symmetrised spectral density associated with a BCF at T > 0

J̄(ω) = J(ω) − J(−ω). (3.69)
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3.3 Derivation of the finite temperature NMSSE

A Fourier transform of the time dependent BCF to obtain a frequency dependent ver-
sion shows that at finite temperature both negative and positive oscillator frequencies
are required associated with either upward or downward transitions. The implication is
that a loss of energy of the system is balanced by an equal rise in energy of the bath and
vice versa. Furthermore, the bath B does not directly interact with the system in the
original representation. However, its inclusion allows transformation to the represent-
ation where there are finite temperature system-bath interaction terms. Starting from
the transformed Hamiltonian Eq. 3.67 the derivation of the NMSSE follows similarly
to the zero temperature assumption case. This is because the finite-temperature prob-
lem has been mapped to the zero-temperature one, which results in the requirement of
coupling to two separate harmonic baths. Note, the bath Hamiltonian in the original
equation (Eq. 3.54) reads

ĤB =
∑
λ

ωλ
[
a†
λaλ − b†

λbλ
]
. (3.70)

Equation 2.134, along with the above derivation of the transformed Hamiltonian, mo-
tivates the relation

ĤB(β) =
∑
λ

ωλ
[
A†
λ(β)Aλ(β) −B†

λ(β)Bλ(β)
]

= ĤB. (3.71)

Together with Eqs. 2.135–2.138, and using the result of Eq. 2.49 & 2.50, this implies
∑
λ

eiĤB(β)tAλ(β)e−iĤB(β)t =
∑
λ

e−iωλtAλ(β), (3.72)

∑
λ

eiĤB(β)tBλ(β)e−iĤB(β)t =
∑
λ

eiωλtBλ(β). (3.73)

The coherent state properties used in the zero-temperature results can be extended for
both temperature dependent operators

⟨z, w|A†
λ(β) =⟨z, w|z∗

λ, (3.74)

⟨z, w|B†
λ(β) =⟨z, w|w∗

λ. (3.75)

Thus following a similar derivation to the zero-temperature case, the time evolution of
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3.3 Derivation of the finite temperature NMSSE

the pure state |ψt⟩ = |ψt(z∗, w∗)⟩ can be determined

∂t|ψt⟩ = − iHS − iL
∑
λ

√
n̄λg

∗
λw

∗
λe

−iωλt|ψt⟩ − iL†∑
λ

√
n̄λgλe

iωλt
∂|ψt⟩
∂ω∗

λ

− iL
∑
λ

√
n̄λ + 1g∗

λe
iωλtz∗

λ|ψt⟩ − iL†∑
λ

√
n̄λ + 1gλe−iωλt

∂|ψt⟩
∂z∗

λ

. (3.76)

Subsequently, let

ζ∗
t = −i

∑
λ

√
n̄λ + 1g∗

λz
∗
λe
iωλt, (3.77)

ξ∗
t = −i

∑
λ

√
n̄λg

∗
λw

∗
λe

−iωλt, (3.78)

be interpreted as two independent, coloured, complex Gaussian noises, then the func-
tional derivative chain rule can be used to give

∂

∂z∗
λ

=
∫
∂ζ∗

s

∂z∗
λ

δ

δζ∗
s

ds, (3.79)

∂

∂w∗
λ

=
∫

∂ξ∗
s

∂w∗
λ

δ

δξs∗
ds. (3.80)

The functional derivative terms shall be investigated further in the physical interpret-
ation of the NMSSE section. Noting that

∂ζ∗
s

∂z∗
λ

= −i
∑
λ

√
n̄λ + 1g∗

λe
iωλs, (3.81)

∂ξ∗
s

∂w∗
λ

= −i
∑
λ

√
n̄λg

∗
λe

−iωλs, (3.82)

Eq. 3.76 can be written as

∂t|ψt⟩ = − iHS |ψt⟩ + Lζ∗
t |ψt⟩ − L†

∫ t

0

∑
λ

(n̄λ + 1)|gλ|2e−iωλ(t−s) δ|ψt⟩
δζ∗
s

ds

+ L†ξ∗
t |ψt⟩ − L

∫ t

0

∑
λ

n̄λ|gλ|2eiωλ(t−s) δ|ψt⟩
δξ∗
s

ds. (3.83)

This can be simplified by noticing the bath correlation functions can be defined as

α1(t− s) =
∑
λ

(n̄λ + 1)|gλ|2e−iωλ(t−s), (3.84)

α2(t− s) =
∑
λ

n̄λ|gλ|2eiωλ(t−s), (3.85)
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3.3 Derivation of the finite temperature NMSSE

where

α(t− s) = α1(t− s) + α2(t− s) (3.86)

is the bath correlation function derived in section 2.5.1. Substituting Eq. 3.84 & 3.85
in Eq. 3.83 gives the finite temperature NMSSE

∂t|ψt⟩ = − iHS |ψt⟩ + Lζ∗
t |ψt⟩ − L†

∫ t

0
α1(t− s) δ

δζ∗
s

ds

+ L†ξ∗
t |ψt⟩ − L

∫ t

0
α2(t− s) δ

δξ∗
s

ds, (3.87)

where the noise processes satisfy

E[ζt] = E[ζtζs] = 0, (3.88)

E[ζ∗
t ζs] = α1(t− s), (3.89)

E[ξ∗
t ] = E[ξtξs] = 0, (3.90)

E[ξ∗
t ξs] = α2(t− s). (3.91)

3.3.1 Interpretation of NMSSE finite temperature and memory

In the finite-temperature NMSSE Eq. 3.87 the term Lζ∗
t is related to emissions from

the system to the bath and associated with the A†
λ(β) operator. Both vacuum spon-

taneous emissions present at zero temperature, and temperature dependent stimulated
emissions are accounted for. The term with α1(t− s) defines the memory of the emis-
sion processes and is associated with the Aλ(β) operator. Conversely, L†ξ∗

t is related
to temperature dependent absorption stimulated from the bath to the system and is
associated with the B†

λ(β) operator. Similarly, the memory term with α2(t− s) defines
the memory of the absorption process associated with the Bλ(β) operator. Further-
more, if the Eqs. 3.55–3.58 that relate the temperature dependent operators to physical
and fictitious degrees of freedom are considered, then it is revealed that system to bath
processes involve creation of the physical degrees of freedom and annihilation of the
fictitious. The opposite applies to bath to system processes, which involve the creation
of the fictitious degrees of freedom whilst annihilating the physical. In this way a tem-
perature related process involving a creation or annihilation in the physical or fictitious
space is conversely recorded by the other space. The memory terms act counter to the
connected process, for example whilst Lζ∗

t defines emission from system to bath, the
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3.3 Derivation of the finite temperature NMSSE

memory term defines the back transfer into the system over time related to the emission
process. Temperature is not required for such a memory effect to occur as it is present
for the vacuum spontaneous emission, however, it does also introduce memory for the
extra processes. To understand the memory terms in more detail it is of use to consider
the simpler setting of the zero-temperature case again.

Consider the zero-temperature NMSSE introduced in section 3.2

∂|ψt⟩ = −iHS |ψt⟩ + Lζ∗
t |ψt⟩ − L†

∫ t

0
αT=0(t− s)δ|ψt⟩

δζ∗
s

ds, (3.92)

where, because n̄λ = 0, the noise process becomes

ζ∗
t = −i

∑
λ

g∗
λz

∗
λe
iωλt (3.93)

and the BCF reduces to

αT=0 =
∑
λ

|gλ|2e−iωλ(t−s). (3.94)

The noise process ζ∗
t represents an ensemble of modes λ that have been acted on by the

creation operator A†
λ(β) and evolved in time via the multiplication of a phase factor

eiωλt. It thus acts as a time local ensemble creation operator. On first observation
one might assume the third term in Eq. 3.92 acts as the corresponding annihilation for
this. Note however, that it represents ∂/∂z∗

λ which is the action of annihilation and is
performed for all modes. Therefore, the configuration of bath modes is of importance
and depends on previous times. ζ∗

t is time local and can be formulated as a noise
process providing a tractable way of dealing with it, whereas the annihilation is more
challenging. To solve this issue note that ζ∗

t is closely related to z∗
λ and ∂/∂z∗

λ. The
chain rule (for functionals), allows the annihilation ∂/∂z∗

λ to be recast in terms of a
time local action that is evaluated at previous times. Therefore, the overall term does
not represent a time local annihilation, which is instead achieved by the functional
derivative δ|ψt⟩/δζ∗

s . Considering the entire term∫ t

0
αT=0(t− s)δ|ψt⟩

δζ∗
s

ds, (3.95)

along with the functional derivative there is also the presence of the BCF which is
formed from the consideration of the variation of ζ∗

t with respect to z∗
λ. Thus at all times

s preceding the present time t the ensemble of modes is annihilated by the functional
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derivative providing back transfer, weighted by the BCF, to the system. It thus defines
the time delay between when the environment receives the transfer, to when it returns
it to the system due to the structure, or strong-coupling, of the environment. In the
Markov limit this becomes time-local, and so the memory vanishes as it does not involve
the ensemble of modes at previous times s. We know that the BCF provides information
on how long a statistical property persists, in this case it defines the strength of and
how long the back transfer can occur for. In turn this is dependent on the physical
properties of the environment and the coupling to the system.

3.4 The HOPS Solution to the NMSSE

The form of the NMSSE that has been derived is formally exact; however, difficulty
arises in the solution due to the appearance of a functional derivative with respect
to a stochastic process. The hierarchy of pure states (HOPS) [59] approach offers a
method of dealing with the functional derivative term and providing a solvable NMSSE
equation. The approach involves derivation of a hierarchy of coupled stochastic differ-
ential equations for pure states in the Hilbert space, termed quantum trajectories. The
reduced density operator, or desired expectation values, can then be obtained as an
ensemble average over the trajectories. Some methods of dealing with the functional
derivative term of the NMSSE have used an operator ansatz to replace it, for which in
some few cases an exact explicit expression is known [65]. In other cases it is possible
to obtain the replacement operator approximately. Alternatively, the hierarchy of pure
states provides a general approach without these approximations. In this section we
shall present the derivation following the results of [59, 60, 157].

First it is instructive to rewrite the NMSSE, for T = 0, as

∂t|ψt⟩ = −iHS |ψt⟩ + Lζ∗
t |ψt⟩ − L†|ψ(1)

t ⟩, (3.96)

where the central idea is to absorb the action of the functional derivative on ψt into an
auxiliary pure state

|ψ(1)
t ⟩ =

∫ t

0
dsαT=0(t− s)δ|ψt⟩

δζ∗
s

. (3.97)
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This can be rewritten in the form

|ψ(1)
t ⟩ = Dt|ψt⟩, (3.98)

Dt =
∫ ∞

−∞
dsαT=0(t− s) δ

δζ∗
s

, (3.99)

in which Dt can be understood as an auxiliary pure state operator, that acts on |ψt⟩ to
create an auxiliary state. The obstacle in solving Eq. 3.96 is |ψ(1)

t ⟩, if the time evolution
of this term can be understood then this issue will be overcome. Thus considering the
time derivative of |ψ(1)

t ⟩,

|ψ̇(1)
t ⟩ = ∂t(Dt|ψt⟩)

= Ḋt|ψt⟩ +Dt|ψ̇t⟩, (3.100)

where
Ḋt|ψt⟩ =

∫ t

0
ds α̇T=0(t− s)δ|ψt⟩

δζ∗
s

, (3.101)

and the integral bounds of [0, t] are acquired due to the fact that |ψt⟩ is independent
of noise for s > t and s < 0 [59]. Therefore, if Ḋt can be expressed in terms of Dt and
other terms that are already known a tractable scheme can be developed. Indeed this
is the case, and most simply shown, if the bath correlation function is of exponential
form

αT=0(τ) = ge−wτ , (3.102)

where w = γ + iΩ, τ ≥ 0, and
α(τ) = α∗(−τ). (3.103)

For a bath correlation of this form Ḋt|ψt⟩ = −wDt|ψt⟩. Note similar relations hold
for bath correlations that are sums of exponentials, which can be used to approximate
many spectral densities [158, 159], such as Lorentzian, and include finite temperature.
Thus the derivative of the first auxiliary state, by using Eq. 3.96 and the property that
Dt commutes with all system operators, can be written as

|ψ̇(1)
t ⟩ = −wDt|ψt⟩ − iHDt|ψt⟩ + LDtζ

∗
t |ψt⟩ − L†D2

t |ψt⟩. (3.104)

Then using the commutator relation [Dt, ζ
∗
s ] = αT=0(t− s) it follows that

[Dt, ζ
∗
t ] = Dtζ

∗
t − ζ∗

tDt = αT=0(0). (3.105)
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Thus by rewriting the term LDtζ
∗
t |ψt⟩ using this relation

|ψ̇(1)
t ⟩ = (−iH − w + Lζ∗

t )|ψ(1)
t ⟩ + αT=0(0)L|ψ(0)

t ⟩ − L†|ψ(2)
t ⟩, (3.106)

where |ψ(k)
t ⟩ = Dt|ψ(k−1)

t ⟩ = Dk
t |ψt⟩. As can be seen the functional derivative has

reappeared in the time derivative of the first auxiliary pure state in the form Dt|ψ(1)
t ⟩ =

D2
t |ψt⟩. This introduces a secondary auxiliary pure state of which the time evolution

must be found. Crucially the commutation relation creates a term involving |ψ(0)
t ⟩.

Following in the manner laid out a hierarchy can thus be developed in which each
auxiliary pure state depends only on the order directly above and directly below.

Explicitly one considers the time derivatives of |ψ(k)
t ⟩ and obtains coupled stochastic

differential equations for an infinite hierarchy of pure states

|ψ̇(k)
t ⟩ = (−iH − w + Lζ∗

t )|ψ(k)
t ⟩ + αT=0(0)L|ψ(k−1)

t ⟩ − L†|ψ(k+1)
t ⟩, (3.107)

where the noise is represented by ζ∗
t , and |ψ(0)

t=0⟩ = |ψ0⟩ and |ψ(k)
t=0⟩ = 0 for k > 0.

Solving the infinite set of equations in the HOPS approach of Eq. 3.107 would lead to
an exact solution for |ψt⟩ as according to the NMSSE of Eq. 3.45. In practice one must
turn to a method of truncation by using a terminator, such as [59]

|ψ(k+1)
t ⟩ ≈ αT=0(0)

w
L|ψ(k)

t ⟩, (3.108)

for an appropriate k that is large enough. This closes the HOPS scheme to a set of k+1
coupled equations. In essence this terminator provides a term akin to the Markovian
SSE of the form −L†L|ψ(k)

t ⟩ though with a different prefactor. Furthermore, with a
delta function form of the bath correlation and zeroth order HOPS the Markov limit
is replicated. As an additional note it is not the only terminator that gives good
performance and in some cases it is possible to just negate terms for an appropriate k
setting |ψ(k+1)

t ⟩ = 0.

3.4.1 Truncation of HOPS via a terminator

It is insightful to consider the motivation of the terminator of Eq. 3.108 and how it
arises by summarising [59]. The linear version of the hierarchy can be rewritten as an
integral equation

|ψ(k)
t ⟩ =

∫ t

0
e−kγ(t−s)−ikΩ(t−s)Ôe

∫ t

s
(−iH+Lz∗

r )dr
(
kαT=0(0)L|ψ(k−1)

s ⟩ − L†|ψ(k+1)
s ⟩

)
ds,

(3.109)
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3.5 Non-linear NMSSE

where Ô is the time ordering operator denoting positive time-ordering. With the condi-
tion kγ ≫ ωsys, where ωsys is the frequency associated with the systems free evolution,
the first exponential tends to zero before any noticeable change in the remaining integ-
rand. Thus by setting s ≈ t

|ψ(k)
t ⟩ =

(
kαT=0(0)L|ψ(k−1)

t ⟩ − L†|ψ(k+1)
t ⟩

) ∫ t

0
e−kw(t−s) ds. (3.110)

Evaluation of the above integral gives∫ t

0
e−kw(t−s) ds = 1 − e−kwt

kw
≈ 1
kw

, (3.111)

as −kwt ≪ 1 for t > 0. Thus by considering these parameter and time scales an
approximate expression for the kth auxiliary state is given by

|ψ(k)
t ⟩ = αT=0(0)

w
L|ψ(k−1)

t ⟩ − 1
kw

L†|ψ(k+1)
t ⟩. (3.112)

As k → ∞ the second term tends to zero, so for k large enough the second term is
assumed to be negligible and the terminator is given by

|ψ(k)
t ⟩ = αT=0(0)

w
L|ψ(k−1)

t ⟩. (3.113)

Note there is no clear way to determine at what value of k the second term is negligible.
Thus to check for convergence in simulations one must successively increase k and see
if the results are in agreement.

3.5 Non-linear NMSSE

For simulation purposes the linear version of the NMSSE has drawbacks as the quality
of averaging over individual pure state projectors is reduced due to large contributions
from some trajectories. Also, the norm of many trajectories tend to zero and so to
preserve the norm on average many trajectories must be taken. A non-linear version
solves this issue and was derived by Diosi et al [65] which we shall review in this section.

The linear version of the NMSE does not preserve the norm of the state. In contrast,
its non-linear version allows the derivation in terms of normalised states. However, in
order to maintain the correct ensemble mean a change in the probability distribution
is required.
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3.5 Non-linear NMSSE

Crucially, the average that yields the density operator is not unique. Additionally,
a change in the integration measure u(z) of Eq. 3.41 can be accounted for using a
Girsanov transformation

ρt =
∫
d2Nz Pt(z, z∗) |ψt(z∗)⟩⟨ψt(z∗)|

⟨ψt(z∗)|ψt(z∗)⟩ (3.114)

with a time dependent density function

Pt(z, z∗) = e−|z|2

πN
⟨ψt(z∗)|ψt(z∗)⟩. (3.115)

This corresponds to a Husimi distribution which is a quasiprobability distribution in
phase space obtained effectively by a trace of the density matrix over the basis of
coherent states. Note that, as a quasiprobability distribution requires, the distribution
function satisfies ∫

P (z, z∗) dz =
∫

∥ψt(z∗)∥µ(z) dz = 1 (3.116)

and it is also non-negative and bounded. Furthermore, a coherent state |z⟩ in this
representation represents a wavepacket localised about z = (q + ip)/

√
2. The norm of

the trajectory |ψt(z∗)⟩ thus represents the probability of finding the environment in a
quantum state localised about (q, p) in phase space. Therefore, crucial improvements
can be achieved by incorporating dynamics of the environment through a moving co-
herent basis. Firstly, the assumption is made that at t = 0 the initial state |ψ0⟩ is
normalised. Thus at t = 0 the probability distribution P0(z, z∗) is identical to the
original distribution. The time evolution of Pt(z, z∗) is given by

∂tPt(z, z∗) = e−|z|2

πN
⟨ψt(z∗)|∂t|ψt(z∗)⟩ + c.c. (3.117)

An important observation is that the solution of |ψt⟩, with initial condition |ψt(z∗)⟩ =
|ψ0⟩, is analytic in z∗. Consequently, ∂|ψt(z∗)⟩/∂z = ∂⟨ψt(z∗)|/∂z∗ = 0. This condition
implies that

⟨ψt(z∗)|L† ∂

∂z∗
λ

|ψt(z∗)⟩ = ∂

∂z∗
λ

⟨L†⟩t⟨ψt(z∗)|ψt(z∗)⟩, (3.118)

where

⟨L†⟩t = ⟨ψt(z∗)|L†|ψt(z∗)⟩
⟨ψt(z∗)|ψt(z∗)⟩ . (3.119)
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3.5 Non-linear NMSSE

Substituting this for the time evolution of Pt(z, z∗), and using the linear evolution
equation for |ψt(z∗)⟩ we obtain

∂tPt(z, z∗) = −i
∑
λ

gλe
−iωλt

∂

∂z∗
λ

⟨L†⟩tPt(z, z∗) + c.c., (3.120)

which has this simple form due to the analyticity of |ψt(z∗)⟩ in z∗, and cancellation of
conjugate terms. This result shows that the Girsanov transformation is equivalent to
the drift of z∗. By looking at Eq. 3.120 the drift velocities may be read off as

ż∗
λ(t) = igλe

−iωλt⟨L†⟩t. (3.121)

This equation implies that the most relevant contribution to the full state at a time
t + ∆t corresponds to the coherent state |z + ż(t)∆t⟩. Thus, the expansion of the
state should be conducted with respect to |z(t)⟩, instead of a fixed basis, in order to
capture the most relevant contributions. Firstly, the drift equation must be solved for
trajectories zλ(t), with the initial condition zλ(0) = zλ,

z̃∗
λ(t) = z∗

λ + i

∫ t

0
gλe

−iωλs⟨L†⟩s ds (3.122)

where

⟨L†⟩t = ⟨ψt(z̃∗(t)|L†|ψt(z̃∗(t))⟩
⟨ψt(z̃∗(t))|ψt(z̃∗(t))⟩ . (3.123)

The reader may be interested in the more general setting of this solution by looking
at the method of characteristics, which is a technique for solving a partial differential
equation by reducing it to a family of ordinary differential equations. The Girsanov
transformation, along with the time dependent trajectories, provides the equivalent of
the original probability distribution with noise

Pt(z̃(t))dz̃(t) ≡ µ(z)dz. (3.124)

Thus, the density matrix, and so observable expectation values, can be obtained in
three scenarios (sometimes known as stochastic unravelings)

ρt = E[|ψt(z∗)⟩⟨ψt(z∗)⟩]

= Ẽt[|ψ̃t(z∗)⟩⟨ψ̃t(z∗)|]

= Et[|ψ̃t(z̃∗(t))⟩⟨ψ̃t(z̃∗(t))|]. (3.125)
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3.5 Non-linear NMSSE

The first represents the linear case, the second is the adjustment for normalised solutions
with an associated Girsanov transformed distribution. The final refers to an average
over the original untransformed distribution. To achieve this ψ(z̃(t)) must be expressed
as a function of the initial amplitudes zλ = z̃λ(0). Subsequently, the time dependence
of the noise results in an additional term such that

∂tψt(z̃∗(t)) =∂tψt(z∗) +
∑
λ

ż∗
λ

∂

∂z∗
λ

ψt(z∗)

= − iHS |ψt(z∗)⟩ − iL
∑
λ

g∗
λe
iωλtz̃∗

λ|ψt(z∗)⟩ − iL†∑
λ

gλe
−iωλt

∂|ψt(z∗)⟩
∂z∗

λ

+ i⟨L†⟩t
∑
λ

gλe
−iωλt

∂|ψt(z∗)⟩
∂z∗

λ

. (3.126)

Following the same procedure as the linear derivation the nonlinear version can be
rewritten as

∂t|ψt⟩ = −iHS |ψt⟩ + Lζ̃∗
t |ψt⟩ −

(
L† − ⟨L†⟩t

) ∫ t

0
αT=0(t− s)δ|ψt⟩

δζ∗
s

ds, (3.127)

where due to Eq. 3.122 the noise has also been shifted to give

ζ̃∗
t = ζ∗

t +
∫ t

0
αT=0(t− s)∗⟨L†⟩sds. (3.128)

Note that this version takes into account the Girsanov transformation and change of
probability distribution. Thus, it captures the most relevant contributions and has
better convergence than the linear case. However, each trajectory itself is not norm-
alised and the norm must be taken subsequently. To obtain a version for which each
trajectory is normalised we must consider the time evolution of,

|ψ̃t⟩ = |ψt⟩
⟨ψt|ψt⟩

. (3.129)

This follows from

∂(⟨ψt|ψt⟩|ψ̃t⟩)
∂t

= ∂t|ψt⟩, (3.130)

which implies

⟨ψt|ψt⟩
∂|ψ̃t⟩
∂t

= ∂|ψt⟩
∂t

−
(
∂⟨ψt|
∂t

|ψt⟩ + ⟨ψt|
∂|ψt⟩
∂t

)
|ψ̃t⟩. (3.131)
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3.5 Non-linear NMSSE

The first term on the right hand side, using the Girsanov shifted result, is given by
Eq. 3.127, to obtain the second term note that

H† = HS +
∑
λ

(gλe−iωλtaλL
† + g∗

λe
iωλta†

λL), (3.132)

then it follows that

⟨ψt|
∂|ψt⟩
∂t

= − i⟨ψt|HS |ψt⟩ − i
∑
λ

g∗
λe
iωλtz̃∗

λ⟨ψt|L|ψt⟩

− ⟨ψt|i
∑
λ

gλe
−iωλtL†∂|ψt⟩

∂z̃∗
λ

+ ⟨ψt|i
∑
λ

gλe
−iωλt⟨ψt|L†|ψt⟩

∂|ψt⟩
∂z̃∗

λ

(3.133)

and
∂⟨ψt|
∂t

|ψt⟩ = i⟨ψt|HS |ψt⟩ (3.134)

due to the definition of H†, the conjugate time evolution equation, and analyticity of
|ψt⟩. Therefore, the second term of Eq. 3.131 is

∂⟨ψt|
∂t

|ψt⟩ + ⟨ψt|
∂|ψt⟩
∂t

= − ⟨ψt|i
∑
λ

g∗
λe
iωλtz̃∗

λL|ψt⟩

− ⟨ψt|i
∑
λ

gλe
−iωλtL†∂|ψt⟩

∂z̃∗
λ

+ ⟨ψt|i
∑
λ

gλe
−iωλt⟨ψt|L†|ψt⟩

∂|ψt⟩
∂z̃∗

λ

. (3.135)

Using this result, Eq. 3.127 and the same procedure as the linear derivation, the non-
linear NMSSE for normalised trajectories is given by

∂t|ψ̃t⟩ = − iHS |ψ̃t⟩ + (L− ⟨L⟩t)ζ̃∗
t |ψ̃t⟩

−
∫ t

0
dsαT=0(t− s)

[(
L† − ⟨L†⟩

)δ|ψt⟩
δζ̃∗
s

− ⟨
(
L† − ⟨L†⟩t

) δ

δζ̃∗
s

⟩t
]

|ψ̃t⟩. (3.136)

This, and Eq. 3.127, requires propagating the quantity ⟨L†⟩s for 0 ≤ s ≤ t associated
with the shifted noise ζ̃∗

t . However, the additional computational requirements needed
for this term are small compared to the improved convergence for the non-linear versions
of the NMSSE equation. In Chapter 6 HOPS applied to the non-linear NMSSE is
presented alongside a version that is also capable of preserving the norm. Subsequently,
it is tested on spin-boson models before applying the method to study condensed phase
photoswitch dynamics.
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Chapter 4

Linear absorption beyond the standard displaced
harmonic oscillator model

91



In the previous chapters, the harmonic oscillator model was introduced as an example to
demonstrate wavepacket dynamics along a potential energy surface (PES). Commonly,
theoretical approaches to open quantum systems approximate vibrational degrees of
freedom of the environment with a harmonic oscillator bath. In addition, a choice
of harmonic system PES is often made. This approximation results in evenly spaced
energy levels, and represents gaussian fluctuations in the weak coupling regime [160].
Despite the usefulness of the harmonic model, molecular potentials are, in general, an-
harmonic and there are many examples that exhibit significant anharmonicity such as
light-harvesting and photosynthesis [161–163], photoswitches [8], and small molecules
[164, 165]. The feature of anharmonicity can also become pronounced when there is a
large displacement between the ground and excited state potentials involving a large
nuclear motion. In such cases, parts of the potential far from equilibrium may be
explored, and the harmonic approximation is less likely to hold. This is of particu-
lar importance when considering the dynamics of photoswitches, as the light induced
excitation can displace the system far from equilibrium on the excited PES. As an ex-
ample of this, a potential that has been used to model the photoisomerisation of retinal
[91] is shown in Fig. 4.1. Additionally, for photoswitches the excited state PES may
even be repulsive such that there is no equilibrium state until relaxation to the ground
electronic state occurs.

The roots of modelling anharmonicity can be found in the work of Osad’ko, and
Skinner and Hsu [166, 167]. In addition, Tanimura used a treatment first via per-
turbation to harmonic potentials [168] and subsequently conducted studies with Morse
potentials [169]. Anharmonicity and its effects can manifest itself in numerous ways.
The shape of the entire potential can be important, as in the case of the Morse poten-
tial and generally in the case of polynomial potentials [170]. Additionally, displaced
harmonic oscillators that have different curvatures are accredited with giving rise to
non-standard spectral features [171, 172]. Spectroscopy provides an indispensable tool
for investigating interactions between electromagnetic fields and matter revealing struc-
tural and dynamical properties. Linear absorption spectroscopy provides an elementary
tool that reveals the absorption properties as a function of frequency or wavelength. In
particular, it gives information on the energy levels of a quantum system and its PES as
there is correspondence between absorption frequency and transition between quantum
mechanical states. Its non-linear counterpart, and in particular ultrafast spectroscopy
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Figure 4.1: Schematic of a potential energy surface used to model the photoisomer-
isation dynamics of the retinal photoswitch for a bond rotation angle θ. A large dis-
placement from equilibrium is present after photoexcitation of the initial wavepacket
via light (red arrow). Subsequent wavepacket dynamics (blue arrow) proceeds along a
anharmonic surface shown by Ve where it can undergo further photoexcitation at θ = 1
to the surface Vg.

[173, 174], has provided crucial advances in the study of photoinduced dynamics down
to femtosecond and attosecond timescales.

Various effects have been reported in absorption and emission spectra, such as
mirror-symmetry breaking between absorption and fluorescence, and splitting of the
zero phonon and one phonon peak [170]. In two-dimensional (2D) spectroscopy [175]
the analogues of these effects have been studied as well as those not identified by linear
spectra [171]. Also, 2D studies have been carried out on skewed spectral lineshapes
resulting from non-Gaussian dynamics [176]. Additionally, it has been shown that the
ratio between selected cross peaks provides a measure of vibrational anharmonicity and
other experimental indicators are possible [177]. The recently introduced Vibrationally
Promoted Electronic Resonance (VIPER) experiment [178, 179], a combined electronic-
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4.1 Linear absorption

vibrational spectroscopy technique, offers new ways of probing and controlling molecu-
lar systems. A required effect for the VIPER experiment is typically most pronounced
when there is large displacement upon electronic transition as featured in the studies of
this thesis. Experimental studies have also been conducted using photoelectron spec-
troscopy to investigate the role of aqueous environments on electronic structure and
relaxation dynamics [180].

Realistic systems, in the condensed phase, can include an interplay of all these
features in addition to the interaction with the environment. In this chapter the primary
focus will be on linear absorption spectral features that arise by going beyond the
standard displaced harmonic model, in later chapters the combination of these features
and dissipative quantum dynamics is considered. A comprehensive exploration of the
topic can be found in textbooks [13, 68, 69, 130]. Using these, we first review the
necessary theory of linear absorption. Subsequently, the standard displaced harmonic
oscillator model is presented and associated linear absorption spectra. Following this,
the model is extended to present original results, featured in [181], on the effect of a
difference of curvature between a ground and excited harmonic PES for one coordinate.
Through this small adaptation to the model rich spectral features can arise in the case
of large curvature difference. This effect is quantified and explained in detail before
considering the extension to two coordinate PESs.

4.1 Linear absorption

Fermi’s golden rule provides the rates of transitions between discrete eigenstates of
the quantum system. However, its form does not provide easy connection to the time-
dependent nature of the system. Alternatively, the connection can be made by realising
that the features of the spectrum are a frequency representation of the dynamics of the
system. The absorption spectrum is then given as a frequency representation of the
time-dependent variation of the molecular dipole moment of the system. In Chapter
2, time correlation functions were shown to be a useful tool to represent dynamics of
a system. Thus via the correspondence of representations it is possible to describe
the absorption spectrum through a time-correlation of the dipole operator. In the
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interaction of matter with a field the linear absorption lineshape is defined as [68]

σ(ω) =
∑
ij

pi|µ̄ij |2δ(ωij − ω), (4.1)

where pi represents the population and

|µ̄ij |2 =
∣∣⟨i|ϵ̂ · µ̄|j⟩

∣∣2, (4.2)

for which µ̄ is the dipole operator, inclusive of magnitude and unit vector, and ϵ̂ rep-
resents the polarisation of the field. As the delta function can be represented as the
Fourier transform of a complex exponential through the expression

δ(ωij − ω) = 1
2π

∫ ∞

−∞
dt ei(ωij−ω)t, (4.3)

Eq. 4.1 can be written as

σ(ω) = 1
2π

∫ ∞

−∞
dt
∑
ij

pi⟨i|µ̄|j⟩⟨j|µ̄|i⟩ei(ωij−ω)t. (4.4)

This can be simplified further, by considering the time evolution operator and the
projection operator ∑j |j⟩⟨j| = 1, to give

σ(ω) = 1
2π

∫ ∞

−∞
dt
∑
ij

pi⟨i|µ̄|j⟩⟨j|U †µ̄U |i⟩e−iωt (4.5)

= 1
2π

∫ ∞

−∞
dt
∑
i

pi⟨i|µ̄(0)µ̄(t)|i⟩e−iωt. (4.6)

This expression is simply the dipole moment correlation function. Thus the absorption
lineshape can be written as

σ(ω) = 1
2π

∫ ∞

−∞
dt e−iωt⟨µ̄(0)µ̄(t)⟩ (4.7)

= 1
2π

∫ ∞

−∞
dt eiωt⟨µ̄(t)µ̄(0)⟩. (4.8)

Generally orientation is important and this can be made explicit by writing the expres-
sion as

σ(ω) = 1
2π

∫ ∞

−∞
dt eiωt⟨ϵ̂ · µ̄(t)ϵ̂ · µ̄(0)⟩. (4.9)

Thus, the absorption lineshape has been defined in terms of the time-correlation func-
tion of the dipole moment. In the next section we will consider a standard example
to highlight the dipole correlation functions explicit form and provide comparisons to
subsequent studies.

95



4.2 Standard displaced harmonic oscillator model

4.2 Standard displaced harmonic oscillator model

The displaced harmonic oscillator (DHO) model provides a standard method of mod-
elling the coupling of nuclear motion and electronic states. It is widely applied and
useful in understanding the core concepts of photoinduced wavepacket dynamics which
can then be adapted to more complex models. In earlier chapters wavepacket dynam-
ics along a harmonic oscillator PES has been exemplified. In the DHO model there
are two electronic states, a ground state g and excited state e, each represented by a
harmonic oscillator PES. The excited state of a molecular system usually corresponds
to a different equilibrium geometry due to the variation in its electron configuration.
This is captured in the DHO model by a displacement of the coordinate q between
the ground and excited potentials. Consequently, there is a connection between the
electronic and vibrational properties of the system such that the nuclear configuration
of the excited electronic state is dependent on the displacement. Furthermore, the
electronic energy gap in going from the ground state configuration to the excited state
configuration is also dependent on this. In this section, following the notes of Tokmakoff
[130], we discuss how these effects arise and their observation through linear absorption
spectroscopy.

To construct the model consider two PESs, Vg and Ve, for the ground and excited
electronic states respectively. The difference in energy between their ground vibrational
configurations is denoted Ee − Eg. The Hamiltonian of the overall system is given by

HS = HG +HE . (4.10)

The state of the system is described through the product states

|ΨG⟩ = |g, ng⟩, (4.11)

|ΨE⟩ = |e, ne⟩, (4.12)

where g and e represent the electronic states and ng and ne the vibrational states.
Within this model the adiabatic approximation (also known as the Born-Oppenheimer
approximation) [13, 68] is made, which is a simplification based on the difference of
timescales of motion with respect to the nucleus and electron. As the mass of the
nucleus is much greater than that of the electron, the motion of the nuclei is assumed
to be much slower than the electronic motion. This allows a separation in the treatment
of the nuclear and electronic systems. This approximation breaks down in regions where
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two PESs come close and the coupling between them becomes large. In such regions a
conical intersection may be found in more than one dimension, or an avoided crossing in
one dimension. Computational studies suggest that such features are present in many
chemical systems and that they may play a key role in photochemistry by providing
efficient pathways for fast transitions between electronic states [8]. For a system subject
to a dissipative environment, the difference between whether the transition occurs via an
avoided crossing or conical intersection has been found to be minor [182]. Nonetheless,
in this chapter the Born-Oppenheimer approximation suffices for the features analysed
because the models presented have well separated PESs. Furthermore, within this
approximation the product states are the eigenstates of HS such that

HG|ΨG⟩ = (Eg + Eng )|ΨG⟩ (4.13)

and

HE |ΨE⟩ = (Ee + Ene)|ΨE⟩. (4.14)

Each of the Hamiltonians HG and HE are related to the respective and independent
electronic and vibrational energies, of the ground and excited electronic states. Separ-
ating these we have

HG = |g⟩Eg⟨g| +Hg(q), (4.15)

HE = |e⟩Ee⟨e| +He(q), (4.16)

where we have the electronic energies Eg and Ee and the nuclear Hamiltonians Hg and
He which describe the change in energy as a function of the nuclear coordinate. It is
the PES associated with the vibronic Hamiltonians which is assumed to be harmonic.
In addition to this, it is standard in the DHO model to assume that each of the PESs
have equal curvature.

The vibronic Hamiltonians are given by

Hg = p2

2m + 1
2mω

2
0q

2, (4.17)

He = p2

2m + 1
2mω

2
0(q − d)2, (4.18)

where ω0 = ωg = ωe, and d represents the displacement along coordinate q of the
excited PES relative to the ground PES. As discussed in the last section the absorption
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lineshape can be obtained if we know the dipole correlation function which is given by

Cµµ(t) = ⟨µ̄(t)µ̄(0)⟩

=
∑

k=G,E
pk⟨k|eiHSt/ℏµ̄e−iHSt/ℏµ̄|k⟩, (4.19)

where pk represents the probability of occupying a particular electronic and vibrational
state. Hereafter, we make the Condon approximation in which it is assumed that
the nuclear dependence q is negligible for the dipole operator. This suggests that a
transition between electronic surfaces preserves the nuclear configuration, that is to say
there is no change in the nuclear coordinate during the transition. This is commonly
known as a vertical transition as on a PES diagram the vibrational wavfunction does not
change shape but is shifted vertically between the electronic PESs. The approximation
is based on the assumption that electronic transitions occur on a time scale that is short
compared to nuclear motion. Consequently, the dipole operator becomes an operator
that acts solely on the electronic states

µ̄ = |g⟩µge⟨e| + |e⟩µeg⟨g|. (4.20)

In addition, it is of use to note that the time evolution of the system can be split as
the time-evolution propagator for each surface

e−iHSt/ℏ = |ΨG⟩e−iHGt/ℏ⟨ΨG| + |ΨE⟩e−iHEt/ℏ⟨ΨE |. (4.21)

Substituting Eq. 4.20 and Eq. 4.21 into the dipole correlation function Eq. 4.19 gives
the result

Cµµ(t) = |µeg|2e−i(Ee−Eg)t/ℏF (t), (4.22)

where the dephasing function

F (t) = ⟨eiHgt/ℏe−iHet/ℏ⟩

= ⟨U †
gUe⟩ (4.23)

has been introduced in which the average is taken over the vibrational states |ng⟩.
Thus, for a two level system within the Condon approximation the correlation function
can be split into the product of an oscillation at the electronic energy gap and the
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nuclear dynamics of the dephasing function. Furthermore, the dephasing function can
be recast into the form

F (t) = ⟨φg(t)|φe(t)⟩, (4.24)

where |φg⟩ and |φg⟩ are the nuclear wavefunctions. The motivation for this form is
twofold. Firstly, it informs us that the dephasing function is dependent on wavepacket
dynamics and the overlap of the time-dependent nuclear wavefunctions. Secondly,
if one knows the electronic and nuclear eigenstates, or the dynamics of the nuclear
wavefunctions, then it provides a general expression that allows the calculation of the
dipole correlation function and in turn the absorption lineshape. This is a useful result
that will be used throughout this thesis in the calculation of linear absorption spectra.

Let us turn our attention once again to the harmonic oscillator model and consider
the calculation of F (t). The harmonic oscillator provides a problem for which the form
of the Hamiltonians are well known. The electronic ground state nuclear Hamiltonian
is given by

Hg = ℏω0(a†a+ 1
2). (4.25)

The electronic excited state nuclear Hamiltonian can also be written similarly if we
introduce the displacement operator

D̂ = e−ip̂d/ℏ. (4.26)

This acts on the coordinate operator such as to shift it by d giving

D̂q̂D̂† = q̂ − d. (4.27)

Using the displacement operator the Hamiltonian He becomes

He = D̂HgD̂
†, (4.28)

which simply relays that the PES of the excited electronic state is shifted by d with
respect to the ground electronic state. It follows that this then allows the redefinition
of the excited electronic state time-evolution propagator as

e−iHet/ℏ = D̂e−iHgt/ℏD̂† (4.29)
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and allows us to write the dephasing function as

F (t) = ⟨U †
ge

−idp/ℏUge
idp/ℏ⟩

= ⟨D̂(t)D̂†(0)⟩. (4.30)

This makes apparent the relation of the dipole correlation functions nuclear part to the
displacement of the vibrational coordinate. Furthermore, by using the time-evolution
propagator the time evolution of p̂ is given by

p̂(t) = U †
g p̂(0)Ug, (4.31)

which means that the dephasing function can be written as

F (t) = ⟨e−idp̂(t)/ℏeidp̂(0)/ℏ⟩. (4.32)

As we did for the Hamiltonian, the operator p̂ can be expressed in terms of raising and
lowering operators

p̂ = i

√
mℏω0

2 (a† − a). (4.33)

This is a useful form as we can transfer the time dependence to the raising and lowering
operators

U †
gaUg = ae−iω0t, (4.34)

U †
ga

†Ug = a†eiω0t, (4.35)

which means that p̂(t) may be written as

p̂(t) = i

√
mℏω0

2 (a†eiω0t − ae−iω0t). (4.36)

Therefore the exponential operators become

e−idp̂(t)/ℏ = exp
(
d

√
mω0
2ℏ (a†eiω0t − ae−iω0t)

)
, (4.37)

e−idp̂(0)/ℏ = exp
(

− d

√
mω0
2ℏ (a† − a)

)
. (4.38)

To simplify these expressions the dimensionless displacement may be defined as

∆ = d

√
mω0
2ℏ . (4.39)
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4.2 Standard displaced harmonic oscillator model

Furthermore, as the raising and lowering operators are non-commuting they cannot
simply be split. Instead, as a consequence of the Baker-Campbell-Hausdorff formula
the operators may be split as

eÂ+B̂ = eÂeB̂e− 1
2

[
Â,B̂
]
. (4.40)

With this the exponential operators are given by

e−idp̂(t)/ℏ = exp
(
∆a†eiω0t

)
exp

(
− ∆ae−iω0t

)
exp

(
− 1

2∆2
)
, (4.41)

e−idp̂(0)/ℏ = exp
(
− ∆a†)exp

(
∆a
)
exp

(
− 1

2∆2
)
. (4.42)

Further simplification is possible if we take the low temperature approximation, for
which the equilibrium state is the ground vibrational state. Remembering the usual
raising and lowering operator properties acting on the ground vibrational state it follows
that

e−a|0⟩ = |0⟩, (4.43)

⟨0|ea† = ⟨0|. (4.44)

Therefore, within the low temperature approximation the dephasing function simplifies
to

F (t) = ⟨0|e−idp̂(t)/ℏe−idp̂(0)/ℏ|0⟩ (4.45)

= e−∆2⟨0|exp
(

− ∆ae−iω0t
)
exp

(
− ∆a†

)
|0⟩. (4.46)

This can be brought into a more practical form by using the operator identity

eÂeB̂ = eB̂eÂe−
[
B̂,Â
]
, (4.47)

which can be shown using the previous identity by noting

eÂ+B̂ = eB̂+Â = eÂeB̂e− 1
2

[
Â,B̂
]
, (4.48)

and

e− 1
2

[
Â,B̂
]

= e
1
2

[
B̂,Â
]
. (4.49)
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4.2 Standard displaced harmonic oscillator model

It follows that, using Eq. 4.48, and the first identity of Eq. 4.40 for exp(B̂ + Â), we can
write

eÂeB̂e− 1
2

[
Â,B̂
]

= eB̂eÂe− 1
2

[
B̂,Â
]
. (4.50)

Subsequently, substituting for Eq. 4.49 allows us to derive the operator identity

eÂeB̂e− 1
2

[
Â,B̂
]

= eB̂eÂe
1
2

[
Â,B̂
]

(4.51)

eÂeB̂ = eB̂eÂe
[
Â,B̂
]

(4.52)

Applying this identity to the dephasing function gives

F (t) = e−∆2⟨0|exp
(

− ∆a†)exp
(

− ∆ae−iω0t
)
exp

(
∆2e−iω0t

)
|0⟩

= exp
(
∆2(e−iω0t − 1)

)
, (4.53)

where in going from the first to the second line Eq. 4.43 and Eq. 4.44 have been used.
It is of use to define the Huang-Rhys parameter

D = ∆2 = d2mω0
2ℏ , (4.54)

which is a dimensionless parameter that represents the coupling of the electronic trans-
ition to the nuclear coordinate. Lastly, as we have an expression for the dephasing
function, the dipole correlation function may be defined as

Cµµ(t) = |µeg|2exp
(

− iωegt+D
(
e−iω0t − 1

))
. (4.55)

As discussed in the last section, the absorption lineshape can be obtained by Fourier
transforming the dipole correlation function

σ(ω) =
∫ ∞

−∞
dt eiωtCµµ(t) (4.56)

= |µeg|2e−D
∫ ∞

−∞
dt eiωte−iωegtexp

(
De−iω0t

)
. (4.57)

Using the series expansion for the exponential function

exp
(
De−iω0t

)
=

∞∑
0

1
n!D

n(e−iω0t
)n
, (4.58)

and Fourier transform of the exponential function, an analytic expression for the ab-
sorption lineshape is found

σ(ω) = |µeg|2
∞∑
0
eD
Dn

n! δ(ω − ωeg − nω0), (4.59)

where δ represents the Dirac delta function.
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4.2 Standard displaced harmonic oscillator model

4.2.1 Linear absorption spectrum and the Franck-Condon principle

Consider the absorption lineshape defined by Eq. 4.59, this generates an absorption
spectrum as a function of the frequency. In general, the absorption spectrum consists
of a progression of several peaks. For the DHO model these peaks begin at the fre-
quency of ωeg and appear at a regular spacing of ω0 from this. Such a progression that
depends on the electronic transition and vibrational states is called a vibronic progres-
sion. The Franck-Condon principle is a rule that explains the amplitude of peaks in
the vibronic transition. It states that for a given electronic transition, the change from
one vibrational state to another is more likely to happen if there is significant overlap
between their vibrational wave functions. Formally, the peak amplitude is given by the
so called Franck-Condon coefficients (FCC), also known as Franck-Condon factors, for
the overlap of vibrational states of the ground and excited electronic states. For the
DHO model discussed these are given by

|⟨ng = 0|ne = n⟩|2 = |⟨0|D̂|n⟩|2

= e−DD
n

n! . (4.60)

From this formula the relation between the displacement, or specifically the Huang-Rhys
parameter D, and the vibronic progression can be seen. If there is no displacement then
D = 0 and there is only an overlap between ground vibrational states. Consequently,
one peak is seen in the progression at ωeg, and it is independent of the nuclear coordin-
ate. This peak is known as the 0 − 0 transition, or the zero phonon line (ZPL). In the
weak coupling regime of D < 1 a progression of peaks appears in which the ZPL has
the largest amplitude, implying the absorption maximum is at ωeg, and the other peaks
decrease in amplitude as Dn. In the strong coupling regime of D > 1 the peak with
the largest amplitude is given by n ≈ D. The FC coefficients given by Eq. 4.60 apply
to the case of displaced harmonic oscillator PESs with equal curvature. Note, that the
FCC provide the vibronic progressions associated with linear absorption spectra and
can thus be corresponded with the linear absorption spectra as generated by Eq. 4.8.
As we have seen in the last section, this can be calculated by Eq. 4.56, which means if
we have knowledge of the ground and excited wavepacket dynamics, we can calculate
the absorption spectra. In the next section this is extended to the case of different
curvature and original results are presented of the effect on the vibronic progression
with a focus on cases where the curvature difference is large.
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4.3 Model study of curvature difference

4.3 Model study of curvature difference

A notable feature in photoswitch potentials, such as stilbene photoswitches, is the
large difference in curvature of ground and excited PESs. To isolate, and illustrate, the
effect this may have on absorption spectra a model is utilised that has harmonic ground
and excited potentials that differ in curvature. It should be noted that such a model
has limitations in describing the complete photoswitch dynamics due to deviations
from the harmonic approximation that occur in photoswitch PESs, such as potential
energy barriers, and coupling between excited and ground electronic states. In the
following this is referred to as the harmonic differing curvature model, whereas harmonic
potentials with equal curvature is referred to as the standard harmonic model. For the
harmonic differing curvature model, a previous study by Fidler and Engel [172] has
found that the location of the absorption peak maximum, and the absorption width,
are dependent on curvature difference. Specifically, for a shallower excited state, the
location of the absorption peak maximum will slightly shift to lower frequencies, whilst
the peak width will decrease. Additionally, a four level system which features harmonic
PESs with differing curvature has been studied [183].

In this study [181] the restriction of modest curvature difference and displacement
of the excited state PES, which are not valid assumptions for some photoswitches such
as stiff-stilbene, is lifted to show that new features arise in absorption spectra. To allow
focus on the effect of curvature difference, spectral broadening effects of the environ-
ment, with this model, will not be included in this section, and instead is reserved to
subsequent chapters. The Hamiltonians for this model are thus given by

Hg = p2

2m + 1
2mω

2
gq

2, (4.61)

He = p2

2m + 1
2mω

2
e(q − d)2, (4.62)

where contrary to the standard displaced harmonic oscillator model of Eq. 4.17 and
Eq. 4.18, the curvature ωg ̸= ωe. For comparison, a schematic of the standard model is
presented in Fig. 4.2(a), whilst the differing curvature model is presented in Fig. 4.2(b).
Under these circumstances the Franck-Condon principle explains the intensity of vi-
bronic transitions that are shown in absorption spectra. As described in the previous
section, this principle states that upon excitation, and associated electronic transition,
a change from one vibrational energy level to another is dependent on the overlap of the
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4.3 Model study of curvature difference

0 d 0 d

Figure 4.2: Schematic for displaced harmonic oscillator models, with ground electronic
PES Vg and excited electronic PES Ve, that are displaced by d along the coordinate
q. Vibrational energy levels are represented by n, and the electronic energy gap is
given by Ee − Eg. (a) The standard harmonic model is shown where the curvature
of Vg is equal to the curvature of Ve such that the oscillator frequency ωg = ωe. The
wavepacket |ψ(0)⟩ is vertically photoexcited from Vg to Ve (red arrow) where it is no
longer in equilibrium and thus undergoes dynamics on the excited electronic PES to
|ψ(t)⟩ (blue arrow). (b) The displaced harmonic oscillator model for differing curvature
is shown, for which a similar photoexcitation process occurs. However, for this model
the curvature of Vg does not equal the curvature of Ve such that ωg ̸= ωe.

nuclear wavefunctions, and more likely to occur if the overlap is significant. According
to this principle, the amplitudes of absorption peaks are given by the Frank-Condon
coefficients |⟨ψn=0

g |ψne ⟩|2, where n represents the vibrational state of the nuclear wave-
packet, n = 0 represents the vibrational ground state wavepacket, and g and e represent
the ground and excited electronic wavepackets respectively. This expression represents
the overlap between the ground electronic state in the lowest vibrational state, and the
excited electronic state in the nth vibrational state. The assumption that the ground
state electronic wavepacket is in the lowest vibrational state holds for the low tem-
perature regime, in particular it is valid for room temperature at 298 K. In this case,
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4.3 Model study of curvature difference

the expression represents the intensities of peaks in low temperature absorption spec-
tra. Franck-Condon coefficients for the standard displaced harmonic oscillator are well
known and show a dependence on the Huang-Rhys parameter. As discussed in the last
section, for D = 0 only one peak is expected corresponding to the coefficient

|⟨ψn=0
g |ψn=0

e ⟩|2 = 1. (4.63)

The peak intensity, corresponding to the respective Franck-Condon coefficient, is shown
in Fig. 4.3(a), where the standard harmonic case with ωg = ωe = 1 (black dashed line)
is compared to the harmonic potentials with differing curvatures model ωg = 10ωe and
ωe = 1 (blue line) for zero displacement D = 0. In the standard harmonic case the
FCC of Eq. 4.60 implies there is only one peak at n = 0, however, in the harmonic
model with differing curvature a decaying progression of peaks is observed for even n,
and the peak intensity is 0 for odd n. In Fig. 4.3(b), for which D = 30 and ωg = ωe = 1,
this relation is seen to give rise to a Gaussian profile (black dashed line), centered at
the Franck-Condon vertical transition. The largest intensity peak is at n = 30 and
thus D can be associated with the mean number of vibrational quanta excited for |ψe⟩.
Comparing this to the harmonic differing curvature model, with ωg = 10ωe and ωe = 1,
there are three notable differences. Firstly, the width of the main vibronic progression
decreases and the intensity of central peaks increases. Secondly, the largest intensity
peak shifts from n = 30 to n > 30. Last but not least, there is the appearance of a
number of smaller intensity vibronic progressions that occur at larger n than the main
vibronic progression, and these decay to zero as n increases. Owing to the sub-structure
nature of these progressions, the name given to this feature is the sub-structure vibronic
progression or s-progression for short. In the next section we shall derive expressions
for the FCC that help to explain the difference in the two models.

Before these expressions are provided, Figure 4.4 allows insight into the appearance
of the s-progression. Three excited state vibrational wavefunctions |ψne ⟩ are plotted
corresponding to n = 38, 39 and n = 40, this is compared to the ground state wave-
function |ψn=0

g ⟩ for the standard harmonic model ωg = ωe and the differing curvature
model ωg > ωe. The vibrational state numbers are chosen to correspond to where the
first progression in the s-progression starts at approximately n = 38 and to where it is
at its maximum intensity at n = 40. From this it can be seen that the narrow width
of the ground wavefunction of the differing curvature model overlaps with close to only
one of the oscillations of the excited state vibrational wavefunctions. As a result, the
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Figure 4.3: Franck-Condon coefficients for the standard harmonic model (black dashed
line) with oscillator frequencies ωg = ωe = 1 and differing curvature model with ωg =
10ωe and ωe = 1 (blue line) for (a) the case of no displacement (D = 0) and (b)
displaced potentials (D = 30). Notably, in the displaced and un-displaced cases, there
is an additional vibronic sub-structure for the differing curvature model, not present in
the standard harmonic model. Additionally, for the displaced case, there is a shift in
the peak of the main progression to larger n and the width of the progression decreases.

overlap is sensitive to whether, at x = 0, the excited state vibrational wavefunction |ψne ⟩
is close to a local minima, maxima, or close to zero. For n = 38, the peak of |ψn=0

g ⟩,
located at x = 0, is nearly aligned with a point where |ψn=38

e ⟩ = 0, thus the overlap
largely cancels and the Franck-Condon coefficient becomes close to zero. For n = 40
the peak of the |ψn=0

g ⟩ is nearly aligned with a local minima of |ψn=40
e ⟩, this results in a
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Figure 4.4: The nuclear wavefunctions for the ground and excited potentials are rep-
resented by the dashed and solid lines respectively. For the differing curvature model
(green dashed line) the overlap is sensitive to individual oscillations of wavefunctions
on the excited potential. For q = 0, if the excited state vibrational wavefunction |ψne ⟩
is close to a local minima or maxima, as in the case of n = 40, the overlap is mainly
constructive and leads to the large intensity parts of Fig. 4.3. The converse effect hap-
pens if at q = 0, |ψne ⟩ is close to 0, as in the case of n = 38.

overlap that is large and thus this part of the s-progression is at its maximum intensity.
In comparison, |ψn=0

g ⟩ in the standard harmonic model has a large width and does not
pick out the fine structure of individual oscillations, therefore the effect is averaged out.

The decay of the progression can also be understood through this figure, as n

increases the oscillations of |ψne ⟩, in the region of overlap, become closer together and
equal in amplitude. For large n the width of |ψn=0

g ⟩ in the differing curvature model no
longer isolates individual oscillations and the effect decays to zero, as in the standard
harmonic model. The shift of the main vibronic progression to larger n can also be
understood by Fig. 4.4. The overlap occurs first at the edges of |ψne ⟩, and as the width
of the differing curvature model is much less than in the standard harmonic model a
larger n is required before any overlap is achieved. The decrease in width of the main
vibronic progression is also due to overlap with individual oscillations and the small
width of |ψn=0

g ⟩, as the overlap increases and decreases more rapidly with increasing n.
Three features have thus far been identified, a shift of the main vibronic progression
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to larger n, a decrease in the width of the main progression, and the appearance of
an s-progression. These have been explained with the help of Fig. 4.4 that shows the
relative overlap.

4.3.1 Franck-Condon coefficients for the differing curvature model

Let us now derive the analytic expressions for the Franck-Condon coefficients that
quantify these features and provide deeper insight into their appearance. We start
with the case of D = 0, for the differing curvature model, where further details of
the derivation are contained in Appendix B.1.1. For the differing curvature model the
ground state wavefunction is given by

|ψn=0
g ⟩ = Ng exp

(
− 1

2αgq
2
)
, (4.64)

where
Ng =

(αg
π

)1/4
, (4.65)

and
αg = mωg

ℏ
, (4.66)

where, m is the mass, and ωg is the angular frequency of the electronic ground state
oscillator. The excited state wavefunction, in the nth vibrational state, is given by

|ψne ⟩ = NnHn(√αeq) exp
(

− 1
2αeq

2
)
, (4.67)

where

Nn =
( √

αe
2nn!

√
π

)1/2
, (4.68)

and
αe = mωe

ℏ
. (4.69)

The object of interest is the overlap integral between |ψn=0
g ⟩ and |ψne ⟩, which is given

by

⟨ψn=0
g |ψne ⟩ =NgNn

∫ ∞

−∞
dq Hn(√αeq) exp

(
− αq2

)
, (4.70)

where
α = αe + αg

2 , (4.71)
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and Hn(q) is the nth Hermite polynomial. Note that for odd n, Hn(q) is an odd
function. The product of this odd function with the even Gaussian function, is odd.
Taking the integral of an odd function over a symmetric region results in zero. Thus
we have our first result that for odd n, and D = 0 the Franck-Condon coefficient is
zero, as demonstrated in Fig. 4.3(a).

For the case of even n and D = 0 the derivation presented in Appendix B.1.1 results
in the expression

|⟨ψn=0
g |ψne ⟩|2 = n!

2n((n2 )!)2

√
αeαg

α

(
1 − αe

α

)n
, (4.72)

for the FCC in the differing curvature model.
Equation 4.72 has some noteworthy features. Firstly, for ωe = ωg we also have αe =

α and in this case the only non-zero value for the Franck-Condon coefficient is when
n = 0. Therefore, as expected, in the harmonic limit Eq. 4.72 gives |⟨ψn=0

g |ψn=0
e ⟩|2 = 1.

In addition, this expression provides the peak intensity of the progression shown in
Fig. 4.3(a), and predicts a decay as n increases. Furthermore, the progression will
sustain for larger n, if the difference in curvature is increased. In the large curvature
difference limit, the shape of the progression will be predominantly determined by

n!
2n((n2 )!)2

√
αeαg

α
. (4.73)

Following in the same manner we now derive and present an analytic expression
for the more general case of when the differing curvature model is displaced. An even
more general expression for the Franck-Condon factors of the differing curvature model
was derived by Chang [184], which allows for n ≥ 0 for |ψng ⟩. However, the derivation
presented here diverges from that of Chang, implementing the solution found in the
un-displaced model, connecting the two solutions. Additionally, the end expression
obtained is in a form that allows for the interpretation of the observed features in
Fig. 4.3, and provides insight into the appearance of the s-progression. Firstly, the
excited state is redefined as

|ψne ⟩ = NnHn(√αe(q − d)) exp
(

− 1
2αe(q − d)2

)
, (4.74)

where d corresponds to the displacement of the potential. Using this definition the
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overlap integral, between |ψn=0
g ⟩ and |ψne ⟩, is given by

⟨ψn=0
g |ψne ⟩ =NgNn

∫ ∞

−∞
dq Hn(√αe(q − d))

× exp
(

− 1
2(αgq2 + αe(q − d)2

)
. (4.75)

Following the derivation in Appendix B.1.2, the FCC for the differing curvature model
with non-zero displacement are given by

|⟨ψn=0
g |ψne ⟩|2 = 1

2nn!

√
αeαg

α
e−A

×
∣∣∣∣n!

⌊n/2⌋∑
l=0

(−1)l
l!(n− 2l)! (2β)n−2l

×
(

1 − αe
α

)l∣∣∣∣2. (4.76)

At this point it is illuminating to consider this equation in limits of interest. Firstly,
in the standard displaced harmonic model limit, that is to say of equal curvature,
αe = α. In this case, the only term that survives in the summation is when l =
0. Furthermore, in this limit A = D the Huang-Rhys parameter, and β =

√
D/2.

Therefore, making these substitutions we obtain the familiar formula, for harmonic FC
coefficients, Eq. 4.60.

The second limit of interest is when the displacement is zero. In this case, the only
term that survives the summation in Eq. 4.76, is when l = n/2. Substituting this value
in and simplifying reproduces Eq. 4.72, the result of the first derivation. A final limit
of interest is when the curvature is large, for which the shape of the progression is
predominantly determined by

|⟨ψn=0
g |ψne ⟩|2 = 1

2nn!

√
αeαg

α
e−A

×
∣∣∣∣n!

⌊n/2⌋∑
l=0

(−1)l
l!(n− 2l)! (2β)n−2l

∣∣∣∣2. (4.77)

At this point the motivation for the form given can be found, as the summation in this
equation is simply an explicit form of the Hermite polynomial

Hn(b) = n!
⌊n/2⌋∑
l=0

(−1)l
l!(n− 2l)! (2β)n−2l. (4.78)
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Therefore, substituting this expression gives

|⟨ψn=0
g |ψne ⟩|2 = 1

2nn!

√
αeαg

α
e−AHn(β)2, (4.79)

for large curvature difference.
The expression of Eq. 4.76 provides the peak intensity of the progression shown

in Fig. 4.3(b). Furthermore, by comparing to the limiting cases of this model we see
that the s-progression in the displaced case has no corresponding reduction to a single
term, and requires more terms of the summation to be accounted for. The summation
itself is a modified form of an explicit expression for the Hermite polynomial in which,
comparatively, latter terms of the summation contribute less. Thus, as n increases the
additional contribution of this summation becomes less important and, along with the
other contributions in the equation, leads to the decaying feature of the s-progression.
As in the zero displacement case, for a larger difference in curvature, the s-progression
sustains for larger n.

4.3.2 Two-coordinate curvature difference

In the previous section we discussed the effect of including curvature difference in the
DHO model for a single nuclear coordinate. This shall now be extended to a two-
coordinate model, which should be noted only differs from a rotated one-coordinate
model if there is a difference in curvature between the two coordinates. We maintain
most of the structure of the previous model, but in addition to a coordinate q1 we
include a second coordinate q2. With this change, the vibronic Hamiltonians are given
by

Hg = p2

2m + 1
2mω

2
g1q

2
1 + 1

2mω
2
g2q

2
2, (4.80)

He = p2

2m + 1
2mω

2
e1(q1 − d1)2 + 1

2mω
2
e2(q2 − d2)2, (4.81)

where ωgi and ωei represent the frequency of the electronic ground and excited state
oscillators for coordinate qi, and di represents the displacement of the PES in that
coordinate. In this section the absorption spectra shall be generated using Eq. 4.56
which gives

σabs(ω) =
∫ ∞

−∞
dt eiωtCµµ(t) (4.82)

= |µeg|2
∫ ∞

−∞
dt ei(ω−ωegt)⟨ψg(t)|ψe(t)⟩, (4.83)
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where parallel dipoles have been assumed and µeg is the dipole operator. Furthermore,
a small exponential decay is applied to the correlation function to ensure the fourier
transform is well behaved, this results in some minor phenomenological broadening in
the produced spectra.

The inclusion of the second coordinate increases the number of ways that differing
curvature, and displacement, can be included. In what follows we shall discuss these,
but restrict ourselves to the case of ωei < ωgi for a respective coordinate, and larger
displacement in one of the coordinates. This is to mimic physically realistic scenarios
of photoswitch PESs, in which the excited state PES is often shallower and there is
larger displacement in a particular coordinate. In order to connect with the initial
study conducted in this chapter, consider the case of equal curvature ωgi = ωei = ω0,
the results of which are shown in Fig. 4.5. Note that for this study the parameters are
set to ℏ = ω0 = m = 1. In the first case where there is no displacement in either
coordinate D1 = D2 = 0 there is only the ZPL as in the previous single coordinate
study. Subsequently, two cases are plotted D1 = 10, D2 = 0 represented by the blue
line, and D1 = 5, D2 = 5 represented by the red dashed line. It can be seen that
both of these cases give equivalent results, which means that the two coordinate model
can be reduced down to a single coordinate model. The reason for this is that with
a symmetry in the curvature of both coordinates one can consider the motion along
q1 and q2 to instead be modelled along a coordinate q that runs diagonal between
them. The relation between the two models displacement is then simply found via the
Pythagorean theorem as d2 = d2

1 + d2
2. As d1 = d2 this can be written as d2 = 2d2

1.
With this in mind, the relation to the Huang-Rhys parameter is given by

D = d2mω0
2ℏ = d2

1
mω0
2ℏ

= 2D1. (4.84)

Therefore,

D

2 = D1 = D2 (4.85)

Thus for the single coordinate model where D = 10, the equivalent two coordinate
model is obtained with Hang-Rhys factors D1 = D2 = 5 as shown in Fig. 4.5.

For the standard DHO model and two coordinates we have seen that, with equal
curvature, these do not offer anything more than their single coordinate counterparts.
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4.3 Model study of curvature difference

Figure 4.5: The linear absorption spectra of the two coordinate model with equal
curvature ωgi = ωei . (a) Absorption spectra generated from the model with zero
displacement in coordinates D1 = D2 = 0. (b) The linear absorption spectra for a
single coordinate model with Huang-Rhys parameter D = 10 is shown by the blue line,
equivalent results are given by a two coordinate model with D1 = D2 = 5 as shown by
the red dashed line.

We will now extend this to include a difference of curvature. In the first instance
consider that there is a difference in curvature in only one of the coordinates such that,
ωg1 = ωg2 = ωe1 . Furthermore, unless stated otherwise, we will consider displacement
in two cases D1 > D2 and D1 < D2. If there is a larger displacement in the equal
coordinate q1 then a spectrum similar to the DHO for a single coordinate is observed,
shown in Fig. 4.6(a), but there are some larger amplitudes for larger ω giving the
appearance of stretching the spectrum. In the case where the larger displacement
is in the coordinate q2, shown in Fig. 4.6(b) a narrow progression is observed with
some further peaks at larger wavelength. This further progression is similar to the s-
progression but not as distinct. The spectra that is formed from only a single coordinate
differing in curvature is distinct from the DHO model but the differences are minor.
However, if we instead consider the case of difference in curvature between coordinates
ωg1 = ωe1 and ωg2 = ωe2 complex vibronic progressions are observed (see Fig. 4.6(c) &
(d)). As shown in Fig. 4.6(c), if the displacement is greater in the shallow coordinate
then several bands are observed each with an associated vibronic progression. Similarly,
if the larger displacement is in the steep coordinate, a greater number of vibronic
progressions are observed. This is due to a composition effect, in the first instance the
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4.3 Model study of curvature difference

Figure 4.6: Absorption spectra for the two coordinate displaced harmonic oscillator
model with differing curvature. Parameter choices are shown above each figure. The
left column represents a choice of D1 > D2 and the right column represents a choice
of D1 < D2. (a)(b) Absorption spectra associated with a difference in curvature with
respect to one coordinate only ωg1 = ωe1 = ωe2 . (c)(d) Absorption spectra generated
using a model with difference in curvature between coordinates ωgi ̸= ωei .

bands are separated in a vibronic progression associated with a Huang-Rhys parameter
D2 = 1. For each of the absorption lines associated with this progression there is a sub-
progression connected with coordinate q1 and a Huang-Rhys parameter of D1 = 10.
From this point the sub-progression is referred to as the local progression and the
wider scale progression is referred to as the global progression. In Fig. 4.6(d) the global
progression is generated by the displacement in the steep coordinate q2 with D2 = 10.
On the other hand, the local progression takes the form of a DHO model with D1 = 1.

Proceeding further, in Fig. 4.7(a) & (b) the curvature differs in all but one pair

115



4.3 Model study of curvature difference

Figure 4.7: Absorption spectra for the two coordinate displaced harmonic oscillator
model with differing curvature. Parameter choices are shown above each figure. The
left column represents a choice of D1 > D2 and the right column represents a choice of
D1 < D2. (a)(b) Absorption spectra associated with a choice of ωg2 = ωe2 as the only
equal oscillator frequencies. (c)(d) Absorption spectra generated using a model with
difference in curvature between all coordinates on ground and excited PESs.

ωg2 = ωe2 . The results are similar to that of Fig. 4.6(c) & (d), meaning that the
progression structure is mainly dependent on the composition effect. However, for
D1 = 10 and D2 = 1, a narrowing of the local progression is observed. This is similar
to what was observed in the single coordinate differing curvature model. However, a
clear s-progression is not observed as it is likely obscured by the global progression
structure. In the last study, shown in Fig. 4.7(c) & (d) the curvature is different in all
coordinates in electronic ground and excited states such that ωg1 ̸= ωg2 ̸= ωe1 ̸= ωe2 .
The overall composite spectra is mostly unchanged, however, the global progression is
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4.3 Model study of curvature difference

Figure 4.8: (a) Linear absorption spectra of several stiffened stilbene photoswitch vari-
ants in solution reprinted (adapted) with permission from reference [2]. Copyright
2019 American Chemical Society. (b) Linear absorption spectra of an azobenzene pho-
toswitch in solution reprinted (adapted) with permission from reference [3]. Copyright
2014 American Chemical Society.

now altered in a similar manner discussed with respect to single coordinate differing
curvature models.

Overall the two-coordinate spectra is largely dependent on the composition effect of
progressions arising from each coordinate giving rise to a local and global progression.
This is the main observable effect, however, by altering the curvature further between
electronic ground and excited effects the difference in curvature effects discussed in the
last section can also be introduced to the local progression and the global progressions.

Fig. 4.8 demonstrates that complex spectra with several bands may be produced

117
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in the experimental absorption spectra of numerous photoswitches, such as stilbene
variants and azobenzene. However, it is important to note that spectral complexity
may also arise due to extra electronic excited states.

4.4 Summary

In this chapter we have explored the elementary tool of linear absorption and how it
elucidates absorption properties and the nuclear and electronic structure of a quantum
system. The standard displaced harmonic oscillator model was reviewed and sub-
sequently extended to include large differences in curvature of ground and electronic
PES. This produced increased complexity in the observed absorption spectra of these
systems and the appearance of a substructure in the vibronic progression termed the
s-progression. The presence of the s-progression in experimental absorption spectra
presents a method of verifying, or estimating, the difference in curvature of ground
and excited PESs. This is achieved by measuring the width of the s-progression, then
comparing and fitting to the derived expressions for the FC coefficients.

Following this, the model was extended to include two coordinates. This generated
absorption spectra which was formed by the composition of vibronic progressions for
each coordinate, featuring a larger vibronic progression termed the global progression,
with sub-progressions termed local progressions. The coordinate with the larger asso-
ciated oscillator frequency, or curvature, defined the structure of the global vibronic
progression. Similarly, the coordinate for which the oscillator frequency was lower
defined the structure of the local progressions.

The models developed in this chapter provide a means of understanding the lin-
ear absorption of systems with large displacement and curvature difference, which are
prominent features of molecular photoswitches. The application of these models assists
in the elucidation of vibronic features of photoswitch systems, and in the development
of more accurate models. Furthermore, it aids in predicting if there is a large displace-
ment and curvature in a coordinate, and thus informs us on how fast the respective
wavepacket dynamics is on a given surface. In the following chapters we discuss these
effects in the presence of spectral broadening caused by interaction with an environ-
ment of an open quantum system and use the results to interpret spectral features of
molecular photoswitches.
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Chapter 5

Dissipative quantum dynamics of anharmonic
systems
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The concept of anharmonicity, introduced in the last chapter, corresponds to a deviation
from harmonic models. Whilst the extension of the harmonic model to potential energy
surfaces with differing curvature presented was capable of producing complex spectral
features, anharmonic models mark a further departure introducing another level of
complexity to dynamics and spectroscopy. A harmonic potential energy surface (PES) is
quadratic in nature, anharmonic potentials are not restricted to this. Examples include,
polynomial potentials, and the Morse oscillator which accounts for bond breaking effects
and has been commonly used to model the PES for diatomic molecules providing a
better approximation than the harmonic oscillator.

In general, for anharmonic models the energy levels are not evenly spaced as in the
harmonic case, which can be observed in linear absorption spectra. Another feature of
anharmonic systems is related to finer details of the PES, such as barriers that perturb
the energy levels, and give rise to local minima which can trap the wavepacket. In
addition, the presence of anharmonicity can have interesting effects on wavepacket dy-
namics. In the case of the Morse oscillator as displacement is increased, and anharmonic
effects become more prevalent, dynamical features emerge. The amplitude of oscilla-
tions of the expectation value of the position operator decreases to near zero and after
a period of time revives to the near initial oscillation behaviour [165, 185, 186]. Such
features can be observed in absorption and emission spectra, and also time-resolved
nonlinear spectroscopies.

It is known that spectral features may be broadened by the presence of an envir-
onment. Thus a question arises as to how anharmonic and dissipative effects interplay,
and the impact on dynamics and spectroscopy results. Systems in which this might be
particularly important include photoswitches, where there can be large displacements,
and several anharmonic features in the potential. An example of this is found in the
stiff-stilbene potential energy surface (PES), for which there is a large difference in
curvature on ground and excited potentials, and potential energy barriers on the ex-
cited potential which shift energy levels away from the harmonic approximation. These
effects can be crucial in identifying spectral observables, wavepacket dynamics, and
quantum yields.

Treatment of anharmonic behaviour has been tackled by stochastic environments
[187, 188], molecular dynamics simulations [189–191], and by including anharmonicity
in the system potential [170, 171, 177]. An extension of a stochastic theory to study

120



5.1 Photoexcitation model in the presence of a bath

generic quantum environments has also been proposed [192]. In this chapter anhar-
monic system potentials are used whilst also including an interacting environment via
the stochastic Schrödinger equation presented in Chapter 3 [41, 44, 108]. Similarly,
there is the quantum jump method capable of simulating nonadiabatic dynamics [193]
and methods of simulating conical intersection dynamics in the condensed phase [194].
These become important when the Born-Oppenheimer approximation breaks down and
there is a need to account for strongly coupled nuclear and electronic degrees of free-
dom. Many other such open quantum system methods exist [195] each with their
respective advantages and a review has been produced by Breuer [47], and also by de
Vega [46]. Alternatively, there exist ab initio methods, such as the Multiconfigurational
Ehrenfest (MCE) method [36] that provides treatment of a large number of quantum
nuclear degrees of freedom. In addition to this, there is the ab initio multiple cloning
(AIMC) method [196], which is capable of simulating ultrafast excited state quantum
dynamics following photo-absorption. There are also semi-classical methods available
for studying large systems with anharmonicity [197, 198].

In this chapter original results featured in [181] are presented on the investigation of
effects of interaction with an environment on linear absorption spectra and wavepacket
dynamics of systems with anharmonicity and differing curvature. Firstly, the photo-
excitation model system is introduced where the environment interaction is included
through the stochastic Schrödinger equation (SSE). An application of this model for
a Morse oscillator is presented to demonstrate the sensitivity of absorption lineshape
of anharmonic systems due to asymmetric broadening effects caused by dissipation.
Subsequently, to demonstrate relevance to a molecular photoswitch system, absorption
spectra and population dynamics are generated using a stiff-stilbene photoswitch PES.
The results are then interpreted using the anharmonic and differing curvature model
studies for comparison.

5.1 Photoexcitation model in the presence of a bath

The general structure of the photoexcitation model presented in this chapter is that of
a electronic two-level system, with a single coordinate, interacting with a bath. The
total Hamiltonian representing this was introduced in Chapter 3 and is given by [41]

H = HS +HB +HI , (5.1)
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5.2 Morse oscillator

where HB represents the bath, HI is the interaction between system and bath, and the
two-level system is represented by

HS = Hg|g⟩⟨g| +He|e⟩⟨e| + J(|g⟩⟨e| + |e⟩⟨g|), (5.2)

where |g⟩ and |e⟩ represent ground and excited states respectively and

Hg = − ℏ2

2m
∂2

∂x2 + S0(x), (5.3)

He = E1 − ℏ2

2m
∂2

∂x2 + S1(x). (5.4)

Here, the coordinate of interest is represented by x, the momentum is given in terms
of this coordinate and the mass m, S0(x) and S1(x) represent the ground and excited
PESs, J is the coupling between them, and E1 provides the energy difference between
the minima of the ground and excited state potentials. For simplicity, we assume that
J is independent of x. This is appropriate for the studies conducted in this thesis as we
are only interested in transference determined by regions where the PESs are close. HB

and HI describe the remaining environment degrees of freedom as a harmonic bath, and
interaction with the system, which give rise to the effects of relaxation and dephasing.

The SSE, first presented in Chapter 3 for this model is given by

d|Ψ(t)⟩ =
((

− i

ℏ
HS − 1

2ΓL†L
)
dt+

√
ΓdB†(t)L

)
|Ψ(t)⟩, (5.5)

where Γ represents the strength of coupling to the bath, L is the environment coupling
operator, and dB†(t) is the white noise process. In what follows the Lindblad operator
L is chosen to be the lowering operator of the system a, and thus L† = a†, in order to
model damped dynamics and relaxation. The, SSE in this case reads

d|Ψ(t)⟩ =
((

− i

ℏ
HS − 1

2Γa†a
)
dt+

√
ΓdB†(t)a

)
|Ψ(t)⟩. (5.6)

For numerical simulations the non-linear version of the equation presented in Chapter
2 is used with a choice of L = a, and further details of the computational method can
be found in Appendix A.2.

5.2 Morse oscillator

A well known anharmonic PES is the Morse potential

VM (x) = De(1 − e−β(x−∆x))2, (5.7)
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5.2 Morse oscillator

Table 5.1: Morse potential parameters of diatomic molecules

Molecule De(Eh) ωx(Eh) β(a0)
B2 0.104 0.005 1.89
H2 0.174 0.020 1.95
O2 0.190 0.007 2.66
F2 0.064 0.004 2.75
N2 0.277 0.011 3.09

where De is the well depth defined relative to the dissociation energy, and β is associated
with the width. Using the photoexcitation model described in the previous section, a
Morse potential is used for the ground electronic state

S0(x) = De(1 − e−β(x))2, (5.8)

with a displaced Morse potential representing the excited electronic state

S1(x) = De(1 − e−β(x−∆x))2. (5.9)

To isolate the effects of the anharmonicity of the Morse potential on dynamics and
spectra it is assumed that the PESs are well separated and J = 0.

To study the effects of anharmonicity on linear absorption spectra a Morse potential
is used with a harmonic frequency and dissociation energy aimed to represent the bond
vibration of the H2 molecule [199]. Parameters for H2 and other molecules [200, 201],
for comparison, are contained in Table. 5.1 in atomic units, where ωx is a parameter
used in an alternative definition of the Morse potential, given by [199]

V (x) = De

[
1 − e−

√
ω2

x/2Dex
]2
. (5.10)

The absorption spectra, is calculated using Eq. 4.56 via the overlap of ground and
excited wavepacket dynamics such that the absorption is given by

σabs(ω) =
∫ ∞

−∞
dt eiωtCµµ(t) (5.11)

= |µeg|2
∫ ∞

−∞
dt ei(ω−ωegt)⟨ψg(t)|ψe(t)⟩, (5.12)
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5.2 Morse oscillator

where Cµµ(t) is the dipole correlation function, µeg is the dipole operator, ℏωeg is
the energy difference between PES, and |ψg(t)⟩, |ψe(t)⟩ are the ground electronic and
excited electronic state wavepackets respectively. Furthermore, the dynamics on the
Morse potentials are simulated with weak dissipation using the SSE, where the compu-
tational procedure is described in Appendix A.2. The results for differing values of the
Huang-Rhys parameter D, defined in section 4.2 of Chapter 4. are shown in Fig. 5.1,
where we define ωeg = E1/ℏ − ω0/2, for which ω0/2 is subtracted to correct for the
zero point energy of the ground state. In the case of the Morse oscillator we find that
many of the harmonic absorption spectra relations, described in the previous chapter,
no longer hold. Firstly, the Franck-Condon factor for the vibrational ground state is
larger and the first vibrational state is lower than in the harmonic case. In the very low
limits of the Huang-Rhys parameter D it is expected that results are close to harmonic
as only parts of the potential close to the minimum are explored. As the Huang-Rhys
parameter is increased towards D = 1, as in Fig. 5.1(a), the Morse oscillator vibrational
ground state still features a larger FC factor but the first and second states are less
populated than in the harmonic case. Furthermore, higher lying states show increased
FC factors. These features can be explained due to the asymmetry of the Morse vibra-
tional eigenfunctions that are skewed to the shallow side of the potential. In the weak
regime, the higher states thus have greater overlap with a displaced wavefunction that
is close to the ground state wavefunction, as is the case for D < 1 [199]. Such an effect
has been reported for cubic perturbations to excited state harmonic potentials [202].

Another such phenomenon is that a diminishing intensity of the vibronic progression
is still observed for D > 1, as shown in Fig. 5.1, contrary to harmonic observations.
Also, in the strong regime the peak with the largest amplitude, disregarding the zero
phonon line (ZPL), occurs at a lower frequency than for harmonic spectra. These
observations are due to the effects of asymmetric broadening of the spectra as each
eigenstate relaxes at a different rate [185, 186]. In addition, the Morse distribution of
the amplitude of FC factors is more uniform which makes the relative amplitudes of
spectra more sensitive to asymmetric broadening. This also explains why the ZPL is
observed as the largest peak as it features no asymmetric broadening. Analysis with
no dissipation shows the peak with largest amplitude is the same as in the harmonic
case.

To further exemplify these features we look at the harmonic limit in Fig. 5.2 for

124



5.2 Morse oscillator

0 2 4 6 8 10

( - eg) / 0

0.00

1.00

2.00

3.00

a
b

s
o

rp
ti

o
n

 (
1

0

�

2
a

.u
.)

(a)

0 2 4 6 8 10

( - eg) / 0

0.00

0.50

1.00

1.50

a
b

s
o

rp
ti

o
n

 (
1

0

�

3
a

.u
.)

(b)
D = 0.8 D = 4.0

0 2 4 6 8 10

( - eg) / 0

0.00

0.25

0.50

0.75

1.00

a
b

s
o

rp
ti

o
n

 (
1

0

�

4
a

.u
.)

(c)
D = 7.0

0 2 4 6 8 10

( - eg) / 0

0.00

1.00

2.00

3.00

4.00

a
b

s
o

rp
ti

o
n

 (
1

0

�

5
a

.u
.)

D = 8.0
(d)

Figure 5.1: A comparison of the linear absorption spectra of H2 with differing values
of Huang-Rhys parameter D. (a) Weak regime of D = 0.8. (b) For D = 4.0, a
decaying vibronic progression is still observed. (c) For D = 7.0, the behaviour changes
as the amplitude of peaks becomes more uniform. (d) There is now a rise and fall of
the amplitude of the vibronic progression. Peaks 5 and 6 have the largest amplitude,
disregarding the ZPL.

D = 7.0. To approach the harmonic limit the dissociation energy De is increased
whilst maintaining other parameters. As De is increased the spectral lines become
more evenly spaced which shifts the higher states to larger frequencies. However, as
the results become more harmonic the distribution of amplitudes becomes less uniform,
and more peaked around the center of the vibronic progression. For De = 0.6 the peaks
corresponding to energies of eigenstates at n = 6 and n = 7 have become the largest
intensity peaks. The ZPL still remains greater in intensity than the harmonic case
as do the wings of the vibronic progression due to a more uniform distribution of FC
factors.

As the harmonic limit is achieved the ZPL has decreased as have the wings of the
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Figure 5.2: Linear absorption spectra for D = 7.0 is shown for increasing dissociation
energy De whilst retaining other parameters of H2. (a) The increase from De = 0.174
to De = 0.3 introduces rise and fall behaviour of the amplitudes of the vibronic pro-
gression. (b) For De = 0.6, the central peak amplitudes increase such that relatively
the ZPL no longer has the largest peak amplitude. (c) Harmonic absorption spectra.
The inset shows the excited PES as a function of coordinate for the case of De = 0.3
(purple line), De = 0.6 (red line), and harmonic (dashed line).

spectra. The tallest peaks do not correspond to n = 6 and n = 7 due to asymmetric
broadening effects but the overall shape of the vibronic progression is still close to
a gaussian profile. These results suggest that the features of the Morse spectra are
sensitive to the effects of dissipation and asymmetric spectral broadening, especially so
in the case when D > 1.0.

It is apparent that the nature of dissipation and thus the asymmetric broadening
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5.2 Morse oscillator

seen in spectra is connected to the form of Lindblad operator used. It is of interest to
determine whether using Morse raising and lowering operators [203] creates significant
difference on spectral features. To answer this, a study of Morse raising and lowering
operators used as Lindblad operators, as opposed to the commonly used harmonic
raising and lowering operators, is now presented.

If we firstly consider the harmonic oscillator and an environment interaction term
of the SSE, then harmonic raising and lowering operators give

ΓL†L|n⟩ = Γn|n⟩, (5.13)

where Γ controls the strength of dissipation, L† and L are Lindblad operators, and we
note this choice of Lindbladian causes downwards transitions proportional to n.

For the Morse raising and lowering operators which were derived by [203] acting on
an eigenstate we have

ΓL†L|n⟩ = Γ(n− n

ν
)|n⟩, (5.14)

where

ν =
√

8mDe

β2ℏ2 (5.15)

is a measure of the systems harmonicity. The action of the operators is not linearly
increasing in n and reflects the fact that energy levels in the Morse oscillator are not
evenly spaced and the energy gap between levels is smaller for larger n. This imposes
that the higher lying states experience less dissipation than when using harmonic raising
and lowering operators. In Eq. 5.14 the harmonic limit is achieved as ν → ∞ and the
the action of L†L on |n⟩ becomes linear in n. A comparison of these terms is shown in
Fig. 5.3. As De is increased, and the system becomes more harmonic, the dissipation
as defined by L†L becomes linear in n.

To study the effects of the different raising and lowering operators on absorption
spectra we first choose a Huang-Rhys factor of D = 1.0 , see Fig. 5.4(a),(b) and (c).
This represents relatively low displacement. We study three choices of dissipation:
weak Γ = 0.1ω0, medium Γ = ω0, and strong Γ = 10ω0. Results are shown in Fig. 5.4
for harmonic spectra (black dashed line), Morse spectra with harmonic raising and
lowering operators (red line), and Morse raising and lowering operators (blue line).

For the weakest dissipation a decaying vibronic progression is observed, with small
differences between the Morse and harmonic spectra. The Morse ZPL is larger in
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Figure 5.3: The term L†L which acts on |n⟩ and defines dissipation is shown against
the number state for Morse raising and lowering operators. H2 parameters are used
and the dissociation energy is increased to observe the effect of increasing harmonicity.
The harmonic case is represented by the black dashed line.

amplitude and the ensuing peaks are smaller than for the harmonic spectra featuring
a shift to lower frequencies due to closer vibrational states. For a medium level of
dissipation we observe a ZPL which has larger amplitude for the Morse spectra and a
phonon sideband with lower amplitude which is shifted to lower frequencies as compared
to harmonic. For strong dissipation there is a broad Lorentzian lineshape which is
shallower in the wings for the Morse spectra. A common feature among all dissipation
levels is that, for D = 1.0, there is almost no perceivable difference in using Morse
raising and lowering operators. The small observed differences are due to the shape
of the potential itself and the dissipation is well approximated via harmonic raising
and lowering operators. It is also noteworthy that the harmonic case overestimates the
Huang-Rhys factor if used to approximate Morse oscillator results.

We now turn our attention in Fig. 5.4(d),(e) and (f) to the large Huang-Rhys factor
D = 7.0 to demonstrate the effect of using Morse raising and lowering operators. The
results for the Morse spectra have been normalised and much of population of the
system, for such a large Huang-Rhys factor, is contained in the continuum of higher
states. As we are interested in the anharmonic effects on the bound spectra we restrict
ourselves to only the bound states of the system. It should be noted however that
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Figure 5.4: Linear absorption lineshape is shown for 3 increasing values of the dissip-
ation parameter Γ. This is conducted for D = 1.0 in (a), (b) and (c) and D = 7.0 in
(d),(e), and (f). The harmonic result (black dashed line), Morse result (blue line), and
the Morse result using harmonic raising and lowering operators (red line) are shown
to have little difference for the small Huang-Rhys parameter D = 1.0. In comparison,
for a large value of D = 7.0 it is observed that the resulting lineshape is dependent on
shape of the potential and the choice of Lindblad operator.

increased spectral broadening can occur due to transition between the ground state
and dissociation states [204]. In the low dissipation regime the ZPL for the Morse
oscillator has a larger relative amplitude with respect to its vibronic progression. The
peak intensity shows only a steady rise in comparison to the harmonic. For the low lying
states n = 0, 1, 2 there is minimal difference between using Morse raising and lowering
operators, as demonstrated when using D = 1.0. However, as n increases differences
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5.3 Dissipative dynamics on a photoswitch model PES

become more apparent and we see that the peaks and troughs of the spectra, generated
using Morse raising and lowering operators, are increased.

For medium dissipation the changes are further exemplified. The harmonic spec-
tra features only a broad lineshape, whereas the Morse spectra still features a visible
ZPL with large phonon sideband. The profile for the Morse lineshape is shifted to
lower frequencies with respect to the harmonic frequency. The use of Morse raising
and lowering operators has significant difference and we observe a lineshape with lar-
ger amplitude. The changes are more significant to higher frequencies in the spectra
with rough agreement to harmonic raising and lowering operators at low frequencies.
Notably the Morse spectra with harmonic raising and lowering operators has a very
similar profile to harmonic spectra albeit shifted to lower frequencies and with a more
defined ZPL. When the Morse raising and lowering operators are utilised there is less
of a shift to lower frequencies and a different profile at higher frequencies such that it is
at first steeper than the harmonic profile and then shallower. This overall effect causes
the spectra to appear more symmetric about the broadened peak of the sideband. In
the large dissipation regime the lineshape is very broad. This is due to asymmetric
broadening that is not proportional to n, but instead to n− n/ν. The harmonic spec-
tra features one broad peak and hardly any definition to the ZPL. the Morse spectra
features a more defined point to where the ZPL is with a protrusion of the broadening
to higher frequencies. Lastly, the Morse raising and lowering operator spectra features
a larger steep to shallow transition in its lineshape profile.

5.3 Dissipative dynamics on a photoswitch model PES

Thus far, in the last chapter we have discussed how a large difference in curvature
between the displaced ground and excited potentials can produce features in linear ab-
sorption spectra. Additionally, we have shown how anharmonicity can alter lineshape
by changing the positioning and spacing of the vibronic progression, and how this is
influenced by broadening caused by the environment. We will now discuss a condensed
phase photoswitch system which exhibits both features of differing curvature and an-
harmonicity in its PES.

Figure 5.5 shows the developed model PES for stiff-stilbene in hexane, which has
been produced using a fit to TD-DFT results [205] to correspond with values of the
energies of the trans excitation and energy at the perpendicular conformation. A schem-
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5.3 Dissipative dynamics on a photoswitch model PES

atic potential [4, 8] has also been used as inspiration for features such as the double
well ground PES and provides potential energy barrier heights. The ground potential
surface is given by,

S0(θ) = 1
2(EP − (λg − µg))(1 − cos(2θ)) + S01(θ), (5.16)

where EP = 3.2 eV is the energy on the S0(θ) potential at the perpendicular conform-
ation, for which θ = 0.5, and λg, µg, and S01(θ) are involved in the confining well. The
coordinate of interest is denoted by θ and represents the rotation about the double
bond in stiff-stilbene. The excited potential surface is given by,

S1(θ) =ET + ηe(cos(6θ) − 1)

+ S11(θ) + S12(θ) + S13(θ), (5.17)

where ET is the energy on the S1(θ) surface at the trans conformation θ = 0, and the
second term defines three wells and two barriers in the region 0 ≤ θ ≤ π with a height
of 2ηe. S11(θ) defines a confining well, S12(θ) allows further control over the well depth
in the region 0 ≤ θ ≤ π, and S13(θ) allows control over the relative heights of the
barriers. Using this model the barrier heights are chosen to be EB1 = 0.0806 eV and
EB2 = 0.105 eV for the trans and cis barriers respectively [4]. We will now detail the
explicit form of the control terms S01(θ), S11(θ), S12(θ) and S13(θ).

We begin by describing the control terms of the ground potential of Fig. 5.5. The
confining well term of Eq. 5.16 is given by

S01(θ) = λg sin(θ) + µg

(1 − cos(1/2(θ − π/2))
1 − (1/

√
2)

− 1
)
, (5.18)

where we choose λg = 12(1−1/
√

2) and µg = 10(1−1/
√

2), which control the steepness
of the well and also the position of the minima. This confining well ensures that the
wavepacket is confined to the regions of Fig. 5.5. It is possible to reduce the number
of equations by setting λg = µg +EP . In which case, Eq. 5.16 becomes redundant and
the ground potential is described by

S01(θ) = (µg + EP ) sin(θ) + µg

(1 − cos(1/2(θ − π/2))
1 − (1/

√
2)

− 1
)
. (5.19)

If the minima of this potential placed at the points θ = 0 and θ = π is desired,
differentiation provides further reduction of parameters to

µg = EP
2 (

√
2 − 1). (5.20)
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Figure 5.5: Model potential energy surface of stiff-stilbene in hexane as a function
of the torsional coordinate θ. The ground PES is represented by the curve S0 and
the excited PES by S1. To demonstrate the difference in curvature harmonic PESs
are plotted, represented by the black dashed lines. Light vertically excites the trans
ground state at θ = 0 to the excited state at approximately 3.5 eV. Subsequent rotation
to θ = 0.5π takes it to the perpendicular conformation P , where there is a crossing
point. Further rotation to θ = π leads to the cis conformation. Two important features
are the presence of potential energy barriers on the excited state at θ = 0.3π and
θ = 0.7π, and the large difference in curvature of ground and excited potentials. The
stiff-stilbene PESs are coloured to correspond to regions associated with trans S0 (blue)
and S1 (red), and cis S0 (green) and S1 (orange).

We make use of the unreduced form Eq. 5.16 to allow for a potential that is of the form
1−cos(2θ) with an additional confining well term. This allows control over the energy at
the perpendicular conformation, whilst also allowing control over the symmetry about
the minima of the wells at θ = 0 and θ = π.

We now describe the additional terms S11(θ), S12(θ), and S13(θ) of the excited po-
tential S1(θ), which is displayed in Fig. 5.5. Starting with Eq. 5.17, the cosine amplitude
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5.3 Dissipative dynamics on a photoswitch model PES

is chosen as ηe = 0.0702. The first additional term, which describes the confining well,
is given by

S11(θ) = λe sin(θ) + µe

(1 − cos(1/2(θ − π/2))
1 − (1/

√
2)

− 1
)
, (5.21)

where we choose λe = 17(1 − 1/
√

2) and µe = 15(1 − 1/
√

2). The second term, which
allows control over the well depth in the region of interest, is described by

S12(θ) = −ξe(1 − cos(2θ)), (5.22)

which is akin to an inverted form of the ground PES, where ξe = 0.375 controls the
well depth. The final term, is given by

S13(θ) = ζe sin(4θ), (5.23)

which raises the barrier in the cis conformation, whilst lowering the barrier height in
the trans conformation, where ζe = 0.00807 controls the barrier height difference.

The model PES of the stiff-stilbene photoswitch shown in Fig. 5.5, possesses both
large curvature difference and anharmonicty. In this section the trans-cis population
dynamics and absorption spectra of stiff-stilbene, using the developed model PES of
Eq. 5.16 and Eq. 5.17, are interpreted using the results of the previous sections. Through
this, features that are not captured by the standard harmonic model, of the dissipative
dynamics and linear absorption, are explained.

Firstly, the closed system dynamics of the PES in Fig. 5.5 are simulated to allow
for comparison, where further detail on computational method can be found in Ap-
pendix A.1. To accomplish this, it is assumed that the system starts out in the ground
state wavepacket |ψn=0

g ⟩, which is approximated as harmonic by fitting to the ground
state potential, as in Eq. 4.64, with a frequency ωg = 0.085 fs−1. Rotational analogues
of motion are taken, such that the coordinate of interest depends on rotation about
the double bond in stiff-stilbene θ. In addition to this, the mass is replaced by the
moment of inertia I = 1001 eVfs−1, and the reduced Planck constant in these units is
ℏ = 4.136/2π eVfs. A harmonic potential is fitted to the excited PES as in Fig. 5.5,
with ωe = 0.01571 fs−1. Note that the zero temperature approximation used here is
valid for the ground state at room temperature, but not quite met for the excited state.
This implies that thermal effects could be important and necessary to include for an
accurate description. This frequency ensures the desired period of 400 fs, and thus
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5.3 Dissipative dynamics on a photoswitch model PES

corresponds to a barrierless isomerisation time of 200 fs [4, 206]. In turn this allows
the calculation of the moment of inertia stated,

I = 2(S1(θ) − E1)
ω2
e(θ − π/2)2 , (5.24)

where the definition of the excited state harmonic potential has been used with ro-
tational analogues, and E1 = 3.195 eV. Following this, a point on the potential, for
example S1(0) = 3.5 eV [205], is substituted to find the value of the moment of inertia
that is consistent with the expected period and model PES. It is assumed that the
wavepacket is vertically excited from the ground potential, thus maintaining the same
shape at t = 0 on the excited potential

|ψe(t = 0)⟩ = |ψn=0
g ⟩. (5.25)

Subsequently, the wavefunction is propagated forward in time using the time-dependent
Schrödinger equation

d|ψe(t)⟩ = − i

ℏ

(
He|ψe(t)⟩ + J |ψg(t)⟩

)
dt, (5.26)

and
d|ψg(t)⟩ = − i

ℏ

(
Hg|ψg(t)⟩ + J |ψe(t)⟩

)
dt, (5.27)

which is a limiting case of the SSE Eq. 3.9 for γ = 0. In the equation Hg and He

are the Hamiltonians for stiff-stilbene which has a chosen coupling of J = 0.02 eV,
and potentials are defined by S0(θ) and S1(θ) in Eq. 5.16 and Eq. 5.17 respectively.
The coupling provides transfer of population between S0(θ) and S1(θ) in the region of
θ = 0.5π. The simulation is carried out using a fourth-order Runge-Kutta scheme, for
θ ∈ [−2π, 3π] to avoid boundary effects, with a spacing of 0.002π. This ensures 500 grid
points in the range of interest θ ∈ [0, π], and a large enough grid to negate boundary
effects. The wavepacket dynamics are computed for a time of 400 fs, with a time step
of ∆t = 0.001 fs. The population dynamics of S1 is calculated by

PS1(t) =
∫ ∞

−∞
dθ ψ∗

e(θ, t)ψe(θ, t), (5.28)

and similarly the population dynamics of S0 is given by

PS0(t) =
∫ ∞

−∞
dθ ψ∗

g(θ, t)ψg(θ, t). (5.29)
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5.3 Dissipative dynamics on a photoswitch model PES

To calculate the trans and cis populations, for S0 and S1, the limits of integration
are restricted to θ ∈ [0, π/2] and θ ∈ [π/2, π] respectively. The results of the closed
dynamics are shown in Fig. 5.6(a) and Fig. 5.6(b), which is colour coordinated to match
Fig. 5.5, and can be interpreted as follows. The wavepacket initially starts out in the
trans-S1 conformation and moves along the potential, at approximately 100 fs it reaches
the perpendicular conformation. At this point the population transfers to cis-S1 and
also, due to the crossing, to the desired photoswitched state cis-S0. Following the cis-
S1 population, it takes a further 200 fs to reach the perpendicular conformation again.
This occurs at 300 fs, upon which population is transferred from cis-S1 to the trans-S0

state and trans-S1. In addition to this, the population that transferred to cis-S0 at 100
fs has a faster period of oscillation, and at approximately 250 fs the wavepacket on the
ground potential reaches the crossing point, and the population transfers from cis-S0

to trans-S0.
To simulate the damped dynamics, the SSE of Eq. 3.9 is used such that the evolution

on the ground state PES is determined by

d|ψg(t)⟩ =D1[|ψg(t)⟩]dt+D2[|ψg(t)⟩]dW (t), (5.30)

where

D1[|ψg(t)⟩] = − i

ℏ

(
Hg|ψg(t)⟩ + J |ψe(t)⟩

)
+ γ

2
∑
i=1,2

(
⟨Li + L†

i ⟩ψgLi

− L†
iLi − 1

4⟨Li + L†
i ⟩

2
ψg

)
|ψg(t)⟩, (5.31)

and

D2[|ψg(t)⟩] = √
γ
(
Li − 1

2⟨Li + L†
i ⟩ψg

)
|ψg(t)⟩. (5.32)

Similarly, evolution on the excited state PES is determined by

d|ψe(t)⟩ =D1[|ψe(t)⟩]dt+D2[|ψe(t)⟩]dW (t), (5.33)

where

D1[|ψe(t)⟩] = − i

ℏ

(
He|ψe(t)⟩ + J |ψg(t)⟩

)
+ γ

2
(
⟨L3 + L†

3⟩ψeL3

− L†
3L3 − 1

4⟨L3 + L†
3⟩2
ψe

)
|ψe(t)⟩, (5.34)
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Figure 5.6: Time evolution of the populations are shown for closed dynamics, in (a) and
(b), and damped dynamics, in (c) and (d). The left column represents population on
either the excited PES, S1, or the ground PES, S0. The right column displays the time
evolution of finding the system in cis or trans conformations, and is colour coordinated
to correspond to Fig. 5.5.

and

D2[|ψe(t)⟩] = √
γ
(
L3 − 1

2⟨L3 + L†
3⟩ψe

)
|ψe(t)⟩. (5.35)

As before, population can transfer between the PESs near to the crossing point at θ =
0.5π due to a coupling of J = 0.02 eV. Also, as in the closed case, the system is assumed
to start in the ground state wavepacket |ψn=0

g ⟩, and is then vertically excited to the
excited PES. There are some more parameters and operators for the damped case which
must be first specified before the dynamics are simulated. These are the dissipation
parameter, which is chosen to be γ = 0.2ωe, to ensure appropriate broadening in
absorption spectra and significant population trapping in the cis-S1 state at 400 fs [4].
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5.3 Dissipative dynamics on a photoswitch model PES

In addition to this, the Lindblad operators for evolution on S0 are chosen corresponding
to the lowering operator of a harmonic potential fit at θ = 0

L1 =
√
Iωg
2ℏ

(
θ̂ + i

Iωg
p̂

)
(5.36)

and a fit at θ = π

L2 =
√
Iωg
2ℏ

((
θ̂ − π

)
+ i

Iωg
p̂

)
(5.37)

are used to allow for damping towards the minima of the potential corresponding to the
trans and cis states respectively. The Lindblad operator for evolution on S1 is chosen
as the lowering operator of the harmonic fit to S1

L3 =
√
Iωe
2ℏ

((
θ̂ − π

2
)

+ i

Iωe
p̂

)
, (5.38)

which results in damping towards the minima of S1, corresponding to the perpendicular
conformation. This allows a study of damped oscillation on the model PES of stiff
stilbene using the SSE method.

The results of the damped dynamics are shown in Fig. 5.6(c) and Fig. 5.6(d), where
the simulation implements an adaptation of the fourth-order Runge-Kutta scheme to
SSEs [41]. Further details on the computational method can be found in Appendix A.2.
The overall population dynamics on S0 and S1 behave in a similar manner to the closed
evolution, specifically in the sense that at 400 fs the populations are in close agreement.
However, there is a difference in the population transfer such that it is more gradual in
the damped case, whereas occurs in steps in the closed case, an explanation for this will
be provided through consideration of the trans and cis populations. In Fig. 5.6(b) it can
be seen that, as in the closed case at t = 0 the population is in the trans-S1 state, then
the population dynamics in the first 100 fs proceeds in a similar manner to the closed
dynamics. Population transfer at 100 fs has a notable difference in that a small amount
of population does not overcome the first barrier, located at approximately θ = 0.3π
in Fig. 5.5. This results in a small amount of population maintained in the trans-S1

state. The majority of the population, is transferred to the cis-S1 state with some
transference, approximately 20%, occurring to the desired cis-S0 state. There are some
notable changes in the ensuing dynamics for the damped case. For example, following
the cis-S1 population, between 200-400 fs there is a decaying transference between cis-S1

and trans-S1, accompanied by a small rise in trans-S0. This is explained by the feature
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5.3 Dissipative dynamics on a photoswitch model PES

of the second barrier located at approximately θ = 0.7π in Fig. 5.5, which causes two
dynamical effects. The first is that the wavepacket approaching the barrier from the
perpendicular confirmation does not pass over it, and thus there is some transference
back to trans-S1 and a small amount of transference to trans-S0. The second effect is
that the wavepacket overcomes the barrier but then becomes partially trapped in the
region 0.7π ≤ θ ≤ 1π. Therefore, in contrast to the closed dynamics, at 400 fs there
is a greater cis-S1 population than trans-S1. In addition, the population transfer to
cis-S0 at 100 fs remains trapped over the time 100-400 fs. This is due to the damped
dynamics of the wavepacket on the ground PES in the region 0.5π ≤ θ ≤ 1π, the
wavepacket is no longer able to reach the vicinity of the crossing point and instead
relaxes to the minima of the potential at θ = π. To summarise, the damped dynamics
causes a larger cis population on both excited and ground PES at 400 fs. Inclusion of
finite temperature effects via the thermofield method [65] would also induce absorption
from the bath, which has to be described by additional Lindblad operators defined by
raising operators. Inclusion of these processes may promote wavepackets overcoming
potential energy barriers.

The features of the PES of Fig. 5.5 can also be assessed by analysing linear absorp-
tion spectra. To generate the absorption spectra, the wavepacket dynamics are first
simulated using the SSE procedure described in Appendix A.2. This is then used to
calculate the dephasing function, from which the absorption lineshape is found using
Eq. 5.12. Coupling of the states is included with J , as described in the population
dynamics, and provides a loss of excited state population leading to further decay of
the dipole correlation function and thus increased broadening in the spectra. Paral-
lel dipoles are assumed and |µeg|2 = 1. The results are presented in Fig. 5.7. For
comparison, absorption spectra for the standard displaced harmonic oscillator model is
plotted as the black dashed line in Fig. 5.7, assuming that ωg = ωe = 0.01571 fs−1. Ad-
ditionally, the absorption spectra for the differing curvature model is plotted as the red
dashed line, with ωg = 0.085 fs−1 and ωe = 0.01571 fs−1. The spectra of stiff-stilbene,
generated using dynamics on the model PES of Fig. 5.5, is represented by the blue line
in Fig. 5.7. The stiff-stilbene spectra presents some features which are not captured
by the standard displaced harmonic oscillator model. Firstly, the width of the peak is
much narrower and the peak maximum is shifted to larger wavelength. Both of these
features are a result of different curvature in ground and excited PES, and are present
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in the spectra of the differing curvature model. Secondly, there is the appearance of
the s-progression described in the last chapter, at λ = 350 nm, which is also a result
of different curvature and present in the differing curvature model spectra. The results
presented in this section do not give rise to the well resolved vibronic progressions of
closed system results due to the presence of the environment which causes spectral
broadening. In the case of the differing curvature model spectra, this broadening can
make it difficult to observe the s-progression. Additionally, the s-progression feature is
diminished further due to asymmetric broadening which results in a larger amount of
broadening for smaller wavelength. We also note that, as harmonic raising and lowering
operators are used, the extent of this asymmetric broadening may be different than if
the raising and lowering operators of the system manifold were used. This is dependent
on the spacing of the eigenenergies, and if the anharmonicity makes the spacing smaller
or larger.

Although the differing curvature model allows some explanation for the rise of fea-
tures of the stiff-stilbene spectra, it does not completely capture all spectral features.
For example, the stiff-stilbene spectra is less shifted towards larger wavelength. This
is a result of the anharmonicity of the excited state PES, whereby the potential energy
barriers, cause a shift of the eigenenergies above the barrier to larger energies [207].
This, in turn, causes the spectra to be shifted to smaller wavelengths. Furthermore,
the s-progression is enhanced for the stiff-stilbene spectra. This is due to the widening
of the excited state PES in the model before it rises steeply to act as a confining well.
The eigenfunctions thus become elongated creating a greater overlap with higher lying
states than in the differing curvature model. It should be noted that the experimental
absorption spectra for stiff-stilbene exhibits more complexity due to the presence of
other modes which are not directly involved in the isomerisation pathway. As a con-
sequence, the additional peaks can also obscure spectral features for the presented band
generated by torsion about the carbon double bond in stiff-stilbene. Comparing the
lineshape to experimental spectra [4] provides a number of insights. Firstly, the energy
at θ = 0 on the excited PES should be closer to 3.65 eV, which provides a wavelength of
340 nm for the absorption spectra peak of the torsion band. Additionally, the harmonic
spectra is too broad and symmetric to match the experimental torsion band. The dif-
fering curvature model in part corrects this. For the lineshape at large wavelengths of
λ ≥ 350 nm in Fig. 5.7 the best agreement is found with the simulated stiff stilbene
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Figure 5.7: Linear absorption spectra of stiff-stilbene using a model PES (blue line).
To analyse the features of the spectra, the standard displaced harmonic model spectra
(black dashed line) and differing curvature model spectra (red dashed line) are plotted.
Notably, there is the appearance of the s-progression, described in the last chapter, at
λ = 350 nm.

spectra, for which the standard harmonic spectra overestimates the absorption. The
differing curvature model agrees well for this region but as the wavelength increases it
underestimates the absorption whilst the simulated stiff stilbene spectra still features
good agreement. At lower wavelengths of 340 nm there is less agreement between the
experimental spectra and the lineshape fit of the simulated spectra. This is largely due
to the spectral overlap of a band centred at approximately 320 nm in the experimental
spectra [4]. However, it could also be in part due to the spectral broadening caused
by the environment and the approximate harmonic form of the Lindblad operators as
demonstrated in the Morse model study.

5.4 Summary

In this chapter the effects of an interacting environment and dissipation were incorpor-
ated through the SSE approach on wavepacket dynamics, and the resulting absorption
spectra for anharmonic systems was discussed. Firstly, linear absorption spectra of
an anharmonic dissipative system was demonstrated using the Morse potential. This
revealed the sensitivity of spectral features due to the combined effects of asymmetric
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broadening, and alteration of vibronic progression intensity and spacing caused by an-
harmonicity. Furthermore, the assumption of harmonic raising and lowering operators
used as the Lindblad operators that define interaction with the environment was tested
using analytic expressions. This provided the observation that using harmonic raising
and lowering operators causes a greater broadening for higher frequencies than using
the Morse counterpart raising and lowering operators, though such a feature was only
prominent for large displacements. Following this, a model PES for stiff-stilbene was
presented, inspired by a schematic diagram and TD-DFT data [4, 205]. Two prominent
features of the PES were identified. The first was the large difference in curvature of the
excited and ground PES accompanied by a large displacement. The second feature was
anharmonicity in the form of potential energy barriers, and an overall deviation from
quadratic potentials. The population dynamics, and absorption spectra, generated us-
ing the model PES for stiff-stilbene was subsequently analysed. The former displayed
the importance of an interplay of anharmonicity in the form of potential energy bar-
riers, and damped dynamics. This suggests damping of the dynamics is important in
stabilising the photoswitched state. Furthermore, it implies the potential of photose-
lectability of cis and trans states that is dependent on a tuning of interaction with the
environment and anharmonicity. The absorption spectra presented spectral features,
of the model stiff-stilbene PES, in the form of the s-progression presented in the last
chapter, a decrease of peak width, and shift of peak maximum to larger wavelengths.
These features were largely accounted for by the difference in curvature in ground and
excited PES and the large displacement between potentials. However, the presence of
the potential energy barriers additionally caused the spectra to be less shifted to larger
wavelengths than in the differing curvature model.

The results here demonstrate population dynamics generated using a stochastic
Schrödinger equation and spectral features present in a model PES for stiff-stilbene.
The form of the SSE presented has some limitations in that it does not allow for an
accounting of memory effects of the environment, or an accurate treatment of thermal
effects. Such effects can be important, particularly when considering the rotational
speed of molecular motors [182]. In order to accurately describe the full dynamical
processes and spectral features of photoswitching an extension of the method is re-
quired. This is the focus of the next chapter in which we shall extend the method
using the non-Markovian stochastic Schrödinger equation and solution via HOPS. This
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provides an increase in the accuracy of simulations and allows for a rigorous assess-
ment of spectral features and dynamical processes of photoswitches, and analysis of
the importance of potential energy barriers and environment effects.
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Chapter 6

Numerically exact quantum stochastic modelling
of molecular photoswitches
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In the previous chapters we have discussed the simulation of wavepacket dynamics
and absorption spectra for closed system dynamics and an interacting environment
within the Markovian approximation included via stochastic Schrödinger equations
(SSE). Such studies provide insight into the effects of quantum dissipation and damping
on wavepacket dynamics of molecular photoswitches, and the associated broadened
absorption spectra. However, there are limitations that impact an accurate modelling
of the complete photoswitch dynamics.

Firstly, the initial form of the stochastic Schrödinger equations, the quantum state
diffusion equation [41, 44, 152], represents dynamics under a zero-temperature approx-
imation. For molecular photoswitches and motors, it has been shown that thermal
fluctuations represent a key step in dynamics determining the average rotational speed
[182]. Furthermore, for systems of biological relevance, such as retinal [90, 91, 93], the
dynamics takes place within a protein environment at finite temperature necessitating
a treatment that can account for these effects.

A second limitation is that within the Markovian approximation the memory of the
interaction of the environment is neglected. In the initial classical studies conducted on
photoswitches it was found in some cases, such as when modelling the photoisomerisa-
tion of trans-stilbene, an accounting of non-Markovianity, via a frequency dependent
friction model and generalised Langevin equation [113, 114], was important in match-
ing experimental observations [8, 110]. For the quantum analogue the importance of
incorporating non-Markovian effects in photoswitch dynamics remains an open ques-
tion, however, a recent study suggests that non-Markovianity can boost the efficiency
of bio-molecular switches [208].

In this chapter original results are presented on the development of a numerically
exact quantum stochastic method, that extends the hierarchy of stochastic pure states
(HOPS) [59] presented in Chapter 3, to model the dynamics of molecular photoswitches
in the condensed phase whilst accounting for non-Markovian and thermal effects. In the
first section we discuss the extension of the non-linear HOPS approach to normalised
trajectories and its implementation is demonstrated using the spin-boson model. Fol-
lowing this, the HOPS approach is developed for a reaction coordinate representation
which is tested against the Lindblad equation in the Markovian limit. The coordinate
based HOPS approach is subsequently applied to a double well model to investigate bar-
rier crossing that mimic the first stages of stiff-stilbene photoisomerisation. The model
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is then extended to account for dynamics on the complete stiff-stilbene potential energy
surface. Using the extended model wavepacket dynamics are simulated and compared
against the results of transient absorption spectroscopy experiments [4]. The effects
of the environment interaction are considered for several physically realistic parameter
choices, and linear absorption spectra is compared to experimental results. Lastly, the
results are summarised and future directions and open questions for the research are
discussed.

6.1 Non-linear HOPS for normalised trajectories

The overall form of the non-linear non-Markovian stochastic Schrödinger (NMSSE)
equations is similar to the linear versions except for the appearance of the shifted noise
associated with the Girsanov transformation and subtraction of the operator expecta-
tion values associated with normalisation [65]. Thus, the non-linear NMSSE, in partic-
ular the Girsanov transformed version, naturally adapts to the HOPS solution of the
linear NMSSE. In the non-linear form that only involves the Girsanov transformation
a similar derivation of HOPS to the linear case is possible, following the same pro-
cedure as in Chapter 3, the Girsanov non-linear HOPS equation [59] for unnormalised
trajectories is given by

|ψ̇(k)
t ⟩ = (−iHS − kw + ζ̃tL)|ψ(k)

t ⟩ + kαT=0(0)L|ψ(k−1)
t ⟩ − (L† − ⟨L†⟩t)|ψ(k+1)

t ⟩. (6.1)

For the NMSSE it was also possible to derive a version that preserves the norm for
each trajectory given by Eq. 3.136. For this normalised form, it is more challenging to
derive a HOPS solution due to the term〈

(L† − ⟨L†⟩t)
∫ t

0
dsαT=0(t− s) δ

δζ̃∗
s

〉
t

|ψ̃t⟩. (6.2)

The presence of this term means that in deriving HOPS for the NMSSE with normalised
trajectories we must consider

Dt

〈
(L† − ⟨L†⟩t)Dt

〉
t
|ψ̃t⟩, (6.3)
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6.1 Non-linear HOPS for normalised trajectories

which can be rearranged to give〈
(L† − ⟨L†⟩t)Dt

〉
t
Dt|ψ̃t⟩ =

〈
(L† − ⟨L†⟩t)Dt

〉
t
|ψ̃t

(1)⟩

= ⟨ψt|(L† − ⟨L†⟩t)Dt|ψt⟩
⟨ψt|ψt⟩

|ψ̃t
(1)⟩

= ⟨ψt|(L† − ⟨L†⟩t)|ψ(1)
t ⟩

⟨ψt|ψt⟩
|ψ̃t

(1)⟩. (6.4)

In addition to this another term that appears in the normalised version is

−⟨ψt|i
∑
λ g

∗
λe
iωλtz̃∗

λL|ψt⟩
⟨ψt|ψt⟩

= ⟨ζ̃t
∗
L⟩t|ψ̃t⟩. (6.5)

When considering the NMSSE, as in the study by Diósi et al [65], this is written as

⟨L⟩tζ̃t|ψ̃t⟩. (6.6)

This form is appropriate and valid for conducting the Ô operator substitution, which
replaces the functional derivative with an ansatz. However, for the purpose of deriving
HOPS for normalised trajectories the form of Eq. 6.5 is desired. Thus, in the derivation
of non-linear HOPS for normalised trajectories one obtains the term

Dt⟨ζ̃t
∗
L⟩t|ψ̃t⟩ = ⟨ζ̃t

∗
L⟩tDt|ψ̃t⟩

= ⟨ζ̃t
∗
L⟩t|ψ̃t

(1)⟩. (6.7)

Note that if the form ζ̃t
∗⟨L⟩t|ψ̃t⟩ is assumed, then the HOPS derivation results in the

incorrect term

Dt⟨L⟩tζ̃t
∗|ψ̃t⟩ = ⟨L⟩tζ̃t

∗
Dt|ψ̃t⟩ + ⟨L⟩tαT=0(0)|ψ̃t⟩

= ⟨L⟩tζ̃t
∗|ψ̃t

(1)⟩ + ⟨L⟩tαT=0(0)|ψ̃t⟩, (6.8)

in which the commutation relation of Eq. 3.105 has been used as in the linear HOPS
derivation. Following the correct derivation, and substituting the additional terms of
Eq. 6.4 and Eq. 6.7, the non-linear HOPS for normalised trajectories is given by

| ˙̃ψ(k)
t ⟩ =

(
− iHS − kw + ζ̃∗

t L− ⟨ζ̃t
∗
L⟩t + ⟨ψt|(L† − ⟨L†⟩t)|ψ(1)

t ⟩
⟨ψt|ψt⟩

)
|ψ̃(k)
t ⟩

+ kαT=0(0)L|ψ̃t
(k−1)⟩ − (L† − ⟨L†⟩t)|ψ̃t

(k+1)⟩. (6.9)
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To demonstrate the differences between the non-linear form of HOPS and the version
that also has normalised trajectories, it is useful to consider the spin-boson model as an
example. The spin-boson model constitutes a particular dissipative two-level realisation
of the Caldeira-Leggett model [160, 209] which is of interest in the field of open quantum
systems and is capable of describing a range of phenomena [41]. The model constitutes
a two-level system coupled to a bath, where the system part is given by

H = −1
2∆σx + 1

2ϵσz (6.10)

and the environment coupling operator is given by

L = σz, (6.11)

where σx and σz correspond to Pauli operators. In the first test of this form of the
equation we take the limiting case of a Markovian environment and compare against the
Lindblad master equation. In this instance HOPS is taken at a zero depth order with
the terminator introduced in Chapter 3 and a choice of large γ in the bath correlation
function (BCF) [59] such that one approaches

α(t) = Γδ(t) = Γ lim
γ→∞

γ

2 e
−γt, (6.12)

where Γ represents the strength of coupling. Results of the expectation value of σz
for this model are shown in Fig. 6.1 for 1000 iterations, a choice of γ = 100, ∆ = 1,
ϵ = 0, and two strengths of dissipation Γ = 0.25 and Γ = 0.5. Good agreement is found
between the Lindblad results, represented by the black dashed line, and the HOPS
results, represented by the blue solid line.

To demonstrate results beyond the Markovian limit, system parameters are chosen
as ∆ = 1, ϵ = 0, with a bath correlation function given by

α(t) = ge−wt, (6.13)

where g = 2 and w = 0.5 + 2i and a hierarchy depth of 8 is chosen. This parameter
choice provides a comparison to the results of the linear and non-linear HOPS results
found by Suess et al [59]. Firstly, it is of use to discuss the differences in results
in using the normalised trajectory version. The results of single trajectories for this
choice of parameters are shown in Fig. 6.2. In Fig. 6.2(a) the expectation value of σz is
shown using the non-linear equation for unnormalised trajectories. These represent the
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6.1 Non-linear HOPS for normalised trajectories

Figure 6.1: Comparison of non-linear HOPS with normalised trajectories in the
Markovian limit, represented by the blue solid line, and the Lindblad equation, repres-
ented by the black dashed line, for a choice of Γ = 0.25 in (a) and Γ = 0.5 in (b).

preconditioned expectation values that must be renormalised using the norm of |ψt⟩.
Thus, the post-normalised values are given by

⟨σ̃z⟩ = ⟨ψt|σz|ψt⟩
⟨ψt|ψt⟩

, (6.14)

where |ψt⟩ = |ψ(0)
t ⟩ represents the zeroth order term of the hierarchy. The results

of post-normalised values are shown by the dashed lines in Fig. 6.2(b). Alternatively,
using the normalised trajectory version of HOPS, no renormalisation is required as
|ψ(0)
t ⟩ remains normalised and so taking the expectation value with respect to this

immediately gives the desired result, as shown by the solid lines of Fig. 6.2(b). An
advantage of the normalised trajectory form is that the potentially large preconditioned
values, as shown in Fig. 6.2(a), are avoided thus improving the accuracy and stability
of simulations.

Using the same parameters the average of many trajectories is shown in Fig. 6.3 for
both the unnormalised (black dashed line), and normalised trajectory (blue solid line)
form of HOPS. In Fig. 6.3(a)(b) a hierarchy depth of 4 is used, whereas in Fig. 6.3(c)(d)
a depth of 8 is chosen. An average of 1000 trajectories is chosen for Fig. 6.3(a)(c) and
an average of 10000 trajectories is shown in Fig. 6.3(b)(d). Excellent agreement is
found between the normalised trajectory form and unnormalised form at both choices
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6.1 Non-linear HOPS for normalised trajectories

Figure 6.2: Expectation values of σz using a spin-boson model for single trajectories of
non-linear forms of HOPS, with ∆ = 1, ϵ = 0, g = 2 and w = 0.5 + 2i and a hierarchy
depth of 8. (a) Preconditioned expectation values of the unnormalised non-linear form
of HOPS. (b) Post-normalised expectation values (dashed lines) and expectation values
of the normalised trajectory form of HOPS (solid lines) are compared. Note that these
are independent trajectories and dashed lines are not expected to agree with solid
lines. Preconditioned values are seen to involve potentially large values, which must
then be normalised to give the post-normalised results, whereas normalised trajectories
maintain values of −1 ≤ σz ≤ 1.

of depth and an average of 10000 trajectories. A good agreement is already found
for only 1000 trajectories and all results shown agree with the results of Suess et al
[59]. Given that this is a two-state system, and populations consist of only spin up
or down states, it is remarkable that results that approach the converged results are
found for the average over just 100 trajectories [59], with fine details converging over a
larger ensemble. The results presented here demonstrate the validity of the normalised
trajectory form of HOPS that has been derived. This provides a simulation method that
is more accurate and stable for large trajectories. Such considerations are important
for the ensuing studies of this chapter which involve larger system sizes and a higher
degree of computational complexity.
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6.2 Reaction coordinate hierarchy of stochastic pure states

Figure 6.3: Expectation values of σz using a spin-boson model for the average of several
trajectories with ∆ = 1, ϵ = 0, g = 2 and w = 0.5 + 2i. Normalised trajectory results
are represented by the solid blue lines whereas the unnormalised form of HOPS results
are represented by the dashed black lines. (a)(b) Represent expectation values for a
hierarchy depth of 4, whereas (c)(d) represent expectation values for a hierarchy depth
of 8. In (a)(c) the average is taken over 1000 trajectories, whereas in (b)(d) the average
is taken over 10000 trajectories.

6.2 Reaction coordinate hierarchy of stochastic pure states

In the stochastic Schrödinger equation method considered in earlier chapters the coup-
ling to the environment was defined by a lowering operator, which was valid for defining
quantum dissipation and naturally arose in the derivation through taking the zero tem-
perature approximation. For the spin-boson model considered in the last section the
environment coupling operator is of the form

σz =

1 0
0 −1

 , (6.15)

which defines a dynamical evolution that takes the system to equal populations such
that the expectation value of σz decays to 0. Thus for a two-level system, or under
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6.2 Reaction coordinate hierarchy of stochastic pure states

some assumptions regarding temperature, the coupling operator can be defined with
relative ease. However, for the inclusion of finite temperature in systems with several
accessible states, such as energy states, we know that the thermal equilibrium state
is represented as a weighted combination of these states. Furthermore, for interaction
with a bath at thermal equilibrium there is not only a process that takes energy from
the system through dissipation, but another process that provides a transfer of energy
back into the system. In the context of raising and lowering operators this requires that,
with respect to the environment coupling, there is not only a lowering operator a that
couples to dissipate energy from the system, but also a second environment coupling
operator given by the raising operator a† that represents transfer of energy into the
system. With respect to this picture, the processes must be weighted accordingly in a
phenomenological manner in order to satisfy detailed balance and achieve the thermal
equilibrium state. Alternatively, the coupling operator can be defined in terms of the
coordinate q which represents processes that transfer energy from and to the system.
In this section, for the purpose of modelling photoswitch dynamics, we shall describe
HOPS in terms of this choice of coupling operator, using a coordinate representation,
and discuss subtleties regarding non-Markovianity.

The starting point for the reaction coordinate with environment coordinate coup-
ling form of HOPS is once again the non-Markovian stochastic Schrödinger equation
(NMSSE). However, as in the initial presentation of the NMSSE provided by Diósi and
Strunz [64] the system is coupled linearly via coordinate coupling to an environment
of harmonic oscillators [160, 210]. The total Hamiltonian representing the system,
environment, and interaction is given by

H = HS +HB +HI (6.16)

= HS(q, p) +
∑
λ

( P 2
λ

2mλ
+ 1

2mλω
2
λQ

2
λ

)
− q

∑
λ

gλQλ, (6.17)

where p and q represent the system momentum and coordinate respectively and Pλ,
Qλ, and mλ represent the bath momentum, coordinate, and mass for mode λ. The
harmonic environment Hamiltonian is given by

HB =
∑
λ

( P 2
λ

2mλ
+ 1

2mλω
2
λQ

2
λ

)
, (6.18)
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and the interaction Hamiltonian is

HI = −q
∑
λ

gλQλ. (6.19)

Using a Bargmann coherent state basis for the environmental degrees of freedom [63],
the same procedure that was used to derive the NMSSE in Chapter 3 (Eq. 3.45) can be
implemented for the coordinate coupling form to give

∂t|ψt⟩ = −iHS(q, p)|ψt⟩ + qζ∗
t |ψt⟩ − q

∫ t

0
αT=0(t− s)δ|ψt⟩

δζ∗
s

ds. (6.20)

The coordinate coupling form of the NMSSE is thus of a similar form to the NMSSE
used as the starting point for the derivation of HOPS, with L and L† replaced with
q. Therefore, the derivation of HOPS presented in Chapter 3 and by Suess et al [59]
holds for the coordinate coupling form. Following this derivation we obtain the reaction
coordinate HOPS in the coordinate representation of the system as

|ψ̇(k)
t ⟩ = (−iHS(q, p) − w + qζ∗

t )|ψ(k)
t ⟩ + αT=0(0)q|ψ(k−1)

t ⟩ − q|ψ(k+1)
t ⟩. (6.21)

Similarly, the non-linear form of reaction coordinate HOPS is given by

|ψ̇(k)
t ⟩ = (−iHS(q, p) − kw + ζ̃tq)|ψ(k)

t ⟩ + kαT=0(0)q|ψ(k−1)
t ⟩ − (q − ⟨q⟩t)|ψ(k+1)

t ⟩,
(6.22)

and the non-linear form of HOPS that preserves the norm of each trajectory is given
by

| ˙̃ψ(k)
t ⟩ =

(
− iHS(q, p) − kw + ζ̃∗

t q − ⟨ζ̃t
∗
q⟩t + ⟨ψt|(q − ⟨q⟩t)|ψ(1)

t ⟩
⟨ψt|ψt⟩

)
|ψ̃(k)
t ⟩

+ kαT=0(0)q|ψ̃t
(k−1)⟩ − (q − ⟨q⟩t)|ψ̃t

(k+1)⟩. (6.23)

The coordinate representation of the system with coordinate coupling between system
and environment is well suited to quantum dynamics studies in which the reaction pro-
ceeds along a coordinate such as a molecular vibration or rotation, an example of which
is in modelling the dynamics of molecular photoswitches. Potential energy surfaces of
such systems are often defined in terms of coordinates important to the reaction. Thus,
the coordinate representation of HOPS permits the use of such potentials, implemen-
ted either as a model or as a set of data points taken from a pre-determined potential,
without a need to calculate the energy states and raising and lowering operators (RLO).
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6.2 Reaction coordinate hierarchy of stochastic pure states

In addition the energy states and RLO would have to be recalculated when adjusting
features of the potential such as barrier heights. Furthermore, extension to several
coordinates of the system is possible with ease providing a means by which complex
non-adiabatic dynamics can be incorporated via conical intersections.

An important finding arises when considering the system coordinate coupling to the
environment form of HOPS in the Markovian limit with finite temperature. The deriv-
ation in this limit results in an incorrect form of dissipation that is free from damping
in the coordinate. The explanation for this becomes apparent when considering the
energy representation. The coordinate that couples the environment and system is
formed by the summation of a raising and lowering operator, and so represents both
processes in which the system receives and dissipates energy. In the Markovian limit
each of these processes is weighted equally and the system evolves such as to populate
its energy states evenly, this results in an evolution that is free from damping in the
coordinate. In the non-Markovian form of the equation the memory term containing
the bath correlation function provides a dynamical quantity for the dissipation in which
memory of the processes are retained. This allows the processes to be weighted accord-
ing to the bath correlation function, satisfy detailed balance, and thus provide a correct
form of dissipation and damped dynamics.

This finding shows that it is crucial to consider non-Markovian dynamics at finite
temperature using coordinate system-environment coupling. Nonetheless, it is possible
to find a Markovian limit of the coordinate coupling HOPS if one takes the zero-
temperature approximation. As shown in the derivation of the Markovian stochastic
Schrödinger equation in Chapter 3, when making the zero-temperature approximation
the bath lowering operator in the interaction term acts upon the vacuum state and
thus annihilates to give zero. This leaves only the term involving the lowering operator
of the system in the interaction Hamiltonian

HI =
∑
λ

g∗
λLa

†
λ. (6.24)

Therefore, under the zero-temperature approximation the environment interaction only
involves the single process that dissipates energy from the system. This means that the
issue of equal raising and lowering operations of the system energy states is avoided
and a dynamical quantity that accounts for all processes is no longer required. To
demonstrate this with the coordinate representation of HOPS consider a harmonic
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6.2 Reaction coordinate hierarchy of stochastic pure states

Figure 6.4: Expectation value of coordinate for a harmonic oscillator model system in
the Markovian limit for a coupling strength of Γ = 0.5. (a) The results of HOPS in
Markovian limit with zero-temperature approximation are compared against Lindblad
results for increasing BCF parameter γ. (b) Coordinate environment coupling in the
Markovian limit results are shown for HOPS (solid blue line) and compared to results
of the Markovian SSE (dashed red line), featuring no damping in the coordinate.

oscillator model in which

HS(q, p) = p2

2m + 1
2mω

2(q − d)2. (6.25)

Taking the zero-temperature approximation, the form of the environment coupling
operator in the coordinate representation is given by

L =
√

ℏ
2mωa = 1

2(q + i

mω
p). (6.26)

The bath correlation function is chosen to be of the approximate Markovian form of
Eq. 6.12 presented in the last section. Simulation results for this system using HOPS
with 1000 trajectories, a coupling strength of Γ = 0.5, and for several choices of the
BCF parameter γ are shown against the Lindblad master equation in Fig. 6.4(a). As
the parameter γ is increased, we approach the Markovian form of the BCF, and results
of HOPS begin to converge to the Lindblad results. For better agreement at short
times γ would need to be increased further. Full convergence would be achieved, for
sufficient number of trajectories, in the limit of γ → ∞. Using the same parameter
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6.3 Barrier crossing in a double well potential

choices, in Fig. 6.4(b) the environment coupling operator is chosen to be the coordin-
ate q to demonstrate the issues corresponding with not making the zero-temperature
approximation with the Markovian limit. The solid blue line represents the results of
HOPS in the Markovian limit and shows that no damping is present in the coordinate
dynamics. In addition, a choice of coordinate coupling operator is demonstrated for
the Markovian SSE and shown in Fig. 6.4(b) by the dashed red line. Up to conver-
gence of trajectories, results are equivalent to the HOPS simulation in the Markovian
limits demonstrating issues with using environment coordinate coupling for Markovian
methods are not isolated to HOPS in the Markovian limit.

The results of this section suggest that one must be careful when taking the Markovian
limit, and support the findings of Ferialdi concerning dissipation in the Caldeira-Leggett
model [211]. In this study Ferialdi claims that, treating a microscopic description
with position environment coupling as a more fundamental perspective, dissipation is a
purely non-Markovian feature. Beyond the theoretical significance of the fundamental
nature of dissipation, the findings of this section further show the importance of includ-
ing non-Markovian dynamics under practical considerations. For Markovian dynamics,
in these studies one must either make approximations that are potentially not physically
realistic such as the zero-temperature approximation, or adopt a phenomenological ap-
proach in which the raising and lowering operations are separately weighted in order to
achieve detailed balance. This is in contrast to the classical methods used to study mo-
lecular photoswitch dynamics such as the Langevin equation, for which both Markovian
and non-Markovian versions with coordinate environment coupling are possible [211].

6.3 Barrier crossing in a double well potential

In order to apply the reaction coordinate form of HOPS to a potential more appropriate
for modelling photoswitching, consider the double well potential shown in Fig. 6.5 which
is given by

V = a(θ − ∆)4 − b(θ − ∆)2 − c(θ − ∆) + d, (6.27)

where parameters are chosen as a = 0.375, b = 1.25, c = 1, d = 3.29, and ∆ = 1.39.
This choice of parameters is chosen such as to mimic the initial dynamics of the stiff-
stilbene photoswitch for the torsional coordinate and gives an initial energy of 3.66
eV at θ = 0 [205], with a barrier height of 700 cm−1 located at θ = 0.93. Dynamics
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6.3 Barrier crossing in a double well potential

are generated using the HOPS method, with a depth of 2 unless otherwise stated, a
coordinate grid of 1000 points in the range −2π ≤ θ ≤ 2π, a time step of ∆t = 0.001 fs,
and a fourth-order Runge-Kutta method as described in Appendix A.3. To investigate
barrier crossing dynamics two initial wavepacket positions are chosen, represented by
red circles in Fig. 6.5, with the first at θ = 0 and the second at θ = 0.1375 for which
the potential is level to the barrier height. In the first set of results discussed the
environment coupling operator is chosen to correspond with the well at θ = 2.85,
where the positions of the wells are marked by green circles in Fig. 6.5, such that

L2 = q − 2.85. (6.28)

This corresponds to dynamics in which the equilibrium position, with respect to envir-
onment interaction, corresponds to the position of the well at θ = 2.85. The BCF is
implemented using a Drude spectral density

J(ω) = 2λ
π

γω

ω2 + γ2 , (6.29)

which allows an exponential form of the BCF required for HOPS to be written as
[60, 158, 159]

α(t) =
∞∑
n=0

gne
−γnt. (6.30)

For low temperature, higher order terms of n > 0 may be required, but for the purposes
of studies in this chapter a temperature of T = 300 K and the relaxation times involved
mean that the low temperature correction terms may be dropped. In this case Eq. 6.30
becomes a single exponential with

γ0 = γ (6.31)

and

g0 = γλ
(

cot
(
βℏγ

2

)
− i
)
, (6.32)

where β = 1/kBT , and ℏ = 4.136/2π eVfs. The reorganisation energy of the bath λ is
estimated to be between 0.313 eV and 0.322 eV from the Stokes shift S [130], where

S = 2λ, (6.33)
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Figure 6.5: Double well PES that mimics first stages of stiff-stilbene photoisomerisation.
Red circles represent two positions for the initial state, and green circles represent
positions of the wells used for environment interaction operators Li. The inset shows
the comparison to a full model of the stiff-stilbene excited state PES.

and the Stokes shift was found using the difference between stiff-stilbene absorption
and fluorescence spectra of Quick et al [4]. The reorganisation energy is representative
of all vibrational degrees of freedom and so we must account for the energy of the
torsional degree of freedom that is taken into the system which is given by

λS = 1
2mω

2d2, (6.34)

where m is the mass, ω is the harmonic oscillator frequency, and d is the displacement in
the torsional coordinate. Thus for stiff-stilbene we have m = 1001 eV fs−1, ω = 0.01571
fs−1, d = π/2, and so λS = 0.305 eV. Therefore, the reorganisation of the bath is in the
range λB = 0.313 − 0.305 = 0.008 eV and λB = 0.322 − 0.305 = 0.017 eV. The inverse
relaxation time is varied around γ = 106 cm−1, which corresponds to γ = 0.02 fs−1. The
range of γ reflects values that are in a physically plausible range for light absorbing
open quantum systems such as light-harvesting systems and the retinal photoswitch
[59, 91, 212].

Firstly, simulation of the closed system dynamics is shown in Fig. 6.6 for above

157



6.3 Barrier crossing in a double well potential

Figure 6.6: Closed system population dynamics for the barrier crossing model PES of
Fig. 6.5. The blue line represents trans population in the region 0 ≤ θ ≤ π/2, and the
orange line represents the cis population in the region π/2 ≤ θ ≤ π. (a) Population
dynamics for an initial state that is above the barrier height (represented by the first
red circle in Fig. 6.5). (b) Population dynamics for an initial state that is level with
the barrier (represented by the second red circle in Fig. 6.5).

barrier and at barrier height starting positions of the initial system state that lie at
respective energies of 3.66 eV and 3.5 eV. Populations P (t) are calculated using

P (t) =
∫ ∞

−∞
dθ ψ∗(θ, t)ψ(θ, t). (6.35)

For trans and cis populations, the limits of integration are restricted to θ ∈ [0, π/2] and
θ ∈ [π/2, π] respectively. Population dynamics are seen to have significant variation for
the two different initial state choices with the barrier height initial state transferring
less population to the cis state. However, for both initial state choices the majority of
the population transfers from trans to cis before transferring back.

Subsequently, consider the open quantum system dynamics with a variation of λ
for values 0.008 eV, 0.017 eV, and 0.036 eV where the latter value is chosen according
to parameters for the retinal photoswitch [91]. Simulation results are shown in Fig. 6.7
where λ is increased in each panel from left to right, Fig. 6.7 (a)(b)(c) corresponds to an
initial state above barrier height, and Fig. 6.7 (d)(e)(f) corresponds to an initial state
at barrier height. By including interaction with the environment, λ = 0.008 eV, the
dynamics become damped and less population is transferred from trans to cis. As λ is

158



6.3 Barrier crossing in a double well potential

Figure 6.7: Population dynamics in the presence of an interacting environment, for
varying λ, using the double well potential of Fig. 6.5. Blue lines represent the trans
population in the region 0 ≤ θ ≤ π/2, and the orange lines represents the cis population
in the region π/2 ≤ θ ≤ π. Panels (a)(b)(c) represent population dynamics for an initial
state above barrier height whilst panels (d)(e)(f) represent population dynamics for an
initial state at barrier height. The coupling strengths are λ = 0.008 eV for (a)(d),
λ = 0.017 eV for (b)(e) and λ = 0.036 eV for (c)(f).

increased the damping effects become more prominent as the wavepacket becomes less
likely to overcome the barrier and so less population is transferred from trans to cis. For
a choice of initial state at barrier height, the population is either equal or remains mostly
in the trans state for each choice of λ. Conversely, this larger trans retained population
is only observed in the initial state above the barrier height for the largest choice of
λ = 0.036 eV. Therefore, there is significant difference in the dominant population over
time for the different choices of initial wavepacket with environment interaction. This
suggests that both the initial wavepacket height with respect to the barrier and λ are
crucial in determining the population dynamics. To match experimental observations
[4], using the double well potential model, either an initial state that is close to the
barrier height is required with coupling strengths λ = 0.008 eV or λ = 0.017 eV, or
strong coupling λ = 0.036 eV.

The second BCF parameter is varied between physically plausible values of γ = 0.02
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Figure 6.8: Population dynamics in the presence of an interacting environment, for
varying γ with a fixed value of λ = 0.017 eV, using the double well potential of Fig. 6.5.
(a) Results are shown for γ = 0.02 fs−1. (b) Results are shown for γ = 0.04 fs−1.

fs−1 and γ = 0.04 fs−1, λ = 0.017 eV is fixed to the upper estimate calculated from the
stokes shift of stiff-stilbene. The initial wavepacket is chosen to be at barrier height,
which provides population dynamics that are in better agreement with experiment.
Results are shown in Fig. 6.8, and demonstrate that for the increase in γ from 0.02 fs−1

to 0.04 fs−1, a smaller increase in the damping is observed in comparison to a variation
of λ within physically plausible values.

Beyond analysis of the effect of changing parameters of the BCF, it is of use to
consider the convergence with respect to depth. This allows an analysis of the con-
vergence with respect to terms that incorporate the non-Markovianity of the memory
integral of the NMSSE. For larger depth sizes of HOPS, more terms are included that
account for the non-Markovianity of the memory integral. The terminator term that
truncates HOPS at a finite size, treats the remainder of the interaction as Markovian.
The depth convergence is analysed under the choice of λ = 0.017 eV, γ = 0.02 fs−1,
and for the two choices of initial state above the barrier and at barrier height, for depth
sizes of 2, 4, and 8. Results are shown in Fig. 6.9, where the top panels represent an
initial state above the barrier height and the lower panels represent an initial state at
barrier height. Depth size is increased from the leftmost panels to the rightmost and
demonstrate a change in the respective population dynamics for both choices of initial
state. Firstly, for the initial state above the barrier the increase in depth size is shown
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to have a restoring effect to the coherent dynamics, with a depth size of 4 (Fig. 6.9(b))
altering population dynamics to resemble the case of weaker coupling λ = 0.008 eV
shown in Fig. 6.7(a). Further increase of depth size to 8 alters population dynamics to
resemble the coherent closed system population dynamics of Fig. 6.6. Secondly, con-
sider the initial state at barrier height shown in the lower panels of Fig. 6.9. Similar
to the initial state above the barrier a restoration effect can be seen as depth size is
increased to 4 (Fig. 6.9(e)), that alters the population dynamics to resemble coherent
closed system dynamics. However, the depth increase to 8, (Fig. 6.9(f)) does not have
an associated further restoration effect of coherent dynamics. These results demon-
strate that a larger depth size, and more accurate accounting of the non-Markovianity
of system-environment interaction, can have significant effect on population dynamics.
In general the resulting effect is a restoration of coherent dynamics, however, the in-
terplay of a barrier on the PES can reduce this effect for initial states that are closer
to the barrier height. For such initial states the coherent dynamics does not dominate
as much as initial states that are above the barrier height. Therefore, damping effects
and convergence with respect to non-Markovianity become important in determining
the population dynamics and whether trans or cis conformations are the most likely.

Lastly, the choice of environment coupling operator is investigated. Thus far, the
environment coupling operator has been chosen as L2 = θ− 2.85 to correspond with an
equilibrium position associated with the second well in the cis conformation, at which
point no damping is experienced. Instead consider an additional environment coupling
operator L1 = θ − 0.39, that corresponds to an equilibrium position of the well at
θ = 0.39. The overall coupling to the environment can thus be represented as

L = L1 + L2 = 2θ − 3.24, (6.36)

which corresponds to an equilibrium position of θ = 3.24/2 = 1.62, the point half way
between the equilibrium positions associated with L1 and L2. The overall coupling is
additive as the extra environment operators create new terms in the HOPS equation
that can then be collected in like terms. There is also a doubling in the coupling, as
compared to if L = θ−1.62, due to the dynamics being damped towards two equilibrium
positions. However, if the wavepacket is at the equilibrium position with respect to L1

it still encounters damping with respect L2. If each of these interactions are considered
to have equal strength then the new equilibrium point θ = 1.62 represents the point
at which damping is equal from L1 and L2. However, the true equilibrium coordinate
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Figure 6.9: Population dynamics in the presence of an interacting environment, with
λ = 0.017 eV and γ = 0.02 fs−1 for varying depth sizes of the HOPS method, using
the double well potential of Fig. 6.5. Blue lines represent the trans population in the
region 0 ≤ θ ≤ π/2, and the orange lines represents the cis population in the region
π/2 ≤ θ ≤ π. Panels (a)(b)(c) represent population dynamics for an initial state above
barrier height whilst panels (d)(e)(f) represent population dynamics for an initial state
at barrier height. The depth sizes are 2 for (a)(d), 4 for (b)(e) and 8 for (c)(f).

of the system will also depend on the shape of the system potential and parameters
of the environment. In Fig. 6.10 population dynamics are shown for an environment
coupling operator of L = 2θ − 3.24 and a fixed value of γ = 0.02 fs−1. The top panels
represent an initial choice of state above the barrier, whilst the lower panels represent a
choice of initial state at barrier height. In the leftmost panels population dynamics are
generated for λ = 0.017 eV, and in the rightmost panels λ = 0.034 eV. The population
dynamics for the case of λ = 0.017 eV (Fig. 6.10(a) & (c)) show similar results to
the previous choice of single environment coupling operator L2. This is also the case
for λ = 0.034 eV and a choice of initial state at barrier height (Fig. 6.10(d)), however,
there is greater stabilisation with respect to crossing the barrier as the coupling operator
increases more, relative to the a choice of single coupling operator L2, after crossing
θ = 1.62. The largest difference is observed (Fig. 6.10(b)) for a choice of λ = 0.34 eV
and initial state that is above the barrier height, for which the dominant population
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6.3 Barrier crossing in a double well potential

Figure 6.10: Population dynamics in the presence of an interacting environment, for
two equilibrium positions and environment coupling operator L = L1 + L2, using the
double well potential of Fig. 6.5. Blue lines represent the trans population in the region
0 ≤ θ ≤ π/2, and the orange lines represents the cis population in the region π/2 ≤
θ ≤ π. For panels (a)(b) the initial state is above the barrier height, and for panels
(c)(d) the initial state is at barrier height. For panels (a)(c) λ = 0.017 eV, whilst in
panels (b)(d) λ = 0.034 eV.

after barrier crossing is altered to the cis conformation. This effect can be explained
by the symmetric damping about the central point of the wells which decreases the
damping in the left well as compared to a choice of environment coupling operator L2.
Therefore, a larger population is able to cross via coherent dynamics over the barrier
to the cis conformation.

This section has analysed open quantum system barrier crossing dynamics of a
double well potential that models the first steps of the photoisomerisation of stiff-
stilbene using the HOPS method for a range of parameter choices. Summarising the
key results, it was found that non-Markovian dynamics in interplay with the presence of
a barrier, can be crucial in determining the population dynamics and yields. In general
this occurs through a restoration of coherent dynamics which is most prominent for
cases where the coherent dynamics dominates, as in the case of an initial state above
barrier height. A similar effect occurs for an initial state at barrier height, but there
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is not an associated restoration for each increase in depth size of HOPS. This could be
due to population crossing back over the barrier after passing it if there is a reduction in
the damping near the crossing point due to the restoration of coherent dynamics. The
choice of equilibrium positions and environment coupling operators has been shown to
range from subtle to significant, is sensitive to the coupling strength through changes
in λ, and dependent on the location of barriers. Barrier crossing stabilisation can be
observed dependent on the choice of environment coupling operator, and a change in the
damping such that more population is able to cross the barrier. It is important to note
that in order to prevent population from transferring back through coherent dynamics a
much larger coupling strength would be required than the physically plausible range of
values chosen. Thus the model, akin to early barrier crossing models of photoswitching
[8, 110, 112–114], is best suited if one is not concerned with the ensuing dynamics after
the barrier is crossed. If the post-barrier crossing dynamics are of importance either
a larger coupling strength or modification of the system potential is required. In this
case it is important to note that although the double well model potential mimics the
stiff-stilbene PES such that the initial wavepacket is at 3.66 eV and the barrier height
is 0.0806 eV, the inital state height above barrier is overestimated by 0.021 eV and the
PES is not as shallow. Thus, while the inset of Fig. 6.5 shows a relatively good fit for
a double well model, subtle differences could contribute to significant changes in the
dynamics.

6.4 Numerically exact simulation dynamics of stiff-stilbene

In the last section a double well potential was used as a simplified model representative
of the first stages of stiff-stilbene photoisomerisation. Whilst useful for testing HOPS
and analysing barrier crossing dynamics relevant for photoswitches such as stiff-stilbene,
such a model is insufficient in accurately modelling the complete quantum dynamics as
a function of coordinates important to the reaction. For example, it is unable to model
the excited state dynamics in the cis conformation, and is instead used to represent
barrier crossing from the electronic excited state trans population to the electronic
ground state cis population. In this section we will explore the application of HOPS to
a two electronic state PES that was first introduced in Chapter 5 Fig. 5.5.

In the early time dynamics of 400 fs of stiff-stilbene, transient grating spectroscopy
suggests that the excited electronic state (S1) is the most relevant [4]. Consequently,
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Figure 6.11: PES diagram of the S1 surface of stiff-stilbene as a function of torsional
coordinate. The inset shows both the S1 and S0 surfaces. The initial state is vertically
excited to 3.56 eV on the S1 surface at θ = 0. The blue arrow represents subsequent
dynamics due to the system and interacting environment incorporated through HOPS.
In the perpendicular conformation θ = 0.5π the wavepacket can be transferred to the
S0 surface, as shown by the green arrows. Trapped wavepackets in the trans S1 region
0 ≤ θ ≤ 0.3π and the cis region 0.7π ≤ θ ≤ π can overcome the barriers to the
perpendicular conformation over the course of several picoseconds.

Fig. 6.11 represents the features of the S1 surface in more detail. Upon photo-excitation
the initial wavepacket undergoes a vertical transition from trans S0 to the trans S1 state
at θ = 0 with an energy difference of 3.56 eV, which has been chosen according to ab-
sorption spectra [4]. This initial state is propagated using HOPS which, following the
blue arrow of Fig. 6.11, undergoes an evolution due to the system and fluctuations and
damping caused by interaction with the environment. Transient grating spectroscopy
results [4] have suggested that in the initial evolution a small population overcomes a
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barrier of 650 cm−1 located at approximately θ = 0.3π, passing through the perpen-
dicular conformation at θ = 0.5π without significant transfer to the S0 surface, and
overcoming another barrier of 850 cm−1 at approximately θ = 0.7π to become trapped
in the the cis S1 region between 0.7π ≤ θ ≤ π. Over several picoseconds the trapped
populations overcome the barriers due to thermal fluctuations to the perpendicular
conformation at θ = π. In what follows the observed transient grating spectroscopy
and associated interpretation, is compared against the wavepacket dynamics generated
using the coordinate representation of HOPS for the torsional coordinate. Comparisons
to the double well potential model are drawn at the end of the section.

Wavepacket dynamics along the ground and excited PES of Fig. 5.5 are generated
using the HOPS method for 100 trajectories, with a depth of 4 unless otherwise stated,
a coordinate grid of 1000 points in the range −2π ≤ θ ≤ 2π, a time step of ∆t = 0.001
fs, and a fourth-order Runge-Kutta method as described in Appendix A.3. The BCF
parameters introduced in the last section, which represent physically plausible values
for stiff-stilbene in hexane at temperature T = 300 K, are used with a Drude spectral
density for λ = 0.008 eV and γ = 0.03 fs−1. Coupling between ground and excited
surfaces is chosen as J = 0.02 eV such that transference only occurs in the region of
θ = 0.5π. Motivated by the findings of the double well potential model, environment
coupling operators are included for each potential energy well such that for the excited
state surface LS1

1 = θ−0.567, LS1
2 = θ−1.56, and LS1

3 = θ−2.59. Similarly, the ground
state surface has environment operators LS0

1 = θ, and LS0
2 = θ − 3.14. The overall

coupling operators for S0 and S1 surfaces are expressed as

LS1 = LS1
1 + LS1

2 + LS1
3 = 3θ − 4.72, (6.37)

LS0 = LS0
1 + LS0

2 = 2θ − 3.14, (6.38)

which corresponds to an S1 equilibrium position of θ = 4.72/3 = 1.57 and an S0

equilibrium position of θ = 3.14/2 = 1.57 i.e. approximately π/2.
It is of interest to understand how sensitive the population dynamics are to a change

in environment parameters. In the first case we consider a change of the BCF para-
meter λ with results shown in Fig. 6.12. Upper panels of the figure show population
dynamics as λ is increased from the value estimated from stokes shift λ = 0.008 eV
(Fig. 6.12(a)), to the upper estimate from stokes shift λ = 0.017 eV (Fig. 6.12(b)), and
lastly to λ = 0.036 eV (Fig. 6.12(c)) which corresponds to a value used in model studies
of the retinal photoswitch [91]. The lower panels of Fig. 6.12 show the spectral densities
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Figure 6.12: Upper panels (a)(b)(c) show population dynamics in the presence of an
interacting environment, for a variation of λ, using the stiff-stilbene PES of Fig. 5.5.
Lower panels (d)(e)(f) show the corresponding spectral density, represented by the solid
black line. The dashed red and blue lines are included for comparison and represent an
Ohmic spectral density used for the retinal photoswitch and a Drude spectral density
used for the photosynthetic FMO complex respectively. For the coupling strengths an
estimate obtained from stokes-shift is used in (a)(d) with λ = 0.008 eV, for (b)(e) an
upper estimate obtained from the stokes-shift is used with λ = 0.017 eV. In panels
(c)(f) the parameter is chosen as λ = 0.036 eV which corresponds to a value used in
retinal model studies.

associated with each of these parameter choices shown by the black line. For reference,
a Drude spectral density used for the photosynthetic Fenna-Matthews-Olson (FMO)
complex [59], is shown by the blue dashed line. Additionally, an Ohmic spectral density
used for retinal [91] is shown by the red dashed line. For λ = 0.008 eV, the population
dynamics suggest a portion of the wavepacket overcomes the barrier at θ = 0.3π and
t = 75 fs passing through the perpendicular conformation, without significant transfer-
ence to the S0 surface, and overcoming the barrier at 0.7π as t approaches 200 fs. This
is in good agreement with transient absorption spectroscopy results [4] that suggest
a decay in the trans excited state absorption (ESA) and a rise in the cis ESA. The
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increase to λ = 0.017 eV leads to stronger damping resulting in a only a small portion
of the wavepacket overcoming the barrier at approximately θ = 0.3π. Following this, an
increase in the trans S1 population for t = 100 fs suggests that the less of the portion
of the wavepacket that crossed the barrier at θ = 0.3π is able to cross the barrier at
θ = 0.7π than for the case of λ = 0.008 eV. Lastly, for λ = 0.036 eV strong damp-
ing is observed such that the wavepacket unable to overcome the barrier at θ = 0.3π
becoming trapped in the well corresponding to the trans S1 conformation. The early
femtosecond timescale dynamics of stiff-stilbene is often referred to as frictionless, the
results here suggest an interpretation of this as a regime of damped coherent dynamics
rather than free of interaction with the environment. An increased interaction with
the environment, achieved through changing λ within a physically plausible parameter
choice, demonstrates sensitivity in the damped coherent dynamics leading to trapping
in different conformations. For the largest choice of λ the coherent dynamics is rapidly
damped such that escape over the barrier is possible only on a longer timescale determ-
ined by thermal fluctuations. Interaction with the environment, friction, and damping
thus plays a significant role in determining early time dynamics and wavepacket trap-
ping. However, population transference from trans S1 to cis S1 via barrier crossing
on the femtosecond timescale can be largely attributed to the coherent, yet damped,
wavepacket dynamics.

The second BCF parameter that may be varied with the Drude spectral density is
the inverse relaxation time γ. The population dynamics for such a variation are shown
in the upper panels (a)(b)(c) of Fig. 6.13, and the corresponding spectral densities are
shown in the lower panels (d)(e)(f). A change of γ translates the location of the peak
of the spectral density, in Fig. 6.13 a vertical dashed line has been used to clarify its
position with respect to the reference retinal and FMO spectral densities. The inverse
relaxation time is varied between that of the FMO spectral density with γ = 0.02
fs−1 (Fig. 6.12(a)), to γ = 0.03 fs−1 (Fig. 6.12(b)), and lastly to the that of the retinal
spectral density γ = 0.04 fs−1 (Fig. 6.12(c)). In contrast to a variation of λ, varying γ
within a parameter regime corresponding to real systems has a more subtle effect on
population dynamics. There is a small increase in damping as γ is increased, leading to
lower population transfer from trans S1 to cis S1. For all cases the dominant population
over 200 fs is trans S1, in agreement with experimental observations [4]. However, there
is a greater population transference for γ = 0.02 fs−1, suggesting that a value of γ = 0.03
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Figure 6.13: Upper panels (a)(b)(c) show population dynamics in the presence of an
interacting environment, for a variation of γ, using the stiff-stilbene PES of Fig. 5.5.
Lower panels (d)(e)(f) show the corresponding spectral density, represented by the solid
black line. The dashed red and blue lines are included for comparison and represent an
Ohmic spectral density used for the retinal photoswitch and a Drude spectral density
used for the photosynthetic FMO complex respectively. The vertical dashed line clarifies
the location of the peak of the spectral density. The inverse relaxation times are
γ = 0.02 fs−1 in (a)(d) corresponding to a peak location of 106 cm−1, γ = 0.03 fs−1

in (b)(e) corresponding to a peak location of 159 cm−1, and γ = 0.04 fs−1 in (c)(f)
corresponding to a peak location of 212 cm−1.

fs−1 or γ = 0.04 fs−1 is more appropriate for better agreement with experiment, and
also corresponds closer to values used for photoswitches such as retinal.

In addition to the BCF parameters considered above, the temperature T and the
coupling J between the ground and the excited PES may influence population dynam-
ics. It is thus of importance to consider a variation of these parameters to understand
the effect on wavepacket dynamics. For the temperature this is conducted for increases
of 100 K for T = 200 K, T = 300 K, and T = 400 K, the last of which lies approxim-
ately 60 K above the phase change point of hexane. Thus results at T = 400 K are
purely for comparison of the generated dynamics and should not strictly be attributed
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Figure 6.14: Population dynamics generated through HOPS, for 100 trajectories with
λ = 0.008 eV and γ = 0.03 fs−1. (a) Demonstrates the small change on dynamics
of increasing temperature from 200 K to 400 K. (b) Coupling between S0 and S1 is
increased to J = 0.1 eV which shows a minor increase in transference between surfaces.

to a physical system. Results at each of the temperatures, for a choice of λ = 0.008
eV, and γ = 0.03 fs−1, can be seen in 6.14(a) and show similar population dynam-
ics. There is a potential increase in barrier crossing observed as the temperature is
increased. However, as the differences in population dynamics are only slight, a large
number of trajectories would be required to verify this observation. Regardless, on the
femtosecond timescale there is at most only a minute change in the barrier crossing
dynamics due to temperature increase. It is anticipated that a change in temperature
leads to a larger difference in the thermal fluctuation dynamics for the long term pi-
cosecond barrier crossing, whereas for the damped coherent dynamics it has a smaller
impact. In addition to the temperature, J may be varied, in simulations thus far a
value of J = 0.02 eV was chosen such that transfer between S0 and S1 surfaces occur
in the region of θ = 0.5π. Minimal transference has been observed in agreement with
experimental observation [4], this is in contrast to the closed system dynamics for stiff-
stilbene presented in Chapter 5 [181] in which significant population transfer of 0.2 was
observed. In Fig. 6.14(b) results are shown for a choice of J = 0.1 eV and demonstrate
that results are robust to changes in J with only a small increase in the population
transfer from S1 to S0. Comparison to closed system dynamics suggests that the in-
teraction with the environment inhibits transfer to the S0 surface from S1, this is in
part due to less of the wavepacket passing through the perpendicular conformation at
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Figure 6.15: Population dynamics generated through HOPS, for 100 trajectories with
λ = 0.008 eV (a)(b)(c), λ = 0.017 eV (d)(e)(f), and γ = 0.03 fs−1, for an increase in
hierarchy depth. Results are shown for depth 2 in panels (a)(d), depth 4 in panels
(b)(e), and depths 8 (solid line) and 12 (dashed line) in panels (c)(f). Results show
good convergence for λ = 0.017 eV by a depth of 4, whereas population dynamics still
have not converged by a depth of 12 for λ = 0.008 eV

θ = 0.5π where the internal conversion occurs. In addition to this, fluctuations from
the interaction with the environment may play a role by causing the wavepacket to
fluctuate out of the region where internal conversion occurs as it passes through the
perpendicular conformation.

In addition to the parameters that may be altered within the HOPS approach, the
convergence with respect to hierarchy depth must also be considered which accounts
for the memory term within the NMSSE. For larger hierarchy depths there is a more
accurate accounting of non-Markovian dynamics that comes at the expense of increased
computational cost. In Fig. 6.15 depth sizes of 2, 4, 8, and 12 are considered. For a
depth of 4 there is relatively good convergence of the overall population dynamics
within 200 fs for λ = 0.017 eV, but poor convergence of population dynamics for
λ = 0.008 eV by a depth of 12. Furthermore, as the depth size is increased results
for λ = 0.008 eV predict that the majority of the wavepacket is able to cross the
barrier at θ = 0.3π, deviating from experimental observation. This is likely due to the
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restoration of coherent dynamics that arises from the non-Markovian interaction with
the environment and is shown to also increase S0 populations. Thus, at deeper layers of
the hierarchy, finer details of the non-Markovian dynamics are resolved as the increase
in auxiliary states tracks more of the state of the bath and system-bath interaction.
The terminator acts to truncate the hierarchy at a sufficient depth at such a point
that the rest of the interaction can be assumed to be Markovian [213]. However, if
the depth is insufficient then a significant part of the memory integral of the NMSSE
may be unaccounted for and consequently non-Markovian dynamics may be missed.
For λ = 0.008 eV the depth of 4 is insufficient as non-Markovian interactions are still
unaccounted for as shown by increased depth size. Thus, if results with λ = 0.008 eV
are to agree better with experiment the parameter γ, which was estimated from similar
systems, would have to be altered.

The results presented thus far inform on the time dynamics up to 200 fs and repres-
ents the point at which part of the damped coherent wavepacket dynamics has passed
over the barrier at θ = 0.7π to the potential energy well corresponding to the cis S1

conformation. In the transient absorption spectroscopy this corresponds to a decay in
the trans ESA signal and a rise in the cis ESA [4]. We now turn our attention to the
subsequent dynamics up to 400 fs to investigate barrier trapping of the wavepacket.
Motivated by the findings of this section, the BCF parameters are chosen as, λ = 0.008
eV and λ = 0.017 eV which are lower and upper estimates found from the stokes-shift
of stiff-stilbene in hexane [4], and γ = 0.03 fs −1 which corresponds to a physically
plausible choice for photoswitches such as retinal [91]. Dynamics are generated, up
to 400 fs at a temperature of T = 300 K, using HOPS with 1000 trajectories and a
depth of 4. Results are presented in Fig. 6.16, where for comparison the population dy-
namics for two sets of 100 trajectories are shown by the transparent solid and dashed
lines demonstrating similar results. The damped coherent wavepacket dynamics up to
200 fs has already been analysed and represents a partial crossing of the barrier at
θ = 0.3π, with subsequent passage through the perpendicular conformation present-
ing minor transfer to the S0 surface, and lastly a partial crossing of the barrier at
θ = 0.7π. Following this, population dynamics for λ = 0.008 eV in Fig. 6.16(a) shows
that there is a small increase in the cis S1 population as further transference occurs,
but population transfer plateaus between 300 fs and 400 fs representing a trapping of
the wavepacket. For population dynamics of λ = 0.017 eV (Fig. 6.16(b)) the plateau in
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Figure 6.16: Population dynamics up to 400 fs generated through HOPS with a depth
of 4 at T = 300 K, for 1000 trajectories. BCF parameters are chosen as λ = 0.008 eV
(a), λ = 0.017 eV (b), and γ = 0.03 fs−1. Transparent solid and dashed lines represent
results of two alternative sets of 100 trajectories.

population transfer occurs at an earlier time due to stronger damping and wavepacket
trapping, demonstrating significant influence of the environment on dynamics. A small
rise in cis-S1 population subsequent to 200 fs is supported by the transient absorption
spectroscopy [4], which suggests there is a rise in the cis ESA signal between 200 fs and
400 fs. Thus, a value for λ that captures this feature, and converges with respect to
depth, lies between the two estimates of λ = 0.008 eV and λ = 0.017 eV. Alternatively,
for a depth of 4 with λ = 0.008 eV, an increase in γ would reduce the transfer slightly
to cis-S1, as demonstrated in Fig. 6.13. Crucially, for this parameter choice it could
also reduce the bath correlation time such that better convergence of non-Markovian
dynamics may be found. Nonetheless, both results show a small transfer in population
from trans S1 to cis S1, followed by a plateau within 400 fs, which is in good agreement
with the experimental observations of minor change in the cis ESA signal from 500 fs
to 1 ps. Furthermore, the results predict that over the 400 fs, there is little population
transfer to S0 as suggested by transient absorption findings. The overall wavepacket
dynamics here thus agree with the interpretation of the transient absorption results by
Quick et al [4] that the early sub-picosecond dynamics leads to wavepacket trapping in
regions corresponding to the cis and trans S1 conformations that would then undergo
a thermally activated barrier crossing on the picosecond timescale, which is claimed to
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be completed within 16 ps.
Beyond these results, an additional feature is observed in the population dynamics of

Fig. 6.16(a) identified by the rise in the trans S1 population at approximately 150 fs and
275 fs. This is attributed to wavepacket trapping in the central well corresponding to
the perpendicular conformation. As trans population is associated with the wavepacket
in the region 0 ≤ θ ≤ 0.5π and cis population in the region 0.5π ≤ θ ≤ π, a portion
of the wavepacket trapped in the central region about 0.5π would result in a small
oscillatory population transfer between trans S1 and cis S1 that would decay over time
due to further barrier crossing and transfer to the S0 surface. This feature would not
be resolved in the transient absorption spectroscopy due to an inability to probe the
perpendicular conformation. However, it could be identified by a decrease in the trans
ESA that is not accompanied by the associated equivalent increase in the cis ESA
representing trapping in the perpendicular conformation.

In addition to the wavepacket dynamics that have been generated, which was com-
pared to existing transient absorption spectroscopy, linear absorption spectroscopy
provides a means by which to test the model and HOPS method. It also presents
a tool to optimise parameters, such as those of the BCF, in order to fit to experimental
data. HOPS provides an efficient method to generate the linear absorption spectra
[59, 212, 214], with further reduction in computation possible by simulating with only
one zero noise trajectory. In Fig. 6.17 the absorption spectra for stiff-stilbene in hexane
has been generated with HOPS using [68, 130]

σabs(ω) = |µeg|2
∫ ∞

−∞
dt eiωt⟨ψg(t)|ψe(t)⟩, (6.39)

assuming perpendicular dipoles and |µeg|2 = 1, with BCF parameters λ = 0.008 eV,
and γ = 0.03 fs−1 and the single coordinate PES of Fig. 6.11. Dynamics are generated
for 400 fs to allow the correlation function to decay sufficiently. Solid lines of Fig. 6.17
represent simulated absorption spectra for depths 4, 8 and 16 using a single zero noise
trajectory, whilst the black dashed line represents the results of the full approach of
simulating 100 trajectories with noise at a depth of 8. Only minor differences are
observed as the depth is increased from a depth of 8 to 16, and reasonable convergence
of the broadened lineshape is observed for 100 trajectories. However, the simulated
spectra is unable to reproduce the complexity of several broadened bands observed
in experiment [4]. Thus, whilst the one dimensional PES model is able to produce
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Figure 6.17: Linear absorption spectra for stiff-stilbene in hexane generated using
HOPS with a single noise free trajectory for depth 4 (blue line), depth 8 (orange line),
and depth 16 (red line). The black dashed line shows the absorption spectra generated
using the complete HOPS method for depth 8 with noise and 100 trajectories.

wavepacket dynamics in good agreement with transient absorption spectroscopy results,
it is unable to generate the complete linear absorption spectra.

Motivated by the two coordinate linear absorption spectra findings of Chapter 3
shown in Fig. 4.6 and Fig. 4.7, and a schematic of a two coordinate model PES presented
in a study on cis stilbene [215], the model PES of Fig. 6.18 is proposed. In this figure
θ represents the torsional motion of the single coordinate model [181] presented in this
section and Chapter 5, and q represents a second higher frequency harmonic mode of
ω = 0.085 fs−1 that is displaced with a Huang-Rhys parameter of Dq = 1. Blue arrows
represent the direction of the initial damped coherent wavepacket dynamics, red arrows
represent the thermally activated escape over barriers, and green arrows represent the
internal conversion processes that take the wavepacket from the S1 surface to the S0.
The inset of Fig. 6.18 shows the S0 and S1 surfaces, where the arrow represents the
vertical excitation to trans S1, and the vertical line with black circles represents the
point of internal conversion at θ = 0.5π. With respect to dynamics, at t = 0 fs, the
wavepacket is vertically excited to 3.56 eV on the two coordinate S1 PES. It then
undergoes high frequency oscillatory motion in the q coordinate whilst the wavepacket
dynamics that correspond to the reaction mechanism occurs in the shallow coordinate
θ. As before, barriers are encountered at θ = 0.3π and θ = 0.7π which may trap
the wavepacket. The additional coordinate q is not anticipated to play a role in the
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6.4 Numerically exact simulation dynamics of stiff-stilbene

Figure 6.18: S1 PES for stiff-stilbene as a function of coordinates θ and q. The initial
wavepacket is vertically excited, as shown by the arrow in the inset, to an energy of 3.56
eV on the S1 surface. Blue arrows represent the initial coherent yet damped wavepacket
dynamics on the S1 surface, red arrows represent thermally activated barrier crossing,
and green arrows represent internal conversion processes taking the wavepacket from
the S1 surface to the S0 surface. The point of internal conversion is shown in the inset
by the black circles connected by a vertical line at approximately 0.5π.

photoisomerisation reaction of stiff-stilbene [4, 8, 110] and the population dynamics
presented for the single coordinate model are expected to hold for the two coordinate
model. However, the results of this section and Chapter 4 suggest that the inclusion
of the coordinate q is crucial in accounting for the full complexity of linear absorption
spectra.

For an initial investigation of the two coordinate absorption spectra a two coordin-
ate harmonic model, such as those presented in Chapter 4, is used with frequencies
ωg(θ) = ωg(q) = ωe(q) = 0.085 fs−1 and ωe(θ) = 0.01571 fs−1. Dynamics are gener-
ated using a split operator method, as described in Appendix. A.3, with a 1000 grid
points in each coordinate for a grid size of 1000 × 1000, and a time-step of ∆t = 0.001
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6.4 Numerically exact simulation dynamics of stiff-stilbene

Figure 6.19: Linear absorption spectra is shown for a two coordinate harmonic model
with frequencies ωg(θ) = ωg(q) = ωe(q) = 0.085 fs−1 and ωe(θ) = 0.01571 fs−1 and split
operator method (blue line), the equivalent spectra artificially broadened (red dashed
line), and single coordinate model with dynamics generated through HOPS with a
depth of 16 (orange dashed line). For comparison experimental spectra is shown by
the black line reprinted (adapted) with permission from reference [4]. Copyright 2014
American Chemical Society.

fs−1. Figure 6.19 compares the resolved absorption spectra generated using the two
coordinate model (blue line), with the experimental absorption spectra (black line). In
addition, artificial broadening of the spectra is achieved via exponentially decaying the
correlation function (red dashed line), and the single coordinate model spectra gener-
ated through the HOPS method with a depth of 16 has been included for comparison
(orange dashed line). The two coordinate resolved spectra produces multiple bands,
the centres of which are in good agreement with the experimental spectra. Application
of artificial broadening is unable to recreate the lineshape of experimental spectra and
overestimates the broadening of the vibronic progression associated with each band
whilst underestimating the broadening of the overall lineshape. The single coordinate
spectra correctly predicts the peak location of the first band but is unable to produce
the correct lineshape due to the lack of the additional coordinate which alters features
of the first band lowering the width at the longer wavelength side of the band whilst
increasing it at the shorter wavelength side of the band. The results thus far suggest
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6.5 Summary

that the correct broadening features may be captured through HOPS with two co-
ordinates by producing damping in each coordinate θ and q. This would result in an
asymmetric broadening for each band through damping in coordinate θ such that the
shorter wavelength side of each band is broadened more. Furthermore, via asymmetric
broadening in coordinate q the overall lineshape is broadened in the range of 260 nm to
360 nm, with greater broadening produced at shorter wavelengths. It is predicted that
these effects, in combination with the numerically exact dynamics generated via HOPS,
will produce the correct lineshape features. In connection to this, the two coordinate
model used with HOPS provides a means of testing the parameters, such as those of
the BCF.

6.5 Summary

In this chapter the numerically exact method of HOPS has been extended to a co-
ordinate representation to model molecular photoswitching in a condensed phase en-
vironment. Firstly, the derivation of HOPS was revisited in order to derive a version
that preserves the norm of each trajectory to improve the stability of simulations and
the accuracy over the unnormalised version for large values of the norm. This normal-
ised version of HOPS was verified by using a spin-boson model and comparing to the
unnormalised version, and a Lindblad master equation in the Markovian limit. Sub-
sequently, the coordinate representation of HOPS was developed and tested against the
Lindblad master equation using a harmonic oscillator model in the Markovian limit.
Additionally, for a coordinate coupling of the system to the environment, it was found
that the Markovian limit incorrectly predicts an evolution free from damping. Instead,
one must either make approximations, such as the zero-temperature approximation,
or take a phenomenological approach. The coordinate representation of HOPS was
then applied to a barrier crossing model to represent the initial stages of stiff-stilbene,
and investigate different parameter choices and position of initial state with respect
to the barrier. The model was subsequently extended to a full single coordinate PES
for ground and excited electronic surfaces. In the latter study the developed normal-
ised version of HOPS was crucial for a tractable implementation, allowing for stronger
system-environment coupling and longer simulation times to be used. Findings from
both studies suggest a sensitivity of population dynamics and yields to non-Markovian
effects with respect to barrier crossing dynamics. The barrier crossing model was less
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6.5 Summary

accurate than the two state single coordinate stiff-stilbene model in its predictions re-
quiring stronger coupling to the bath for agreement with experiment, this suggests that
the damped coherent wavepacket dynamics are highly sensitive to the curvature of the
potential. Good agreement was found between the stiff-stilbene PES model popula-
tion dynamics over the course of 400 fs and observed transient absorption spectroscopy
results [4]. In the first 400 fs the dynamics is dominated by coherent evolution, that
is damped due to interaction with the environment resulting in the trapping of the
wavepacket in potential energy wells with minimal transfer to the S0 surface. The
subsequent evolution is then determined by thermally activated barrier crossing which
results in transfer to the S0 surface. However, portions of the wavepacket trapped in the
regions associated with the cis or trans S1 conformations is likely to influence the trans-
fer to the S0 surface due to the associated motion of the wavepacket as it either travels
from trans to cis, or cis to trans. This suggests that the overall photoswitch dynamics
involves an interplay of damped coherent wavepacket dynamics and thermally activated
barrier crossing. In addition to providing support for interpretation of experimental
data, the generated wavepacket dynamics gives insight into the evolution in regions
inaccessible by transient absorption spectroscopy. Lastly, linear absorption spectra was
generated using the HOPS method and it was found that, although a single coordinate
model can accurately predict population dynamics, it is insufficient in generating the
several spectral bands that arise and a two coordinate model is required. Future re-
search could consider the generation of absorption spectra, and population dynamics,
using HOPS with a two coordinate model by making use of the parallel computing
capabilities of the method to address the increased computational cost. This would
provide the foundation for the study of photoswitches with complex dynamics in which
the reaction mechanism relies on more than one coordinate. Furthermore, one could
consider the extension to the simulation of nonlinear spectroscopy which would provide
an explicit comparison to experimental results.
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Conclusion
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Throughout this thesis efficient methods of open quantum system methods have been
developed for the simulation and analysis of quantum dynamics and features of mo-
lecular photoswitches, with a focus on interaction with condensed phase environments.
The underlying aim of the work has been on developing tools that provide a better
understanding of phenomena, the prediction and interpretation of experimental data,
and in the extension of accurate yet tractable methods for the purposes of simulation.
Although these were applied primarily for the study of photoswitch dynamics, the find-
ings and methods are anticipated to have wide applicability and impact in the study
of dynamics and properties of complex quantum systems.

In the introductory chapters, I reviewed the background theory. Following this, in
Chapter 4 I investigated properties of linear absorption spectra for systems beyond the
standard displaced harmonic oscillator model with equal surface curvature. Using a
displaced harmonic model with large difference in surface curvature to mimic features
of a photoswitch potential energy surface, a substructure in the vibronic progression
of absorption spectra was identified. This was quantified via analytic expressions and
provided not only a means to interpret linear absorption features, but also a predict-
ive tool of the difference in curvature between ground and excited potential energy
surfaces. Furthermore, I investigated the linear absorption spectra of two coordinate
harmonic potential energy surfaces that differ in curvature demonstrating that such
models were capable of producing rich spectral detail and a composition effect in the
observed vibronic progressions. An extension of this work could consider the derivation
of analytic expressions for the two coordinate harmonic model absorption spectra using
Franck-Condon factors. This would allow quantification, and further insight, into the
composition effect in absorption spectra when two or more coordinates are involved.

Subsequently in Chapter 5, the effects of an interacting environment, that causes
the wavepacket dynamics to become damped, was included via a stochastic Schrödinger
equation (SSE) approach. I investigated the effects of anharmonicity in the system,
in combination with an interacting environment, on linear absorption spectra. This
demonstrated asymmetric broadening effects for which anharmonic surfaces, such as
the Morse potential, were sensitive to. In addition, I investigated the application of
the SSE to a model potential energy surface (PES) for the stiff-stilbene photoswitch
to understand effects of damping on wavepacket dynamics along an anharmonic sur-
face. It was found that damping has the ability of stabilising photoswitched states by

181



inhibiting coherent wavepacket motion. This result suggested the possibility of tun-
ing the environment of molecular photoswitches to achieve a change in dynamics and
yield. A possible extension of this work would be to include finite temperature effects,
through phenomenological means and the inclusion of two environment coupling oper-
ators that respectively correspond to processes that take energy from the system to the
environment and processes that provide energy to the system from the environment.
This would provide a Markovian method with results that could be more easily com-
pared to non-Markovian methods, in order to assess and understand the importance of
non-Markovian effects.

In Chapter 6 I extended the hierarchy of stochastic pure states (HOPS), a numer-
ically exact open quantum system method capable of including non-Markovianity, to a
coordinate representation for the study of condensed phase molecular photoswitch dy-
namics. Firstly, I developed a version of HOPS that is capable of preserving the norm
of each trajectory, providing a more stable and accurate version over the unnormalised
counterpart for large norm cases. Subsequently, I used the developed method to ana-
lyse barrier crossing dynamics in a double well PES, and a model PES of stiff stilbene.
Findings suggested dynamics are highly sensitive to the curvature of the PES, with
a greater effect of damping on wavepacket dynamics observed on the shallower stiff-
stilbene PES. In addition to this, I found significant changes to dynamics dependent on
the convergence of non-Markovianity. Consequently, an interplay of damped coherent
dynamics, thermally activated dynamics, and non-Markovianity was determined to be
crucial for photoswitch dynamics and yield. This suggests several potentially tunable
elements to achieve desired changes to wavepacket dynamics and thus photoswitch-
ing. Furthermore, the results of population dynamics generated through HOPS was
compared to transient absorption spectroscopy results with good agreement found sup-
porting HOPS as a viable method to model condensed phase photoswitch dynamics.
In addition, the results supported the existing interpretation of experimental results
whilst also providing further insight into the wavepacket dynamics in regions of the
PES inaccessible to the experiment. Lastly, I identified that a single system coordinate
model with dynamics generated through HOPS is incapable of reproducing the linear
absorption spectroscopy results. This suggested that the model must be extended and
initial results generated with the split operator method and a two system coordinate
harmonic PES model show promise for better agreement of a two coordinate model
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with experiment. Thus a natural extension of the work would be to extend the HOPS
method to explicitly model two sytem coordinates. This would allow for a better as-
sessment of the parameters used in the HOPS method by comparing the fit of the
absorption lineshape produced to that of the experimental absorption lineshape.

The work presented in this thesis provides tools and the foundations of methods
that allow one to investigate and better understand the quantum dynamics of molecular
photoswitches. Furthermore, the generality of the method allows it to be adapted to
study a wide range of open quantum systems. Examples include open quantum systems
of relevance to biological function and chemical reactions such as photosynthesis, the
proposed quantum compass of avian magnetoreception, and the retinal photoswitch of
vision. Beyond these examples, it provides an accurate setting to rigorously analyse:
non-Markovian effects on spectral lineshape [216], quantum dissipation and role of an
environment in the quantum-classical boundary, and resources quantified by quantum
information theoretic tools that may be utilised by solid-state quantum devices. A mo-
tivational aim in this would be to better understand natural systems and fundamental
physics, to use findings for medical applications, and to improve and design technology.
There are clear paths forward in the research, such as application of the HOPS method
to more complex photoswitch dynamics for which the reaction mechanism potentially
depends on several coordinates, such as the azobenzene and retinal photoswitches. In
this effort the HOPS method provides an efficient and numerically exact approach to
rigorously assess non-Markovian effects in such systems. Such considerations are gain-
ing interest with results suggesting the possibility of non-Markovian improvements to
the efficiency of bio-molecular switches [208] supported by the findings of this thesis.
Future studies could consider this further using resource theories [97] to quantify im-
provements, and test observations against experiment such as nonlinear spectroscopy,
using theory to assist in interpretation [217]. Beyond these themes, it would be of
interest to consider hybridisation of the HOPS method with open quantum system ap-
proaches that have close relations such as the coupled coherent state method. Through
an interplay of these methods it may be possible to achieve a tunable balance for de-
sired efficiency and accuracy. The large scope for the development and application of
the methods and findings of this thesis suggest that approaches, such as the coordinate
representation HOPS, will be fruitful in the future research of molecular photoswitches
and open quantum system dynamics.

183



Appendix A

Computational methodology
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A.1 Simulating closed quantum dynamics

A.1 Simulating closed quantum dynamics

In the closed system we have seen that the unitary time evolution operator of Eq. 1.77
can be used as the propagator of the wavefunction. Restating this in a way motivated
for numerical implementation we obtain

U(∆t) = e− i
ℏH∆t, (A.1)

where ∆t is a time step. Having access to the propagator U(∆t) gives knowledge of
the propagator at longer times via the composition property

U(t) = [U(∆t)]Nt , (A.2)

where the propagator for ∆t has been applied successively for Nt = t/∆t steps.
The numerical implementation of this propagator can be done through several meth-

ods such as the discrete variable representation, Chebyshev, and the split-operator (SO)
methods [218, 219]. Here we focus on the SO method in which the propagator is ap-
proximated as

U(∆t) =e− i
ℏ (TN +V )∆t

≈e− i
ℏV

∆t
2 e−iTN ∆te−iV ∆t

2 , (A.3)

which is approximate as in general [TN , V ] ̸= 0. To be precise this is the symmetrised
version of the SO method whereby the split of the potential at the beginning and the
end of the interval gives a O(∆t3) error for small ∆t. This provides greater stability
than the normal split operator method U(∆t) ≈ e−iV∆te−iTN ∆t which gives an O(∆t2)
error [218]. The propagator has been partitioned in terms of the kinetic energy (TN )
and potential energy (V ) terms which has the advantage that TN acts locally in nuclear
momentum space and the potential term acts locally in position space. Thus, the expo-
nential operators can be implemented as pointwise multiplications of the wavefunction
in respective spaces. The transformation between spaces can be efficiently achieved by
invoking the fast Fourier transform (FFT), and its inverse, in the routine

U(∆t)|ψ⟩ =e− i
ℏ (TN +V )∆t

≈e− i
ℏV

∆t
2 FFT−1

(
e−iTN ∆tFFT

(
e−iV ∆t

2 |ψ⟩
))
. (A.4)
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There also exist many different finite difference methods that can be utilized. One of
the most simple to implement is the explicit Euler scheme

d|ψ⟩
dt

≈|ψn+1⟩ − |ψn⟩
∆t , (A.5)

which leads to

|ψn+1⟩ − |ψn⟩ ≈ − i

ℏ
H|ψn⟩∆t (A.6)

|ψn+1⟩ ≈|ψn⟩ − i

ℏ
H|ψn⟩∆t, (A.7)

where the truncation error is O(∆t,∆x2). The error in ∆x arises due to the finite
difference approximation of the kinetic term in the Hamiltonian

− ℏ2

2m
∂2|ψ⟩
∂x2 ≈

|ψnj+1⟩ − 2|ψnj ⟩ + |ψnj−1⟩
∆x2 , (A.8)

where the superscript represents discretisation in time and the subscript in space. The
same method can be obtained from a Taylor expansion of e−i∆tH keeping only the
leading terms to obtain

|ψn+1⟩ = (1 − i∆tH)|ψn⟩. (A.9)

It is known however that the explicit Euler scheme is unconditionally unstable for
the Schrödinger equation [220, 221]. There are many more finite difference methods
available however of higher order. These can be explicit, as in the Euler scheme, in
which iterations are calculated using the value at t to obtain the value at t + ∆t. Or
implicit in which a complex system of algebraic equations have to be solved. The explicit
schemes have the advantage that they are generally easier to implement and take less
storage, however, many conventional explicit schemes for the Schrödinger equation are
unstable.

A.2 Simulating open quantum dynamics with SSEs

In Chapter 3 the non-linear Markovian SSE was presented (Eq. 3.31). In this section
we shall review the fourth order Runge-Kutta numerical method presented in [41] and
computational procedure for simulating open quantum dynamics with this SSE. Firstly,
we restate the equation as

dψ(t) = D1(ψ(t))dt+D2(ψ(t))dW (t), (A.10)
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A.2 Simulating open quantum dynamics with SSEs

where the drift term is given by

D1(ψ) =
[

− i

ℏ
Hψ(t) + Γ

2
(
⟨a+ a†⟩ψa− a†a− 1

4⟨a+ a†⟩2
ψ

)
ψ(t)

]
dt (A.11)

and the diffusion term

D2(ψ) =
[√

Γ
(
a− 1

2⟨a+ a†⟩ψ
)
ψ(t)

]
dW (t). (A.12)

The RK4 numerical scheme is then performed by integrating in each time step the drift
with the RK4 method, and the diffusion term with a simple Euler scheme as follows

ψt+∆t = ψt + 1
6(ψ1

t + 2ψ2
t + 2ψ3

t + ψ4
t )∆t+D2(ψt)∆Wt, (A.13)

with

ψ1
t = D1(ψt), (A.14)

ψ2
t = D1(ψt + 1

2∆tψ1
t ), (A.15)

ψ3
t = D1(ψt + 1

2∆tψ2
t ), (A.16)

ψ4
t = D1(ψt + ∆tψ3

t ). (A.17)

Using this a computational procedure is as follows:

1. Input parameters and initialisation: input time grid, basis grid (e.g. energy
or coordinate), and system parameters. Input bath parameters such as coupling
strength Γ, and coupling operator to bath L .

2. Generate potential energy surfaces and Hamiltonian.

3. Define the initial state |ψ0⟩ and allocate arrays.

4. Stochastic routine: This part of the procedure loops over steps 4–10 until
the desired total number of stochastic iterations is met. Initialise arrays for the
trajectory, iteration results, and RK4 terms. Set the initial state as |ψ0⟩.

5. Generate white noise: Generate time domain Gaussian random numbers ξ(t)
with mean zero and unit variance associated with white noise. Convert to a
Wiener increment ∆Wt =

√
∆tξt, which is a Gaussian random variable with zero

mean and variance ∆t, with index t corresponding to different realisations at each
time step.
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A.3 Simulating open quantum dynamics with HOPS

6. Time propagation routine: This part of the procedure loops over steps 6-9
until the desired total simulation time is met. Firstly, set noise variables at t1, t2
and t3 for the RK4 routine.

7. RK4 propagation for one time step: As outlined above generate four RK terms
for the trajectory.

8. Store the time propagated trajectory, compute the density matrix, and/or ex-
pectation values.

9. If the total number of time steps is not met repeat from step 6.

10. If the total number of stochastic iterations is not met repeat from step 4.

11. Completion: Divide the sum total of trajectory expectation values and density
matrix by the number of stochastic iterations providing the output results.

A.3 Simulating open quantum dynamics with HOPS

The linear HOPS method was introduced in Chapter 2 (Eq. 3.107), and subsequently
non-linear (Eq. 6.1), and non-linear trajectory norm preserving versions (Eq. 6.9) were
introduced in Chapter 6. In this section a computational procedure is demonstrated
that implements these using a RK4 numerical scheme. The procedure is as follows:

1. Input parameters and initialisation: input time grid, basis grid (e.g. energy
or coordinate), system parameters, bath correlation function parameters g, w =
γ + iω associated with the exponential form αT=0(t) = g exp(−wt), and the
definition of coupling operator to bath L. Also input hierarchy parameters such
as depth and number of stochastic iterations.

2. Generate potential energy surfaces and Hamiltonian.

3. Define the initial state |ψ0⟩ and allocate arrays.

4. Stochastic routine: This part of the procedure loops over steps 4–10 until
the desired total number of stochastic iterations is met. Initialise arrays for the
hierarchy |ψ(k)

t ⟩, iteration results, RK4 terms, and set the initial state of hierarchy
|ψ(0)
t ⟩ = |ψ0⟩.
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A.3 Simulating open quantum dynamics with HOPS

5. Generate noise: Firstly, generate time domain Gaussian random numbers x(t)
and y(t) with mean zero and unit variance to create the complex random number
ϵ(t) = x(t) + iy(t) associated with white noise. Compute the time dependent
bath correlation function αT=0(t) between −2t and 2t. Use the fast Fourier
transform (FFT) to transform the BCF and white noise random variables to the
frequency domain ϵ(ω) = FFT[ϵ(t)], J(ω) = FFT[αT=0(t)]. Multiply these as
follows to obtain the correctly weighted noise η(ω) =

√
J(ω)ϵ(ω). Lastly, use

the inverse fast Fourier transform to obtain the time dependent weighted noise
η(t) = IFFT[η(ω)]. This generates 2t/2 = t independent random numbers, where
in the simulation time is discretised into steps. Calculate the conjugate of the
noise, corresponding to Eq. 3.93, ζ∗

t = η(t)∗.

6. Time propagation routine: This loops over steps 6-9 until the desired total
simulation time is met. Firstly set noise variables from the noise array ζ∗

t at t1, t2,
and t3 for the RK4 routine.

7. RK4 propgation for one time step: Obtain four RK4 terms for the hierarchy and
four for the memory terms (in non-linear versions). Compute all required norm
terms such as ⟨L†⟩t. An exponential BCF also simplifies the treatment of the
memory term in Eq. 3.122. The memory term h(t) is propagated according to

ḣ(t) = αT=0(0)⟨L†⟩t − w∗h(t), (A.18)

where

h(t) =
∫ t

0
αT=0(t− s)∗⟨L†⟩s ds. (A.19)

Calculate each level of the hierarchy using Eq. 3.107 in the linear case, with ad-
ditional terms for non-linear cases as in the Girsanov-shifted case (Eq. 6.1) and
Girsanov-shifted with normalised trajectory case (Eq. 6.9) along with the termin-
ator of Eq. 3.108 for the input depth. Compute the hierarchy for all levels k and
memory term at the new time step using RK4

|ψ(k)
t+∆t⟩ = |ψ(k)

t ⟩ + 1
6(|ψ(k)

1 ⟩ + 2|ψ(k)
2 ⟩ + 2|ψ(k)

3 ⟩ + |ψ(k)
4 )⟩∆t, (A.20)

ht+∆t = ht + 1
6(h1 + 2h2 + 2h3 + h4)∆t. (A.21)
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A.3 Simulating open quantum dynamics with HOPS

8. Store the time propagated state trajectory, given by |ψ(0)
t+∆t⟩, and compute the

density matrix and/or expectation values. For the un-normalised trajectory divide
through by the norm ∥ψ(0)

t ∥2. For the normalised trajectory propagation no
normalisation of expectation or density matrix is required.

9. If the total number of time steps is not met repeat from step 6

10. If the total number of stochastic iterations is not met repeat from step 4

11. Completion: Divide the sum total of trajectory expectation values and density
matrix by the number of stochastic iterations providing the output results.
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B.1 Derivation of FCC for the differing curvature model

B.1.1 Zero displacement: D = 0

For the derivation of FC coefficients in the case of D = 0 and even n the explicit
representation of the Hermite polynomial for even n [222]

Hn(q) = n!
n
2∑
l=0

(−1) n
2 −l

(2l)!(n2 − l)! (2q)
2l (B.1)

is required. Substituting this expression into Eq. 4.70 gives

⟨ψn=0
g |ψne ⟩ =NgNnn!

n
2∑
l=0

(−1) n
2 −l

(2l)!(n2 − l)!

×
∫ ∞

−∞
dq (2√

αeq)2l exp
(

− αq2
)
. (B.2)

The integral in Eq. B.2 is a gaussian integral with a known result∫ ∞

−∞
dq q2n exp

(
− aq2

)
= (2n− 1)!!

2nan
√
π

a
, (B.3)

where !! represents the double factorial, for which by definition (−1)!! = 0!! = 1.
Substituting the solution to the integral gives

⟨ψn=0
g |ψne ⟩ =NgNnn!

n
2∑
l=0

(−1) n
2 −l

(2l)!(n2 − l)!

× (2√
αe)2l (2l − 1)!!

2lαl
√
π

α
(B.4)

Further simplification can be achieved by using the following definition for the double
factorial

(2n− 1)!! = (2n)!
2nn! . (B.5)

Substituting this expression into Eq. B.4 and simplifying gives

⟨ψn=0
g |ψne ⟩ =NgNnn!

√
π

α

n
2∑
l=0

(−1) n
2 −l

(l)!(n2 − l)!

(
αe
α

)l
(B.6)

By taking a factor of (n/2)! out of the summation we can recast the equation in terms
of a binomial coefficient

⟨ψn=0
g |ψne ⟩ =NgNn

n!
(n2 )!

√
π

α

n
2∑
l=0

(
n
2
l

)(
αe
α

)l
. (B.7)
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The binomial formula
n∑
k=0

(
n

k

)
qn−kyk = (x+ y)n (B.8)

is now used to further simplify the equation to give

⟨ψn=0
g |ψne ⟩ =NgNn

n!
(n2 )!

√
π

α

(
αe
α

− 1
)n

2
. (B.9)

Substituting Eq. 4.65 and Eq. 4.68, simplifying, and taking the square absolute value
provides the final expression for the FCC

|⟨ψn=0
g |ψne ⟩|2 = n!

2n((n2 )!)2

√
αeαg

α

(
1 − αe

α

)n
, (B.10)

B.1.2 Non-zero displacement: D ≥ 0

For the more general case of D ≥ 0 and ωg ̸= ωe Eq. 4.75 can be recast into the form
[184]

⟨ψn=0
g |ψne ⟩ =NgNn exp

(
− A

2

)∫ ∞

−∞
dq Hn(√αe(q − d))

× exp
(

− αg + αe
2

(
q − αed

αg + αe

)2)
, (B.11)

where
A = αgαed

2

αg + αe
. (B.12)

Next let
y = q − αed

αg + αe
, (B.13)

and substitute this expression into Eq. B.11 to give

⟨ψn=0
g |ψne ⟩ =NgNn exp

(
− A

2

)∫ ∞

−∞
dy Hn(√αey + β)

× exp
(

− αy2), (B.14)

where
α = αg + αe

2 , (B.15)

as before and
β = αg

√
αed

αg + αe
. (B.16)
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B.1 Derivation of FCC for the differing curvature model

A Taylor expansion of the Hermite polynomial provides the useful property

Hn(x+ y) =
n∑
k=0

Hk(
√
αey)(2β)n−k. (B.17)

Using this property, for the Hermite polynomial in Eq. B.14, gives

⟨ψn=0
g |ψne ⟩ =NgNn exp

(
− A

2

) n∑
k=0

(2β)n−k

×
∫ ∞

−∞
dy Hk(

√
αey) exp

(
− αy2), (B.18)

where the integral in the equation is of the same form as Eq. 4.70. Therefore, by using
the result in Eq. B.9, of the derivation for the case of no displacement we obtain

⟨ψn=0
g |ψne ⟩ =NgNn

√
π

α
exp

(
− A

2

) n∑
k=0

(
n

k

)
(2β)n−k

× k!
(k2 )!

(
αe
α

− 1
)k/2

, (B.19)

for even k. For the purpose of clarity, we now replace k with 2l for l ∈ N0 to give,

⟨ψn=0
g |ψne ⟩ =NgNn

√
π

α
exp

(
− A

2

) ⌊n/2⌋∑
l=0

(
n

2l

)
(2β)n−2l

× 2l!
(l)!

(
αe
α

− 1
)l
, (B.20)

where the floor function of n/2 has been taken in the upper limit of the summation
such that double counting does not occur, and to ensure that 2l represents an even
number. Using the binomial coefficient formula, rearranging and simplifying, gives

⟨ψn=0
g |ψne ⟩ =NgNn

√
π

α
exp

(
− A

2

)

× n!
⌊n/2⌋∑
l=0

(−1)l
l!(n− 2l)! (2β)n−2l

(
1 − αe

α

)l
, (B.21)

where the motivation for this form is discussed in Chapter 4. Firstly, we substitute for
Ng and Nn, using Eq. 4.65 and Eq. 4.68,

⟨ψn=0
g |ψne ⟩ = 1√

2nn!

(√
αeαg

α

)1/2
exp

(
− A

2

)

× n!
⌊n/2⌋∑
l=0

(−1)l
l!(n− 2l)! (2β)n−2l

(
1 − αe

α

)l
. (B.22)
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B.1 Derivation of FCC for the differing curvature model

Thus, the Franck-Condon coefficients for the differing curvature model, that admits
displacement, is given by

|⟨ψn=0
g |ψne ⟩|2 = 1

2nn!

√
αeαg

α
e−A

×
∣∣∣∣n!

⌊n/2⌋∑
l=0

(−1)l
l!(n− 2l)! (2β)n−2l

×
(

1 − αe
α

)l∣∣∣∣2. (B.23)
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