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Abstract

Ptychography, a relatively new form of phase retrieval, can reconstruct both intensity and phase images of a sample from a group of diffraction patterns, which are recorded as the sample is translated through a grid of positions. To recover the phase information lost in the recording of these diffraction patterns, iterative algorithms must optimise an objective function full of local minima, in a huge multidimensional space. Many such algorithms have been developed, each aiming to converge rapidly whilst avoiding stagnation. This thesis aims to set a standard error metric for comparing some of the more popular algorithms, to determine their advantages and disadvantages under a range of different conditions, and hence develop a more adaptive algorithm that combines the advantages of these ancestors. In this thesis, different algorithms are explained together with their reconstruction results from both simulated and practical data. Modifications for mPIE, ADMM and RAAR are suggested to either reducing the number of parameters or improving their computation efficiency. An improved spatial error metric, which can evaluate the reconstruction quality by removing inherent ambiguities, is introduced to compare these algorithms. Based on the explained phase retrieval algorithms, a new algorithm, i.e., adaptive PIE, is developed. It has a faster converging speed and better accuracy comparing to its ancestors.
1. Introduction

Microscopy, as a fundamental tool for observing microstructure, plays an important role in biology, solid state physics, material science and integrated circuit etc\(^1,2\). From Antony van Leeuwenhoek observing the bacteria under optical microscopes with manually manufactured lens in 1683\(^3\), to the modern electron and x-ray microscopes\(^4\), the evolution of this technology has overcome many difficulties to expand the limitation of human vision from 1 μm (about the size of bacteria) to 0.2nm\(^5\) and helped researchers to visually approve their discovery. Figure 1. 1. demonstrates dimensions of some common specimens and limitations of different microscopy technologies. As shown in the figure, even the most powerful modern microscopy technology is not flawless, and most of its limitation arises from a crucial physical component of microscopes since the first day it was developed: the lens.

![Figure 1. Dimensions of some common specimens and limitations of different observing methods\(^1,3,5,6,7\).](image)

The lens is an important component in various kinds of optical devices. It is utilised in focusing illumination onto a specimen, and forming a magnified virtual image on the image plane in optical microscopy\(^5,7\). Nevertheless, a lens without defects is not easy to manufacture. Besides the transparency and coating requirement, a well-designed microscope lens must correct the spherical aberration\(^7\). Even with modern manufacturing technology, an optical microscope with good quality lenses is still expensive and its resolution is limited up to 200nm due to the diffraction limitation of visible light\(^5\). Such an accuracy is acceptable for cytology and histology but is still miles away comparing with the scale of atoms, which is 0.3nm\(^5,8\). For obtaining a decent image on atoms, a short illumination wavelength is compulsory to overcome the diffraction limit. However, the shorter a wavelength is, the higher quality lens is required\(^9,10\). When wavelength comes down to 10nm or less, which is utilised in most of the
x-ray microscopy, a good quality lens is too expensive to afford, if indeed it is possible to produce\textsuperscript{11}. This drawback does not only limit image quality, but also slows down the spread of these microscope technologies due to their enormous investments\textsuperscript{12}.

Many solutions have been attempted since the late 20\textsuperscript{th} century. An idea gradually attracts the attention of researchers: what if there is no lens\textsuperscript{13,14}? It was mind breaking to think of how to form an image without a lens, since no image can be detected directly without it\textsuperscript{2,14,15}. Instead, other information can be measured, for example a diffraction pattern (e.g. Figure 1. 2 (b)), which may contain sufficient information to reversely figure out the image of a specimen. This new approach bypasses the limitation caused by lenses and makes the image solution regardless of lens quality\textsuperscript{1}. Due to this special characteristic, the new concept is known as lens-less imaging\textsuperscript{13,14}. One should notice that lens-less imaging does not mean no lens is allowed in this technology. As shown in Figure 1. 3, lenses may still be utilised for converging illumination in the upper stream. They are just not compulsory in imaging and hence do not determine the image quality\textsuperscript{1,13,14}. Lens defects and aberrations have no significant impact on the final images. Besides improving image quality, lens-less imaging also brings other benefits, including a quantitative phase image together with the intensity image and the possibility of 3D microscopy\textsuperscript{16,17,18}.

Nevertheless, all these benefits come with a question that must be solved first, which is the phase problem\textsuperscript{2,14}. This problem is caused by the lost phase information during taking intensity measurements in lens-less microscopy: when a diffraction pattern is recorded, the phase of the wavefront that caused it cannot be detected. Without this lost phase it is not possible to reconstruct an image of the specimen, but if somehow the phase can be figured out and added to the diffraction recording, the specimen can be revealed by digital propagation of the recovered wavefront.

Many efforts have been made for solving this problem\textsuperscript{13,15}. Ptychography, as one of the most successful solutions up to date, is developed together with various phase retrieving algorithms. It does not only provide a satisfied solution to phase problem\textsuperscript{19}, but also adapts to various types of illuminations and pushes the image quality to a higher level. As a price, ptychography suffers from its complexity in retrieving phase iteratively. This process is time consuming and might lead to a fruitless end due to improperly tuned algorithms or noisy measurements.
Figure 1. A general demonstration of the detected image with and without lens. An illumination goes through a specimen from left to right. With the existence of lens (a), the light is focused onto the detector plane. Hence the intensity image is detected directly. Without the lens (b), waves propagate freely and form a diffracted pattern (i.e. diffraction pattern) on the detector. The detector only records the intensity of diffraction pattern, which is nothing like the intensity of image. Since the phase information of diffracted wave is lost during the measurement, it is impossible to obtain the intensity image with inversely propagating the diffracted wave.

Ptychography operates as shown in A beam of illumination ($\mathbf{P}_r$) made up of coherent waves shines on a specimen ($\mathbf{O}_r$), which has negligible thickness. This illumination is absorbed and diffracted while propagating through this specimen and is detected by a detector sitting at the downstream as an intensity measurement ($\mathbf{I}_u$). Once a diffraction pattern is fully recorded, a relative shift is introduced between the illumination and specimen, hence their contact area changes slightly but still shares more than half (e.g. 60~70\%) overlapping area with the previous illuminated area. As a result, a new diffraction pattern appears on the detector. It is recorded together with the corresponding shifts. This ‘shift-and-detect’ process is repeated until the whole area of interest is covered. These diffraction patterns together with the shifting positions are the data collected by ptychography in experiments and will be used for phase retrieving later.
An improvement on the phase retrieving algorithms is crucial to make ptychography produce promising results under various test scenarios. Therefore, this research focuses on evaluation and development of algorithms for ptychography. Developing a new algorithm requires a good understanding on the existed ones, hence the most famous phase retrieval algorithms are explained and tested with different simulated scenarios including practical data sets. The evaluation of reconstructed images requires an accurate error metric, which prevents the interference of ambiguities. Several error metrics are explained together with a standard process of reducing the inherent ambiguities. Based on the solid understanding of existed algorithms, a more adaptive and promising phase retrieval algorithm is introduced. This new algorithm (i.e. adaPIE) is inspired by the methods utilised in deep learning and is highly competitive in various test scenarios.

This thesis is organised as follows. In Chapter 2, the phase problem of less-less imaging is explained from both physics and mathematical point of view. Several existed device set-ups for lens-less imaging are also generally introduced based on their order of development. Ptychography, as one of the most attractive candidates\textsuperscript{1,21,22}, are explained in depth. This chapter also includes the conventions and definitions utilised through the whole thesis.

Chapter 3 introduced the well-known existed phase retrieval algorithms. This chapter starts with the mathematics background for understanding the phase retrieval algorithms. Then these algorithms are separated in two categories and explained with pseudo code, flowchart,
modification and hardware usage. A noiseless simulated data set is utilised to evaluate the effectiveness of these algorithms. Some related knowledge of computer hardware is given in the end of this chapter.

Chapter 4 explains the error metrics for evaluating the quality of reconstructed images. Since computing error metric requires minimising inherent ambiguities in advance, all inherent ambiguities of ptychography are explained together with corresponding removing methodologies. The performance of explained algorithms are tested with simulated data.

Chapter 5 introduces a new phase retrieval algorithm: adaptive PIE, which is inspired by the algorithms for training neural networks. A new regularisation approach, which adapts to the over-all illumination intensity, is explained. Various tests with different difficulties are applied to test this new phase retrieval algorithms. The test results reveal this algorithm has a good converging speed with a decent reconstruction quality.

Chapter 6 talks about dealing with practical data that is collected with a scanning transmission electron microscope (STEM). Methods for checking the collected data before reconstruction are explained and applied to calibrate the practical data. Then different phase retrieval algorithms are utilised to reconstruct this data set.

Chapter 7 introduces some optional constraints that can be added into phase retrieval algorithms. The ‘probe calling map’ can visualise how a pixel of probe is related to itself by a given scanning grid, while other constraints are developed to prevent stagnation or accumulation of ambiguities. Some of these ideas show a strong potential and can be expanded with further research.

Chapter 8 is the conclusion chapter, which summaries the development mentioned in this thesis and suggests some topics for future research.
# Glossary

## Variables

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_r$</td>
<td>Aperture</td>
</tr>
<tr>
<td>$S_r$</td>
<td>Support matrix</td>
</tr>
<tr>
<td>$I_{i\bar{u}}$</td>
<td>Diffraction pattern of single intensity measurement</td>
</tr>
<tr>
<td>$I_{i\bar{u},k}$</td>
<td>The $k^{th}$ diffraction pattern of multiple intensity measurements</td>
</tr>
<tr>
<td>$I_{\text{img}}$</td>
<td>Intensity measurement of specimen</td>
</tr>
<tr>
<td>$L_r$</td>
<td>Lens</td>
</tr>
<tr>
<td>$\hat{O}_r$</td>
<td>Specimen, true object</td>
</tr>
<tr>
<td>$\hat{P}_r$</td>
<td>Illumination, true probe</td>
</tr>
<tr>
<td>$O_r$</td>
<td>Guessed object</td>
</tr>
<tr>
<td>$P_r$</td>
<td>Guessed probe</td>
</tr>
<tr>
<td>$O_{r}'$</td>
<td>Revised object</td>
</tr>
<tr>
<td>$P_{r}'$</td>
<td>Revised probe</td>
</tr>
<tr>
<td>$\psi_r$</td>
<td>Exit wave in spatial domain</td>
</tr>
<tr>
<td>$\psi_{r,k}$</td>
<td>The $k^{th}$ exit wave</td>
</tr>
<tr>
<td>$\psi_{r}'$</td>
<td>Revised exit wave</td>
</tr>
<tr>
<td>$f_r$</td>
<td>Modulus of exit wave</td>
</tr>
<tr>
<td>$g_r$</td>
<td>Phase of exit wave</td>
</tr>
<tr>
<td>$\Psi_{\bar{u}}$</td>
<td>Exit wave in frequency domain, i.e. Fourier transformed exit wave</td>
</tr>
<tr>
<td>$\Psi_{\bar{u},k}$</td>
<td>The $k^{th}$ Fourier transformed exit wave</td>
</tr>
<tr>
<td>$\Psi_{\bar{u}}'$</td>
<td>Revised Fourier transformed exit wave</td>
</tr>
<tr>
<td>$\lambda_r$</td>
<td>Multiplier</td>
</tr>
<tr>
<td>$F_{\bar{u}}$</td>
<td>Modulus of Fourier transformed exit wave</td>
</tr>
<tr>
<td>$G_{\bar{u}}$</td>
<td>Phase of Fourier transformed exit wave</td>
</tr>
<tr>
<td>$0$</td>
<td>An ‘all-zero’ matrix</td>
</tr>
<tr>
<td>$1$</td>
<td>An ‘all-one’ matrix</td>
</tr>
<tr>
<td>$\mathbb{M}$</td>
<td>Modulus set formed by diffraction intensity measurement</td>
</tr>
<tr>
<td>$\mathbb{M}_{\text{img}}$</td>
<td>Modulus set formed by specimen intensity measurement</td>
</tr>
<tr>
<td>$S$</td>
<td>Support set</td>
</tr>
</tbody>
</table>
Consistency set of ptychography

Referring vector in spatial domain

Referring vector in frequency domain

The $k^{th}$ shifting vector

Conversion ratio (unit: meter/pixel)

Detector dimension or camera dimension

Camera length

Wavelength (unit: m)

Detector gain

Quantum efficiency (of detector)

Detector sensitivity

Size of intensity measurement, i.e. $M$ rows and $N$ columns

Total No. of intensity measurements

A complex space, defined by the size and number of intensity measurements: $D = M \times N \times K$

Two example vectors in space $D$

Rotating angle (in degree)

Scaling factor for scan positions

Random shift on the $k^{th}$ scan position

The span angle of detector

Rotation matrix for coordinates in 2-dimensional space

Energy of $k^{th}$ diffraction pattern, the sum of squared of modulus for a complex matrix

The summed squared error

Real-space, imaging plane or spatial domain

Reciprocal-space, momentum-space, diffraction plane, Fourier domain or frequency domain

Constraint formed by the priori information in s-domain

Constraint formed by the diffraction patterns

$s$-domain ambiguity: scaling constant

$s$-domain ambiguity: phase offset
\(e^{jb\vec{r}}\)  s-domain ambiguity: phase ramp

\(+\hat{d}\)  s-domain: ambiguity: global shift

**Super/sub script**

\(k\)  Variable at the \(k^{th}\) scanning position

\(n\)  Variable at the start of the \(n^{th}\) iteration

\(\vec{r}\)  Variables in real space

\(\vec{u}\)  Variables in reciprocal space

**Operator**

\(\ast\)  Complex conjugate

\(||\)  Modulus of complex number

\(\cdot\)  Element-wise multiplication

\(\angle (\ )\)  Put following terms onto the phase, e.g. \(A\angle \theta = A \cdot \exp(j \cdot \theta)\)

\((\ )_{\text{max}}\)  The maximum value of in the matrix

\(\mathcal{F}\)  2-dimensional Fourier transformation

\(\mathcal{F}^{-1}\)  2-dimensional inverse Fourier transformation

\(\text{Cut}\)  Cut out a part of matrix

\(\text{Add}\)  Add a part onto a larger matrix

\(\text{shuffle}\)  Shuffle a sequence

\(\mathcal{P}_f\)  Projection to the modulus constraint to \(f\)-domain variables

\(\mathcal{R}_f\)  Reflection to the modulus constraint to \(f\)-domain variables

\(\mathcal{P}_f\)  Projection to the modulus constraint to \(s\)-domain variables

\(\mathcal{P}_\text{img}\)  Projection to the image intensity constraint

\(\mathcal{P}_\text{support}\)  Projection to the support constraint

\(\mathcal{P}_s\)  Projection to consistency set

\(\mathcal{R}_f\)  Reflection to modulus constraint

\(\mathcal{P}_f^\alpha\)  Relaxed \(f\)-constraint projection with relaxing coefficient \(\alpha\)

\(\mathcal{P}_s^\alpha\)  Relaxed \(s\)-constraint projection with relaxing coefficient \(\alpha\)

\(\mathcal{I}\)  Identity (i.e. ‘Unchanged’) operator

\(\mathcal{L}\)  Cost function
2. The phase problem and ptychography

This chapter explains the significance of the phase problem (section 2.1) and details its causes (section 2.2). Different methodologies have been attempted to solve this problem by applying constraints that reflect knowledge about the lens-less experimental process. These methodologies and constraints are explained in section 2.3. Among them ptychography is the most attractive one and highly relates to this thesis. Thus, its detailed description is given from both physics and mathematics point of view (section 2.4).

2.1. The meaning of phase problem

The phase problem is caused by two facts. First, all waves have both amplitude and phase property no matter they are electromagnetic wave\(^2\) or matter wave\(^9\) (e.g. electron beam). Second, detectors can record the intensity of a contact wave, which equals the square of its amplitude, but cannot record the phase simultaneously\(^{13}\). Such an unideal situation is due to the extremely short response time required for measuring phase in this circumstance. For instance, the illumination beam utilised in ptychography usually has wavelength in micrometre scales (e.g. \(10^{-6} m\)) with propagating speed equal to speed of light (e.g. \(3 \times 10^8 m s^{-1}\))\(^9\). As a result, this wave can propagate through a distance equal to its wavelength within femtosecond (e.g. \(10^{-15} s\)). Taking the Nyquist sampling theorem into account, the response time of a detector must be on the scale of fractional of femtosecond to be able to collect the phase information. In other words, an effective measurement on the wave phase requires the detector having response frequency as multiple of petahertz (e.g. \(10^{15} Hz\)), which is impractical for nowadays detectors that usually have 2-10MHz\(^{23}\).

Using optical microscopy as an example, the brightness of an illumination is affected by the transparency of a specimen during the propagation\(^2,7\). This brightness relates to the content of specimen and is focused into an image with intensity variation and recorded by a detector. Hence researchers can observe the intensity image directly on the detector, though the phase information is lost\(^5,7\).

Without a lens, the wave will diffract during propagation rather than focusing into an image. An at least partially coherent light source is required to produce an analysable diffraction pattern onto the detector\(^{13}\). If the full information of this diffracted pattern is recorded (i.e.
record both its intensity and phase), a clear image still can be obtained by inversely propagating this detected wave. However, as only its intensity is recorded, the lost phase makes a directly reverse propagation impossible. The difference between these two set-ups has been demonstrated in Figure 1. 2.

The phase problem happens when only intensity is recorded but a reverse propagation is desired. This is not a trivial problem that merely exists in lens-less microscopy. Its variation is also noticed in other imaging technologies. For instance, in the optical astronomy, solving phase problem is helpful for extracting useful information from a foggy background. Besides that, this sort of problem is also known as the inverse problems in mathematics and have been studied in a more general form. In return for solving phase problem, lens-less imaging does not only provide an intensity image but also a phase image of the specimen. Although phase image has shorter history comparing to the intensity image, it has significant meaning on observation. The most considerable advantage is even a completely transparent specimen can generate a phase image, as long as it is made with a material that has a different refractive index with its surroundings. Do not even mention solving phase problem provides the phase image together with the traditional intensity image. Such a combination offers diverse information of a specimen. Some astonishing improvements brought by phasing imaging, especially ptychography, are listed below:

2.1.1. Imaging living cells

A typical usage of phase imaging is the study of living cells. Since living cells are nearly transparent to illuminations, they are almost invisible under an optical microscopy besides their edges where a significant transition of reflection index happens. A traditional solution is changing their transparency by staining, though this process usually involves killing cells to let pigment pass through their membrane. With this manner, it is impossible to observe how a living cell response to the stimulation in real time, which increases the uncertainty and difficulty of research. Methods like fluorescence microscopy is developed but requires a long-term preparation on specific samples. As a comparison, due to their different refractive index, cells can provide clear, high-contrast phase image while staying alive as shown in Figure 2. 1. In addition, the characteristic of phase image is also helpful on distinguishing different materials, which is convenient for material science.
2.1.2. Resolution improvement on electron microscopy

Ptychography also brings new potential to many mature microscope technologies. A recent example is the new world record in resolution achieved by the combination of ptychography and electron microscope\textsuperscript{23}. Previously, the main approaches for improving the resolution of electron microscopy was either increasing the beam energy or the numerical aperture\textsuperscript{9,23}, though the former one has potential damage to the specimen, while the later one could
introduce aberrations\textsuperscript{23}. However, by introducing the ptychography, a better resolution (e.g. 0.39 ångström) has been achieved with significantly smaller beam energy (80keV) on a MoS\textsubscript{2} sample\textsuperscript{23}. As a comparison, the traditional technology can only achieve 0.98 ångström under the same circumstance. Such a resolution makes observing single atom defect possible as shown in Figure 2. 2.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{A comparison of reconstructed images from different electron microscopy technologies. From (a) to (d) are the MoS\textsubscript{2} images obtained by bright-field, angular dark-field (ADF), integrated centre of mass (iCoM) and full-field ptychography. A 3 ångström scale bar is shown in (d). The red arrows indicate a single atom defects in the specimen\textsuperscript{23}.}
\end{figure}

\textbf{2.1.3. 3-dimentional microscopy}

The development of phase imaging also makes 3D microscopy possible\textsuperscript{37}. To image a 3D structure, a light source that can penetrate through a specimen freely is a must. However, if the illumination can pass through the sample without significant absorption, its intensity image will have weak contrast. On the other hand, its phase accumulates linearly during passing through different materials. With a properly retrieved phase, one can figure out the material contacted by the illumination with an inverse propagation, hence reconstruct the internal structure without disassembling it. Figure 2. 3 shows an example of observing the 3D transistor structure inside a chip under the help of phase retrieving.
2.1.4. Fourier ptychography

The idea of gaining extra priori information by collecting multiple intensity measurements with overlapping positions also inspired other methodologies. One of the variants of ptychography, Fourier ptychography, also gradually attracts attention of the researches. Like ptychography, Fourier ptychography also relies on a set of intensity measurements to recover the lost phase, hence synthesis all measurements into a single complex-valued image. However, its real and reciprocal space constraints are swapped due to the existence of lens in Fourier ptychography\textsuperscript{38}. Such a similarity with conventual microscope system allows the Fourier ptychography being applied with minor modification on the existed microscope platform. Besides preventing the conflict between the resolution and the field of view, which widely exists in conventional microscope systems, Fourier ptychography is capable for aberration correction and refocus images during the reconstruction, which significantly reduces both the expense on high quality lens system and the difficulty caused by device calibration.
As a quick summary, phase problem is a widely existed problem and have general meaning in various aspects. Solving it will not only bring the benefits of lens-less imaging to microscopy technology, but also inspire other research topics.

2.2. The cause of phase problem

To begin with, a model of wave propagation needs to be stated together with an important approximation, ‘Fraunhofer approximation’, on which the rest of thesis is based. The basic propagation of coherent light from source plane to an observation plane is described by eq 2.1. This expression assumes the source is formed by infinite number of fractional point light source, and the wave detected at any point of observation plane is the combination of emitted wave from all these light sources. $\lambda$ is the wavelength, $k$ is the wavenumber, which equals $2\pi/\lambda$. Other related variables are demonstrated in Figure 2.4.

$$U_2(u_1, u_2) = \frac{z}{j\lambda} \iiint U_1(r_1, r_2) \frac{\exp(jkd_{12})}{d_{12}^2} dr_1 dr_2$$

eq 2.1

Figure 2.4. A model for wave propagation. In this simplified model, the source plane ($U_1$) and the observation plane ($U_2$) are in parallel and separated by distance $z$. Each of them has their own coordinates as marked in the figure. The distance from a random point on source plane to the observation plane is labelled as $d_{12}$.
Although eq 2.1 gives an accurate expression on the propagating wave, its complexity, especially the square root term, increases the time spend on simulation, also make solving it for a solution a difficult task\(^{39}\). To make the expression less computationally expensive, two famous approximations are developed: the Fresnel approximation and Fraunhofer approximation, while the later one is highly related to this thesis. The Fraunhofer approximation happens when the propagation distance is significant comparing with the source size. Such a priori condition is named as ‘far-field’ and expressed as:

\[
z \gg \left( \frac{k(r_1^2 + r_2^2)}{2} \right)_{\text{max}}
\]

Under this assumption, the diffraction effect can be derived as:

\[
U_2(u_1, u_2) = \frac{\exp(jkz)}{j\lambda z} \exp \left[ j \frac{k}{2z} (u_1^2 + u_2^2) \right] \times \iint U_1(r_1, r_2) \exp \left[ -jk \left( \frac{u_1}{2z} r_1 + \frac{u_2}{2z} r_2 \right) \right] dr_1 dr_2
\]

eq 2.3

What makes the Fraunhofer approximation widely applied is its relationship with Fourier transformation. By substitute the \( f_\xi = \frac{x}{2z} \) and \( f_\eta = \frac{y}{2z} \), one can see the eq 2.3 can be simplified as a scaled Fourier transformation of the source wave \( U_1(\xi, \eta) \), which considerably reduces the difficulty of analysing the resultant wave.

\[
U_2(u_1, u_2) = \frac{\exp(jkz)}{j\lambda z} \exp \left[ j \frac{k}{2z} (u_1^2 + u_2^2) \right] \cdot \mathcal{F}(U_1(r_1, r_2))
\]

eq 2.4

All diffraction patterns mentioned in this thesis are all collected based on the Fraunhofer approximation, which implies the ‘far-field’ assumption should be applied carefully.

Now let us consider a basic lens-less imaging system without any imperfect issue. A specimen \((\hat{O}r)\) is illuminated by a coherent plane wave. As the illumination passes through the specimen, it is diffracted and turns into an exit wave \((\Psi_r)\), which is expressed as a complex matrix. Its modulus is affected by the transparency of the specimen, while its phase is affected by the refractive index and thickness variations of the specimen\(^2\). Referring to Figure 1.2 (b), since
there is no lens in the set-up, the exit wave propagates freely, interferes with itself and turns into a diffracted wave ($\Psi_\vec{u}$) in the far field.

A detector is placed at downstream to detect the diffracted wave ($\Psi_\vec{u}$). As explained previously, the detector only records the square of the modulus of the diffracted wave (i.e. the diffraction pattern ($I_\vec{u}$)), while the phase is lost. The detector samples the diffraction pattern and records the intensity on each sampling point. These sampling points are considered as pixel from now on. The final measurement is a matrix, whose size equals the pixel-wise dimension of the detector, filling with real numbers that indicate the light intensity detected at each pixel.

The relationship between these variables is demonstrated in Figure 2.5. These variables belong to two different spaces (domains) that are related by Fourier transformation in this scenario. For the sake of simplicity, the space holding variables before propagating onto the detector is named as “real space” or the spatial domain ($s$-domain). Another space holding variables after the propagation is named “reciprocal space” or the frequency domain ($f$-domain).

The eventual aim of solving the phase problem is to determine a matrix (the object matrix) that represents the transmission characteristics of the specimen under investigation in the lens-less microscope. Without any constraints, this matrix could be populated with any of an infinite set of complex values. The measured diffraction pattern reduces this set of values drastically by introducing the following $f$-domain constraint:

The amplitude of the Fourier transform of the object matrix must match the amplitude of the recorded diffraction pattern (i.e. the square root of the recorded intensity).

$$|\Psi_{\vec{u}}| = \sqrt{I_{\vec{u}}}$$ eq 2.5

Nevertheless, $I_{\vec{u}}$ only holds the modulus information. Due to the lost phase, it is mathematically impossible to find a unique diffracted wave from a given intensity based only on the $f$-domain constraint. Therefore, a phase problem with only $f$-constraint is not well-conditioned and insoluble.
The mathematic expression of the exit wave ($\Psi_f$), diffracted wave ($\Psi_{\vec{u}}$), measured intensity ($I_{\vec{u}}$) and their relationship. All these variables are in equal size of matrices, which is expressed as a square in above figure. Variables in real space and reciprocal space are distinguished by sub-script $r$ and $u$ respectively (more explanations on real and reciprocal space variables in section 2.4). The exit wave and diffracted wave are made of complex elements; hence they have both modulus and phase images. As measured intensity is filled with real numbers, it only has modulus image, while its phase image is matrix filled up with zero. With this figure, it is obvious that inversely finding a unique diffracted wave with only intensity measurement is not possible.

2.3. The solution of phase problem

The f-domain constraint by itself is not adequate for solving the phase problem. Other constraints must be involved to further confine it\textsuperscript{13}. Therefore, the history of lens-less imaging is about looking for other constraints. Various desired constraints are generated by different device set-ups and affect development of the solving approach slightly, though they all share one thing in common: they are all constraints in the real space (i.e. s-constraints). A quick glance on these constraints can demonstrate how ptychography is inspired by its ancestors. More importantly, the advantages brought by ptychography are revealed in this comparison. In the following section, these existed phase imaging methods are explained together with the constraints that they provided.
2.3.1. Intensity image of specimen

Back to the early stage of lens-less imaging, the available information and experience are very limited. Instead of stepping into a new topic without any directions, combining with the lens imaging system can produce more information for reconstruction. After all, lens is already a mature device with hundreds of years of development and capable of providing an excellent image in most optical experiments\(^7\). Hence a constraint formed by the intensity image of the specimen is suggested.

This method\(^{24,40}\) requires an adjustment on the device set-up during experiment, which is shown in Figure 1.2. (a) and (b). An intensity image of the specimen is acquired with the help of lens, then a diffraction pattern is measured without the lens. The measured image intensity (i.e. \(I_{\text{img}_F}\)) forms a \textit{s-domain constraint}, which is also named as \textit{specimen intensity constraint} as shown below:

\[
|\Psi_F| = \sqrt{I_{\text{img}_F}} \tag{eq 2.6}
\]

Although this constraint makes the phase problem theoretically soluble, it has some drawbacks. The most significant one is the existence of lens in a technology that is designed to be lens-less. Secondly, this new constraint formed by the intensity of the specimen is barely enough for solving the unknowns\(^{40}\). Research indicates that it takes intensive computations to get a correct reconstruction\(^{40}\). Nevertheless, this method proves the possibility of solving phase problem by introducing another constraint. The Gechberg-Saxton algorithm is developed together with this method\(^{29}\). More details of this algorithm are given in section 3.2.1.

2.3.2. A known support

Since forming an intensity image with a lens is not preferred, another idea of adding constraint onto the specimen was suggested by Fienup\(^{41,42}\), which is given a known boundary on the illuminated area. In this set-up, the specimen is covered with a mask, which has a transparent centre and opaque edges. This mask, also known as a support \((S_F)\), only allows illumination that passes through its centre to contact the specimen; hence it forms an exit.
wave whose edges are completely dark. A demonstration of this set-up is shown in Figure 2.

Due to the existence of this support, a set of exit waves that have pixel values equal zero outside support area is formed. This set is named as support set ($\mathcal{S}$) and expressed as eq 2.7. With such a constraint, the retrieving process is looking for a phase that can inversely propagate an exit wave whose pixels outside the support all equals zero. This support constraint is also a kind of s-domain constrain, which can be expressed by following equation:

$$\psi_{\tilde{r}} = 0, \quad \text{if } \tilde{r} \notin \mathcal{S}$$  \hspace{1cm} eq 2.7

This support constraint can be applied without adjusting set-up during collecting data. It also completely removes lenses from the imaging system. However, this constraint also has some drawbacks. First, making a support with sharp edges and a known area is not an easy task. Diffraction pattern is usually observed at the edges of support due to its physical thickness. This phenomenon becomes more significant with the decrease of wavelength. One way to
solve this problem is soften the constraint in the beginning. In another words, a support with larger diameter is applied as an initial guess and its size is gradually reduced as the reconstruction proceeds. Second, a centrosymmetric support can lead to twin images effect. Such an inherent ambiguity is caused by the characteristic of Fourier transformation, as the flipped conjugate of a centrosymmetric function provides the same energy distribution in the frequency domain as the original one. Moreover, as the Fourier transformation is a linear operator, all linear combinations of these two functions satisfy the f-domain constraint. The only way of preventing this effect is to avoid using a centrosymmetric support, which increase the difficulty of guessing the support function. Third, the application of a support shrinks the observed area of the sample, so the observer has to compromise between view area and magnification.

2.3.3. Overlapped scanning positions

The intensity image and support constraints are utilised in phase imaging for a while, but they cannot always provide efficient and promising reconstructions, not to even mention their limited view area. An alternative s-constraint that circumvents these issues is latterly recommended by scanning the specimen with a localised structured illumination at multiple, partially overlapping positions: this is ptychography.

The device set-up for ptychography is demonstrated in Figure 2. Starting from the left side of this figure, a coherent light passes through aperture (A) and lens (L) and forms a defocussed “probe” beam (P) on a localised region of the specimen plane. The probe is absorbed and diffracted when penetrating through the specimen, which is also known as object (O) in ptychography. At the back of the specimen, this wave is encoded by the information of both the probe and object and is named as the “kth exit wave” (Ψ). Finally, the exit wave propagates over a long distance and is detected by the detector as the kth diffraction pattern (I).

Once a diffraction pattern is collected, a relative movement (R) is introduced between the object and probe, indicated by the red arrows in Figure 2. Hence a new diffraction pattern is obtained. This process is repeated until the whole area of interest has been scanned through by the probe. The relative movement can be achieved either by shifting the probe or shifting the object, though a shifting object is more common.
Figure 2.7. A demonstration of ptychography with some key variables. From left to right, a coherent light passes through an aperture (\(A_r\)) and lens (\(L_r\)), then propagate through a distance forms a probe (\(P_r\)) onto the object plane (\(O_r\)). (In an experiment, the true probe is on the same plane of object. The gap between probe and object in the above picture is exaggerated to give a clear view.) The red outline on the object highlights the area contacted by the probe at the current scanning position (\(r_{k+1}\)), while the red dots indicate the centre of all scanning position. Once the wave front leaves the object, it carries the information of both probe and object and named as the exit wave (\(\Psi_{r,k}\)). This exit wave propagates through a far field and is recorded by the detector as a diffraction pattern (\(I_{u,k}\)). After that, the object is shifted to the next scanning position. The shifting directions are demonstrated by the arrows next to the object. This process is repeated until diffraction patterns at all scanning positions have been obtained.

The s-constraint in ptychography is formed by the overlapping area at different scanning positions. As one area of the specimen needs to satisfy multiple intensity measurements, it is well confined. Such a redundancy in the collected data also makes refining scan positions and recover missing data possible. Another advantage of ptychography is that it can achieve any desired view area by adjusting the scanning grid. Due to its adjustable step size and scanning grid, ptychography is highly adaptive to various kinds of circumstance. On the other hand, ptychography also suffers problems brought by scanning positions. Although the shifting specimen is done by specifically designed platform, a rotated or scaled scanning grid still happen occasionally. This sort of inaccuracy significantly increases the difficulty of reconstruction. Another potential difficulty is caused by dealing a large amount of data, which
imposes restrictions onto the reconstruction time and computation hardware. But, after all, the constraint provided by ptychography provides the most information for solving phase problem among all the s-constraints\(^47\). Its adaptivity and topology variations (e.g. Fourier ptychography, 3D ptychography and rotating ptychography) let it outperform other competitors and become one of the mainstreams in nowadays phase imaging.

### 2.3.4. Other constraints

Besides the constraints that are obtained by physically adjusting the arrangement of devices, other \textit{s-domain constraints} have also served for solving phase problem for a long time. \textit{Nonnegativity}\(^29\) is a constraint that can be applied to real-valued object. It forces all negative pixels of a guessed object to zero. When the intensity of certain amount of pixels of object is known, \textit{Histogram}\(^29\) can be applied by replacing the value of the most brightest pixel in the current reconstruction by the known histogram values. Assuming the modulus of all pixels of object are available without knowing their corresponding coordinates, these values are sorted to produce an array, or a histogram. Hence, every time a guessed real-valued object is obtained, its pixels can be sorted based on their modulus, then replace their modulus by the corresponding histogram array values. \textit{Atomicity}\(^29\) is a constraint requires prior knowledge of the number of non-overlapping individuals in the field of view\(^29\). This constraint is common in crystallography and astronomy, as the individuals are atoms or stars, which are sort of countable in advance. Applying this constraint requires defining an area that one individual can occupy. In the simplest case, each individual only occupies one pixel. Hence, for any guessed object, the pixels with the most significant values are considered as the ‘present of individuals’, while other pixels are replaced by zeros.

### 2.4. Mathematical model of ptychography

To deepen the understanding on ptychography, this section explains it with a mathematical model together with the approximations assumed and some of the possible modifications. Such a model is also the basis for the software simulations detailed in later chapters.
2.4.1. The background

To make a mathematical model for ptychography, there are three questions that need to be answered: how the involved variables are expressed, how their units are related to metric units in the physical model and what kinds of operators are applied between them.

The first step is representing these variables mathematically. Most of the variables shown in Figure 2.7 can be considered as images contained in a certain area and have both modulus and phase information, hence can be expressed as matrices filled with complex numbers. The size of matrix is explicitly determined by the detector. For instance, if the sensors of detector are binned into a structure of 512x512 pixels, then the diffraction pattern ($I_\vec{u}$) will be recorded as a 512x512 matrix. As all variables are related to the diffraction pattern either explicitly or implicitly, they all have the same matrix size as the diffraction pattern. Therefore, nearly all the variables in ptychography appear as, for example, 512x512 matrices, filled with complex numbers. The only exception is the object ($\hat{O}_r$), which has a larger size in most cases. During the simulation, the area of the object that is illuminated at a given scan position will be “cut out” and turns into a matrix with the same size as the detector size (e.g. 512x512 pixels). In this thesis all the matrix-type variables are denoted by bold capital letters.

Since all the images are expressed in matrix style, their pixels are equivalent to elements in the matrix. These elements can be referred to by setting up an upside-down Cartesian coordinate sat at the top-left corner, which in MATLAB starts from 1 rather than 0. After that, any pixel in this matrix can be referenced by a vector, which is noted by a lower-case letter with a vector hat ($\vec{r}$). Here, $\vec{r}$ and $\vec{u}$ are utilised to distinguish vectors in real and reciprocal spaces. With this set-up, one can refer to one pixel of a matrix ($M$) at the position $\vec{r}$ as $M_{\vec{r}}$.

The element of a matrix is noted by the same letter but not bold font. Examples are shown in Figure 2.8.
Figure 2.8. A demonstration of referring to a pixel when the image is represented as a matrix. The origin of coordinate is set at the top-left corner of this matrix. The row and column axes are labelled with indexing numbers. The first element in this setup is referred as (1,1), which is highlighted by grey colour. An example of referring to a specific pixel ($\vec{r} = (2, 3)$) is shown in the picture as well.

For matrix $\mathbf{M}$ and referring vector $\vec{r} = (2, 3)$

\[ M_{\vec{r}} = \mathbf{M}(2,3) \]

The second problem is converting the scanning positions from metric units into pixels. Such a conversion is based on the concept of angular spectrum. In far-field ptychography, the conversion ratio ($d_{xy}$) is expressed in eq 2.8 with unit as meter/pixel\(^2\).

\[ d_{xy} = \frac{\lambda}{\theta_{\text{span of detector}}} \quad \text{eq 2.8} \]

The $\lambda$ is the wavelength of the illuminating wave in meters. The detector span angle is usually estimated as the ratio of detector dimension ($d_{\text{cam}}$) and the distance between source and detector ($l_{\text{cam}}$) as shown in eq 2.9, which is under the assumption of small angle approximation. The subscript ‘$\text{cam}$’ stands for ‘camera’, which is the detector in this context.

\[ \theta_{\text{span of detector}} = \tan(\theta_{\text{span of detector}}) = \frac{d_{\text{cam}}}{l_{\text{cam}}} \quad \text{eq 2.9} \]

Nevertheless, these two parameters might not be acquired directly and precisely. So other routines of computing the detector span angle are also common. One example is given in Figure 2.9. One can derived their own equation following this logic based on the available data and the device set-up.
Scenario: calibration with heavy atom

Measurements: \( d_{\text{metric}}^{-1}, d_{\text{pixel}}^{-1}, d_{\text{cam in pixel}} \)

Derivation flow: \[ \lambda \rightarrow \theta_{\text{spot span}} \rightarrow \theta_{\text{pixel span}} \rightarrow \theta_{\text{detector span}} \]

Figure 2.9. A demonstration of an optional routine for computing the detector span angle (\( \theta_{\text{detector span}} \)). In some experiment, the detector set-up is calibrated by detecting the scattering pattern from heavy atoms, e.g. gold atoms. In this scenario, one can obtain the span angle of a picked diffraction ring (e.g. 3rd diffraction ring of gold atoms) by dividing the wavelength (\( \lambda \)) with the diameter of the chosen ring in metric unit (\( d_{\text{metric}} \)). Then the span angle of each pixel (\( \theta_{\text{pixel span}} \)) can be obtained by further dividing this spot span angle by the diameter of the spot in number of pixels (\( d_{\text{pixel}} \)). Finally, a multiplication of the pixel span angle and the number of pixels along the side of detector gives the detector span angle (\( \theta_{\text{detector span}} \)).

The scanning position hence can be converted from metric unit to the pixel unit by dividing the \( dx_y \). Since only the relative positions matter during reconstruction, an offset is often adapted to the scanning grid to minimise the unscanned area in the reconstructed object. Such an adjustment is helpful for reducing the memory occupation and computing time. A typical converting formula is given as eq 2.10. This equation is prone to fractional pixel positions, which is normally solved by rounding its outcomes to the nearest integers.

\[
\text{position}_{\text{pixel}} = \frac{\text{position}_{\text{metric}}}{d_{xy}} + \text{offset} \tag{eq 2.10}
\]

The last problem is the operators between these matrix-style variables. Most of the operators act pixel-wise (e.g. summation, multiplication, and division etc.), hence variables related by them have the same size. All operators are noted in curly bold letters in this thesis.

As one of the important operators in this thesis, Fourier (\( \mathcal{F} \)) and inverse Fourier (\( \mathcal{F}^{-1} \)) transformation in this thesis imply their 2-dimensional application as shown in eq 2.11 and eq 2.12 respectively, which are normally done by DFT as a more efficient fashion\(^{24} \). These transformations are not elementwise operation, though they produce outputs that have the same size as the inputs.

\[
\Psi_{\tilde{u}} = \mathcal{F}(\Psi_{\tilde{v}}) = \iint \Psi_{\tilde{v}} \exp\left(-\frac{j2\pi u_1 r_1}{M}\right) \exp\left(-\frac{j2\pi u_2 r_2}{N}\right) dr_1 dr_2 \tag{eq 2.11}
\]
\[ \Psi_{\tilde{f}} = \mathcal{F}^{-1}(\Psi_{\tilde{u}}) = \frac{1}{N^2} \int \Psi_{\tilde{u}} \exp \left( -\frac{j2\pi u_1 r_1}{M} \right) \exp \left( -\frac{j2\pi u_2 r_2}{N} \right) du_1 du_2 \]  
\text{eq 2.12}

There are two special operators that return an output with different size: the \textbf{Cut} and \textbf{Add}. These two operators are utilised to relate the object to the rest variables. Since the object \((\tilde{O}_r)\) usually has a larger size than others, the illuminated area at each scan position needs to be specified before performing any element-wise operation. The \textbf{Cut} operator extracts the illuminated area of object at a given scanning position, while the \textbf{Add} operator add a given matrix to the illuminated area. Their pseudo codes are given in \textit{Pseudocode 2.1} and \textit{Pseudocode 2.2}.

\begin{center}
\textbf{Pseudocode 2.1: Cut out part of matrix (Cut)}
\end{center}

\begin{itemize}
  \item \textbf{Input:} The matrix (\textit{matrix}), the coordinate of the centre of chosen area ([\(r_1, r_2\)]), the size of chosen area ([\textit{row}, \textit{col}])
  \item \textbf{Output:} A chosen part of matrix (\textit{part})
  \item \textbf{Format:} \textit{part} = \textbf{Cut} (\textit{matrix}, [\textit{r}_1, \textit{r}_2], [\textit{row}, \textit{col}])
\end{itemize}

1: \textit{row range} = \left( r_1 - \frac{\textit{row}}{2} \right): \left( r_1 + \frac{\textit{row}}{2} - 1 \right)

2: \textit{col range} = \left( r_2 - \frac{\textit{col}}{2} \right): \left( r_2 + \frac{\textit{col}}{2} - 1 \right)

3: \textit{part} = \textit{matrix}(\textit{row range}, \textit{col range})
Pseudocode 2.2: Add a smaller matrix to a part of larger one (Add)

Input: A large matrix (matrix), a smaller matrix (part), the coordinate of the centre of chosen area ([r₁, r₂]), the size of the chosen area ([row, col])

Output: The summed matrix (matrix)

Format: matrix = Add(matrix, part, [x, y], [row, column])

1: row range = (r₁ - row / 2): (r₁ + row / 2 - 1)
2: col range = (r₂ - col / 2): (r₂ + col / 2 - 1)
3: matrix(row range, col range) = matrix(row range, col range) + part

2.4.2. The mathematical model

With above conventions, ptychography can be transferred into a mathematical model. To make it clear, this process is explained in two separate stages: the formation of probe and the formation of diffraction pattern.

There are many ways to form the probe (\(\hat{P}_\tau\)) in ptychography, but the most common method focuses a light source using a lens. Modelling the formation of such a probe starts from a coherent light source, which is simulated as matrix filling with constants. This light source passes through an aperture (Aₙ), which is expressed as matrix. Its central part is transparent, expressed as 1, while its dark edges are expressed as 0. Hence any wave front can pass freely from the centre but be stopped outside that area. This process is expressed as a multiplication between the light source and aperture. Following the aperture is a condensing lens to form a localised illumination. This step adds a quadratic phase to the passing wave, which is also simulated as a multiplication. Finally, this wave propagates and turns into a probe, which is approximated by a Fourier transformation. This process is demonstrated with 4x4 matrices as a simplified example in Figure 2.10.
Figure 2. 10. A mathematical model of the formation of probe with 4x4 matrices as an example. To visualise the content of each variable, each matrix is combined with a corresponding picture in its background. All matrices use the modulus image as background picture, except the lens. Since the modulus of lens equals one everywhere, its phase image is chosen as background picture instead. $s \angle \omega$ is a shorthand for $s \exp(j \omega)$. As the aperture and lens are not in the same space as probe, their referring vectors are noted as $\vec{v}$. From top to the bottom, a coherent light source simulated as a matrix filling with constant (e.g. $s$) passes through an aperture ($A_{\vec{r}}$), which is expressed as a matrix filled with 0s and 1s. When the passing light is converged by lens ($L_{\vec{r}}$), a phase information is added. Finally, a localised illumination, so called “probe ($P_{\vec{r}}$)”, is formed after a far-field propagation, which is simulated by a 2D Fourier transformation.
This probe ($\hat{P}_r$) falls onto a specimen ($\hat{O}_r$) and is absorbed and diffracted during penetration. The interaction between the probe and object can be simulated as a multiplication, as long as the depth of field does not go beyond the thickness limit$^{51}$, which is defined as follows:

$$\delta = 4.88 \frac{d_{\text{pixel}}^2}{\lambda} \quad \text{eq 2.13}$$

In order to performing elementwise multiplication, a part of object ($\hat{O}_{r,k}$) with the same size as the probe is cut out from the object matrix with the \texttt{Cut} operator. The propagation of exit wave ($\Psi_{r,k}$) at far-field is simulated by Fourier transformation, which turns the exit wave into a diffraction pattern ($I_{\bar{u},k}$) that falls onto the detector. Only the modulus of this complex matrix is maintained by the detector. This process is demonstrated in Figure 2.11 together with \texttt{Pseudocode 2.3}. A hint of minimising memory occupation by sharing a same variable between several intermediate variables is given as a note in the bottom of the pseudo code.

The energy of a matrix is defined as the sum of the squared modulus of each element. Since the energy stays the same in both spatial and frequency domain, the energy of $\Psi_{r,k}$ (i.e. $\text{Energy}_k$) can be gauged by summing up all the element of $I_{\bar{u},k}$. The energy of matrix as defined by eq 2.14 is a useful property for limiting the probe energy during the phase retrieval.

$$\text{Energy}_k = \sum_{\bar{r}} |\Psi_{\bar{r},k}|^2 = \sum_{\bar{u}} I_{\bar{u},k} \quad \text{eq 2.14}$$
Pseudocode 2. 3: The formation of diffraction pattern

**Input:** specimen \( (object) \), illumination \( (probe) \) and scanning positions \( (positions) \)

**Output:** Measured intensities \( (intensities) \)

1: **For** \( (k=1: \text{total number of positions}) \) **do**

2: \( \text{the } k_{th} \text{ part} = \text{Cut} (object, \text{ the } k_{th} \text{ position, size of probe}) \)

3: \( \text{exit wave} = \text{the } k_{th} \text{ part} \cdot \text{probe} \)

4: \( \text{modulus} = |\mathcal{F}( \text{exit wave} )| \)

5: \( \text{the } k_{th} \text{ intensity} = \text{modulus}^2 \)

6: **End**(k)

**Note [1]:** Temporary variable: the \( k_{th} \text{ part}, \text{exit wave} \) and \( \text{modulus} \)
2.4.3. Simulating noise

The process explained above models ptychography under ideal circumstances. However, the data collected from an experiment contains various kinds of noise. Some of them are inevitable and have influence on the outcomes. To test the robustness of different phase retrieval methods, some artificial noise can be added to the flawless data during simulation.
Since the data utilised in reconstruction is made up of the diffraction patterns and the scanning positions, the noise and error that might exist within them are explained respectively.

2.4.3.1. Detector noise in diffraction patterns

This detector noise is introduced during recording diffraction patterns. It includes the Poisson shot noise, dark current noise and readout noise. The Poisson noise is an inevitable error caused by a physical phenomenon when counting random episodes with insufficient samples. Although increasing the counts of incident particles (e.g. photons or electrons) can minimise its influence, it is not suitable for samples that can be damaged by an over-dose of illumination. The dark current noise is caused by randomly excited electrons who are stochastically triggered by the thermal energy from their surroundings. As it follows the normal distribution, it is also called Gaussian noise. The last one, readout noise, is caused by rounding-up and clamping the readings to a specific dynamic range that is limited by the design of detector. The process of adding detector noise is shown in Figure 2.12. First, a noiseless simulated diffraction pattern is divided by a detector gain (G), which is estimated as the ratio between the probe energy and the count of photons. This converts the intensity measurements into a photon matrix. Then this photon matrix is contaminated by Poisson noise and converted into an electron matrix by multiplying with the quantum efficiency (η) and rounding up. After that, a dark noise following a Gaussian distribution is added into the electron matrix. This electron matrix is scaled by the sensitivity of detector (K) and rounded to integer. Finally, a base line is added to make sure the minimum readings are higher than a specific value and any number larger than the maximum value is clamped by the bit-depth of the detector52.
2.4.3.2. Errors in scanning positions

The scanning positions collected from experiment might also come with errors, which causes the actual scanning grid to deviate from the desired one. The transformation is a combination of rotation, scaling and random offsets. A rotated scanning grid is usually caused by an improperly positioned detector as shown in Figure 2.13.

With a poorly calibrated detector, an angle ($\theta$) is introduced between the scanning grid and detector. By taking the detector coordinate as the standard, one can identify the scanning positions is angled by $\theta$. This rotation effect can be simulated by multiplying the position coordinate with a rotation matrix ($R$) as shown in eq 2.15 and eq 2.16. The multiplication here follows the inner product rule of matrix.

$$
\vec{r}'_k = R(\theta) \cdot \vec{r}_k \quad \text{eq 2.15}
$$

$$
\begin{bmatrix}
\vec{r}'_{k_1} \\
\vec{r}'_{k_2}
\end{bmatrix} =
\begin{bmatrix}
\cos(\theta) & -\sin(\theta) \\
\sin(\theta) & \cos(\theta)
\end{bmatrix}
\begin{bmatrix}
\vec{r}_{k_1} \\
\vec{r}_{k_2}
\end{bmatrix} \quad \text{eq 2.16}
$$

Figure 2.12. The process of simulating detector noise. From left to right, a photon matrix is gauged by dividing the noiseless diffraction pattern with the detector gain ($G$). Then a Poisson noise is generated based on the noiseless photon matrix and summed up together. This combined matrix is scaled by the quantum efficiency ($\eta$) and rounded up to obtain an electron matrix. A dark noise following normal distribution is composed onto the electron matrix. After that, this noisy electron matrix is scaled by the sensitivity ($K$) and round up again. Finally, a read noise is introduced when converting this matrix into the final readings. Since detectors have dynamic range limited by the base line and bit-depth, a constant is added to the whole matrix to make sure its minimum value is not smaller than the base line. Then any value beyond the range of bit-depth is limited to the maximum possible value.
Figure 2.13. The rotation effect caused by an angle between the scanning grid and the detector. The coordinates indicate the horizontal and vertical direction of the detector. The left picture shows that an angle ($\theta$) between the coordinates of detector and scanning grid. If the detector coordinate is treated as the standard, the angled scanning positions can be calculated by multiplying the original coordinate ($r_{k1}$, $r_{k2}$) with a rotation matrix ($R$). The $k^{th}$ scanning position ($\vec{r}_k$) is given in the picture as an example, which is highlighted by a red arrow.

Scaling is another factor affecting the actual scanning positions. A coarse measurement on the device set-up or an inaccurate shifting platform can easily lead to an inaccurate converting ratio between metric and pixels, hence a scaled scanning position. This effect can be simulated by multiplying the position coordinate with a constant as shown in eq 2.17 and eq 2.18.

$$\vec{r}_k' = k_{\text{scale}} \cdot \vec{r}_k$$  \hspace{1cm} \text{eq 2.17}$$

$$\begin{bmatrix} r_{k1}' \\ r_{k2}' \end{bmatrix} = k_{\text{scale}} \begin{bmatrix} r_{k1} \\ r_{k2} \end{bmatrix}$$  \hspace{1cm} \text{eq 2.18}$$

Last but not the least, each scanning position could contain a random shift ($\vec{r}_{\Delta k}$) from its desired position. The final $k^{th}$ scanning position after taking all the possible errors into account can be expressed by eq 2.19.

$$\vec{r}_k' = k_{\text{scale}} \cdot R(\theta) \cdot \vec{r}_k + \vec{r}_{\Delta k}$$  \hspace{1cm} \text{eq 2.19}$$
3. Algorithms for solving phase problems

The key concepts of lens-less imaging are passing the task of forming images from lens systems to phase retrieval algorithms, hence the defects in lens will not affect the image quality. As an essential part of ptychography, phase retrieval algorithm plays an important role in recovering images from measured data and evolve together with imaging methods. In this chapter, some of the most representative algorithms in the history of lens-less imaging are explained. Although algorithms applied in early-stage imaging methods are different with those utilised in ptychography due to their different constraints, they are helpful to unveil the common logic in solving phase problem. This section begins with introducing the related background knowledge in mathematics (section 3.1) and follows by the descriptions of algorithms before (section 3.2) and after (section 3.2) the development of ptychography. Some computer background, which is related to ptychography, is given in section 3.4.

Figure 3.1. Phase retrieval algorithms act as compulsory post-processing tools in diffraction imaging. They reconstruct both the modulus and phase images from the collected data.

3.1. Mathematics background

Due to the complexity of the phase problem, most algorithms are based on iterative optimisation rather than figuring out solutions explicitly. They all start with a reasonable guess on the unknown terms and gradually approach a solution by repeatedly modifying unknowns
with measured data. These algorithms can be separated into two categories based on their methodologies of optimisation: set-projection methods and steepest descent methods. The math knowledge of these two methodologies is explained in the following sub sections.

### 3.1.1. Set projection and reflection

Set projection is a widely used method for finding intersection points between several sets that represent different constraints in an optimization problem, as shown in Figure 3.2. Beside the application of in phase imaging, the set-projection methods have also been tested in wide range of problems, including graph colouring, logical satisfiability, spin glass ground states, bit retrieval and sudoku\(^6\).

In phase retrieval, each constraint forms a set and their intersection points are considered as solutions, as an ideal solution should satisfy all the constraints at the same time. With such a model, the set-projection method inspired many phase retrieval algorithms. Some of them is well-known for its capability of preventing stagnation. This section uses ptychography as an example, and explains how the concept of set-projection is applied in solving phase problem.

Figure 3.2. A demonstration of how set projection method approaches a solution. There are two given sets in the above picture, i.e. set A and B. Their intersection, which is the shadow area, contains the solutions. An initial guess, which is marked by red dot, approaches the solution area by alternatively projecting between two sets. The movement of each projection is indicated by arrows.
3.1.1.1. f- and s- sets in ptychography

All advantages achieved by ptychography come from two constraints: the measured intensities and the overlapping areas. As explained in Chapter 2, if the sampling grid is organised with \( M \) rows and \( N \) columns, the specimen \((\hat{O}_r)\) can be expressed as a \( M \times N \) complex matrix. In ptychography, \( K \) diffraction patterns \((\hat{I}_{u\vec{r}}, k)\) are obtained by shining illuminations onto this specimen with \( K \) diverse positions, each diffraction pattern is expressed as a \( M \times N \) matrix with reciprocal sampling rate in \( f\)-domain. The illumination is denoted as \( \hat{P}_r \), while the specimen with \( K \) diverse translations is denoted as \( \hat{O}_{r,k} \in C^D, D = M \times N \times K \). Such a relationship is expressed by eq 3.1, where the subscript \( \vec{r}_k \) represents the relative shift.

\[
I_{u\vec{r},k} = |\mathcal{F}(\hat{O}_{r,k} \cdot \hat{P}_r)|^2
\]

Therefore, all guessed objects \((O_r)\) and probes \((P_{(r-\vec{r}_k)})\) satisfying the intensity measurements form a modulus set \((\mathbb{M})\), which is expressed by eq 3.2. This set constrains the moduli of the set of viable exit waves in reciprocal space, which is also referred to as the \( f\)-domain. Hence, the set \( \mathbb{M} \) is also referred as the \textit{f-constraint} in the thesis.

\[
\{\mathbb{M} \subseteq C^D: |\mathcal{F}(O_{r,k} \cdot P_r)| = \sqrt{I_{u\vec{r},k}}, \quad \forall k \in \{1,2,\ldots,K\} \}\]

Due to lack of phase information, the \textit{f-constraint} alone is insufficient for phase retrieving (as explained in Chapter 2). Thus, another constraint is required, which is a constraint in the spatial domain (i.e. the \textit{s-constraint}). The \textit{s-constraint} is formed by the overlapping area between different scanning positions in ptychography. When exit waves are generated from the guessed object and probe, they are sharing the overlapping area and related to each other in the spatial domain.\(^{\text{47}}\) The set formed by the overlapped area is the consistency set \((\mathbb{O})\), which is expressed by eq 3.3. This consistency set is due to the fact that the content of specimen is not changed during the recording of the diffraction patterns. Therefore, a successful reconstruction should produce \(O_{r,k} = O_{r,\text{fixed}}, \forall k \in \{1,2,\ldots,K\}\).

\[
\{\mathbb{O} \subseteq C^D: O_{r,k} = O_{r,l}, \quad \forall k, l \in \{1,2,\ldots,K\} \}\]

38
With these two sets, the lost phase can be iteratively retrieved by propagating the guessed object and probe between s- and f-domains and applying these constraints alternatively. Such a flow is demonstrated in Figure 3.3. The process of manipulating exit waves with respect to these constraints is known as projection and reflection\textsuperscript{46,53}, which are explained in the following sections.

![Flow chart of updating object and probe with the f- and s-constraint](image)

**Figure 3.3.** The flow chart of updating object and probe with the f- and s-constraint. Starting from the left, the consistency of overlapping area forms the s-constraint. A group of guessed exit waves are generated by taking part of object out and multiplying with probe. These exit waves satisfy the s-constraint. After that, they are revised by the f-constraint and turn into the revised exit waves. Eventually, these revised exit waves are utilised to update the guessed object and probe.

### 3.1.1.2. Projection (\(\mathcal{P}\))

Projecting a vector onto a set is equivalent to finding a new vector that lies within the set, which has a minimum “distance” from the original vector\textsuperscript{29,46,54}. To give a mathematical description, we start from the weighted inner product in a complex vector space \(\mathbb{C}^D\):

\[
\langle x, y \rangle_\omega = \sum_{d=1}^{D} \omega_d x_d y_d^* \tag{3.4}
\]

Where the subscript \(\omega\) is a vector of weights in space \(\mathbb{C}^D\), hence each dimension of this complex space is correspondingly weighted by \(\omega_d \in \mathbb{R}^+\). Therefore, \(\langle \square, \square \rangle_\omega\) represents the inner product weighted by \(\omega\) and in particular \(\langle \square, \square \rangle_1\) is the conventional complex Euclidean inner product. A weighted norm can be expressed by eq 3.5:

\[
\|x\|^2 = \langle x, x \rangle_\omega = \sum_{d=1}^{D} \omega_d |x_d|^2 \tag{3.5}
\]
Meanwhile, the related distance metric between two vectors, \( x \) and \( y \) in a complex space \( D = M \times N \times K \), is defined as eq 3.6.

\[
d_\omega(x, y) = \|x - y\|_\omega = \sqrt{\sum_{d=1}^{D} \omega_d |x_d - y_d|^2}
\]  

Eq 3.6

For \( \omega = 1 \), the above norm (eq 3.5) and distance (eq 3.6) expressions are their Euclidean equivalents. The distance between \( x \) and \( y \) along each dimension of \( \mathbb{C}^D \) can be weighted unequally by assigning different values to different dimensions of \( \omega \). To be more specific, a large \( \omega_d \) magnifies the distance between \( x_d \) and \( y_d \), while a small \( \omega_d \) shrinks their distance. Such an influence is illustrated in Figure 3.4. Based on this definition of distance, projecting a vector \( (x) \) to a set \( (\mathbb{M}) \) can be expressed as eq 3.7.

\[
\mathcal{P}_\mathbb{M}(x) = \arg\min_{z \in \mathbb{M}} d_\omega(x, z)
\]  

Eq 3.7

**Figure 3.4.** A 2D example of how the \( \omega \) affects projections. In this example, vector \( x \) is projected onto the set \( \mathbb{M} \) under the influence of \( \omega = (\omega_1, \omega_2) \). 2 equal-distance loci from vector \( x \) (locus 1 and 2) under different circumstances are shown as dotted lines. The corresponding projection points are marked as \( z_1 \) and \( z_2 \). When \( \omega_1 \) and \( \omega_2 \) are equal, the horizontal and vertical dimensions are equally weighted. Hence a circle locus is formed as locus 1, which touches set \( \mathbb{M} \) at point \( z_1 \). When \( \omega_1 \) is much larger than \( \omega_2 \), the variation along the horizontal dimension has more influence on the distance. Hence the locus has less horizontal variation, and acts as a horizontally squeezed eclipse that touches set \( \mathbb{M} \) at \( z_2 \).
• **f-constraint: intensity measurement of diffraction pattern**

Projection with respect to the *f-constraint* (i.e. the measured intensities) is a common operator in diffractive imaging. To perform the *f-projection* ($P_f$), the exit wave ($\Psi_r$) is transformed into the reciprocal space (*f-domain*) by Fourier transformation. Since this exit wave is calculated based on the guessed object and probe, neither of its amplitude and phase is correct. Based on the definition of distance, projecting a guessed exit wave ($\Psi_u$) to the *f-constraint* is done by replacing its modulus with the square root of the measured intensities ($I_u$), while leaving its phase unchanged. The process of replacing modulus in *f-domain* is noted as $p_f$ and demonstrated by eq 3.8. A simplified demonstration of its geometry meaning is shown in Figure 3.5.

\[ \Psi_u' = p_f(\Psi_u) = \sqrt{I_u} \frac{\Psi_u}{|\Psi_u|} \quad \text{eq 3.8} \]

This is a ‘distance-minimising’ operation and can be proved with the help of Figure 3.5. For a single pixel of $\Psi_u$ at position $d\in D$, its value can be expressed in polar coordinate form as:

\[ \Psi_u = |\Psi_u| \angle \tau_u \quad \text{eq 3.9} \]

Where $\tau_u$ stands for its phase angle. Similarly, a pixel that satisfies the measured intensity at the same pixel position (i.e. $\Psi_u'$) must have modulus equals $\sqrt{I_u}$, while its phase angle is unknown. We express the phase difference between the $\Psi_u$ and $\Psi_u'$ by $\Delta \tau_u$, and get:

\[ \Psi_u' = \sqrt{I_u} \angle (\tau_u + \Delta \tau_u) \quad \text{eq 3.10} \]

Hence their complex Euclidean distance can be expressed as:

\[ d(\Psi_u, \Psi_u') = \sqrt{|\Psi_u|^2 + I_u - 2|\Psi_u|\sqrt{I_u} \cos(\Delta \tau_u)} \quad \text{eq 3.11} \]

Which achieves the minimum value when $\Delta \tau_u = 0$. In other word, the distance reaches the minimum value when the pixels of guessed and revised exit waves have the same phase, which is exactly the effect of $p_f$. Since each pixel is fitted to the constraint with the minimum variation, the complex Euclidean distance between $\Psi_u$ and $\Psi_u'$ is also minimised. Hence the
operator $\mathcal{P}_f$, which makes the Fourier transformed guessed exit wave satisfies its $f$-constraint with minimum adjustment, is a ‘$f$-projection’ operator.

After applying the $f$-projection ($\mathcal{P}_f$), this revised exit waves ($\Psi_{\tilde{u}_i}'$) are transformed back to the real space (s-domain) with inverse transformation. This whole procedure is combined as $\mathcal{P}_f$ in eq 3. 12 for the sake of simplicity. A pseudo code of $f$-projection is given in Pseudocode 3. 1.

$$\Psi_{\tilde{r}}' = \mathcal{F}^{-1}(\mathcal{P}_f(\mathcal{F}(\Psi_{\tilde{r}}))) = \mathcal{P}_f(\Psi_{\tilde{r}}) \quad \text{eq 3. 12}$$

### Pseudocode 3. 1: The $f$-projection ($\mathcal{P}_f$)

**Input:** guessed exit wave (exit wave), measured diffraction pattern (intensity)

**Output:** revised exit wave (revised exit wave)

**Format:** revised exit wave = $\mathcal{P}_f$(exit wave, intensity)

1. $FT \text{ exit wave} = \mathcal{F} (\text{exit wave})$
2. $FT \text{ exit wave} = \sqrt{\text{intensity}} \cdot \exp(j \cdot \text{angle}(FT \text{ exit wave}))$
3. revised exit wave = $\mathcal{F}^{-1}(FT \text{ exit wave})$

**Note [1]:** Temporary variable: $FT \text{ exit wave}$
Figure 3.5. A demonstration of f-projection for a single pixel of $\Psi_{\vec{u}}$ at position $dD$ in $f$-domain. The pixel value of Fourier transformed guessed exit wave is expressed with polar coordinate as $\Psi_{\vec{u}'} = |\Psi_{\vec{u}}| \angle \tau_{\vec{u}}$ and denoted as a black dot in the figure. The constraint formed by the measured intensity at the same pixel is expressed as a circle with radius equals $\sqrt{I_{\vec{u}}}$, Any pixel that satisfies f-constraint must sits on this circle, though its phase angle may vary. An example of pixel fitting f-constraint is highlighted by a red dot, whose coordinate is $\Psi_{\vec{u}'} = \sqrt{I_{\vec{u}}} \angle (\tau_{\vec{u}} + \Delta\tau_{\vec{u}})$.

Unlike the f-constraint, the s-constraint used by different diffractive imaging methods varies from one to another. Referring to the order in Chapter 2, the approaches of applying these s-constraint are explained one by one.

- **s-constraint #1: known image intensity**

When the image intensity of specimen ($I_{\text{img},i}$) is known, projecting the guessed image (i.e. $O_{\vec{r}}$ in this case) to the s-constraint is similar to the f-projection, which is replacing the modulus by the square root of measured image intensity while leaving its phase unchanged as shown by eq 3.13. Its pseudocode is given in Pseudocode 3.2.

$$O_{\vec{r}'} = P_{\text{img}}(O_{\vec{r}}) = \sqrt{I_{\text{img},i}} \frac{O_{\vec{r}}}{|O_{\vec{r}}|}$$  \hspace{1cm} \text{eq 3.13}
**Pseudocode 3.2:** The s-projection for image intensity constraint ($P_{\text{img}}$)

Input: guessed object (object), measured image intensity (image intensity)

Output: revised object (revised object)

Format: revised exit wave = $P_{\text{img}}(\text{exit wave, support})$

\[\text{revise object} = \sqrt{\text{image intensity}} \cdot \text{angle(object)}\]

- **s-constraint #2: known support**

Another common s-constraint is the area defined by a support ($\mathbb{S}$). Projecting to this kind of constraint forces all pixels beyond support area to zero, while leave other pixels unchanged. This process is shown by eq 3.14 and **Pseudocode 3.3**.

**Pseudocode 3.3:** The s-projection for support constraint ($P_{\text{support}}$)

Input: guessed exit wave (exit wave), support (support)

Output: revised exit wave (revised exit wave)

Format: revised exit wave = $P_{\text{support}}(\text{exit wave, support})$

1: For (\(\vec{r}\)=all pixels of exit wave) do
2: \quad If support(\(\vec{r}\)) == 0
3: \quad revised exit wave(\(\vec{r}\)) = 0
4: \quad Else
5: \quad revised exit wave(\(\vec{r}\)) = exit wave(\(\vec{r}\))
6: \quad End
7: End

- **s-constraint #3: object consistency**

In ptychography, the derivation of projection with respect to the consistency set ($\mathcal{O}$) requires another characteristic of projection, which is that the variation caused by projection to a set
(\(P_s(x) - x\)) should be orthogonal to any vector (\(y\)) that belongs to that set (\(\mathbb{O}\))\textsuperscript{54}. This relationship is usually expressed by inner product as shown in eq 3.15.

\[
\langle P_s(x) - x, y \rangle_\omega = \sum_{d=1}^{D} \omega_d \cdot (P_s(x_d) - x_d) \cdot y_d^2 = 0, \quad \forall y \in \mathbb{O} \quad \text{eq 3.15}
\]

Similar to eq 3.6, a weighting factor \(\omega_k\) is involved to assign different weights to different dimension of the vector space. Combining with the definition of the consistency set, this equation can be rewritten as eq 3.16.

\[
\sum_{k=1}^{K} \omega_k \cdot (P_s(O_{r,k}) - O_{r,k}) \cdot O_{r,\text{fixed}}^* = 0, \quad \forall y \in \mathbb{O} \quad \text{eq 3.16}
\]

As the \(O_{r,\text{fixed}}^*\) and \(P_s(O_{r,k})\) does not vary with \(k\), it can be moved out from the summation. With the further derivation shown below, the projection with respect to the consistence set (i.e. s-constraint) can be found as eq 3.17.

\[
O_{r,\text{fixed}}^* \cdot \sum_{k=1}^{K} \omega_k \cdot (P_s(O_{r,k}) - O_{r,k}) = 0
\]

\[
\sum_{k=1}^{K} \omega_k \cdot P_s(O_{r,k}) - \sum_{k=1}^{K} \omega_k \cdot O_{r,k} = 0
\]

\[
P_s(O_r) \cdot \sum_{k=1}^{K} \omega_k = \sum_{k=1}^{K} \omega_k \cdot O_{r,k}
\]

\[
P_s(O_r) = \frac{\sum_{k=1}^{K} \omega_k \cdot O_{r,k}}{\sum_{k=1}^{K} \omega_k} \quad \text{eq 3.17}
\]

The intensity of reconstructed probes (\(|P_r|^2\)) are usually considered as the main components of weighting factor. This approach does not only relate object and probe to the exit wave (as \(P_r \cdot O_r = \Psi_r\)), but also gives a reasonable physical meaning to the weighting factor. As a larger \(\omega_K\), which is brighter part of the probe, often implies a better illumination hence higher signal to noise ratio and more confidence on the projection outcome.
Replacing $\omega_k$ in eq 3.17 by $|P_f|^2$ and applying $|P_f|^2 \cdot O_{r,k} = P_f^* \Psi_{r,k}$, a standard s-projection for ptychography is found as eq 3.21 with corresponding Pseudocode 3.4. Other projection methods also exist by using normalised probe or other weighting factors.

$$P_s(O_r) = \frac{\sum_{k=1}^{K} P_f^* \Psi_{r,k}}{\sum_{k=1}^{K} |P_f|^2} \tag{3.18}$$

The process of a standard s-projection is demonstrated by Figure 3.6. All guessed exit waves are multiplied with the guessed illumination and added up follow the corresponding scanning positions. This summation is divided by the position-wise add-up of the intensities of the guessed illumination. This process can be considered as taking the weighted average value for the overlapping area.

With proper constraints, alternative projection gives an error that never increases during the progress\cite{40}. This becomes the main concept of error reduction algorithm, which is proved in Section 3.2.1. One should notice projection is not a linear operator and be careful when moving variables around it. Last but not the least, repeat projecting to the same constraint will not affect the outcome, which is shown in eq 3.19.

$$\Psi_r = P_f(\Psi_r), \quad \forall \Psi_r \in \mathbb{M} \tag{3.19}$$
Figure 3.6. A basic consistency set projection. Guessed exit waves are multiplied with the conjugate of probe and added up following the scanning positions. Three exit waves are given as examples in the figure, while the outlines of their covering areas are highlighted by red dotted line. A similar add-up process is repeated with the squared modulus of probe. Finally, an updated object is generated by a pixel-wise division between these two matrices. The probe is updated in a similar way, except the probe existed in the above computation is replaced by the corresponding object part and the position-wise add up is replaced by a normal matrix add up. The adding up process can involve different weighting factors.
**Pseudocode 3.4:** The s-projection for consistency constraint ($P_s$)

**Input:** exit waves (exit wave), scanning positions (positions), guessed probe (probe)

**Output:** revised object (revised object), revised probe (revised probe), revised exit waves (revised exit wave)

**Format:** $[\text{revised exit wave}, \text{revised probe}, \text{revised object}] = P_s(\text{exit wave}, \text{positions}, \text{probe})$

1. \( \text{object numerator} = 0 \)
2. \( \text{object denominator} = 0 \)
3. \( \text{For (k=1: total number of positions) do} \)
4. \( \quad \text{object numerator} = \text{Add}(\text{object numerator, the kth exit wave} \cdot \text{probe}^*, \text{the kth positions, size of probe}) \)
5. \( \quad \text{object denominator} = \text{Add}(\text{object numerator, } |\text{probe}|^2, \text{the kth positions, size of probe}) \)
6. \( \text{End} \)
7. \( \text{revised object} = \text{object numerator}/\text{object denominator} \)
8. \( \text{revised object} = \text{ReplaceInf}(\text{revised object, object}) \)
9. \( \text{For (k=1: total number of positions) do} \)
10. \( \quad \text{the kth part} = \text{Cut}(\text{revised object, the kth positions, size of probe}) \)
11. \( \quad \text{probe numerator} = \text{probe numerator} + \text{kth exit wave} \cdot \text{the kth part}^* \)
12. \( \quad \text{probe denominator} = \text{probe denominator} + |\text{the kth part}|^2 \)
13. \( \text{End} \)
14. \( \text{revised probe} = \text{probe numerator}/\text{probe denominator} \)
15. \( \text{revised probe} = \text{ReplaceInf}(\text{revised probe, probe}) \)
16. \( \text{For (k=1: total number of positions) do} \)
17. \( \quad \text{the kth part} = \text{Cut}(\text{revised object, the kth positions, size of probe}) \)
18. \( \text{the kth revised exit wave} = \text{the kth part} \cdot \text{revised probe} \)
19. \( \text{End} \)

**Note [1]:** The object and probe are always revised while projecting exit waves to the s-constraint.

**Note [2]:** The order of updating object and probe is interchangeable, though it will converge to a different solution during iterations$^{46}$. 

**Note [3]:** Updating object first brings 2 advantages in application: 1. The original object is not required; 2. All of the $k_{th}$ part produced in revising probe can be saved and utilised in revising exit wave

**Note [4]:** \( \text{ReplaceInf}(\text{matrix, backup}) \) replaces any ‘not a number’ element in \text{matrix} by the element at the same place of \text{backup}. 

---
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3.1.1.3. Reflection (𝓡)

Reflection doubles the correction of projection as shown in eq 3.20. Applying reflection normally requires applying projection first, then doubles the variation. As an aside, such a progress often requires an extra memory with the same size as the variable that is being reflected, as it needs to keep both the original variable (e.g. $\Psi_f$) and its projection (e.g. $\mathcal{P}(\Psi_f)$) until a result is reached. This characteristic makes reflection algorithms usually demand more computer memory than others.

\[
\Psi_f' = \mathcal{R}(\Psi_f) \\
= \psi_f + 2(\mathcal{P}(\psi_f) - \psi_f) \\
= \psi_f + 2\mathcal{P}(\psi_f) - 2\psi_f \\
= (2\mathcal{P} - I)\psi_f
\]

\text{eq 3.20}

Given the \textit{f-reflection} as an example. As shown in eq 3.21, both the original and projected exit waves are demanded to compute the reflection with a corresponding \textbf{Pseudocode 3.5}. A modified version, which can reduce its memory occupation, is explained in \textbf{Pseudocode 3.6}. The geometry meaning of \textit{f-reflection} is illustrated by Figure 3.7.

\[
\mathcal{R}_f(\psi_f) = (2\cdot\mathcal{P}_f - I)\psi_f
\]

\text{eq 3.21}

Reflection add diversity to algorithms based on set-projection concept. Phase retrieval algorithms with different combination of projection and reflection can have different performance and robustness. However, as reflection-based algorithms do not have to match any constraint, their error may increase during the optimisation, hence making convergence harder to prove. Reflection is not a linear operator and it can be proved the reflection of a reflection equals the original vector as shown in eq 3.22.

\[
\Psi_f' = \mathcal{R}(\mathcal{R}(\Psi_f)) \\
= \mathcal{R}(2\mathcal{P}(\psi_f) - \psi_f) \\
= 2\mathcal{P}(2\mathcal{P}(\psi_f) - \psi_f) - (2\mathcal{P}(\psi_f) - \psi_f) \\
= 2\mathcal{P}(\mathcal{P}(\psi_f) + (\mathcal{P}(\psi_f) - \psi_f)) - 2\mathcal{P}(\psi_f) + \psi_f \\
= 2\mathcal{P}(\psi_f) - 2\mathcal{P}(\psi_f) + \psi_f \\
= \psi_f
\]

\text{eq 3.22}
**Pseudocode 3.5: The f-reflection ($\mathcal{R}_f$)**

**Input:** guessed exit wave (exit wave), measured diffraction pattern (intensity)

**Output:** revised exit wave (revised exit wave)

**Format:** revised exit wave = $\mathcal{R}_f$(exit wave, intensity)

1: revised exit wave = $\mathcal{P}_f$(exit wave, intensity)

2: revised exit wave = $2 \cdot$ revised exit wave − exit wave

---

**Pseudocode 3.6: The ‘memory-saving’ version of f-reflection ($\mathcal{R}_f$)**

**Input:** guessed exit wave (exit wave), measured diffraction pattern (intensity)

**Output:** revised exit wave (revised exit wave)

**Format:** revised exit wave = $\mathcal{R}_f$(exit wave, intensity)

1: $\text{FT exit wave} = \mathcal{F}$(exit wave)

2: $\text{FT exit wave} = (2 \cdot \sqrt{\text{intensity}} - |\text{FT exit wave}|) \cdot \exp(j \cdot \text{angle(FT exit wave)})$

3: exit wave = $\mathcal{F}^{-1}$(FT exit wave)

**Note [1]:** exit wave and FT exit wave can share the same memory space

---

![Figure 3.7](image)

**Figure 3.7.** A demonstration of geometry relationship between f-projection ($\mathcal{P}_f$) and f-reflection ($\mathcal{R}_f$) on the same pixel of $\Psi_{\vec{u}}$ (i.e. $\Psi_{\vec{u},d}$). The modulus set ($\mathcal{M}$) for this pixel is expressed as a circle, whose radius is the square root of measured intensity ($\sqrt{I_{\vec{u}}}$). The resultant of projection is expressed by the red dot, while the reflection is expressed by the blue dot.
3.1.1.4. Relaxed projection ($\mathcal{P}^\alpha$)

The relaxed projection is utilised in several phase retrieval algorithms\textsuperscript{54,55}. They come with relaxation parameters (e.g. $\alpha$) to mediate the projection outcome with original value as demonstrated in eq 3.23. The main feature of this operator is that it is a linear combination between the original value ($\mathcal{I}$) and the projection outcome ($\mathcal{P}$) with the sum of their coefficients equal to one. Although involving a parameter allows the algorithms to be tuned for different scenarios, it puts challenge to the tuning process and leave its results to the experience of users. The Pseudocode 3.7 and Pseudocode 3.8 give examples of relaxed $f$-constraint projection ($\mathcal{P}^f_\alpha$) and relaxed $s$-constraint projection ($\mathcal{P}^s_\alpha$).

$$\mathcal{P}^\alpha(\psi_r) = \left((1 - \alpha)\mathcal{I} + \alpha\mathcal{P}\right)\psi_r$$ \hspace{1cm} eq 3.23

**Pseudocode 3.7:** The relaxed $f$-projection ($\mathcal{P}^f_\alpha$)

**Input:** guessed exit wave (exit wave), measured diffraction pattern (intensity)

**Output:** revised exit wave (revised exit wave)

**Format:** revised exit wave = $\mathcal{P}^f_\alpha$(exit wave, intensity, $\alpha$)

1: \hspace{1cm} \text{FT exit wave} = \mathcal{F}\text{(exit wave)}
2: \hspace{1cm} \text{FT exit wave} = \left((1 - \alpha)\sqrt{\text{intensity}} + \alpha \cdot |\text{FT exit wave}|\right) \cdot \exp(j \cdot \angle(\text{FT exit wave}))
3: \hspace{1cm} \text{revised exit wave} = \mathcal{F}^{-1}(\text{FT exit wave})

**Note [1]:** Temporary variable: FT exit wave
Pseudocode 3.8: The relaxed s-projection (P_α^s)

Input: exit waves (exit wave), scanning positions (positions), guessed probe (probe), parameter (α)
Output: revised object (revised object), revised probe (revised probe) and revised exit waves (revised exit wave)
Format: revised exit wave = P_α^s (exit wave, positions, probe, α)

1: revised exit wave = P_s (exit wave, positions, probe)
2: revised exit wave = (1 − α) \cdot revised exit wave − α \cdot exit wave

3.1.1.5. Relaxed reflection (R_α)

The reflection can also be generalised by involving a mediate parameter. However, since the reflection is already a linear combination of the projection and original value (i.e. eq 3.20), its generalised form overlaps with the relaxed projection (P_α). Every result produced by relaxed reflection can be obtained from the relaxed projection just with a proper chosen parameter. Therefore, the relaxed reflection is combined with relaxed projection in this thesis, and shares the same expression as shown in eq 3.23.

3.1.2. Gradient descent

The gradient descent method is another common optimisation methodology. All PIE-related algorithms\textsuperscript{20,56}, ADMM\textsuperscript{55} and conjugate gradient\textsuperscript{57} belong to this category. These algorithms usually take a random guess in the searching space (D = M × N × K) as a start. They evaluate the gradient at the current guess with a properly designed error metric, then move towards the negative gradient direction with a certain step size. The latter two steps are repeated until a minimum of the error metric is found, which is considered as a solution. The concept of gradient descent method is commonly viewed as letting a ball roll on a curvature surface and expecting the ball keeps descending until a pit is reached. Such an optimisation approach is widely used in training neural networks. The gradient descent method unveils the similarity between training neural networks and solving phase problem iteratively\textsuperscript{58}, unsurprisingly, some useful concept in the former one can be transferred to the latter one. This section
explains some main concepts within the gradient descent method and describes how it solves phase problem.

**Figure 3.** A simplified demonstration of steepest descent method in 2-dimensional searching space. The initial guess \((a_1, a_2)\) is noted by a ball sitting on the curvature surface, which is defined by a cost function \(f(a_1, a_2)\). The ball tracks the descending direction and reaches the bottom of this surface. Iterative optimisation can be considered as viewing this process with equal time interval, the ball coordinate at each observing time point (i.e. the outcome at the end of each iteration) can be referred to the next arrow tip. As the height of surface is proportional to error, its bottom indicates a variable combination that gives the least error. Hence the error is minimised, and a solution is found.

### 3.1.2.1. Cost function (\(\mathcal{L}\))

A loss function (\(\mathcal{L}\)), also known as a cost function, is the core of gradient descent method. It is usually an error metric that reflects the difference between the guesses and experimental measurements. Its value should decrease when approaching to a solution and, ideally, equals zero when a solution is found. A properly designed cost function usually contains variables that are under optimisation and be differentiable with respect to that interested variable.

The basic cost function is demonstrated as eq 3.24. It evaluates the Euclidean distance of exit waves before and after \(f\)-projection, and this evaluation can be done either in \(s\)-domain or \(f\)-domain. These two functions share a lot of common structure: they all include the exit waves satisfying one constraint and compute the difference to the other constraint; they all take the square of the modulus; and they all sum up every pixel for every scanned position. The development of PIE family starts from reducing the distance in \(s\)-domain, while alternating direction method of multipliers and conjugate gradient are based on the distance in \(f\)-domain.
\[ \mathcal{L} = \sum_k \sum_{\vec{r}} |O_{r,k}^f \Psi_{r,k}^f - \Psi_{r,k}^f|^2 = \sum_k \sum_{\vec{u}} |\sqrt{I_{\vec{u},k}} - |\Psi_{\vec{u},k}^f||^2 \]  

\text{eq 3.24}

Such a similarity come with a reason. As the two main constraints in ptychography are the s- and f- constraints, any accepted guess must satisfy both, which implies “zero-difference” to any of these constraints at the same time. Unfortunately, these two constraints are separated by Fourier transformation and reciprocal to each other. For evaluating the difference, guessed exit waves act as carriers, bring the value satisfying s-domain constraint to the reciprocal space, hence the difference can be computed. Due to the Parseval’s theorem, the difference computed in s-domain equals the difference in f-domain. The square of modulus is utilised as it is a standard way of evaluating the Euclidean distance, which is the geometry meaning of the difference. Finally, the distance for all pixels (i.e. \(\sum_{\vec{r}}\) or \(\sum_{\vec{u}}\)) and all positions (i.e. \(\sum_k\)) is summed up to give an overall distance in the whole searching space. Using this logic, a cost function for a variable (\(\Psi_r^f\)) belongs to space \(\mathbb{C}^D\) and needs to satisfy constraint \(\mathbb{M}\) can be written as \text{eq 3.25}.

\[ \mathcal{L}_M = \sum_k \sum_{\vec{r}} |\Psi_{r,k}^f - \mathcal{P}_M(\Psi_{r,k}^f)|^2 \]  

\text{eq 3.25}

3.1.2.2. Regularization

Other terms can be added into cost function to emphasize other properties. One typical example is the regularisation term. Regularisation is widely used in training neural networks to prevent overfitting. This term evaluates the variation on the object under optimisation within one iteration and returns high penalties on dramatic changes. Two examples are given in \text{eq 3.26} and \text{eq 3.27}, where the super script \(O_r^f\) and \(\Psi_{u,k}^f\) indicates the updated object and exit wave correspondingly. \text{eq 3.26} is utilised by rPIE and \text{eq 3.27} is utilised by alternating direction method of multipliers. More explanation on regularisation is given in Chapter 5.

\[ \mathcal{L}_{s-\text{regulation}} = \sum_{\vec{r}} |O_{\vec{r}}' - O_{\vec{r}}|^2 \]  

\text{eq 3.26}

\[ \mathcal{L}_{f-\text{regulation}} = \sum_k \sum_{\vec{u}} |\Psi_{\vec{u}}^f - \Psi_{\vec{u}}|^2 \]  

\text{eq 3.27}
3.1.2.3. **CR- or Wirtinger calculus**

Once a cost function is defined, its gradient can be calculated by partially differentiating this function with respect to the interested variable. Differentiating a function made up of complex matrices requires different math skills, the implicit relationship between the involved variables can also cause confusion. Therefore, some basic rules of these partial differentiations are given in **Table 3. 1**. One can derivate a cost function by applying chain rule.

### Table 3. 1. Rules of Wirtinger calculus

<table>
<thead>
<tr>
<th>Relationship</th>
<th>Differentiation</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complex modulus</td>
<td>( \frac{\partial</td>
<td>M</td>
</tr>
<tr>
<td>Conjugate function</td>
<td>( \frac{\partial (kM + b)}{\partial M} = M )</td>
<td>( \frac{\partial (P_{\tilde{r}}O_{\tilde{r}} - \Psi_{\tilde{r}})}{\partial P_{\tilde{r}}} = 0 )</td>
</tr>
<tr>
<td>Conjugate function</td>
<td>( \frac{\partial (kM + b)^*}{\partial M} = 0 )</td>
<td>( \frac{\partial (P_{\tilde{r}}O_{\tilde{r}} - \Psi_{\tilde{r}})^<em>}{\partial P_{\tilde{r}}} = O_{\tilde{r}}^</em> )</td>
</tr>
<tr>
<td>Projection</td>
<td>( \frac{\partial P(M)}{\partial M} = 0 )</td>
<td>( \frac{\partial O_{\tilde{r}}}{\partial O_{\tilde{r}}} = 0 )</td>
</tr>
<tr>
<td>Fourier transformation</td>
<td>( \frac{\partial \mathcal{F}(M)}{\partial M} = \exp(-2\pi j\vec{u}\vec{r}) )</td>
<td>( \frac{\partial \Psi_{\tilde{u}}}{\partial \Psi_{\tilde{r}}} = \exp(-2\pi j\vec{u}\vec{r}) )</td>
</tr>
</tbody>
</table>

3.1.2.4. **Step size**

As the gradient indicates the fastest error-increasing direction, a better guess can be achieved by moving in the opposite direction with a proper step size. As most of gradient-descent methods use the first order derivative of the cost function, the approximate step size is estimated by finding the intersection point by solving a first order equation.
One of the most significant characteristic of gradient descent method is its error never increase during iteration. Such a characteristics gives it a fast converging speed. This seems a good characteristic in the first thought. However, the searching space of phase problem is full of local minima. Any algorithms only focus on minimising the error metric can easily get stuck. Therefore, the variants of gradient descent methods, e.g. stochastic gradient descent\textsuperscript{59}, regularisation\textsuperscript{56} and descent with momentum\textsuperscript{56}, are more preferred.

### 3.2. Algorithms before ptychography

The phase problem has existed in coherent diffraction imaging microscopy before the invention of ptychography\textsuperscript{13} and variety approaches have been developed to tackle this problem. Although they all utilise the intensity of diffraction patterns ($I_{\vec{u}}$) as one of their constraints, the other constraint was under developing hence varied from one to another. This promoted the diversity of algorithms. Some of these ideas and algorithms inspire the development of ptychography, hence they are explained to give a better understanding of the diffractive imaging problem.

#### 3.2.1. Gerchberg-Saxton (Error reduction)

Back in the early 1970's, there was no promising and efficient way of retrieving phase until the development of Gerchberg -Saxton algorithm in 1972\textsuperscript{24}. This algorithm was not only a decent solution to the phase problem in electron microscopy during that period, but also provided a new idea of involving extra constraint to make phase retrieval practical.

The Gerchberg-Saxton method requires only one scanning position, but two intensity measurements of both the specimen ($I_{\spec}$) and diffraction pattern ($I_{\vec{u}}$). With these $s$- and $f$-constraints, one can replace the modulus of the guessed image with the square root of the specimen intensity, then transfer this revised wave to its reciprocal space and apply the diffraction pattern intensity constraint. This concept is demonstrated by flowchart in Figure 3. 9 and explained with Pseudocode 3. 9.
Figure 3.9. The flowchart of Gerchberg-Saxton algorithm. This algorithm is alternatively projecting the guessed image \( \mathbf{O}_r \) to the intensity measurements in \( s \)- and \( f \)-domains.

**Pseudocode 3.9: Gerchberg-Saxton (Error reduction) with image intensity**

**Input:** measured image intensity *specimen intensity*, measured diffraction pattern (*intensity*), No. of iterations \( N \)

**Output:** revised object (*revised object*)

1: \( \text{object} = \sqrt{\text{specimen intensity}} \)
2: For \((n=1: N)\) do
3: \( \text{object} = \mathcal{P}_f(\text{object}, \text{intensity}) \)
4: \( \text{revised object} = \mathcal{P}_{\text{img}}(\text{object, specimen intensity}) \)
5: End

The influence of this alternative-projection is demonstrated by arbitrary pixels of the guessed object in \( s \)- and \( f \)-domains by Figure 3.10 (a) and (b) correspondingly. The circles in Figure 3.10 (a) and (b) represent the solution sets formed by the measured specimen intensity \((\mathbb{M}_{\text{img}})\) and diffraction pattern intensity \((\mathbb{M})\). An arbitrary pixel \((O_{r,n})\) of guessed object, who satisfies the \( s \)-constraint, is represented as a black dot in Figure 3.10 (a). This guessed object is transformed into its reciprocal space, yields \( \mathbf{O}_{u,n} \). An arbitrary pixel in the reciprocal space is represented as a black dot \((0_{u,n})\) in Figure 3.10 (b). After \( \mathcal{P}_f \), the value at this pixel becomes \( \mathbf{O}_{u,n}' \). Then the whole revised object is transformed back to the real space, becomes \( \mathbf{O}_{r,n}' \).

The circle in Figure 3.10 (a) and (b) represent the solution sets formed by the measured specimen intensity \((\mathbb{M}_{\text{img}})\) and diffraction pattern intensity \((\mathbb{M})\). An arbitrary pixel \((O_{r,n})\) of guessed object, who satisfies the \( s \)-constraint, is represented as a black dot in Figure 3.10 (a). This guessed object is transformed into its reciprocal space, yields \( \mathbf{O}_{u,n} \). An arbitrary pixel in the reciprocal space is represented as a black dot \((0_{u,n})\) in Figure 3.10 (b). After \( \mathcal{P}_f \), the value at this pixel becomes \( \mathbf{O}_{u,n}' \). Then the whole revised object is transformed back to the real space, becomes \( \mathbf{O}_{r,n}' \).
Unless a solution is found, this revised object \( (O_{r,n}^{'}) \) will not satisfy the s-constraint. As an example, which is shown in Figure 3. 10 (a), the pixel after revision \( (O_{r,n}^{'}) \) does not belong to the set formed by s-constraint. Hence the revised object needs to be projected \( (P_{img}) \) to the s-constraint and turned into \( O_{r,k+1} \), which leads to a new pixel value \( (O_{r,k+1}) \) that fits the s-constraint. This is the end of \( k^{th} \) iteration and the start of \( k + 1^{th} \) iteration of Gerchberg-Saxton algorithm.

Figure 3. 10. A demonstration of Gerchberg-Saxton algorithm with an arbitrary pixel of guessed object in s-domain (i.e. figure (a)) and f-domain (i.e. figure (b)). The sets formed by s-constraint \( (M_{img}) \) and f-constraint \( (M) \) for the chosen pixel are represented as circles in (a) and (b) respectively. The initial value of this arbitrary pixel at the start of \( k^{th} \) iteration satisfies the s-constraint and demonstrated as black dot \( (O_{r,k}) \) in figure (a). Fourier transform this guessed object \( O_{r,n} \) yields \( O_{u,n} \) in the f-domain. An arbitrary pixel \( O_{u,k} \) is chosen out of this transformed guessed object. After \( p_{f} \), this pixel falls onto the set formed by f-constraint and is highlighted as a red dot \( (O_{u,n}^{'}) \). The whole revised object is then inversely transformed back to the s-constraint, gives \( O_{r,n}^{'}, \) and the s-domain chosen pixel value now becomes \( O_{r,k}^{'}, \) which does not satisfy the s-constraint. Applying \( P_{img} \) leads to \( O_{r,n+1} \), which is illustrated as a blue dot, who satisfies the s-constraint again.

The recursive formula of Gerchberg-Saxton algorithm is given in eq 3. 28, where \( P_{img} \) represents the projection to the s-constraint for Gerchberg-Saxton.

\[
O_{r,n+1} = P_{f} \left( P_{img} \left( O_{r,n} \right) \right) \quad \text{eq 3. 28}
\]

The summed squared error \( (Err_{SS}) \) evaluates the difference between the estimated and measured intensities either in s-domain (eq 3. 29) or in f-domain (eq 3. 30). Gerchberg-Saxton algorithm can be proved as a gradient descent method with this error metric, since its error never increases during the reconstruction\(^40\).
\[ Err_{SS} = \sum_{\hat{\mathbf{r}}} \left( \sqrt{1_{img_{\hat{\mathbf{r}}}}} - |O_{\hat{\mathbf{r}}}| \right)^2 \]  
\[ Err_{SS f} = \sum_{\hat{\mathbf{u}}} \left( \sqrt{1_{\hat{\mathbf{u}}}} - |O_{\hat{\mathbf{u}}}| \right)^2 \]  
\[ eq \ 3.29 \]
\[ eq \ 3.30 \]

First, using the revised object in real space \( O_{\hat{\mathbf{r}},n} \) as a reference, computing the error of object at the beginning and end of the \( n^{th} \) iteration.

\[ Err_{SS s,n} = \sum_{\hat{\mathbf{r}}} \left( |O_{\hat{\mathbf{r}},n}| - |O'_{\hat{\mathbf{r}},n}| \right)^2 \]  
\[ Err_{SS s,n'} = \sum_{\hat{\mathbf{r}}} \left( |O_{\hat{\mathbf{r}},n+1}| - |O'_{\hat{\mathbf{r}},n+1}| \right)^2 \]  
\[ eq \ 3.31 \]
\[ eq \ 3.32 \]

From the definition of projection, we have:

\[ \left| |O_{\hat{\mathbf{r}},n}| - |O'_{\hat{\mathbf{r}},n}| \right| \geq \left| |O_{\hat{\mathbf{r}},n+1}| - |O'_{\hat{\mathbf{r}},n+1}| \right| \]  
\[ eq \ 3.33 \]

Hence:

\[ Err_{SS s,n} \geq Err_{SS s,n'} \]  
\[ eq \ 3.34 \]

Assuming \( O'_{\hat{\mathbf{r}},n+1} = p_f(O_{\hat{\mathbf{u}},n+1}) \), then using the \( O_{\hat{\mathbf{u}},n+1} \) as a reference, we can compute the error of \( O'_{\hat{\mathbf{r}},n} \) and \( O'_{\hat{\mathbf{r}},n+1} \) as:

\[ Err_{SS f,n} = \sum_{\hat{\mathbf{u}}} \left( |O'_{\hat{\mathbf{r}},n}| - |O_{\hat{\mathbf{u}},n+1}| \right)^2 \]  
\[ Err_{SS f,n+1} = \sum_{\hat{\mathbf{u}}} \left( |O'_{\hat{\mathbf{r}},n+1}| - |O_{\hat{\mathbf{u}},n+1}| \right)^2 \]  
\[ eq \ 3.35 \]
\[ eq \ 3.36 \]

Again, with the definition of projection, we have:

\[ \left| |O'_{\hat{\mathbf{u}},n}| - |O_{\hat{\mathbf{u}},n+1}| \right| \geq \left| |O'_{\hat{\mathbf{u}},n+1}| - |O_{\hat{\mathbf{u}},n+1}| \right| \]  
\[ eq \ 3.37 \]

Hence, we have:
\[ Err_{SS} f, n' \geq Err_{SS} f, n + 1 \quad eq 3.38 \]

Due to the Parseval’s rule:

\[ Err_{SS} s, n = Err_{SS} f, n \quad eq 3.39 \]

Combining eq 3.53, eq 3.62 and eq 3.39, we have:

\[ Err_{SS} s, n \geq Err_{SS} s, n' = Err_{SS} f, n' \geq Err_{SS} f, n+1 \quad eq 3.40 \]

which indicates the error should always decrease or stay the same during the iteration. For this reason, Gerchberg-Saxton algorithm is also known as the error reduction (ER) algorithm.\(^{40}\)

Gerchberg-Saxton algorithm was one of the earliest phase retrieval algorithms. It outperformed other algorithms in reconstructing the whole phase of an interested wave front in electron microscopy.\(^{24}\) As a derivation of gradient descent method, its error drops quickly in the beginning.\(^{40}\) However, this algorithm also suffers several drawbacks. First, since its error can never increase, it is not possible to escape from a stagnation. This is a poor characteristic for phase retrieving, which contains multiple local minima.\(^{54}\) Secondly, as Gerchberg-Saxton algorithm cannot distinguish any existed phase offset in the reconstruction, its outcomes have an inherent ambiguity on the phase bias, though this ambiguity is not fatal if only the relative phase is interested.\(^{40}\)

### 3.2.2. Hybrid input output (HIO)

The HIO algorithm is developed for a support (\(S_r\)) constraint in s-domain. As the support only lets waves passes through its centre (\(r \in S_r\)), any non-zero element outside this range (\(r \notin S_r\)) is considered as violating the constraint. The concept of HIO algorithm is similar to the feedback system, which is modifying the input proportional to the error in its output.

Due to the existence of the support, the variable under reconstruction becomes the exit wave (\(\Psi_r\)) rather than the image of the specimen. HIO projects a guessed exit wave to the modulus.
constraint (i.e. $\Psi'_\vec{r} = \mathcal{P}_f(\Psi'_\vec{r})$) and compares the output with the support. For the area inside the support ($\vec{r} \in \mathcal{S}^r$), all updates are accepted. For areas beyond the support ($\vec{r} \notin \mathcal{S}^r$), they are scaled by a coefficient ($\beta$) and taken away from the guessed exit wave as negative feedback. The flowchart of HIO is given in Figure 3.11 with pseudo code given in Pseudocode 3.10.

$$\Psi'_\vec{r} = \begin{cases} \Psi'_\vec{r}, & r \in \mathcal{S} \\ \Psi'_\vec{r} - \beta \Psi'_\vec{r}, & r \notin \mathcal{S} \end{cases}$$

Figure 3.11. A demonstration of HIO. From top left, a guessed exit wave ($\Psi'_\vec{r}$) is projected to the $f$-constraint to produce a revised exit wave ($\Psi'_\vec{r}$). The final updated exit wave is obtained by tuning the input based on the part of output that violates the support constraint.
Pseudocode 3. 10: Hybrid Input and Output (HIO) with support

**Input:**
- support \( (\text{support}) \), measured diffraction pattern \( (\text{intensity}) \), No. of iterations \( (N) \), parameter \( (\beta) \)

**Output:**
- revised exit wave \( (\text{revised exit wave}) \)

1: \[ \text{exit wave} = \text{support} \]
2: \[ \text{For} (n=1: N) \text{ do} \]
3: \[ \text{revised exit wave} = \mathcal{P}_f(\text{exit wave}, \text{intensity}) \]
4: \[ \text{If} \text{support}(\vec{r}) == 0 \]
5: \[ \text{revised exit wave}(\vec{r}) = \text{exit wave}(\vec{r}) - \beta \cdot \text{revised exit wave}(\vec{r}) \]
6: \[ \text{Else} \]
7: \[ \text{revised exit wave}(\vec{r}) = \text{exit wave}(\vec{r}) \]
8: \[ \text{End} \]
9: \[ \text{End} \]

Many variations have been developed to further improve the behaviour of HIO. It has been used for ptychography \(^{60}\) and modified to accommodate an uncertain support\(^{43}\). However, the existence of a support limits the development of this method. Not only because one needs to leave the limited field of view to the non-information support area, but also the accuracy of the support has influence to the quality of reconstruction. Meanwhile, the support constraint may lead to an inherent ambiguity, which is called as ‘twin-image’. This ambiguity can happen when the support is centrosymmetric\(^{45}\). To prove this, assume \( \Psi_{\vec{r}}^* \) is the complex conjugate of \( \Psi_{\vec{r}} \). If the Fourier transformed \( \Psi_{\vec{r}} \) is satisfies the modulus constraint \( (\text{i.e. } |\Psi_{\vec{u}}| = \sqrt{I_{\vec{u}}}) \),

\[
\Psi_{\vec{u}} = \mathcal{F}(\Psi_{\vec{r}}) = |\Psi_{\vec{u}}| \exp(jG_{\vec{u}}) \tag{eq 3.42}
\]

then the Fourier transformation of \( \Psi_{\vec{r}}^* \) is:

\[
\Psi_{\vec{u}}^* = |\Psi_{\vec{u}}| \exp(-jG_{\vec{u}}) \tag{eq 3.43}
\]
Which has the same modulus with $\Psi_{\vec{u}}$, hence also satisfies the modulus constraint. This implies the $\Psi_{-\vec{r}}$ is also an allowed solution. Using image as an example, then the appearance of $\Psi_{-\vec{r}}$ will be centrosymmetric with $\Psi_{\vec{r}}$ with a negative phase component. This leads to the reconstruction result stagnates as two centrosymmetric images overlapping with each other, hence this problem is known as ‘twin-images’. This problem may even happen to non-centrosymmetric support, when the twin images can fit into a loose support constraint$^{45}$.

Besides the twin-image ambiguity, support constraint also cannot find the absolute transverse position of the reconstructed exit wave, as the shifting appears as phase ramp in the f-domain and loses during taking intensity measurement. Though the influence of this ambiguity is less significant and can be limited by fixing the support position.

Besides the ER and HIO, many other algorithms are applied for solving phase problem before the development of ptychography, for instance the difference mapping (DM), the averaged successive reflections (ASR), the hybrid projection reflection (HPR) and relaxed averaged alternating reflectors (RAAR) are also utilised for support-based phase retrieval$^{61}$. Instead of explaining them twice (e.g. before and after ptychography), they are explained with the ptychography together in the following section to give a more specific description, which is more related to this thesis.

### 3.3. Algorithms for ptychography

As explained in Chapter 2.3, ptychography provides a different constraint with its ancestors: the overlapped area between multiple scanning positions. Since the adjacent diffraction patterns share part of common area of specimen, the reconstructed image must satisfy all of them at the same time. This consistency set forms the s-constraint in ptychography. However, during the reconstruction, ptychography requires separating the guessed specimen from revised exit waves. This requires the exact knowledge of the illumination function, which is not available for most of the time. The good news is that ptychography offers redundant information, which is more than enough to retrieve both the specimen and illumination$^{59,47}$. Such a characteristic attracts the attention of many researchers and variety algorithms are exploited to take the advantage of this new constraint.
In the following sections, each introduced algorithm is applied to reconstruct a simulated noiseless data set, to give a general idea of its performance. A complete analysis of the algorithms will be undertaken in section 4.3, once an appropriate error metric has been developed in section 4.1 and 4.2. The modulus and phase images of the simulated specimen is given in Figure 3. 12 together with the true and estimated illumination functions. One can compare the reconstructed images with these true object and probe. Since the edges of the reconstructed object is usually noisy and causes images to lose contrast due to their large dynamic range, only the centre of the reconstructed object is displayed as examples in the later sections. This area is marked with a red dotted line in Figure 3. 12. The simulated diffraction patterns are generated with a $20 \times 20$ scanning grid, which has about 60% overlap area. A random offset equals 20% of the step size is introduced to minimise the influence of raster grid ambiguity. Until a more accurate error metric has been introduced in Chapter 0, the error is evaluated as the normalised difference between the modulus of Fourier transformed exit waves ($\Psi_{u,k}$) and the square root of diffraction patterns ($I_{u,k}$) as shown by eq 3. 44. The memory occupation of the algorithms is listed in Table 3.

$$Err_f = \frac{\sum_k \sum_{u} \left| \Psi_{u,k} \right| - \sqrt{I_{u,k}}}{\sum_k \sum_{u} I_{u,k}}$$

\text{eq 3. 44}

Figure 3. 12. The object and probes used for testing algorithms. From left to right, (a) the modulus of object together with scanning positions (denoted as red dots) and the area covered by probe spot (denoted by cyan outline). The size of probe and its spot at the first scanning position are demonstrated by red square and cyan circle respectively; (b) the phase of object together with the selected area for error computation which is highlighted by red dotted line; (c) the true probe with the outline of spot and (d) the estimated probe. These two probes are plotted in colour wheel format, where the brightness and phase are expressed by the intensity and colour respectively.
3.3.1. Ptychography iterative engine (PIE)

As its name would suggest, PIE was one of the earliest algorithms that specifically designed for solving the phase problem with data collected from ptychography. Without the ability to reconstruct the illumination function, an approximate probe \((P_r)\) is utilised by the PIE algorithm. As a result, the outcome significantly depends on the accuracy of the estimation. The initial object \((O_r)\) is usually guessed as a free space (i.e. an all-one matrix) and optimised iteratively during the reconstruction.

Following the scanning sequence, a part of object \((O_{r,k})\), which corresponds to the area covered by the probe at the chosen scanning position \((\vec{r}_k)\), is cut out from the guessed object and forms an exit wave \((\Psi_{r,k})\) by multiplying with the estimated probe. This guessed exit wave is revised by the corresponding diffraction pattern \((I_{u,k})\) and utilised to modify that part of object with following updating function.

\[
O'_{r,k} = O_{r,k} + \frac{|P_r|}{|P_r|_{max}} \cdot \frac{P_r^*}{(|P_r|^2 + \alpha)} \cdot (P_f(\Psi_{r,k}) - \Psi_{r,k})
\]

\text{eq 3.45}

Where \(O'_{r,k}\) is the updated part of object and \(\alpha\) is a parameter preventing dividing by zero at the dim part of probe. Then PIE replace the corresponding part of object with the updated one and move to the next scanning position. The origin of this updating function is described in detail in Chapter 5.

In this mechanism, part of the previously updated object appears in the later updating process of adjacent scanning positions. Those revised area improves the quality of following guessed exit wave. Such a mechanism is shown in Figure 3.14. This iterative phase retrieving process is repeated until a desired error level is achieved or a stagnation has been reached. A flow chart and pseudo code are given below with more details of PIE.
Figure 3.13. A flow chart for PIE algorithm. A part of object \((O_{F,k})\) cover by the probe at the \(r_k\) scanning position is cut out form the guessed object \((O_{F})\) and multiplies with the estimated probe \((P_{F})\) to give an guessed exit wave \((\psi_{F,k})\). This exit wave is projected to f-constraint and applied to update the object part. Finally, the updated object part replaces the corresponding area on the guessed object.

Figure 3.14. This figure demonstrates how PIE updates object part by part. The \(k^{th}\) and \((k+1)^{th}\) scanning positions share an overlapped area, which is coloured as red in the figure. This area is updated by the revised exit wave \((k^{th})\) and improve the quality of the next estimated exit wave \(((k+1)^{th})\).

To demonstrate the performance of PIE strongly depending on the accuracy of guessed probe, the simulated data is reconstructed with correct and estimated probes respectively. The error during reconstruction is shown in Figure 3.15. As shown in the figure, PIE fails when the estimated probe is utilised, though it gives decent reconstruction with a correct probe. Its
error decreases quickly in the beginning (e.g. drops more than 10 magnitudes in the first 500 iteration), then slows down (e.g. decreases about 3 magnitudes in the last 3000 iterations). This is a typical performance for most of the PIE algorithms as shown in the following sections.

---

**Pseudocode 3.11: Ptychographical Iterative Engine (PIE)**

**Input:** measured diffraction pattern \( (intensity) \), scanning positions \( (positions) \),

guessed object \( (object) \), guessed probe \( (probe) \), No. of iterations \( (N) \),

Parameter \( (\alpha) \)

**Output:** revised object \( (revised \ object) \), revised probe \( (revised \ probe) \)

1: For \( (n=1: N) \) do
2: \( positions = shuffle(positions) \)
3: For \( (k=1: \) total number of positions) do
4: \( the \ k_{th} \ part = Cut(revised \ object, \ the \ k_{th} \ positions, \ size \ of \ probe) \)
5: \( exit \ wave = the \ k_{th} \ part \cdot \ probe \)
6: \( revised \ exit \ wave = P_f(exit \ wave, \ intensity) \)
7: \( difference = revised \ exit \ wave - exit \ wave \)
8: \( modification = \frac{\text{probe}}{|\text{probe}|_{max}} \frac{\text{probe}^*}{(|\text{probe}|^2 + \alpha)} \times difference \)
9: \( revised \ object = \)
10: \( \text{Add}(object, modification, the \ k_{th} \ positions, \ size \ of \ probe) \)
11: End

**Note [1]:** Temporary variable: the \( k_{th} \ part, \ exit \ wave, \ difference, \ modification \) and \( revised \ exit \ wave \)
Figure 3.15. The reconstruction results of PIE with estimated and true probes. The outcome of reconstruction with estimated probe is shown in (a) and (b), while the result from true probe is shown in (c) and (d). As shown in the figure, PIE’s results highly depend on the quality of estimated probe. An accurate probe helps PIE bringing the error down to $10^{-12}$ magnitude, which is significantly better than the result of an estimated probe.

### 3.3.2. Extended PIE (ePIE)

Extended PIE (ePIE) was developed in 2009 by Andrew Maiden and John Rodenburg\textsuperscript{59}. It extends the updating approach to the illumination function ($\mathbf{P}_r$). Since the illumination function is also retrieved during the reconstruction, the accuracy of estimated illumination does not significantly affect the reconstruction quality.

To update the part of object covered by the probe at the $k$\textsuperscript{th} position ($\mathbf{O}_{r,k}'$) with the corresponding exit wave revised by the $f$-constraint ($\Psi_{r,k}'$), a naïve updating equation is written as:

$$
\mathbf{O}_{r,k}' = \frac{\Psi_{r,k}'}{\mathbf{P}_r} = \frac{\mathbf{P}_r^*\Psi_{r,k}'}{|\mathbf{P}_r|^2}
$$

\textit{eq 3.46}
This updating function assumes the probe is correct, hence all variation on the exit wave should be all adapted to the $O_{\tilde{r},k}'$. However, this function is poorly conditioned at the area covered by the dim part of probe$^{56}$. Any pixel of probe with small modulus can magnify the variation of the exit wave and lead to fluctuation or even instable performance. To prevent this from happening, this updated result is mitigated by the original object part ($O_{\tilde{r},k}$), gives:

$$O_{\tilde{r},k}' = (1 - \mu_\tilde{r}) \cdot O_{\tilde{r},k} + \mu_\tilde{r} \cdot \frac{P_\tilde{r}^* \Psi_{\tilde{r},k}'}{|P_\tilde{r}|^2}$$  \hspace{5cm} eq 3.47

Which can be written as:

$$O_{\tilde{r},k}' = O_{\tilde{r},k} + \mu_\tilde{r} \cdot \left(\frac{P_\tilde{r}^* \Psi_{\tilde{r},k}'}{|P_\tilde{r}|^2} - O_{\tilde{r},k}\right)$$  \hspace{5cm} eq 3.48

Substitute $O_{\tilde{r},k} \cdot |P_\tilde{r}|^2 = \Psi_{\tilde{r},k} \cdot P_\tilde{r}^*$, the updating equation is obtained as follows:

$$O_{\tilde{r},k}' = O_{\tilde{r},k} + \mu_\tilde{r} \cdot \frac{P_\tilde{r}^*}{|P_\tilde{r}|^2} \cdot (\Psi_{\tilde{r},k}' - \Psi_{\tilde{r},k})$$  \hspace{5cm} eq 3.49

A well-designed weighting factor $\mu_\tilde{r}$ should approach to 1 for the pixels that are well illuminated by the probe and approach to 0 for the poorly illuminated pixels. In ePIE, this weighting factor is set as a scaled intensity of probe, which is normalised by its brightest pixel.

$$\mu_\tilde{r} = \alpha \frac{|P_\tilde{r}|^2}{|P_\tilde{r}|_{\text{max}}^2}$$  \hspace{5cm} eq 3.50

Hence the standard $k^{th}$ object part updating function of ePIE is:

$$O_{\tilde{r},k}' = O_{\tilde{r},k} + \alpha \frac{P_\tilde{r}^*}{|P_\tilde{r}|_{\text{max}}^2} \cdot (\Psi_{\tilde{r},k}' - \Psi_{\tilde{r},k})$$  \hspace{5cm} eq 3.51

Comparing with PIE, the biggest improvement of ePIE is that it also reconstructs the illumination function ($P_\tilde{r}$). The derivation of probe updating function is similar as above, hence is omitted here. The standard probe updating function of ePIE is:
Another difference of ePIE is a shuffle on the scanning sequence at the beginning of each iteration. Such a modification is recommended to prevent a drifting probe during the reconstruction. A flow chart and pseudo code for ePIE is given to help understanding this process. The reconstruction results of ePIE are given in Figure 3.17.

**Pseudocode 3.12: Extended Ptychography Iterative Engine (ePIE)**

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Input:</td>
<td>measured diffraction pattern (intensity ), scanning positions (positions ), guessed object (object), guessed probe (probe), No. of iterations (N), Parameter (α, β)</td>
</tr>
<tr>
<td>Output:</td>
<td>revised object (revised object), revised probe (revised probe)</td>
</tr>
</tbody>
</table>

1. **For** (n=1: N) **do**
2.  
3. **For** (k=1: total number of positions) **do**
4.  
5.  
6.  
7.  
8.  
9. **Add**(object, modification, the kth positions, size of probe)
10.  
11. **End**
12. **End**

*Note 1:* Temporary variable: the kth part, exit wave, revised exit wave, modification
Figure 3. 16. The flow chart of ePIE. Comparing to Figure 3. 13, the main difference between PIE and ePIE is an additional probe updating branch. The updating functions are given by eq 3. 51 and eq 3. 52.

Figure 3. 17. The reconstruction result of ePIE with estimated and true probes. The outcome of reconstruction with estimated probe is shown in (a) and (b), while the result from true probe is shown in (c) and (d). Since the illumination is updated in ePIE, the accuracy of initial probe does not have significant influence on the result. Both initial probes lead to descent reconstructions. The error for true and estimated probe stays at similar magnitude during the reconstruction.
3.3.3. Regularised PIE (rPIE)

In 2017, another modified version of PIE is developed as regularised PIE (rPIE). Regularisation is a common concept in machine learning\(^63,\)\(^64\) to prevent a neural network getting overfit to the training data. In the reconstruction of PIE family, the mechanism of the fluctuation of poorly illuminated pixels is similar to the overfitting, hence can be supressed by introducing a regularised term to the cost function. The derivation of rPIE updating functions is explained below.

All PIE algorithms come from a cost function as given by eq 3.53, where \(O_{\tilde{F},k}'\) denotes the updated object. The first term of this equation evaluates the difference between the present guessed object and probe pair with the exit wave revised by \(f\)-constraint \((\Psi_{\tilde{F},k})\), while the second term evaluates the variation of object during the present updating process.

\[
L_0 = \sum_{\tilde{f}} |O_{\tilde{F},k}'P_{\tilde{F}} - \Psi_{\tilde{F},k}'|^2 + \sum_{\tilde{f}} \omega_{O,\tilde{F}} |O_{\tilde{F},k}' - O_{\tilde{F},k}|^2 \quad \text{eq 3.53}
\]

When a solution is found for a noiseless data set, the exit wave satisfying the s-constraint (i.e. \(O_{\tilde{F},k}'P_{\tilde{F}}\)) should be the same with the exit wave satisfying f-constraint (i.e. \(\Psi_{\tilde{F},k}'\)), which gives zero for the first term. Meanwhile, when the solution is reached, there is no difference between the present \((O_{\tilde{F},k})\) and updated object \((O_{\tilde{F},k}')\). Hence the second term also equals zero. As expected, the cost function reaches zero when the solution is found. Nevertheless, the second term also provides an approach for adaptively tuning the updating speed. By assigning large \(\omega_{O,\tilde{F}}\) to the pixels that are not well illuminated, this cost function can penalise any dramatic variation on those poorly illuminated area of object. Different definition of \(\omega_{O,\tilde{F}}\) leads to different updating functions.

To find an updated object part at the \(k^{th}\) scan position \((O_{\tilde{F},k}')\) that can minimise this cost function, a common approach is calculate the gradient of this function with respect to this variable and find a value that gives zero gradient. Thus, we differentiate the cost function for this object part with respect to \((O_{\tilde{F},k}')^*\) to obtain the gradient:

\[
\frac{\partial L_{O,k}}{\partial (O_{\tilde{F},k})} = P_{\tilde{F}}^*(O_{\tilde{F},k}'P_{\tilde{F}} - \Psi_{\tilde{F},k}') + \omega_{O,\tilde{F}}(O_{\tilde{F},k}' - O_{\til{F},k}) \quad \text{eq 3.54}
\]
Set this equation of gradient to zero and re-arrange it with respect to $O_{\bar{r},k}^{'},$

$$ O_{\bar{r},k}^{'} = \frac{P_{r}^{t} \Psi_{\bar{r},k}' + \omega_{O,\bar{r}} O_{\bar{r},k}}{|P_{r}|^2 + \omega_{O,\bar{r}}} \tag{eq 3.55} $$

Or:

$$ O_{\bar{r},k}^{'} = O_{\bar{r},k} + \frac{P_{r}^{t} \Psi_{\bar{r},k}' - |P_{r}|^2 O_{\bar{r},k}}{|P_{r}|^2 + \omega_{O,\bar{r}}} $$

$$ = O_{\bar{r},k} + \frac{P_{r}^{t} (\Psi_{\bar{r},k}' - \Psi_{\bar{r},k})}{|P_{r}|^2 + \omega_{O,\bar{r}}} \tag{eq 3.56} $$

All object updating functions used by PIE-algorithms can be derived from this function by choosing a suitable weighting factor ($\omega_{O,\bar{r}}$). For instance, ePIE sets $\omega_{O,\bar{r}} = \frac{1}{\alpha} |P_{r}|_{max}^2 - |P_{r}|^2$, gives the object updating function as eq 3.57.

$$ O_{\bar{r},k}^{'} = O_{\bar{r},k} + \alpha \frac{P_{r}^{t} \cdot (\Psi_{\bar{r},k}' - \Psi_{\bar{r},k})}{|P_{r}|_{max}^2} \tag{eq 3.57} $$

For rPIE, $\omega_{O,\bar{r}} = \alpha (|P_{r}|_{max}^2 - |P_{r}|^2)$ is utilised\textsuperscript{56}, which turns the denominator of eq 3.56 into a mediate value between the intensity of picked pixel ($|P_{r}|^2$) and the maximum intensity ($|P_{r}|_{max}^2$).

$$ O_{\bar{r},k}^{'} = O_{\bar{r},k} + \frac{P_{r}^{t} (\Psi_{\bar{r},k}' - \Psi_{\bar{r},k})}{(1 - \alpha)|P_{r}|^2 + \alpha |P_{r}|_{max}^2} \tag{eq 3.58} $$

The illumination updating function is derived in a similar way. First, a cost function with respect to the probe is written as follows:

$$ \mathcal{L}_p = \sum_k |O_{\bar{r},k} P_{r}' - \Psi_{\bar{r},k}'|^2 + \sum_k \omega_{P,\bar{r}} |P_{r}' - P_{\bar{r}}|^2 \tag{eq 3.59} $$

Then the gradient at current scan position with respect to the probe is obtained by differentiating it with respect to $(P_{r}')^t,$
\[
\frac{\partial \mathcal{L}_{P,k}}{\partial (P'_r)} = O_{r,k}^\ast (O_{r,k} P'_r - \Psi'_{r,k}) + \omega_{P,r} (P'_r - P_r)
\]

Eq 3.60

Set this gradient to zero, and rearrange it with respect to \(P'_r\), gives:

\[
P'_r = \frac{O_{r,k}^\ast \Psi'_{r,k} + \omega_{P,r} O_{r,k}}{|P'_r|^2 + \omega_{P,r}}
\]

Eq 3.61

Then an updating function for probe can be found by setting \(\omega_{P,r} = \beta (|O_{r,k}|^2_{\text{max}} - |O_{r,k}|^2)\)

\[
P'_r = P_r + \beta \frac{O_{r,k}^\ast (\Psi'_{r,k} - \Psi_{r,k})}{|O_{r,k}|^2_{\text{max}}}
\]

Eq 3.62

Besides the modified updating functions, rPIE reconstruction process is exactly the same as ePIE. One can refer to Figure 3.16 for rPIE flowchart. The pseudo code of rPIE is given in Pseudocode 3.13. The reconstruction result from rPIE is given in Figure 3.18.

Figure 3.18. The reconstruction result of rPIE with estimated and true probes. The outcome of reconstruction with estimated probe is shown in (a) and (b), while the result from true probe is shown in (c) and (d). Again, as the probe is simultaneously updated, its initial value does not affect the outcome significantly. rPIE achieves reasonable reconstructions in both cases.
Pseudocode 3.13: Regularised Ptychographical Iterative Engine (rPIE)

Input: measured diffraction pattern (intensity), scanning positions (positions),
guessed object (object), guessed probe (probe), No. of iterations (N),
Parameter (α, β)
Output: revised object (revised object), revised probe (revised probe)

1: For (n=1: N) do
2:     positions = shuffle(positions)
3:     For (k=1: total number of positions) do
4:         the k_th part = Cut(revised object, the k_th positions, size of probe)
5:         exit wave = the k_th part ∙ probe
6:         revised exit wave = P_f(exit wave, intensity)
7:         difference = revised exit wave − exit wave
8:         modification = \( \text{probe}^* \frac{p \text{robe}}{(1-\alpha) |p \text{robe}|^2 + \alpha |p \text{robe}|_{\text{max}}^2} \times \text{difference} \)
9:         revised object = Add(object, modification, the k_th positions, size of probe)
10:        revised probe = probe + \( \text{the k_th part}^* \frac{p \text{robe}}{(1-\beta) |p \text{robe}|^2 + \beta |p \text{robe}|_{\text{max}}^2} \times \text{difference} \)
11:     End
12: End

Note [1]: Temporary variable: the k_th part, exit wave, revised exit wave, modification

3.3.4. Momentum PIE (mPIE)

The latest member of PIE family is the momentum PIE (mPIE). Momentum is a concept in optimisation, which has been applied in training neural networks. Referring to the example in Figure 3.8, a ball can overcome the pits with the accumulated momentum. The momentum (i.e. velocity) is reduced due to the friction and eventually lets the ball stay in the global minimum. During the reconstruction, mPIE estimates the current pixel-wise velocity by
comparing the updated object ($O_{r}'$) with its previous value ($O_r$). This current velocity is accumulated with a damped previous one ($\gamma v_o$). Finally, the updated object is moved further along the direction defined by the over-all velocity as demonstrated by eq 3. 63 and eq 3. 64, where the $v_o$ is the previous object velocity and $\gamma$ is the friction coefficient. The velocity ($v_o$) is a matrix with the same size as object and initialise to zero in the beginning. The friction coefficient is a fractional number between 0 and 1. A high value indicates less damping effect; hence the velocity dissipates slower. A similar momentum updating is applied to the probe.

$$v'_o = \gamma v_o + (O'_r - O_r) \quad \text{eq 3. 63}$$
$$O_r = O'_r + \gamma v'_o \quad \text{eq 3. 64}$$

As shown in Figure 3. 19, the workflow of mPIE is about the same with rPIE, except the momentum part existing in the end of iteration. This is different to the original paper, where momentum was applied periodically within the main update steps, which requires user choosing a parameter for it. We have demonstrated that applying momentum at the end of each update step is both more straightforward and more stable than the original scheme. Meanwhile, the original mPIE have 7 parameters, including two parameters for step size, two for regularisation, two for momentum updating and one for the period of applying momentum. We reduce the parameters to three, while still keep the most characteristics of mPIE. The pseudo code of momentum updating is given in Pseudocode 3. 14. The result of mPIE is shown in Figure 3. 20.
Figure 3.19. The flow chart of mPIE. The difference between mPIE and ePIE (or rPIE) is the momentum updating modules, which are highlighted in red colour. In the original paper, this momentum module is activated after the object is updated with certain amount positions. We have demonstrated that applying momentum at the end of each update step is both more straightforward and more stable than the original scheme.

Figure 3.20. The reconstruction result of mPIE with estimated and true probes. The outcome of reconstruction with estimated probe is shown in (a) and (b), while the result from true probe is shown in (c) and (d). The accuracy of initial probe does not affect the outcome, mPIE success with both initial guessed probes.
Pseudocode 3.14: Momentum Ptychographical Iterative Engine (mPIE)

Input: measured diffraction pattern (intensity), scanning positions (positions), guessed object (object), guessed probe (probe), object velocity (object velocity), probe velocity (probe velocity), No. of iterations (N), Parameter (α, β, γ)

Output: revised object (revised object), revised probe (revised probe)

1: object velocity = 0
2: probe velocity = 0
3: For (n=1: N) do
4: positions = shuffle(positions)
5: previous object = object
6: previous probe = probe
7: For (k=1: total number of positions) do
8: the kth part = Cut(revised object, the kth positions, size of probe)
9: exit wave = the kth part · probe
10: revised exit wave = Pf(exit wave, intensity)
11: difference = revised exit wave − exit wave
12: modification = \( \frac{\text{probe}^*}{(1-\alpha)\|\text{probe}\|^2 + \alpha\|\text{probe}\|_{\text{max}}^2} \) × difference
13: object = Add(object, modification, the kth positions, size of probe)
14: probe = probe + \( \frac{\text{the kth part}^*}{(1-\beta)\|\text{the kth part}\|^2 + \beta\|\text{the kth part}\|_{\text{max}}^2} \) × difference
15: End
16: object velocity = γ × object velocity + (object − previous object)
17: probe velocity = γ × probe velocity + (probe − previous probe)
18: revised object = object + γ × object velocity
19: revised probe = probe + γ × probe velocity
20: End

Note [1]: Temporary variable: the kth part, exit wave, revised exit wave, modification
3.3.5. Alternating direction method of multipliers (ADMM)

The alternating direction method of multipliers (ADMM) is a relatively new phase retrieval algorithm developed from the gradient descent concept\textsuperscript{55,65}. Just like any other ptychography algorithms, ADMM can be separated into two parts: the application of f-constraint and the application of s-constraint. The way of applying f-constraint in ADMM shares similarity with rPIE. The derivation starts with a cost function given below:

$$\mathcal{L}_\Psi = \sum_k \left| \Psi'_{\xi,k} - \sqrt{I_{\eta,k}} \right|^2 + \beta \sum_k \left| \Psi'_{\xi,k} - |\Psi_{\xi,k}| \right|^2$$  \hspace{1cm} \text{eq 3.65}

The first term is an error metric evaluating the Euclidean distance in \textit{f-domain}, while the second term is regularisation term based the difference of exit waves before and after updating of exit waves. Following the process of deriving updating function from cost function, we perform a partial differentiation with respect to $\Psi_{\xi,k}$, gives:

$$\frac{\partial \mathcal{L}_\Psi}{\partial (|\Psi'_{\xi,k}|^2)} = 2 \left( |\Psi'_{\xi,k}| - \sqrt{I_{\eta,k}} \right) + 2\beta \left( |\Psi'_{\xi,k}| - |\Psi_{\xi,k}| \right)$$  \hspace{1cm} \text{eq 3.66}

Set its value to zero and calculate $\Psi'_{\xi,k}$, gives:

$$|\Psi'_{\xi,k}| = \frac{\sqrt{I_{\eta,k}} + \beta |\Psi_{\xi,k}|}{1 + \beta} = \frac{1}{1 + \beta} \sqrt{I_{\eta,k}} \left( 1 - \frac{1}{1 + \beta} \right) |\Psi_{\xi,k}|$$  \hspace{1cm} \text{eq 3.67}

Which has a similar format of the rPIE updating functions. Such an updating function equivalents to a relaxed f-projection and can be re-written into the standard format of relaxed projection ($\mathcal{P}^\beta_f$) as shown below. It equals projection when $\beta = 0$ and remains as unchanged when $\beta$ goes to infinity.

$$\Psi'_{\xi,k} = \mathcal{P}^\beta_f (\Psi_{\xi,k}) = (1 - \alpha) |\Psi_{\xi,k}| + \alpha \sqrt{I_{\eta,k}} \quad \text{where } \alpha = \frac{1}{1 + \beta}$$  \hspace{1cm} \text{eq 3.68}

The $s$-constraint is applied onto the multiplier rather than exit waves, though they are strongly related to each other and even interchangeable under some assumptions as shown later. The
guessed exit waves are revised by a relaxed s-reflection (\(R^\beta_s\)) of multipliers. Its outcome is equivalent to projection when \(\beta = 0\) and equals to reflection when \(\beta = 1\).

Finally, the f- and s-constraints are connected to each other by interfaces that relate multipliers (\(\lambda_f\)) and exit waves (\(\psi_f\)). However, the original arrangement of ADMM, which is given in Pseudocode 3.15, is not easy to follow due to the successive converting between exit waves and multipliers. For revealing the logic beneath ADMM, its workflow is re-arranged as shown in Figure 3.21. This rearranged format converges in a same rate as the original one under two assumptions. The first assumption is the initial value of multiplier is zero, which is common initialisation of ADMM. The second assumption is that swapping the order of projecting to s- and f- constraints has no significant influence on the reconstruction in a long run, which is also true in most of the applications46.

Referring to the re-arranged format in Figure 3.21, the “interface s to f” module is a self-updating for multiplier. It sets the multiplier to a vector pointing from the s-projection towards the original value. Then, this vector is added to the exit wave in “interface f to s” module and drives it away from the s-constraint. The multipliers work as memory terms that accumulate the previous error to the current exit wave. Such a mechanism perturbates the exit wave when it approaches to a stable point and prevent it from stagnation. To approve the re-arrangement does not affect the convergency of ADMM, both the original and the re-arranged ADMM are applied to reconstruct the simulated data with \(\beta = 0.2\) with 3000 iterations with the estimated probe. The result is demonstrated in Figure 3.22.
**Pseudocode 3.15: original Alternating direction method of multipliers (ADMM)**

**Input:** measured diffraction pattern (intensity), scanning positions (positions), guessed object (object), guessed probe (probe), object velocity (object velocity), probe velocity (probe velocity), No. of iterations (N), Parameter (β)

**Output:** revised object (revised object), revised probe (revised probe)

1: **multiplier** = 0
2: For (n=1: N) do
3:   For (k=1: total number of positions) do
4:     the k\text{th} part = \textbf{Cut}(revised object, the k\text{th} positions, size of probe)
5:     the k\text{th} exit wave = the k\text{th} part \cdot probe
6:     FT exit waves = \mathcal{F}(the k\text{th} exit waves)
7:     FT exit waves = \sqrt{\text{intensity} + \beta |\text{FT exit waves}|} \cdot \exp(j \cdot \text{angle(FT exit wave)})
8:     the k\text{th} exit waves = \mathcal{F}^{-1}(FT exit waves)
9:     the k\text{th} multiplier = the k\text{th} exit waves + \frac{\text{multiplier}}{\beta}
10: End
11: [exit wave, revised probe, revised object] = \mathcal{P}_s(multiplier, positions, probe)
12: **multiplier** = \beta \cdot (multiplier - exit wave)
13: exit waves = exit waves - **multiplier**
14: End
The $1^{st}$ column is the standard ADMM that matches **Pseudocode 3. 15.** From the $1^{st}$ to $2^{nd}$ column, with assumption that initial value of multiplier is zero, the order of computing exit waves ($\psi_F$) and multipliers ($\lambda_F$) are swapped with corresponding adjustment on the updating functions to prevent any influence on the outcomes. From the $2^{nd}$ to $3^{rd}$ column, the order of applying $f$- and $s$-constraints are swapped together with their interfaces. For most of the iterative phase retrieval algorithms, such an adjustment has negligible effect in a long run. From $3^{rd}$ to $4^{th}$ column, as the $f$-constraint does not affect multiplier, it is brought to the front and leaves all functions of multiplier at the end of iteration. In this new format, exit waves
behaves more like a buffer, while the multiplier becomes the real exit wave and passed between iterations.

**Pseudocode 3.16: modified Alternating Direction Method of Multipliers (ADMM)**

**Input:**
- measured diffraction pattern (*intensity*), scanning positions (*positions*), guessed object (*object*), guessed probe (*probe*), object velocity (*object velocity*), probe velocity(*probe velocity*), No. of iterations (*N*), Parameter (*β*)

**Output:**
- revised object (*revised object*), revised probe (*revised probe*)

1:  For (k=1: total number of positions) do
2:    the kth part = Cut(object, the kth positions, size of probe)
3:    the kth multiplier = the kth part · probe
4:  End
5:  For (n=1: N) do
6:    [revised multiplier, revised probe, revised object] = P_s(multiplier, positions, probe)
7:  End
8:  For (k=1: total number of positions) do
9:    the kth exit wave = (1 + β) · revised multiplier − β · multiplier
10:   FT exit waves = F(the kth exit waves)
11:   FT exit waves = √*intensity* + β|FT exit waves| · exp(j · angle(FT exit wave))
12:  End
13:  revised multiplier = multiplier − revised multiplier
14:  revised multiplier = exit waves + revised multiplier
15: End

Moreover, the re-arranged format is also helpful to explain ADMM from set-projection point of view. In the final re-arranged format, one can combining the interfaces together and replace exit wave with an expression of multiplier. Hence, a recursive formula of multiplier is found as eq 3.69.

\[
\lambda_\phi^r = \mathbf{P}_s^\beta \mathbf{R}_q^\beta \lambda_\phi^r + (I - \mathbf{P}_s)\lambda_\phi^r \quad \text{eq 3.69}
\]
Derive the above equation to the most memory saving format.

\[
\lambda_{\tilde{r},k+1} = (\mathcal{P}_f^\beta \mathcal{R}_s^\beta + (I - \mathcal{P}_s)) \lambda_{\tilde{r},k} \\
= (\mathcal{P}_f^\beta \mathcal{R}_s^\beta - \mathcal{P}_s + I) \lambda_{\tilde{r},k} \\
= (\mathcal{P}_f^\beta \mathcal{R}_s^\beta - ((1 + \beta)\mathcal{P}_s - \beta I) + \beta \mathcal{P}_s + (1 - \beta)I) \lambda_{\tilde{r},k} \\
= (\mathcal{P}_f^\beta \mathcal{R}_s^\beta - \mathcal{R}_s^\beta + \beta \mathcal{P}_s + (1 - \beta)I) \lambda_{\tilde{r},k} \\
= ((\mathcal{P}_f^\beta - I)\mathcal{R}_s^\beta + \beta \mathcal{P}_s + (1 - \beta)I) \lambda_{\tilde{r},k} \\
= ((\mathcal{P}_f^\beta - I)\mathcal{R}_s^\beta + I + \beta (\mathcal{P}_s - I)) \lambda_{\tilde{r},k}
\]

Last but not the least, the re-arranged format reduces the required memory. The original ADMM format is very memory intensive, as it requires storing both the exit waves and the multipliers, which are the largest variables in ptychography referring to Table 3.3. This drawback limits the implementation of ADMM onto large data sets. Since exit waves become intermediate variables in the re-arranged format, they can be wiped by the end of each iteration. In other words, the exit waves behave more like a buffer, and the multipliers become the true exit waves that is retrieved iteratively. The required memory size is nearly halved with this adjustment. The memory occupation can be found in Table 3.3.
Figure 3.22. The reconstruction result of ADMM with true and estimated probes. The outcome of reconstruction with true probe is shown in (a) and (b), while the result from guessed probe is shown in (c) and (d). The initial guess of probe has negligible influence on the reconstruction for ADMM. The error linearly decreases during the whole reconstruction. The modified version of ADMM (marked as dash-dotted line) has about the same trend as the original version.

3.3.6. Difference Mapping (DM)

Since the difference mapping was applied in Ptychography in 2008, it has become one of the most competitive opponents of ePIE. It was the first algorithms tried to improve the reconstruction quality by retrieving illumination function during the reconstruction. It is also considered as the ancestor of set-projection inspired algorithms. The DM recursive formula with respect to $\Psi_{\tilde{r},k}$ is given as follow:

$$\Psi_{\tilde{r},k+1} = \Psi_{\tilde{r},k} + P_f (2P_s(\Psi_{\tilde{r},k}) - \Psi_{\tilde{r},k}) - P_s(\Psi_{\tilde{r},k})$$  \hspace{1cm} eq 3.70

Or:

$$\Psi_{\tilde{r},k+1} = (I + P_f R_s - P_s)\Psi_{\tilde{r},k}$$  \hspace{1cm} eq 3.71

Theoretically, DM should always converge to a true solution. To prove this, assume the $\Psi_{\tilde{r},0}$ is a fixed point found by eq 3.70, then we have:
\[
\psi_{\mathbf{r},0} = \psi_{\mathbf{r},0} + \mathcal{P}_f(2\mathcal{P}_s(\psi_{\mathbf{r},0}) - \psi_{\mathbf{r},0}) - \mathcal{P}_s(\psi_{\mathbf{r},0}) \\
0 = \mathcal{P}_f(2\mathcal{P}_s(\psi_{\mathbf{r},0}) - \psi_{\mathbf{r},0}) - \mathcal{P}_s(\psi_{\mathbf{r},0}) \\
\mathcal{P}_s(\psi_{\mathbf{r},0}) = \mathcal{P}_f(2\mathcal{P}_s(\psi_{\mathbf{r},0}) - \psi_{\mathbf{r},0})
\]

eq 3.72

Which indicates the \( \psi_{\mathbf{r},0} \) satisfies both constraints at the same time, hence it is a solution. For later comparison, eq 3.71 is derived into a standard format as follows:

\[
\psi_{\mathbf{r},k+1} = (\mathcal{I} + \mathcal{P}_f \mathcal{R}_s - \mathcal{P}_s)\psi_{\mathbf{r},k} \\
= (\mathcal{P}_f \mathcal{R}_s - \mathcal{P}_s + \mathcal{I})\psi_{\mathbf{r},k} \\
= (\mathcal{P}_f \mathcal{R}_s - 2\mathcal{P}_s + \mathcal{I} + \mathcal{P}_s)\psi_{\mathbf{r},k} \\
= (\mathcal{P}_f \mathcal{R}_s - (2\mathcal{P}_s - \mathcal{I} + \mathcal{P}_s))\psi_{\mathbf{r},k} \\
= (\mathcal{P}_f \mathcal{R}_s - \mathcal{R}_s + \mathcal{P}_s)\psi_{\mathbf{r},k} \\
= ((\mathcal{P}_f - 1)\mathcal{R}_s + \mathcal{P}_s)\psi_{\mathbf{r},k}
\]

eq 3.73

The pseudo code of DM is given in Pseudocode 3.17.

**Pseudocode 3.17: Difference Mapping (DM)**

**Input:** measured diffraction pattern (intensity), scanning positions (positions), guessed object (object), guessed probe (probe), No. of iterations (\( N \))

**Output:** revised object (revised object), revised probe (revised probe)

1: For (k=1: total number of positions) do
2:  \( \text{the } k_{th} \text{ part} = \text{Cut}(\text{object, the } k_{th} \text{ positions, size of probe}) \)
3:  \( \text{the } k_{th} \text{ previous exit wave} = \text{the } k_{th} \text{ part} \cdot \text{probe} \)
4: End
5: For (n=1: \( N \)) do
6:  \([\text{exit wave, revised probe, revised object}] = \mathcal{P}_s(\text{previous exit wave, positions, probe}) \)
7:  \( \text{revised exit wave} = \mathcal{P}_f(2 \cdot \text{exit wave} - \text{previous exit wave, intensity}) \)
8:  \( \text{previous exit wave} = \text{previous exit wave} + \text{revised exit wave} - \text{exit wave} \)
9: End

As shown in eq 3.70eq 3.69, all guessed exit waves from the previous iteration needed to be preserved for the next iteration. Moreover, some of the intermediate results, for instance the
outcome from $\mathcal{P}_s$ and $\mathcal{P}_f$, also need to be stored temporarily. This gives DM a relatively larger memory footprint than PIE-algorithms. Since the DM is not based on gradient descent concept, it has a relatively slow error reducing speed, and usually accompanied with fluctuations. The test results of DM are shown in Figure 3.23.

![Diagram](image)

**Figure 3.23.** The reconstruction result of DM with estimated and true probes. The outcome of reconstruction with estimated probe is shown in (a) and (b), while the result from true probe is shown in (c) and (d). The accuracy of initial probe does not affect the outcome of DM significantly. The error reduces in a linear trend for the first 2000 iterations. The fluctuation on the error plot is typical characteristic of DM.

### 3.3.7. Relaxed averaged alternating reflections (RAAR)

The relaxed average alternating reflections (RAAR) is based on set-projection concept. The pseudo code of RAAR is given in *Pseudocode 3.18.*
Pseudocode 3.18: Relaxed averaged alternative reflections (RAAR)

**Input:**
measured diffraction pattern (intensity), scanning positions (positions), guessed object (object), guessed probe (probe), No. of iterations (N), parameter (β)

**Output:**
revised object (revised object), revised probe (revised probe)

```
1: For (k=1: total number of positions) do
2:   the k_th part = Cut(object, the k_th positions, size of probe)
3:   the k_th previous exit wave = the k_th part · probe
4: End
5: For (n=1: N) do
6:   [exit wave, revised probe, revised object] = P_s(previous exit wave, positions, probe)
7:   revised exit wave = P_f(2 · exit wave − previous exit wave, intensity)
8:   previous exit wave = β · (previous exit wave + revised exit wave) + (1 − 2β) · exit wave
9: End
```

The updating function of exit wave in RAAR is given below:

\[
\Psi_{\vec{r},k+1} = (\beta J + \beta P_f R_s + P_s - 2\beta P_s)\Psi_{\vec{r},k} + (1 - 2\beta)P_s\Psi_{\vec{r},k}
\]

\[eq \text{3.74}\]

With some derivation works:

\[
\Psi_{\vec{r},k+1} = (\beta J + \beta P_f R_s + P_s - 2\beta P_s)\Psi_{\vec{r},k}
\]

\[= (\beta P_f R_s - \beta (2P_s - J) + P_s)\Psi_{\vec{r},k}\]

\[= (\beta P_f R_s - \beta R_s + P_s)\Psi_{\vec{r},k}\]

\[= (\beta (P_f - 1)R_s + P_s)\Psi_{\vec{r},k}\]

\[eq \text{3.75}\]

Comparing to eq 3.73, this equation almost identical to the DM updating function, except it has a relaxed parameter (β). This tiny variance, however, significantly improves the capability of preventing stagnation as shown in Figure 3.24.
3.3.8. Hybrid projection and reflection (HPR)

The hybrid projection and reflection (HPR) is inspired by Fienup’s basic input-output method (BIO) and hybrid input-output (HIO) method, which were developed in the early stage of computational microscopy. The equation of HPR is shown in eq 3.76. The $\beta$ is a parameter, which gives the algorithm more flexibility.

$$\psi_{F,k+1} = \frac{1}{2} \left( R_s (R_f + (\beta - 1)P_f) + I + (1 - \beta)P_f \right) \psi_{F,k}$$  

When the HPR is applied to ptychography, the current exit waves need to be computed first based on the guessed probe and object. Then their projection with respect to the f-constraint is denoted as $P_f(\psi_{F,k})$. Meanwhile, their reflection ($R_f(\psi_{F,k})$) is computed as explained before. After that, a group of temporary exit waves are formed with the following equation.
\[ \psi'_{\vec{r},k} = \mathcal{R}_f \psi_{\vec{r},k} - (1 - \beta) \mathcal{P}_f \psi_{\vec{r},k} \tag{eq 3.77} \]

These temporary exit waves are reflected with respect to the spatial domain constrain and update the probe and object at the same time by using equation (4). Finally, the s domain reflected exit waves are added up with the present exit waves and the adjusted frequency domain exit waves and divided by 2 to obtain the final updated exit waves, which will be used in the next iteration.

\[ \psi_{\vec{r},k+1} = (\mathcal{R}_s \psi'_{\vec{r},k}) + \psi_{\vec{r},k} + (1 - \beta) \mathcal{P}_f \psi_{\vec{r},k} \tag{eq 3.78} \]

Figure 3.25. The reconstruction result of HPR with estimated and true probes. The outcome of reconstruction with true probe is shown in (a) and (b), while the result from true probe is shown in (c) and (d). HPR has a linear error reduction until it hit the precision limit, which causes flat error trend at the end of reconstruction. The quality of initial probe has no observable influence when the reconstruction fully converges, which indicates HPR reconstructs both the specimen and probe with good precision.
3.3.9. Incremental accelerated proximal gradient (iAPG)

Proximal algorithm is an optimisation approach, which has been extensively studied\(^{67,68}\). It can produce a descent gradient for a constrained non-differentiable cost function, which makes it attractive for solving phase problem\(^{67}\). For ptychography, the phase retrieval can be expressed as optimising the following objective function\(^{69}\):

\[
\min_{\psi_{\tilde{r},k}} f(\psi_{\tilde{r},k}) + g(\psi_{\tilde{r},k}) \quad \text{eq 3.79}
\]

Where \(f(\psi_{\tilde{r},k})\) represents the \(f\)-constraint formed by the measured intensities and \(g(\psi_{\tilde{r},k})\) represents the \(s\)-constraint formed by the overlapping area. The gradient descent method can be applied to minimising \(f(\psi_{\tilde{r},k})\) as explained in section 3.3.3.

\[
\psi_{\tilde{r},k}' = \psi_{\tilde{r},k} - \gamma_k \nabla f(\psi_{\tilde{r},k}) \quad \text{eq 3.80}
\]

On the other hand, \(g(\psi_{\tilde{r},k})\) is not differentiable with non-convex constraint\(^{67}\). It can be written as an indicator function as follow:

\[
g(\psi_{\tilde{r},k}) = \begin{cases} 
0 & \psi_{\tilde{r},k} \in \mathbb{O} \\
\infty & \psi_{\tilde{r},k} \notin \mathbb{O}
\end{cases} \quad \text{eq 3.81}
\]

To minimise eq 3.79, one must use proximal gradient method. Then the recursive equation of exit waves can be written as:

\[
\psi_{\tilde{r},k+1} = \text{prox}_g(\psi_{\tilde{r},k}') \\
= \arg\min_{\psi} g(\psi) + |\psi - \psi_{\tilde{r},k}'|^2 \quad \text{eq 3.82}
\]

To minimise eq 3.82, \(\psi\) has to satisfy \(s\)-constraint (\(\psi \in \mathbb{O}\)), otherwise the first term becomes infinity. Moreover, \(\psi\) needs to be close to the current guess (i.e. \(\psi_{\tilde{r},k}'\)), hence the second term is also minimised. Combining eq 3.80 and eq 3.82, the recursive equation for proximal gradient descent method is obtained:
\[ \psi_{r,k+1} = \text{prox}_g \left( \psi_{r,k} - \gamma_k \nabla f(\psi_{r,k}) \right) \]  
\text{eq 3.83}

This equation can be understood as minimising the differentiable function by gradient descent, then finding a new value that stays in the domain and is close to the present value. Researches\textsuperscript{68} indicate the converging speed can be improved by introducing an adaptive parameter \( w \), whose value (as defined in eq 3.84) approaches to unity as iteration goes. This gives the Incremental accelerated proximal gradient algorithm. Its pseudocode is given in \textbf{Pseudocode 3.19}. Its simulation results are shown in \textit{Figure 3.26}.

\[ w = \frac{n - 1}{n + 2} \]  
\text{eq 3.84}

\textbf{Figure 3.26.} The reconstruction result of iAPG with estimated and true probes. The outcome of reconstruction with true probe is shown in (a) and (b), while the result from true probe is shown in (c) and (d). iAPG converges fast in the beginning and gradually slows down as the iteration goes. It has a relatively slow over-all converging speed. The reconstruction quality is not significantly affected by the quality of initial guessed probe.
Pseudocode 3.19: Incremental accelerated proximal gradient (iAPG)

Input: measured diffraction pattern (intensity), scanning positions (positions), guessed object (object), guessed probe (probe), No. of iterations (N), parameter (α, β, γ)

Output: revised object (revised object), revised probe (revised probe)

13: For (n=1: N) do
14: \( w = \frac{n-1}{n+2} \)
15: revised object = object
16: revised probe = probe
17: For (k=1: total number of positions) do
18: \( \text{the } k\text{th part} = \text{Cut}(\text{object, the } k\text{th positions, size of probe}) \)
19: \( \text{the revised } k\text{th part} = \text{Cut}(\text{revised object, the } k\text{th positions, size of probe}) \)
20: exit wave = the \( k\text{th part} \cdot \text{probe} \)
21: revised exit wave = the revised \( k\text{th part} \cdot \text{revised probe} \)
22: \( \text{FT exit wave} = \mathcal{F} \text{ (exit wave)} \)
23: \( \text{FT revised exit wave} = \mathcal{F} \text{ (revised exit wave)} \)
24: \( \text{FT combined exit wave} = (1 + w) \cdot \text{FT revised exit wave} - w \cdot \text{FT exit wave} \)
25: \( \text{delta} = \text{FT combined exit wave} - \mathcal{P}_f(\text{FT combined exit wave, intensity}) \)
26: \( \text{FT next exit wave} = \text{FT combined exit wave} - \gamma \cdot \text{delta} \)
27: next exit wave = \( \mathcal{F}^{-1} \text{ (FT next exit wave)} \)
28: difference = next exit wave - revised exit wave
29: object = revised object
30: probe = revised probe
31: \( \text{modification} = \alpha \times \frac{\text{probe}^*}{\text{probe}^*_{\text{max}}} \times \text{difference} \)
32: \( \text{revised object} = \text{Add}(\text{object, modification, the } k\text{th positions, size of probe}) \)
33: \( \text{revised probe} = \text{probe} + \beta \times \frac{\text{the } k\text{th part}^*}{\text{the } k\text{th part}^*_{\text{max}}} \times \text{difference} \)
34: End
35: End
3.3.10. Other existed algorithms

Besides the algorithms explained above, there are also some other ptychographic algorithms, such as proximal algorithms $^{70,67,71}$, maximum likelihood optimization$^{72}$, convex relaxation to linearize the ptychography problem$^{73}$, momentum-accelerated Wirtinger flow$^{74}$ and flexible least-squares optimize$^{75}$. However, they are either less influential as the algorithms explained in the previous sections, or still under developing, or not suitable for retrieving phase for ptychography, they are not discussed in this thesis.

3.4. Computer hardware background

All simulations and phase retrieval within this thesis are carried out using the MATLAB software. This software is well known for its efficiency in computing vectorised variables. Since most of the variables in diffraction imaging are in matrix style, they are benefited by the strength of MATLAB. Meanwhile, MATLAB offers various kinds of functions and toolboxes that assist with prototyping new algorithms. This section explains some important hardware limitations that strongly relates to the phase retrieving algorithms.

3.4.1. Benefits and limitations of parallel computation

The redundancy in collected data brings many advantages to ptychography, but it also puts a strict requirement on the hardware. Retrieving phase iteratively from a set of diffraction patterns is computation-intensive and demands enormous memory for storing necessary variables. Nowadays, the phase retrieving process are mostly done by Graphic Processing Unit (GPU), as they are designed for parallel computation hence faster than Central Processing Unit (CPU) in this application. However, unlike the CPU whose memory size can be increased by plugging more RAMs, the available memory for GPU (i.e. vRAM) is limited and cannot be modified. By the time this thesis is written, a CPU can access multiple 16G RAMs with a reasonable mother board comparing with only 12G vRAM in a top tier domestic GPU.
Although some specifically designed GPUs or cross fire technology are capable to provide more total memory\textsuperscript{76}, they are, firstly, not sharing the vRAM between different GPUs, and secondly, coming with a considerable price. Transferring variables between RAM and vRAM can prevent running out of memory, though it takes significant time and should be prevented for a good efficiency. Moreover, extra memory is implicitly demanded by other functions as buffers. The amount of implicit demand is usually proportional to the variable size in MATLAB. This leads to a conflict between the computing speed and available memory. As multiple variables need to be computed simultaneously to maximise the efficiency, but the memory for storing variables is limited by the finite vRAM. Such a conflict does not affect the outcome, but it varies the efficiency of a same code on different devices and data set.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.png}
\caption{The available memory size affects the efficiency of parallel computing. This figure uses Fourier transformation of guessed exit waves as an example. The available memory size is visualised as a red dotted outline. When the memory is sufficient (a), all exit waves are parallelly computed to maximise the efficiency. However, when the available memory is insufficient (b), the computation has to be applied onto several smaller batches. Giving the batch size has negligible effect on parallel computation in MATLAB, the number of computations dominate the consuming time. Therefore, a smaller memory size leads to more batches, hence consumes more time.}
\end{figure}

The required memory of different algorithms varies from one to another. One should put this into consideration as some algorithms may not be an option for a large data set, even though it had a promising outcome on smaller one. Therefore, a metric for assessing the required
memory is developed to illustrate this intrinsic characteristic of algorithms. The memory occupation is mainly caused by the matrix-type variables, including matrices to hold the specimen, illumination function, measured intensities, exit waves and their buffers. Their size is determined by both the size of the matrix and the data type. For two variables with equal matrix size, the one filled with complex numbers, e.g. the exit wave, occupies twice the size of the one filled with real numbers, e.g. the diffraction pattern. The smallest matrix within ptychography context is a matrix with probe size filled with real number. If the size of this matrix is defined as 1 unit ($unit_{pro}$), most of the variables in ptychography can be expressed as multiple of this unit as shown in Table 3. 2. To flesh out these variables, a data set generated by a 512 by 512 probe, 20 by 20 scanning grid and 30% step size is utilised as an example.

The only exception is the object, which can be related to this unit by the step size and scanning grid. For a step size equal to $\delta_s$ percent of the probe matrix size and a scanning grid with $A$ by $B$ positions, the object size ($unit_{obj}$) can be approximated by eq 3. 85. However, such a relationship complicates the expression. Hence $unit_{obj}$ is also considered as a basic unit. One can converting these units referring to eq 3. 85.

$$unit_{obj} = [AB\delta_s^2 - (A + B)\delta_s(\delta_s - 1) + (\delta_s - 1)^2] \cdot unit_{pro} \quad eq \ 3. \ 85$$

<table>
<thead>
<tr>
<th>Variable</th>
<th>Illumination</th>
<th>Specimen</th>
<th>Measured intensities</th>
<th>Exit waves</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>$2unit_{pro}$</td>
<td>$2unit_{obj}$</td>
<td>400$unit_{pro}$</td>
<td>800$unit_{pro}$</td>
</tr>
<tr>
<td>Elements</td>
<td>512 x 512 complex numbers</td>
<td>$\sim34 \times 10^6$ complex numbers</td>
<td>$512 \times 512 \times 400$ real numbers</td>
<td>$512 \times 512 \times 400$ complex numbers</td>
</tr>
<tr>
<td>Example</td>
<td>4.2MB</td>
<td>67.1MB</td>
<td>838.9MB</td>
<td>1.68GB</td>
</tr>
</tbody>
</table>

As shown in the table, exit waves and measured intensities occupy most of the memory. Some algorithms requiring buffers for exit waves dramatically worsen the memory occupation. Without wisely spending the memory space, the limitation of vRAM is quickly reached in some scenarios.
Table 3. The memory occupation of different algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Standard</th>
<th>With standard size unit</th>
<th>With given example</th>
</tr>
</thead>
<tbody>
<tr>
<td>PIE, ePIE, rPIE</td>
<td>Least memory</td>
<td>((4 + K)\text{unit}<em>\text{pro} + 2\text{unit}</em>\text{obj})</td>
<td>914Mb</td>
</tr>
<tr>
<td></td>
<td>Max efficiency</td>
<td>((6 + K)\text{unit}<em>\text{pro} + 2\text{unit}</em>\text{obj})</td>
<td>852Mb</td>
</tr>
<tr>
<td>mPIE</td>
<td>Least memory</td>
<td>((8 + K)\text{unit}<em>\text{pro} + 6\text{unit}</em>\text{obj})</td>
<td>868Mb</td>
</tr>
<tr>
<td></td>
<td>Max efficiency</td>
<td>((10 + K)\text{unit}<em>\text{pro} + 6\text{unit}</em>\text{obj})</td>
<td>860Mb</td>
</tr>
<tr>
<td>ADMM original</td>
<td>Least memory</td>
<td>((8 + 5K)\text{unit}<em>\text{pro} + 6\text{unit}</em>\text{obj})</td>
<td>4247Mb</td>
</tr>
<tr>
<td></td>
<td>Max efficiency</td>
<td>((6 + 7K)\text{unit}<em>\text{pro} + 6\text{unit}</em>\text{obj})</td>
<td>5885Mb</td>
</tr>
<tr>
<td>ADMM re-arranged, DM, RAAR</td>
<td>Least memory</td>
<td>((8 + 3K)\text{unit}<em>\text{pro} + 6\text{unit}</em>\text{obj})</td>
<td>2570Mb</td>
</tr>
<tr>
<td></td>
<td>Max efficiency</td>
<td>((6 + 5K)\text{unit}<em>\text{pro} + 6\text{unit}</em>\text{obj})</td>
<td>4207Mb</td>
</tr>
</tbody>
</table>

3.4.2. Prevent running out of memory

There are several ways to prevent running out of memory. Firstly, the intermediate variables can share the same buffer and get updated once it has been used. Secondly, in some of the algorithms, the operation can be done in separate groups, though this will reduce the benefits brought by parallel computation. Thirdly, variables can be converted from double into single type when the accuracy is not dominated by the data precision. Fourthly, some variables can be removed and regenerated when it is necessary. Obviously, this will increase the computation time. Last but not the least, a careful re-arrangement of the computation order can also save memory space without significantly affecting results.
4. Error metric

After decades of development, various kinds of phase retrieval algorithms have been developed. Their unique characteristics give them different performance during the reconstruction. In this chapter, the algorithms described in Chapter 3 are tested under a range of simulation scenarios. The chapter begins with a discussion of ambiguities that can occur in ptychographic reconstruction (Section 4.1) and of error metrics that can be used to assess the performance of ptychographic algorithms for real-world and simulated data. A new error metric we have developed is introduced (Section 4.2). Finally, the error metrics are used in a series of simulations to assess the performance of the algorithms detailed in Chapter 3.

4.1. Dealing with s-domain ambiguities

To quantitatively compare the quality of ptychographic reconstructions from simulated data, a direct comparison with the original ground truth object is required. However, inherent in the ptychographic process are ambiguities that satisfy all of the priori conditions on the object and probe reconstructions, but which deviate in a systematic way from the ground truth\textsuperscript{56}. It is commonly seen that the difference between the guessed exit waves and their f-constraint has been reduced to a negligible level, while the resultant images are still not informative due to a combination of multiple kinds of ambiguities. As shown in Figure 4.1, the pair of object and probe with ambiguity looks completely different with the true pair, though they can produce diffraction patterns those exactly fit the simulated ones. Unsurprisingly, a direct comparison between such an ambiguous image with the true one result a meaningless, large difference, which does not match with the comparison in f-domain. Therefore, these s-domain ambiguities must be removed before computing a s-domain error.
Figure 4.1. An example of the influence of ambiguities. The top row shows the modulus (a), phase (b) of true object and true probe (c) utilised for simulating diffraction patterns, while the bottom row shows the corresponding properties of object and probe (e.g. (d) for modulus of object, (e) for phase of object and (f) for probe) after adding artificial ambiguities. The red dotted square indicates the area for computing s-domain difference, and the outline of an inside feature is highlighted for later use. The red dotted circles in (c) and (f) indicate the general spot location of true probe. In this example, one can identify the global shifting (e.g. the shift content inside red dotted square), the phase ramp (e.g. strips in (e)) and scaling factor (e.g. the difference in the colour bars of (a) and (c)).

Equation eq 4.1 sets out these ambiguities. The probe ($\mathbf{P}_r$) and the $k^{th}$ part of object ($\mathbf{O}_{\vec{r},k}$) reconstructed by any of the ptychographic algorithms together form a set of exit waves ($\mathbf{\Psi}_{\vec{r},k}$), where $\vec{r}$ represents pixel coordinates and $k$ represents the offset position of the object when the $k^{th}$ diffraction pattern was recorded. The algorithm can be considered successful if the Fourier-transformed intensities of these exit waves match the recorded data. This condition is met by a range of reconstructed objects and probes related directly to the true probe and object: $\hat{\mathbf{P}}_r$ and $\hat{\mathbf{O}}_r$. The possible ambiguities include an amplitude scaling constant ($\alpha$), a constant phase offset ($e^{jc}$), a linear phase ramp ($e^{jb\vec{r}}$) and a global shift ($+d$ term in the subscript). Although these trivial ambiguities are neither determined by the quantity of the reconstructed exit waves, nor indicative of an unsuccessful reconstruction, they do affect the
appearance of images and the computation of an accurate error metric unless they are accounted for. (There is one more ambiguity, which is known as the “raster grid pathology”, caused by the regular scanning positions. This is usually prevented by adding some randomness to the scanning grid.) A process of automatically estimating and removing ambiguities in reconstructed images is explained in the following sections.

\[
\Psi_{r,k} = P_r O_{r,k} = (a e^{i j c} e^{j b \hat{r}} P_{\hat{r}+\hat{d}})(a^{-1} e^{-j c} e^{-j b \hat{r}} O_{\hat{r}+\hat{a},k})
\]  

\textit{eq 4.1}

\textbf{4.1.1. Global shifting (+d)}

The global shifting ambiguity appears as both the object and probe shift towards the same direction with the same distance as shown in Figure 4. 2(d)-ff). During the reconstruction, as long as the bright spot of probe does not shift beyond the range defined by the matrix size of probe, this ambiguity only gives a shifting effect onto guessed exit waves, which appears as a phase ramp in its reciprocal space. Since applying the \textit{f-constraint} only modifies the modulus, the phase ramp is not corrected in this process. Meanwhile, as both the object and probe shift with the same amount, the content in their contact area is not significantly affected by the global shifting. Hence the \textit{s-constraint} also cannot correct this ambiguity.

To estimate the global shifting ambiguity accurately, the probe used for simulating diffraction patterns has to have zero boundaries. Then the ambiguity can be estimated through cross-correlation between the modulus of reconstructed and true probes.\textsuperscript{59,77} Once the shifting vector is estimated, a counter shifting can be applied by introducing a phase ramp in its \textit{f-domain} rather than shifting in the \textit{s-domain}. In this way, the counter shift can be done in fraction of pixels, which gives a better accuracy. The counter shift is applied to both the object and probe. This ambiguity-eliminating process is visualised in Figure 4. 2. One should notice that this step usually requires a reasonably reconstructed probe, which may not be the case in the beginning of reconstruction. Without calibrating the shifting ambiguity, the rest ambiguity removing processes cannot act properly. This is the main cause of fluctuation in the \textit{s-domain error} in the beginning of reconstruction.
Figure 4.2. A demonstration of removing global shifting ambiguity. The shifting ambiguity is estimated as the displacement from the centre of guessed probe to the centre of true probe. This displacement is highlighted by a white arrow in (a). The same counter shift should be applied to the guessed object at the same time, as shown in (b). After removing the global shifting, the feature inside the comparison area of guessed object should match to the true one. As shown in (c), now the feature is aligned.

4.1.2. Phase ramp \((e^{jb\vec{r}})\)

Phase ramp ambiguity causes stripes on the phase images as shown in Figure 4.1(e). In ptychography, a phase ramp and its counter ramp may exist in the object and probe. This linear phase variation pair cancels out while producing exit waves, and hence has no influence on the modelled wavefronts. Once the influence of global shifting has been measured and removed from a reconstruction, any phase ramp error can be obtained by multiplying the reconstructed object with the conjugate of the true image. The phase of the resulting matrix is then the difference between the phase of the true object and the reconstruction as shown by eq 4.2. The gradient of this linear expression is the phase ramp ambiguity needed to be removed.

\[
\text{phase difference} = \text{angle} \left( \left( a^{-1} e^{-jc} e^{-jb\vec{r}} \hat{O}_{\vec{r}+\vec{d},k} \right) \cdot \left( \hat{O}_{\vec{r}+\vec{d},k}^* \right) \right) \\
= \text{angle} \left( \left( a^{-1} e^{-jc} e^{-jb\vec{r}} \right) \cdot \left| \hat{O}_{\vec{r}+\vec{d},k} \right|^2 \right) \\
= \text{angle} \left( \left( a^{-1} \cdot \left| \hat{O}_{\vec{r}+\vec{d},k} \right|^2 \right) \cdot e^{-j(b\vec{r}+c)} \right) \\
= -b \cdot \vec{r} - c \quad \text{eq 4.2}
\]

Since the edges of object usually contain considerable amount of noise that causes unnecessary complexity, a centre area of the object is used for this step. To measure any
phase ramp in the phase error, a best fit is carried out. To do this fit, the most challenging part is first unwrapping the matrix of phase difference. There is no perfect way to unwrap a 2D data so far, and 2D unwrapping can be very time consuming\textsuperscript{78,79,80}. One way to solve this problem, which is the method that utilised in this thesis, is applying 1D unwrap along the horizontal direction. Then take the gradient of the central row as the estimated phase gradient along the horizontal direction. Then repeat the same process on the central column to obtain the phase gradient along the vertical direction. The order of calculations is interchangeable. Once the gradient of the 2D phase ramp is known, a counter phase ramp will be generated and applied to both the object and probe. Last but not the least, a non-averaged zero phase ramp can introduce a phase offset ambiguity to the image. However, it does not affect the details in the phase image (as shown in Figure 4.3 (b) and (d)), and it can be removed as apart of complex ambiguity with method explained in the next section.

![Diagram](image)

**Figure 4.3.** The process of estimating and removing phase ramp ambiguity. A phase difference (c) can be found by multiplying the centre of ambiguous object (a) with the true one (b). The linear gradient of phase ramp along the horizontal and vertical direction can be estimated by unwrapping the centre row and column of the phase difference, as indicated by the 2 red lines in (c). With the estimated phase gradient, a counter phase ramp can be produced and applied to balance out the phase ramp in ambiguity in ambiguous object. As shown in (d), the ‘strip appearance’ in (a) is significantly improves in (d).
4.1.3. Complex scaling \((ae^{jc})\)

Unlike the previous two, the complex scaling ambiguity has no significant influence on the appearance of reconstructed image. Its modulus part introduces a constant scaling factor to the modulus image. Although it changes the dynamic range of modulus image, its influence is negligible during display as shown in Figure 4.1 (a) and (d). Meanwhile, its phase part has no considerable impact on the contrast of phase image, as it only changes the phase offset and does not affect the relative phase. However, it can significantly affect the computing of s-domain error, hence must be removed for a more accurate error metric.

The complex scaling ambiguity is estimated as the averaged complex difference between the ambiguous object with the true one (eq 4.3). Again, the poorly reconstructed edges should be excluded for better accuracy. The object centre obtained from previous step is a good option for this step. The influence of removing complex scaling ambiguity is shown in Figure 4.4.

\[
complex\ constant = \frac{a^{-1}e^{-jc} \hat{O}_{\hat{r}+\hat{d},k} \cdot (\hat{O}_{\hat{r}+\hat{d},k})^*}{|\hat{O}_{\hat{r}+\hat{d},k}|^2} = \frac{a^{-1}e^{-jc}|\hat{O}_{\hat{r}+\hat{d},k}|^2}{|\hat{O}_{\hat{r}+\hat{d},k}|^2} = a^{-1}e^{-jc} \]

\textit{eq 4.3}
Figure 4. The influence of removing complex scaling ambiguity. From left to right, each column represents the modulus (top, (a)-(c)) and phase (bottom, (d)-(f)) images of before, after and the true centre of object. After removing the complex ambiguity, both the modulus dynamic range (the colour bar in (b)) and the phase offset (e) fit the true images.

4.2. Error metric

Error metrics are designed to quantitatively evaluate the quality of reconstructed images by comparing them with the available true grounds. Since the true grounds are related to the two constraints, i.e. the $f$-constraint and $s$-constraint, two types of error metrics were developed based on them. One extra error metric, which evaluates the variation before and after one iteration, is also explained below. These error metrics can be applied to evaluate the performance of algorithms or to demonstrate a stagnation has reached.

4.2.1. f-domain error ($Err_f$)

The $f$-domain error (i.e. $f$-error) is established on the difference between the measured diffraction patterns ($I_{u,k}$) and the guessed exit waves ($\Psi_{f,k}$) as shown in eq 4. 4. This error
metric is always an option for evaluating the reconstruction, as every data set of ptychography must have measured diffraction patterns. Meanwhile, this error metric can be computed while applying \textit{f-projection}, hence no extra variable needs to be computed during reconstruction. However, it also has two drawbacks. First, since the measured diffraction patterns do not have phase information, ambiguity can exist in the phase of Fourier transformed exit waves. This is evitable when evaluating a result formed by complex number while only its modulus is known. Second, the accuracy of this error metric is determined by the quality of measured intensities. If collected diffraction patterns are contaminated by noise, eq 4. 4 will produce inaccurate error values. Last but not the least, a low $Err_f$ indicates a good quality of reconstruction, though the content of images can still be distorted by the ambiguities that explained in section 4.1.

$$Err_f = \frac{\sum_k \sum_{\mathbf{u}} |\mathcal{F}(\Psi_{r,k})| - \sqrt{|I_{\mathbf{u},k}|}}{\sum_k \sum_{\mathbf{u}} |I_{\mathbf{u},k}|}$$ \hspace{1cm} eq 4. 4

\subsection*{4.2.2. s-domain error ($Err_s$)}

Another approach for evaluating the reconstruction quality is comparing the reconstructed images with the true one. After removing \textit{s-domain} ambiguities, a \textit{s-domain} error (i.e. \textit{s-error}) can be computed by eq 4. 5\textsuperscript{20,56}. The advantage of \textit{s-domain} error metric is that its value directly relates to the appearance of reconstructed image. Both the modulus and phase difference between two complex values are directly under comparison, which gives no uncertainty for the error. On the other hand, this error metric is only appliable when the true image is available, which implies a simulation situation. Meanwhile, the ambiguity removing procedure demands extra computation, which slightly increase the memory footprint and computing time.

$$Err_s = \frac{\sum_r |\mathbf{O}_r - \tilde{\mathbf{O}}_r|^2}{\sum_r |\tilde{\mathbf{O}}_r|^2}$$ \hspace{1cm} eq 4. 5
4.2.3. self-variation \( (Err_{self}) \)

As explained by its name, this self-variation error metric \( (Err_{self}) \) evaluates the difference of a variable before and after one complete reconstruction. Two examples are given in eq 4.6 and eq 4.7 respectively by using the exit wave and object as the comparing variables. This error metric adapts to both simulated and practical data. Since it is a comparison between two complex numbers, it is sensitive to variation. However, its value should be considered as an indicator for converging rather than the quality of reconstruction. A small \( Err_{self} \) indicates the reconstruction is stagnated, which can be either converging to a solution or getting stagnated.

\[
Err_{self} \Psi = \frac{\sum_k \sum_r |\Psi_{r,k,n} - \Psi_{r,k,n+1}|^2}{\sum_k \sum_r |\Psi_{r,k,n+1}|^2}
\]

\[
Err_{self} O = \frac{\sum_r |O_{r,n} - O_{r,n+1}|^2}{\sum_r |O_{r,n+1}|^2}
\]

4.3. Comparison of ptychographic algorithms

We have implemented and tested the well-known phase retrieval algorithms: the 'PIE' family of algorithms\(^{20}\), the difference map (DM)\(^{4,29}\), relaxed averaged alternating reflections (RAAR)\(^{81}\) and hybrid projection and reflection (HPR)\(^{66}\). The PIE-type algorithms are based on the stochastic gradient descent concept\(^{56}\), whilst the rests are based on the set projection and reflection concept\(^{82}\), and hence named the ‘PR’ algorithms in this section. The tests are begun by tuning algorithm parameters using multiple sets of simulated calibration data. Then, these tuned algorithms were tested on simulated data generated from a range of scenarios using either a randomised illumination function or convergent beam illumination, combined with either a weakly- or a strongly-scattering sample. We then used the ambiguity-invariant error measure detailed in Section 4.1 and 4.2 to evaluate the differences between the resulting images\(^{56}\).
4.3.1. Description of the simulation

The ptychographic algorithms detailed in Chapter 3 all reconstruct the transmission characteristics of the object under examination whilst simultaneously recovering the complex-valued illumination wavefront incident on the object (commonly referred to as the ‘probe’). To test this blind-deconvolution ability, a wide range of probe and object combinations were simulated based on four specific examples from the literature, each under a different wavelength regime: optical\textsuperscript{56}, electron\textsuperscript{19}, soft X-ray\textsuperscript{83} and hard X-ray\textsuperscript{4}. Experimental conditions and the probes in our tests were simulated to match as closely as possible those used in the respective references, whilst two simulated ‘objects’ were tested under each scenario. One had both wide intensity and phase dynamic range, what we will refer to as the “strong object” in this thesis. The other was fully transparent and only provided weak phase variation: the “weak object”. Details of the four probes and two objects are given in Figure 4. 5 and Figure 4. 6 respectively. Further details of the experiment setups are listed in Table 4. 1. For each scenario, a reasonable approximation of the probe was produced beforehand and utilised as the initial guess in each algorithm. These initial probes are also shown in Figure 4. 5. The initial guess of the object in every case was an all-one matrix, which can be interpreted as a completely transparent specimen. Meanwhile, considering the PIE algorithms employ a random reconstruction sequence for each iteration, we pre-prepared this sequence in advance and shared it for all PIE reconstructions.

![Figure 4. 5. The first row (from (a) to (e)) are the probes used for simulating diffraction patterns, while the second row (from (f) to (j)) are the corresponding initial probe for reconstruction. The columns (e.g. (a) and (f)), from left to right, represent the probe for respectively the parameter optimisation, then the optical, electron, soft x-ray and hard x-ray test cases. All probes are displayed on the colour wheel shown as an inset in (a). Further details of these probes are listed in Table 1.](image-url)
Figure 4.6. The modulus and phase image of tested objects are shown in this figure. Each column is a modulus and phase pair of a tested object. The first row (i.e. (a) to (c)) demonstrates the modulus images of these objects, whereas the second row (i.e. (d) to (f)) demonstrates their phase images. To be more specific: the modulus (a) and phase (d) images of object for parameter optimisation, the modulus (b) and phase (e) images of strong object and the modulus (c) and phase (f) images of weak object. Each image comes with a colour bar to indicate their dynamic range. All images have the same size (3800×3800 pixels), which is large enough for all testing scenarios.

Table 4.1. Details of four test scenarios

<table>
<thead>
<tr>
<th>Wavelength regime</th>
<th>Optical\textsuperscript{16}</th>
<th>Electron\textsuperscript{19}</th>
<th>Soft x-ray\textsuperscript{83}</th>
<th>Hard x-ray\textsuperscript{4}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real space pixel width</td>
<td>1.01 (\mu)m</td>
<td>0.34nm</td>
<td>42.6nm</td>
<td>18.3nm</td>
</tr>
<tr>
<td>Probe size (pixels)</td>
<td>512×512</td>
<td>1024×1024</td>
<td>960×960</td>
<td>128×128</td>
</tr>
<tr>
<td>Probe spot size</td>
<td>150 (\mu)m</td>
<td>40nm</td>
<td>2 (\mu)m</td>
<td>300nm</td>
</tr>
<tr>
<td>Scan position (lateral × vertical)</td>
<td>15×15</td>
<td>8×8</td>
<td>9×9</td>
<td>40×40</td>
</tr>
<tr>
<td>Step size (w.r.t. the probe spot size)</td>
<td>20%</td>
<td>25%</td>
<td>40%</td>
<td>33%</td>
</tr>
<tr>
<td>Randomness (w.r.t the spot size)</td>
<td>33%</td>
<td>75%</td>
<td>0%</td>
<td>30%</td>
</tr>
</tbody>
</table>
4.3.2. Parameter optimisation

Although in its initial presentation, ePIE and DM included tuning parameters, they are almost always set to unity. This choice has firm theoretical foundations in both cases. The ePIE can be considered a stochastic gradient descent scheme whose step sizes, when the tuning parameters are unity, are the Lipschitz constants of the gradients of the associated cost functions\textsuperscript{56}, whilst the DM approach corresponds to the Douglas-Rachford method when its tuning parameter is unity\textsuperscript{53,81}. The other tested ptychographic algorithms require users to determine some tuning parameters, which typically trade off convergence speed against stability. Thus, these algorithms were calibrated before the test. To avoid bias, a calibration object, with a dynamic range between the strong and weak object, was utilised for the tuning. Its modulus and phase images are shown in Figure 4. 6 (a) and (d) respectively. Similarly, the probe used for parameter optimisation is shown in Figure 4. 5 (a) and (f). The test range for each parameter is given in Table 4. 2, where the variables relate to the algorithm descriptions provided in the references listed in the first column of the table. Equally spaced values within the range were tested and each algorithm was cycled through 90 iterations before assessing their performance. The average values of parameter combination with the smallest error (see Table 4. 2) was considered the most suitable and applied in the rest of tests.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Parameter test range</th>
<th>Chosen tuning parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>rPIE/mPIE\textsuperscript{56}</td>
<td>$\alpha \in [0.01,1.1]$</td>
<td>$\alpha = 0.1$</td>
</tr>
<tr>
<td></td>
<td>$\beta \in [0.01,1.1]$</td>
<td>$\beta = 0.8$</td>
</tr>
<tr>
<td>HPR\textsuperscript{53}</td>
<td>$\beta \in [0.01,1.2]$</td>
<td>$\beta = 0.5$</td>
</tr>
<tr>
<td>RAAR\textsuperscript{81}</td>
<td>$\beta \in [0.01,1.2]$</td>
<td>$\beta = 0.8$</td>
</tr>
</tbody>
</table>

The mPIE algorithm applies Nesterov-type acceleration to rPIE\textsuperscript{56}. In its original exposition, mPIE had a restrictively large parameter set (the $\alpha$ and $\beta$ parameters from rPIE plus five additional parameters). However, we have found that most of these additional parameters can be avoided simply by applying the momentum only at the end of each iteration of rPIE. Referring to the original paper, this equates to setting $T$ – the batch size – equal to the number of diffraction patterns in the data set. Under this condition, the rPIE update equations can be
employed directly in mPIE (without reduced step sizes, so with reference to Chapter 3, $\alpha = \beta = 1$), and the momentum learning rate can be fixed at $\gamma = 0.9$).

**4.3.3. Test results**

Having selected parameters for all the algorithms, we ran eight tests to assess their performance: using the strong and weak objects shown in Figure 4.6, under each of the four experiment/wavelength scenarios (optical, electron, soft- and hard-x-ray). Each scenario has two error figures below, which are the outcomes from tests with the strong and weak objects respectively. The central part of the reconstructed object from each algorithm is also plotted next to the error graph with a coloured frame: these cut out areas show the modulus for the strong object and the phase for the weak object tests. The ground truth of these regions is shown in Figure 4.7 for comparison.

![Figure 4.7. The centre of modulus image of strong object (a) and the phase image of weak object (b) for later comparison.](image)

**4.3.3.1. Optical ptychography**

The optics microscopy is a difficult scenario, as its probe is highly structured whilst the initial guessed probe is only an aperture without any phase information. This requires the algorithms to recover the probe effectively besides reconstructing the object. As shown in the error figures, only rPIE and mPIE reconstructed the centre of the strong object, while only mPIE can reconstruct the weak one, even after 1000 iterations. In unsuccessful reconstructions of all the algorithms, the probe either drifted to a corner or collapsed into a
single point. Based on the test results, only mPIE can provide promising results under this most demanding of tests. Note that the fluctuations in the plots at very low error values arise from our removal of the ambiguities before calculating $\mathcal{E}_{\text{Err}_S}$, which requires image registration to small fractions of a pixel.

**Figure 4.8.** The ambiguity-free real space error ($\mathcal{E}_{\text{Err}_n}$) for simulations based on optical ptychography with a strong object (left) and a weak object (right). Each algorithm is marked by a unique colour, their legends are provided in the figure. Central parts reconstructed by different algorithms are shown to the right, contained in a frame with the corresponding colour. These images show the modulus of the strong object and the phase of weak object. Subsequent figures use the same structure.

### 4.3.3.2. Electron ptychography

In this scenario, all algorithms provided acceptable reconstructions of the strong object. The PR algorithms have generally the same gradient as ePIE, while rPIE and mPIE converge more quickly. The behaviour of all these algorithms are similar in the weak object test. Here, only mPIE is capable to further decrease its error as the iterations progress.
4.3.3.3. **Soft x-ray ptychography**

Since this test case used a regular scanning grid (as in the corresponding paper), its results are affected by the raster grid ambiguity, which appears as a periodic pattern on the reconstructed images. In the strong object test, all algorithms approach the exact object to differing extents, while the mPIE gives the least error among all these algorithms. DM and HPR performs well in this test, although some grid artefacts are apparent in the reconstructed image.

The PR algorithms are consistently outperformed by the PIE algorithms in the weak object test. All projection and reflection algorithms struggle to reconstruct the weak object under the influence of raster grid ambiguity. Significant grid pattern can be observed on their reconstructed images. Once again, mPIE gives the most successful reconstruction.

Figure 4.9. The ambiguity-free real space error ($E_{\tau_n}$) for electron microscopy with strong object (left) and weak object (right). The error plots and central part of the respective reconstructed objects share the same colour coding.
4.3.3.4. Hard x-ray ptychography

In the strong object test, all algorithms reconstruct the centre of the object successfully, although mPIE and rPIE give a smaller error than the others by at least two orders of magnitude. ePIE, DM and HPR stay about the same error level. The weak object test in this case shows a clear margin between the PIE algorithms and the PR algorithms, while the PIE algorithms give much smaller final errors.
4.3.4. Noise resistance

Previous tests have demonstrated that all introduced algorithms can reconstruct noiseless data. However, noise is inevitable in practical scenarios and can bring difficulty to the reconstruction. As explained in section 2.4.3, noise could exist either in the measured intensities or the scanning positions. Hence some noisy data are simulated to test the robustness of these algorithms under the influence of various noise. The influence of the detector noise and scanning position noise are tested separately.

4.3.4.1. Noise in measured intensities

The simulation of detector noise is explained in section 2.4.3. Different noise level is simulated by modifying the incident photons. By decreasing the photon counts from $10^{10}$ to $10^6$, the detector noise becomes increasingly significant on the diffraction patterns. Then these noisy diffraction patterns are applied with correct scanning positions for reconstruction. Due to the influence of noise, all algorithms reach to stagnations within less iterations. Test results indicate that 500 iterations are enough to reach the stagnation in this test. Since the measured intensities are noisy, they are not suitable for evaluating the f-domain error. To
demonstrate the influence of detector noise on different algorithms, the reconstructed modulus images with $10^9$ and $10^6$ photon dose are demonstrated in Figure 4.12. As shown in the figure, mPIE and DM are more sensitive to the detector noise. The reconstruction quality of mPIE significantly drops at low photon dose, while the performance of DM is poor even at a relatively high photon dose ($10^9$).

![Figure 4.12](image)

*Figure 4.12. A comparison of different algorithms under the influence of detector noise, which is determined by the incident photon dose. The result from $10^9$ photon counts is plotted on the top left corner, while the results from $10^7$ photon counts is plotted on the bottom right corner (as labeled on the figure). All reconstructed image are normalised to the same dynamic range to reveal their details.*

4.3.4.2. Noise in scanning positions

As explained in section 2.4.3, the noise in scanning positions contains three parts: scaling, rotating and randomness. They are tested separately here. First, a group of noiseless measured intensities are simulated with an irregular scanning grid. After that, these three different types of position noise are added separately. Finally, the noiseless diffraction patterns and noisy scanning positions are provided together for phase retrieving. The noisy scanning positions cause the reconstructed images having distortion comparing with the ground truth, hence the s-domain error is not suitable for evaluating the quality of reconstruction. Error level, which gives the most contrast between these algorithms, is chosen, their reconstruction results are shown in Figure 4.13. Test results indicate that the scaling error has the most significant impact on the reconstruction. 105% scaling on the scanning grid considerably decreases the quality of reconstruction for all algorithms. ePIE, rPIE and RAAR demonstrate better tolerance on the rotating and randomness error.
Figure 4. 13. A comparison of different algorithms under the influence of different types of scanning position noise. The first row compares the results with 0.2 and 0.8 degree rotating error. The second row compares the results from correct (100% scaling) and 105% scaling scanning grid. The third row compares the results from scanning grid with 2% and 8% of step size randomness error. Among all the scanning position error, the scaling error has a more significant influence on the reconstruction too all algorithms. mPIE and DM are sensitive to the noise, while ePIE, rPIE and RAAR show a better tolerance on the noise.

As shown in the above tests, ePIE, rPIE and RAAR have the best noise resistance among these tested algorithms. Although the momentum concept accelerates the converging speed in noiseless situation, it also makes mPIE become unstable in noisy scenario. Updating with all exit waves or one by one give no significant difference on the noise tolerance.

4.3.5. Summary

As shown above, both PIE and PR algorithms can provide reasonable reconstruction when the specimen has large dynamic range, the guessed probe is not wildly different from the exact one, and the scanning positions do not lie on a regular grid. In this kind of scenario, the PIE
algorithms converge to the final solution faster than the projection and reflection algorithms. Meanwhile, PIE algorithms are more tolerant to the ambiguity caused by a regular scanning grid and the seemingly more difficult task of reconstructing a weak specimen, which appears as a significant challenge to the PR algorithms. When the probe is both highly structured and difficult to model accurately prior to the reconstruction, image reconstruction is a challenge for all the algorithms. Only mPIE can successfully reconstruct the specimen regardless to its dynamic range, although it takes significantly more iterations.

To evaluate phase retrieval algorithms for ptychography, we began by tuning their parameters with several groups of noise-free diffraction patterns, which simulated an ideal experimental data set. Different parameter values were evaluated by reconstructing these data, removing ambiguities in the reconstructed images, and calculating a spatial domain error value. The average values of the best-performing parameters were utilised in subsequent tests, whose data sets were generated from simulating realistic scenarios, including various combinations of strongly- and weakly-diffracting samples with focused and defocused/diffused illumination probes. These tests gave an insight into the differences between the algorithms and highlighted their robustness to a wide range of experimental geometries. Our results indicate that best performance (in terms of convergence rate and final error value) is realised by the mPIE algorithm with correctly tuned parameters.

Although there are already some publications in comparing different algorithms\cite{84,85}, this section tries to reveal their difference by increasing the diversity of the test scenarios. Some relatively new algorithms are also involved in the test (e.g. rPIE and mPIE). The improved s-domain error metric provides a new approach of observing the behaviour of algorithms.
5. Adaptive regularised PIE

In this chapter, the logic of the regularisation term in the existing PIE algorithms is fully explained (section 5.1). Then a new PIE-based algorithm is introduced together with pseudocode for implementation (section 5.2) and its performance is assessed using simulated data (section 5.3). Our work suggests this adaptive ptychographical iterative engine, or adaPIE, moulds together benefit from the different alternatives to give plug and play operation. Like ePIE, it is a stochastic gradient algorithm with a very small memory footprint and a rapid initial rate of convergence. Like RAAR and ADMM, it often converges to a global minimum when given perfect data (although in common with these approaches there are no convergence guarantees). And crucially, like DM it is essentially parameter-free and there is no need to tune the algorithm for different experiment scenarios. The algorithm and results in this chapter are adapted from a draft paper under preparation and due for submission to Optics Express.

5.1. The limitation of existed PIES

As explained in the ‘regularised PIE’ section in Chapter 3.3.3, the updating functions utilised by all PIE-based algorithms are developed to minimise two cost functions. For a clear description, these two cost functions are re-written as eq 5.1 and eq 5.2:

\[ \mathcal{L}_{O,k} = \sum_{i,l} |\mathcal{F}(O'_{r,k}P_{r}) - \sqrt{I_{i,k}}| \right\|^2 + \sum_{i,l} \omega_{O,r} |O'_{r,k} - O_{r,k}| \right\|^2 \right\] \right\] eq 5.1

\[ \mathcal{L}_{P} = \sum_{i,l} |\mathcal{F}(O'_{r,k}P_{r}) - \sqrt{I_{i,k}}| \right\|^2 + \sum_{i,l} \omega_{P,r} |P'_{r} - P_{r}| \right\|^2 \right\] eq 5.2

The first one (\( \mathcal{L}_{O,k} \)) takes the updated object part at the \( k^{th} \) scan position \( (O'_{r,k}) \) as the independent variable, while the second one (\( \mathcal{L}_{P} \)) takes the updated probe \( (P'_{r}) \) as the independent variable. Both two functions are made up by two terms. The first term evaluates the error between the guessed exit wave produced by the updated object (or probe) and the corresponding intensity measurement \( (I_{i,k}) \). The second term evaluates a weighted variation of this independent variable during the updating. The core of PIES is searching for the updated
object and probe that can minimise these two cost functions. Such an optimisation process is done by estimating the current gradient and moving towards an opposite direction, which is also known as ‘gradient descent’ method.

Gradient descent method is well known for the converging speed, as its error can never increase during the optimisation. However, such a characteristic is not desired for solving phase problem. The modulus constraint (\(\mathbb{M}\)) formed by the intensity measurements is a non-convex set, which cause local minima in the searching space. Since the gradient descent method does not allow the error increasing, it cannot escape from a local minimum, hence get stagnated.

Instead of gradient descent, PIEs use stochastic gradient descent method to prevent stagnation. One should notice that eq 5.1 and eq 5.2 only take one scan position (e.g. \(k^{th}\)) into consideration rather than summing across all scan positions. By doing this, the variable updated at one position is not the most optimised value for other positions unless a solution is found. Such a process is named as stochastic gradient descend method, which is utilised by PIEs for preventing stagnation.

After explaining the common parts of all PIE algorithms, let us talk about their difference. The development of various PIEs comes from the differently designed weighting factors: \(\omega_{O,r}\) and \(\omega_{P,\bar{r}}\). Referring to these cost functions, their first terms evaluate the error with respect to the intensity measurements. When the noise is negligible, such an error directly indicates the incorrectness of a guessed exit wave, so called a ‘hard-error’. On the other hand, their second terms evaluate the variation of the independent variables. Although this second term equals zero when a solution is found, its value does not reflect the correctness of the current guess. As a comparison, this error is named as ‘soft-error’.

The purpose of this ‘soft-error’ term is to penalise any significant change on the variable that is under optimisation. The updated variable is not the one giving the minimum hard-error after introducing the regularisation term. This is a desired behaviour when multiple constraints exist and the variable under optimisation is not expected to over-fit to any of these constraints. As shown in Figure 5.1, less fluctuation is one of the advantages brought by preventing over-fitting.
Figure 5. 1. A demonstration of how ‘over-fitting’ causes fluctuation. In this example, two non-interception sets (i.e. $\mathbb{A}$ and $\mathbb{B}$) are shown as the black curved line and black straight line respectively. The same starting points are marked as red dots in (a) and (b). In ‘over-fitting’ scenario (i.e. (a)), the red dot approaches the area that two sets are close to each other, then fluctuates by alternatively fitting these two sets. By penalising the variation (i.e. (b), the red dot also moves towards the same area, but moves less distance each time. The fluctuations in these two scenarios are labels as $\delta_1$ and $\delta_2$ respectively. The fluctuation is less by preventing over-fitting.

Rather than weighting the variation with a constant, a more flexible way is defining a matrix with the same size as the variable, hence a spatially varying penalties can be applied pixel-wisely. For example, we may think it sensible to increase the penalty for changing an object part ($O_{r,k}$) in areas where the probe is dim, or we may penalize changes to the probe ($P_r$) when it passes through opaque regions of the object. As $\omega_{O,r}$ and $\omega_{P,r}$ are in matrix form instead of constants and act on the regularisation term, they are named as ‘regularisation maps’ in the later context. Differently designed regularisation maps making the updating functions of PIEs diverge from its general form. The direviation from cost function to the general form of updating function has been shown by eq 3.54 to eq 3.56 in the rPIE section. From this general form, the updating functions utilised by each PIE algorithms can be obtained by substitute $\omega_{O,r}$ with suitable expression. The object updating functions utilised by existed PIE algorithms and corresponding definition of $\omega_{O,r}$ are listed in Table 5.1.
Table 5.1. The object updating functions of different PIE algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Updating function</th>
<th>Regularisation map</th>
</tr>
</thead>
<tbody>
<tr>
<td>General form</td>
<td>$O'<em>{r,k} = \frac{P_r \Psi</em>{r,k} + \omega_{O_r} O_{r,k}}{</td>
<td>P_r</td>
</tr>
<tr>
<td>PIE</td>
<td>$O'<em>{r,k} = O</em>{r,k} + \frac{</td>
<td>P_r</td>
</tr>
<tr>
<td>ePIE</td>
<td>$O'<em>{r,k} = O</em>{r,k} + \frac{P_r^*}{</td>
<td>P_r</td>
</tr>
<tr>
<td>rPIE (mPIE)</td>
<td>$O'<em>{r,k} = O</em>{r,k} + \frac{P_r^*}{(1-\alpha)</td>
<td>P_r</td>
</tr>
</tbody>
</table>

The logic of $\omega_{O_r}$ is to apply a strong penalty to the object part update where the probe is dim, since these regions are susceptible to noise, and to apply a smaller penalty where the probe is bright, reflecting the higher signal-noise ratio there. Likewise, the weighting factor ($\omega_{P_r}$) for probe regularization assumes a low signal to noise (so a high penalty) where the object is relatively opaque, and a high signal to noise (low penalty) where the object is transparent. Such a trend can be seen in all of the definitions of $\omega_{O_r}$ in Table 5.1.

There are a couple of gaps in this logic. First, it ignores the interplay between the updates at different positions. For example, the object regularization map is exactly the same whether the object box is taken from the centre of the object reconstruction, which will have been illuminated many times, or if it is taken from the edge, where some areas of the object will have been illuminated only once. Second, it fails to account for the influence of errant bright pixels during the reconstruction, for example a single bright pixel in the object results in a large regularization penalty applied across every pixel in the probe.

5.2. Adaptive regularisation

A new regularisation approach is suggested, which takes the influence of overall-illumination condition into consideration when building a regularisation map for a single scan position. The new algorithm applying this concept is named as ‘adaPIE’, who solves the issues of previous PIEs by using as regularisation maps the average probe intensity that illuminates
each object pixel and the average object transparency through which each probe pixel passes.

The update steps for the $j^{th}$ object part and the probe are shown in eq 5.3 and eq 5.4 respectively.

\[
O_{r,k}^j = O_{r,k} + \frac{P^r \cdot (\psi_{r,k}^' - \psi_{r,k})}{|P_r|^2 + \alpha \langle |P|^2 \rangle_{r,k}} \tag{eq 5.3}
\]

\[
P_{r}^' = P_r + \frac{O_{r,k}^j \cdot (\psi_{r,k}^' - \psi_{r,k})}{|O_{r,k}|^2 + \beta \langle |O|^2 \rangle_{r}} \tag{eq 5.4}
\]

Where $\langle |P|^2 \rangle_r$ maps the average probe intensity illuminating each pixel over the whole object ($O_r$) and $\langle |O|^2 \rangle_r$ maps the average object transparency encountered by each pixel of the probe. One should notice that $\langle |P|^2 \rangle_r$ has the same size as the object. When it is applied to updating process (eq 5.3), an area corresponds to the $k^{th}$ scan position is cut out from $\langle |P|^2 \rangle_r$. This $k^{th}$ part of the regularisation map is denoted as $\langle |P|^2 \rangle_{r,k}$. Such a process is similar to take the $k^{th}$ object part ($O_{r,k}$) from the guessed object ($O_r$). The parameters $\alpha$ and $\beta$ are fixed at $\alpha = \beta = 1$. We have included them because increasing their value in the final iterations of an adaPIE reconstruction is an effective means to halt the cyclical behaviour common to stochastic gradient descent algorithms.

Calculating the regularisation maps in eq 5.3 and eq 5.4 every time the probe and object are updated is computationally time-consuming and can be unstable at the beginning of the reconstruction process, where both object and probe can change significantly from update to update. A better way is to take rolling averages; these rolling averages are the ‘adaptive’ part of the algorithm. To Compute the rolling average probe intensity illuminating each object pixel, we make use of a ‘visit’ matrix whose entries contain the number of times each object pixel is updated (or visited) during an iteration of the algorithm. The number of visits to pixels near the edges of the object has values of 1 or 2, whilst visits to the centre may be over 100. The visit matrix $V_r$, is defined by eq 5.5.

\[
V_r = \sum_k 1_{r,k} \tag{eq 5.5}
\]
Where $\mathbf{1}_{r,k}$ is an ‘all-one’ matrix with the same size as the probe. Such a matrix is accumulated according to the scanning positions. The purpose of doing this to count how many times of each pixel in the object is covered by the probe in the scanning process, hence they can be regulated later. The resultant matrix, i.e. $\mathbf{V}_r$, has the same size as the object. The element value in this matrix equals the number of ‘being-covered-by-probe’ during a scan process, which is affected by both the scan positions and the size of probe. Using the visit matrix, the rolling average probe intensity is updated as follows:

$$
\langle |\mathbf{P}|^2 \rangle'_{r,k} = \langle |\mathbf{P}|^2 \rangle_{r,k} + \frac{|\mathbf{P}_r|^2 - \langle |\mathbf{P}|^2 \rangle_{r,k}}{\mathbf{V}_r^2} 
$$

Or:

$$
\langle |\mathbf{P}|^2 \rangle'_{r,k} = \left(1 - \frac{1}{\mathbf{V}_r^2}\right) \langle |\mathbf{P}|^2 \rangle_{r,k} + \frac{1}{\mathbf{V}_r^2} |\mathbf{P}_r|^2 
$$

Which is gradually update the regularisation map by removing its certain amount, then adding an equivalent portion produced by the current guessed probe. By expecting the guessed probe is getting closer to the ground-truth during the iteration, the regularisation map is converging to its ‘true’ value, which is a position-wise summation of the true-probe. For a given object pixel, the rolling average decays with the square of the number of visits to that pixel.

Regularization of the probe requires the rolling average object transparency through which each pixel of the probe passes. Unlike the object reconstruction, where central regions are updated many more times than the edges during each iteration, every pixel in the probe is updated $K$ times per iteration. The equivalent to the visit matrix ($\mathbf{V}_r$) for the probe is therefore simply equal to $K$ at every point. Hence it is no need to compute it separately. The matching update to the rolling average for the probe regularization is therefore:

$$
\langle |\mathbf{O}|^2 \rangle'_{r} = \langle |\mathbf{O}|^2 \rangle_{r} + \frac{\mathbf{O}_{r,k} - \langle |\mathbf{O}|^2 \rangle_{r}}{K^2} 
$$

\textit{eq 5.8}
The rolling average decays as the inverse square of the number of diffraction patterns, $K$. These choices of decay rate mean the speed with which the rolling averages forget old values decreases approximately linearly with visit map values. Regions of the object regularization map $\langle |P|^2 \rangle_{\ell,n}'$ corresponding to the object edges have a short memory; the rolling average decays very quickly there. Regions corresponding to the object centre have a longer memory and it takes several iterations before the influence of previous probe estimates disappear. The probe regularization map decays even more slowly. This decay rate strategy introduces a sort of inertia to the probe and object updates. The relatively slow decay of the probe regularization compensates for the relatively large number of probe updates per iteration. The quick decay of the object regularization at the edges means the more erratic object updates there are quickly forgotten.

To initialize the two rolling averages, a safe choice is to set them as constants and equal to the maximum initial probe and object intensities, so that:

\[
\langle |O|^2 \rangle_{\ell,n=0} = \max(|O_{\ell}|^2) \quad \text{eq 8.1}
\]
\[
\langle |P|^2 \rangle_{\ell,n=0} = \max(|P_{\ell}|^2) \quad \text{eq 8.2}
\]

The pseudo code for the adaPIE is given in Pseudocode 5.1.
**Pseudocode 5.1: Adaptive Ptychography Iterative Engine (adaPIE)**

**Input:**
- measured diffraction pattern (intensity), scanning positions (positions), guessed object (object), guessed probe (probe), No. of iterations (N), Parameter ($\alpha$, $\beta$)

**Output:**
- revised object (revised object), revised probe (revised probe)

```plaintext
1: avgEO = (|object|^2)_{\text{max}} \cdot 1(\text{size of object})
2: avgEP = (|probe|^2)_{\text{max}} \cdot 1(\text{size of probe})
3: visits = 0(\text{size of object})
4: For (k=1: total number of positions) do
  5:     visits = Add( visits, 1, the kth positions, size of probe )
  6: End
7: For (n=1: N) do
  8:     positions = shuffle(positions)
  9:     For (k=1: total number of positions) do
   10:         the kth part = Cut(revised object, the kth positions, size of probe)
   11:         objRegBox = Cut(avgEP, the kth positions, size of probe)
   12:         visit box = Cut(visits, the kth positions, size of probe)
   13:         exit wave = the kth part \cdot \text{probe}
   14:         difference = revised exit wave - exit wave
   15:         modification = \frac{\text{probe}^*}{|\text{probe}|^2 + \alpha \cdot \text{objRegBox}} \times \text{difference}
   16:         revised object = Add(object, modification, the kth positions, size of probe)
   17:         revised probe = probe + \frac{\text{the kth part}^*}{|\text{the kth part}|^2 + \beta \cdot \text{avgEO}} \times \text{difference}
   18:         avgEO = avgEO + \frac{|\text{the kth part} + \text{modification}|^2 - \text{avgEO}}{K^2}
   19:         avgEP modification = \frac{|\text{revised probe}|^2 - \text{objRegBox}}{\text{visit box}^2}
   20:         avgEP = Add(avgEP, avgEP modification, the kth positions, size of probe)
   21: End
   22: End
23: Apply additional constraints
24: End
```

>Note [1]: Temporary variable: the kth part, exit wave, revised exit wave, modification
5.3. Simulation scenarios

Our simulation scenarios are illustrated by Figure 5. Every simulation uses a scan pattern comprising \( K = 400 \) positions arranged in a \( 20 \times 20 \) grid, with random offsets from perfect uniformity to eliminate the possibility of periodic artefacts in the reconstructions. The boundary traces in Figure 5 (a) and (b) indicate the extent of the scan pattern. The probes are of size \([M, N] = [512,512]\), with a bright central area in each case of diameter 150 pixels (shown by the shading in Figure 5 (a)). The average step size in the simulations is 35 pixels, ±20% random offsets. The object matrix has a dimension of \( 1350 \times 1350 \) pixels. In all the simulations the object matrix is initialised as free-space, i.e. \( O_{r,0} = 1 \).

**Simulation 1** is an unrealistic but illustrative example. It is designed as an easy test with no noise and a reasonably accurate estimation on the initial probe, so we expect every algorithm to give good results. The two photographs utilised as the modulus and phase images of the object are shown in Figure 5 (a) and (b). Images such as these, or the ‘cameraman’ or ‘Lena’ images, are often used as examples, although we will see that they seem to give an optimistic view of algorithm performance (perhaps because there is no correlation between the amplitude and phase parts, and because photographs are generally very rich in spatial frequency content). The probe for Simulation 1 is shown in Figure 5 (g). It results from Fourier-transforming an aperture (drawn in a paint package) with a quadratic phase curvature. This simulates the point spread function from a stopped-down lens, imaged at a defocus, and is the sort of probe that might arise in soft x-ray or electron ptychography. The initial probe estimate is simulated in the same way as this ground true probe, but a perfect disc is employed rather than a hand-drawn aperture, and a 7% error in the defocus is introduced.

**Simulation 2** is a little more realistic. It uses a complex-valued image of frog’s blood (Figure 5. 2 (e) and (f)), which we generated from the results of a real-world optical bench ptychography experiment. This is a much weaker phase object. The probe (Figure 5. 2 (i)) simulates a small angle beam of illumination that might arise in hard X-ray experiments and the initial probe estimate is an Airy disc of approximately the right size.

**Simulation 3** uses a complex-valued images of a cotton spider (Figure 5. 2 (c) and (d)), derived again from an optical bench ptychographic reconstruction. The probe (Figure 5. 2 (h)) models a random diffuser placed in the path of a laser beam. Such structuring of the probe has been
shown to aid the experimental process by reducing the dynamic range of the recorded diffraction data, and to improve resolution in the reconstructed image. The initial probe estimate is a clear aperture of approximately the correct size, as it is difficult to estimate the random structure of the diffuser. This simulation is set as a challenge for the algorithms, because the initial probe is necessarily far from the true probe, and the interior of the spider in the object contains considerable fine detail.

Since these tests are simulations, algorithm performance can be measured by comparison of reconstructions with a known ground truth. A direct real-space simulation error metric (i.e. $Err_s$), comparing the reconstructed and ground truth object matrices, must account for various ambiguities that can arise in ptychography. Although these ambiguities and their removing process have been described in Chapter 4, we will compare the difference between the reconstructed diffraction patterns with the ground-truth to avoid complication here.

$$Err_f = \frac{\sum_k \sum_{\vec{u}} |\mathcal{F}(\Psi_{\vec{u},k})| - \sqrt{I_{\vec{u},k}}|^2}{\sum_k \sum_{\vec{u}} I_{\vec{u},k}}$$

Eq 5.9
Figure 5.2. Objects, probes and example diffraction patterns for three simulation scenarios. **Simulation 1**: a) and b) show the object modulus and phase, c) shows the probe on a colorwheel scale and d) gives an example diffraction pattern (contrast enhanced to show detail). The boundary trace in a) and b) indicates the extent of the scan pattern and the highlighted region in a) illustrates the relative size of the probe and the extent of its non-zero values. This boundary and probe size apply to all three simulations. **Simulation 2**: e) and f) object modulus and phase, g) probe, h) example diffraction pattern. **Simulation 3**: i) and j) object modulus and phase, k) probe and l) example diffraction pattern.
5.4. Results from noiseless data (Simulation 1 and 2)

Figure 5.3 shows the progress of the simulation error metric for the six algorithms, reconstructing data from Simulations 1 and 2. In Simulation 1, all of the algorithms reached a threshold of $Err_f = 10^{-4}$ where the central region of the reconstructed object amplitude and phase appear visually very similar to the true object. rPIE converged to this point quickest (76 iterations), followed by adaPIE (138), DM (168), RAAR (181), ePIE (377) and ADMM (413). RAAR and adaPIE progressed beyond this threshold, reaching a global minimum equal to the working precision of our computer at which point they were terminated. ADMM we expect would reach this limit given sufficient further iterations. (To determine the working precision, the algorithms were seeded with the ground truth object and probe as initial estimates and allowed to run for a few iterations.) As Figure 5.3 (b) shows, all of the algorithms found Simulation 2 more challenging. After 5000 iterations the algorithms all passed the visual accuracy threshold, but the visual appearance of the results does not tell the whole story. Whilst the error level is in large part set by errors at the edges of the object reconstruction, these edge regions feed into the centres of the object reconstructions through the errors they impart to the probe. After removing all of the ambiguities between the reconstructed and true objects for each of the six algorithms, mean(maximum) phase errors in milliradians in the central regions of the object reconstructions reached: ADMM 3.7(26); DM 0.39(2.7); RAAR 1.0(5.3); ePIE 0.3(2.9); rPIE 0.066(0.86); and adaPIE $1.9 \times 10^{-10}$ (2.5 $\times 10^{-9}$).
Figure 5. 3. Results of Simulation 1 and 2 showing the simulation error metric, $Err_f$, over 5000 iterations of six ptychographic algorithms. The plots are shown on a log-log scale to highlight the initial convergence rate and the final error level for the different algorithms. Below an error of $Err_f = 10^{-4}$ the images reconstructed by the algorithms are visually very similar to the ground truth. When provided with the ground truth probe and object as initial estimates, all the algorithms give the indicated lower bound on the error value of $Err_f = 4 \times 10^{-31}$, the limit of double-precision accuracy in our simulations.

5.5. Results from noisy data (Simulation 3)

In Simulation 3, different levels of Poisson-distributed noise were introduced to the data. The noise was calibrated by setting the total power in the ground truth probe equal to a fixed number of counts (i.e. the probe’s Fourier transform was scaled so that its summed intensity was equal to the required counts). Figure 5. 4 (a) shows extracts from the amplitudes of the reconstructions when total counts of photon in the probe was $10^6$. This is a relatively low dose, which is supposed to provide slightly poor signal to noise ratio. To highlight the noise content, the gray levels in these images are scaled to $\pm 20\%$ of the mean pixel value.

When noise is present in the data, the cost functions (i.e. eq 5. 1 and eq 5. 2) will have different, non-zero minima. The algorithms deal differently with this situation: batch approaches (i.e. DM, RAAR and ADMM) aim for a fixed point that is at least a local minimum of the sum of the cost functions for all scan positions, whereas stochastic gradient descent algorithms (i.e. ePIE, rPIE and adaPIE) will cycle through the minima. There are two ways to settle down these cycles and draw stochastic algorithms to a fixed point. One is to average the final few iterations of the reconstruction, as is often done when training neural networks. Another, which we apply here, is to increase the regularization constants $\alpha$ and $\beta$ in the final few iterations.
iterations. For ePIE, rPIE and adaPIE this second method gives a marked improvement in image clarity. The split panes in Figure 5. 4 (a) show the amplitudes of the reconstructions immediately before (bottom right) and after (top left) 50 iterations of the algorithms with $\alpha$ and $\beta$ multiplied by $50 \times$ their initial value. In the interest of fairness, the RAAR, ADMM and DM results in Figure 5. 4 (a) include averaging of their final 50 iterations, and the effect of this is shown in the split panes for their reconstructions. Whilst RAAR and ADMM perform well without this averaging, DM fares quite badly overall in this test. Averaging the object estimates over the final 50 iterations somewhat improves matters, but this process has only negligible influence on the final $Err_f$ metric. Figure 5. 4 (b) shows how the algorithms deal with a range of noise levels. The error after 500 iterations is plotted, where in each case this includes either averaging (DM, RAAR and ADMM) or increased regularization (PIEs) over the final 50 iterations. The effect of the increased regularization on the adaPIE error level is indicated by the arrows adjacent to each column of the plot.

Figure 5. 4. Results of Simulation 3. (a) Cutouts from the modulus of the reconstructions after 500 iterations of the different algorithms, when the total counts in the probe was $10^6$. During the final 50 iterations of ePIE, rPIE and adaPIE the regularization constants, $\alpha$ and $\beta$, were increased by a factor of 50; the effect of this is shown by the split panes, which show reconstructions after 450 iterations (bottom right) and after 50 iterations with the increased regularization (top left). The DM, RAAR and ADMM split-panes show the effect of averaging over the final 50 iterations of those algorithms. (b) plots the final error after 500 iterations of the algorithms for different noise levels. The effect of the increased regularization on the adaPIE error level is indicated by the arrows adjacent to each column of the plot.
6. Reconstruction of practical electron data

Data collected from experiment may include various defects. Some of them are inevitable, such as detector noise, while other are caused by improper setup or unknown conventions, for instance, slightly rotated detector, unmatched diffraction patterns with scanning sequence, unknown scanning direction and orientation of loading data from detector to storage. Although artificial error is preventable with careful manipulation and detailed experiment record, it is tedious to check every possible convention in advance. This kind of problem brings significant barrier when different research groups try to exchange their data. This sort of error usually does not get enough attention until all the reconstruction attempts are denied. To prevent fruitless efforts caused by this kind of error, a procedure of pre-check the collected data without reconstruction is suggested in this chapter. This process aims at detecting the potential error in a practical data without extra measurements and minimise their negative influence in the reconstruction. Some of these procedures are also helpful to check whether a desired feature is captured during the experiment in real-time or narrow down to a specific area before the reconstruction. To demonstrate the effectiveness, this procedure is applied on a practical data that collected with STEM.

6.1. Description of the experiment

A group of experimental data is collected with a scanning transmission electron microscope (STEM). The sample was a bilayer of Molybdenum Disulphide (MoS2). The electron microscope operated with a beam energy of 80kV, which is equivalent to a 4.18pm wavelength based on eq 6. 1. The influence of specimen thickness is neglected. The camera is calibrated by measuring the 3rd diffraction ring from a gold test sample. Based on the measurements, the approximate camera length is gauged as 183mm. The camera utilised in this experiment has 128 by 128 pixels with a pixel size of 150μm/pixel, which makes pixel angle equal 0.82 mrad/pixel. Each pixel of the reconstructed image corresponds to 0.04nm. A negative defocus (about 56nm) is applied to give the electron probe a diameter of 2nm, equivalent to approximately ½ of the probe reconstruction window (=128*0.04nm). The device set-up is demonstrated in Figure 6. 1.
\[ \lambda = \frac{k}{\sqrt{2m_eE_{ev}\left(1 + \frac{E_{ev}}{2m_e\bar{c}^2}\right)}} \quad \text{eq 6.1} \]

In the data set considered here, the beam current is 99pA, where 1pA stands for 6242 electrons per millisecond. The step size of the scanning grid is 15% of the probe size, which is about 0.3nm (i.e. 3Å). Such a step size offers about 81% overlap area between two adjacent scanning positions. The scanning grid is a 95 by 95 regular grid. Therefore, the total electron dose can be calculated as 6.87ke/Å² in this setup.

In the data set considered here, the beam current is 99pA, where 1pA stands for 6242 electrons per millisecond. The step size of the scanning grid is 15% of the probe size, which is about 0.3nm (i.e. 3Å). Such a step size offers about 81% overlap area between two adjacent scanning positions. The scanning grid is a 95 by 95 regular grid. Therefore, the total electron dose can be calculated as 6.87ke/Å² in this setup.

In the data set considered here, the beam current is 99pA, where 1pA stands for 6242 electrons per millisecond. The step size of the scanning grid is 15% of the probe size, which is about 0.3nm (i.e. 3Å). Such a step size offers about 81% overlap area between two adjacent scanning positions. The scanning grid is a 95 by 95 regular grid. Therefore, the total electron dose can be calculated as 6.87ke/Å² in this setup.

Figure 6.1. The device set-up for collecting this data set. The camera utilised in this experiment has 128 by 128 pixels with a pixel size of 150µm/pixel. A negative defocus (about 56nm) is applied on the specimen plane. The approximate camera length is gauged as 183mm.

6.2. Match with scanning sequence

Every ptychography experiment data includes the scanning positions and measured intensities, but their order may not match due to improper data storage or various device setup. Such a mismatching, unsurprisingly, causes fruitless reconstruction, but can be prevented easily with the concept of ‘General Modulus Image’ (GMI).

If each diffraction pattern is represented by its energy as a scalar and fill these values into adjacent blocks following the sequence that defined by the scanning sequence, a blurred image similar to the modulus of object is obtained. This effect is trivial to approve. Each block in the GMI represents the energy of a diffraction pattern, which equals the energy of exit
waves. As the probe is consistent and the phase of object does not affect the energy, the energy purely depends on the modulus of object that covered by probe at the corresponding scanning position. Moreover, as the adjacent scanning positions should share more than half of the area, their contrast is limited. Hence it is not a surprise that the GMI appears as a ‘smoothed’ modulus image of the specimen. The modulus image of specimen is unavailable in practical situation, but the smoothness of GMI is a helpful tool for checking whether diffraction pattern sequence matches scanning positions. As if they are not matching, the GMI will be full of high frequency details and no general outline can be observed.

The blurry effect on GMI can also be explained with filter effect. The scanning process of ptychography is similar as the concept of ‘Moving Average Filter (MAF)’ in signal processing in 2D, where the object is the original signal and the probe is the smoothing kernel. Due to the similarity between ptychography and gaussian smoothing (Figure 6.3), the GMI can be considered as filtering the object with probe to some extent. Theoretically, smaller the spot size of probe, less area of specimen is covered at each position, hence a general image with sharper edges will be. On the other hand, smaller the step size, the overlap area between two scanning positions increasing, hence less energy variation and smoother the general image will be. Moreover, this process is similar to the texture extraction that used in image processing. Every time the structure of probe matches the texture of specimen, a peak value in the general image will be detected. Such an effect is demonstrated by Figure 6.4.

**Figure 6.2.** Produce a General Modulus Image (GMI) with collected data. A group of collected diffraction patterns are collected with a $M \times N$ scanning grid. Each of them is represented by its energy as a constant ‘k’ with corresponding subscripts. These numbers are arranged following the direction of scan to form a general Modulus Image with $M \times N$ resolution. The correspondence is highlighted with different colours.
Figure 6. 3. A comparison between Gaussian filter and ptychography. A gaussian kernel with the same size and similar outline of the example probe is created for comparison. The diffraction patterns collected by ptychography are converted into energy values and put into the corresponding area to form a General Modulus Image (GMI). The GMI is similar to the filtered image, which is a smoothed modulus image of the object. When the probe becomes a real matrix, whose modulus follows Gaussian distribution, scanning step size decreases to one pixel and scanned area covers the whole object, the general image equals to the filtered image.

Figure 6. 4. The GMI outline is determined by both the modulus of specimen and probe. When the structure of probe shares similar structure with the covered area of specimen, peak values (the brightest or darkest pixels) appear on the GMI.
Generating a *GMI* only requires diffraction patterns and scanning coordinates. It is not affected by the orientation of diffraction patterns and always smooth when the diffraction patterns correspond to the recorded position. Therefore, this GMI concept provides an option for instantly checking the correspondence between the diffraction patterns and scanning sequence without being affected by the orientation of guessed scanning sequence. An example is given in Figure 6. 5. It also illustrates the content of collected data before reconstruction and help user to narrow down an interested area. However, hot pixels in the diffraction patterns sometime break the smoothness of general image. In that case, it is recommended to remove certain amount of high value pixels in diffraction patterns before generating *GMI*.

<table>
<thead>
<tr>
<th>Scan sequence</th>
<th>General Modulus Image</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Matched</strong></td>
<td><img src="image1" alt="Default" /></td>
</tr>
<tr>
<td></td>
<td><img src="image2" alt="Default" /></td>
</tr>
<tr>
<td></td>
<td><img src="image3" alt="Default" /></td>
</tr>
<tr>
<td><strong>Unmatched</strong></td>
<td><img src="image4" alt="Default" /></td>
</tr>
</tbody>
</table>

*Figure 6. 5. Applying the GMI concept for checking the correspondence of scanning sequence and diffraction patterns. In the first row, the default scanning sequence, which is the exact sequence for collecting diffraction patterns, is demonstrated with arrows. The dotted arrows only represent the connection between scans, they are not a part of it. 8 possible scanning sequences can be obtained by flip and transpose the default sequence, such an effect is named as ‘different orientation’ in this thesis. They demonstrate the GMI is only determined by the scanning direction and does not affect by its orientation. In the second row, the outcome of an unmatched sequence is shown, which contains much more high frequency information comparing with correct ones. Only default orientation is used for producing GMI in the rest of the thesis, as others are the same picture with different orientations.*
6.2.1. Scanning coordinates

For applying the GMI concept, we start from the most ideal scenario, which is the scanning positions are provided as regular coordinates. In this case, the scanning direction, grid size and step size can be easily determined by looking at the coordinates. Hence the scanning grid can be easily scaled to adjacent pixels by dividing by the step size. Then a GMI is produced by filling these pixels following the scan direction with the corresponding energy. For irregular scanning coordinates, difficulty lies in finding a proper scaling factor that converts the random coordinates into adjacent pixels. This problem has been solved under the help of ‘probe calling map’. By dividing with step size and rounding to integers, scan grid with randomness can also be converted into adjacent pixel grids as shown in Figure 6. 6. Neglecting the randomness of coordinates does not affect the GMI.

![Figure 6. 6. An example of converting a group of scan positions with randomness into adjacent pixel grid for making GMI. Scanning positions are scaled by dividing by the step size and rounded to integers. A GMI can be produced based on these scaled positions.](image)

6.2.2. Square scanning grid with step size

Recording the step size and duplicate a scanning grid is also common in the experiment, as it simplifies recorded data. No randomness is introduced in this circumstance. Generating a pixel grid for GMI is straightforward. As the pasting sequence of the diffraction pattern energy does not affect by the orientation of the scanning sequence for a square scanning grid. However, the problem arises from an unknown scanning direction with a not square scanning grid, whose size is unknown. This situation is common when the collected data is too massive to reconstruct all together or only a part of it contains usable details.
In this case, the GMI can help to figure out the most likely arrangement. Since the grid size is unknown, a pair of factors can be guessed by factorising the primes from the number of diffraction patterns. Two possible grids are produced by alternating these two numbers on the row and columns. GMI is sensitive to the incorrect grid size. When the grid size is incorrect, multiple stripes appear on the GMI with the same gradient as shown in Figure 6. 7. Hence the most likely non-square grid size can be determined by observing the GMI.

![Diffraction patterns and their energy sequence](image)

<table>
<thead>
<tr>
<th>$k_1$</th>
<th>$k_2$</th>
<th>$k_3$</th>
<th>$k_{360}$</th>
</tr>
</thead>
</table>

$18 \times 20 \text{ (c)}$ grid

$20 \times 18 \text{ (c)}$ grid

**Figure 6. 7.** Determine the unknown grid size from the number of diffraction patterns by GMI. In this example, 360 diffraction patterns are given without scanning grid size. By factorising the number of diffraction patterns into 2 close integers, the most possible grid size is either 18 rows by 20 columns or 20 rows by 18 columns. Two GMIs are generated correspondingly and one of them has significant diagonal stripes due to the incorrect row and column numbers. Therefore, a proper non-square grid size is deduced under the help of GMI.

In the collected data, all data are collected by a square scan grid with given grid size. A GMI is produced for each collected data with a default scan sequence. As shown in Figure 6. 8, these images demonstrate the guessed scan sequence matches the collected diffraction patterns. Hence a suitable scan sequence is obtained.
6.3. **Match with scanning direction**

*General Modulus Image* is handy in matching scanning positions with diffraction pattern sequence and checking a non-square grid size. However, it is not capable to identify the orientation of diffraction patterns. Since each diffraction pattern is represented by a scalar during making *GMI*, its orientation property is not considered. Like the 8 possible orientations of scanning directions in *Figure 6. 5*, a diffraction pattern also has 8 orientations without disturbing its content. Due to the device setup and unknown convention, recorded diffraction patterns may be transformed and not match with the direction of scan. A successful reconstruction is not possible without figuring out the correct orientation.

Although it seems 8 possible scan orientations combining with 8 possible diffraction orientations give 64 possibilities, most of them are related by rotation. In other words, one can consider a chosen scan orientation defines the base vectors in that 2D plane. Hence if the orientation of diffraction patterns matches this setup, they are correctly oriented and capable for a successful reconstruction. A quick simulation is conducted to demonstrates how a chosen scan direction re-defines base vectors. A group of object parts are cut out following the default scan sequence, then their orientation is adjusted and pasted back with a re-oriented scan sequence. Object parts are utilised here as they have clearer content than the diffraction patterns. Since the object parts and diffraction patterns share the same orientation, the outcome of this experiment has general meaning to the diffraction patterns as well. As demonstrated by *Figure 6. 9*, for each chosen scan orientation, there is one and only one
group of re-oriented object parts producing a seamless image. This confirms there are at most 8 combinations on the orientations of chosen scan sequence and collected diffraction patterns.

Figure 6. 9. There is one and only one correct orientation of diffraction patterns based on the chosen scan sequence. Three different scanning orientations are chosen as examples. The scan directions are demonstrated with black arrows. Each of them has a pair of red and blue arrows illustrating the primary and secondary scan dimensions. If images produced at each scanning position (e.g. exit wave or the cut-out part of object) are correctly oriented, their normalised, position-wise sum should form a seamless image as the object. Hence, 8 images are produced by 8 differently oriented cut-out parts of object for each scan orientation. The size of a single object part is shown as dotted square in the first overlapped image. In the first group, the orientation of the object part is denoted by the blue and red arrows. Rest groups follow this convention. As shown in the figure, there are 8 different overlapped images caused by the orientation of the parts of object, while the scanning orientation only affect their order. Only one of them has the matched orientation and provides a seamless image.
The next problem needs to be considered is how to relate the content of diffraction patterns with the scanning sequence. In an experiment with defocus probe, which is common in ptychography, the illuminated area of specimen affects the content in diffraction pattern, which varies together with the shifting specimen during an experiment. This leads to a thought: if two adjacent diffraction patterns have the correct orientation, adding them up based on the scaled displacement of their collected positions will cause the similar patterns overlap with each other as shown in Figure 6. 10. When all diffraction patterns are pasted with a correctly scaled scanning grid, a blurred image appears, which has a strong relationship with the content of specimen. To bring this coarse idea to practical, the main difficulty is finding the proper scaling factor for the scanning grid.

Figure 6. 10. The effect of overlapping diffraction patterns. Two exit waves are produced by illuminating the object at partially overlapped positions and transformed into diffraction patterns. Their correspondence is highlighted by different colours. As shown in the figure, the diffraction patterns contain similar structures. By overlapping them with correct displacement, their structure is enhanced (Their dark edges are removed in this example to give a better contrast).

So far, there are three different approaches for estimating this scaling factor. The most basic one raises from the cause of this phenomenon: the ratio between the diameter of defocused probe and diffraction pattern. Since any interference on the diffraction pattern happens when the probe interacts with specimen and vanishes when specimen moves away from probe, the ratio between the travel distance of specimen and the perturbation pattern should be similar with the ratio between the diameter of probe to the diffraction pattern. Thus, the displacement scaling factor can be obtained by comparing the diameter of a guessed probe
with the diameter of averaged diffraction patterns. However, there is no quantitative way to define ‘diameter’ for these two properties. In practice, their diameters are usually estimated as the diameter of the bright area. Moreover, the inaccurate guessed probe can lead to a wrong ratio. When the outline of well guessed probe is available, this straightforward method gives a good estimation for further tuning. It can also work oppositely to check whether the guessed probe has at least a similar outline with the true probe.

![Diagram](image)

*Figure 6.11. The displacement relationship between the specimen (left) and its interference on the diffraction pattern (right). The background demonstrates the exit wave and diffraction pattern when the specimen sitting right at the centre of probe. An estimated image when the specimen sitting at the edge of probe is illustrated by overlapping the coloured circle and the background. The colour shows their correspondence. The perturbation on the diffraction pattern can be observed when the specimen contacts the bright area of probe. Hence their displacement ratio can be estimated by taking the ratio of a probe and its diffraction patterns diameters.*

The second approach is estimating the shifts by fitting two adjacent diffraction patterns. This is done by superimposing 2 diffraction patterns with similar patterns and gradually adjust their displacement until their structure fits together. Then a ratio is deduced by dividing this displacement with their relative shifts during scanning. To get a good estimation, one needs to repeat this process with different diffraction patterns multiple times and takes their average. The good side of this method is that one can immediately notice the unmatched orientation when the estimated displacement does not in the same direction of shifting.
Figure 6.12. Estimating the displacement in f-domain by fitting 2 diffraction patterns.

The third approach is pasting all diffraction patterns with a scaled scan position. When all diffraction patterns are correctly oriented and pasted with correctly scaled scanning positions, their features overlap with each other and form an image. As shown in the Figure 6.13, one out of 8 possible diffraction pattern orientations produces the best image for a given scan sequence. To minimise the influence of dark edges, the overlapped image needs to be normalised by overlapping the average diffraction patterns. Hence the correct DP orientation is determined.

Figure 6.13. The centre of specimen used for simulation (a) and images formed by overlapping diffraction patterns with different orientations (b, c, d and e). Among the overlapped images, (a) is the formed by correctly orientated diffraction patterns, while the rest 3 are examples formed by incorrect orientations. Hence a correct diffraction pattern orientation is determined for the selected scan sequence.
6.4. Fine adjustment on the rotating angle

The last common defect in the device setup is the rotating angle of detector. A slightly rotated detector is hard to notice during experiment until its data fails reconstructions. The question here is how to determine the rotating angle without access to the detector and also recover the data to its best without commencing a new experiment. A rotated detector dose not only affects the true scanning positions, but also rotates the diffraction patterns. A ptychography seen by a rotated detector is shown in Figure 6.14.

Figure 6.14. The influence of a rotated detector. The true scanning grid and a sample diffraction pattern is shown in the left. When the detector is correctly calibrated, it observes the correct scan grid and collects diffraction pattern without rotating effect as shown on the top right branch. When an angle is introduced between the detector and scan grid, it collects rotated diffraction patterns with a rotated scan grid. These two data sets have the same difficulty on reconstruction. However, due to the unnoticed rotating angle, the unrotated grid is combined with rotated diffraction patterns, which cause the scan grid mismatches diffraction patterns.

To make the data useable, one need to estimate the rotating angle, which can be achieved by applying the overlapping diffraction patterns idea. This requires user manually testing different rotating angle (from -90 to 90 degrees) on the scan grid, and visually check the overlap images until the image has a good sharpness. For the practical data, a 11 degrees clockwise rotation on the detector is estimated with this method.
6.5. Reconstruction with tuned data

Once the collected data is calibrated following the process explained above, the reconstruction failure due to unmatched measured intensities and scan positions is minimised. These data can be applied to phase retrieval and further tuned to minimise the influence of noise.

6.5.1. Reconstruct the raw data

The first thing needs to be considered is the noise offset. The same data is reconstructed by all ptychographic algorithms explained in Chapter 3 with 100 iterations, which is enough to let them converge and settle down. Among all those algorithms, results from ePIE, rPIE, ADMM and RAAR are shown in Figure 6.15. These results are chosen because they all produce images that reveal details to different extent, while others end up in noisy images. ADMM and RAAR reconstruct similar probes, which implies a decent reconstruction on the probe. Meanwhile, PIEs give poorer resolution and smaller view area than the ADMM and RAAR in this test. This is not a surprising result, as the PIEs are more sensitive to the noise on the intensity measurements.

Meanwhile, the energy of probes reconstructed by PIEs keeps increasing during the iteration as shown in Figure 6.16. This is due to the accumulation of complex scaling ambiguity \(ae^{jc}\), which is explained in Chapter 4. At the same time, the modulus of objects gradually reduces and leads to images with poor contrast. A probe energy limitation constraint is added to PIEs in the later tests to prevent this problem. In the interest of fairness, the same energy constraint is added to other algorithms. Although aPIE does not have problem in the probe energy, it does not give a successful reconstruction as shown in Figure 6.17.
Figure 6.15. Reconstructed images by different algorithms. Ambiguities has been calibrated to the same level. Each column represents the reconstructed images from one algorithm. From top to bottom, each row represents the modulus of object, phase of object and probe respectively. PIEs are less successful in this test. Both the resolution and the size of informative area are poorer than ADMM and RAAR.

Figure 6.16. The diverge of probe energy as the PIE iteration goes. This figure demonstrates how the energy of probe varies without setting a limit. This causes the modulus of reconstructed object losing contrast.
6.5.2. Estimate the noise offset

The previous test indicates the existence of background noise in the intensity measurements, though its level is unknown. To minimise the negative influence of the noise, various threshold levels are attempted. The range of possible threshold is estimated by observing the distribution of the readings. Figure 6. 18 demonstrates the average of all measured intensities and sorted pixel values of these diffraction patterns. As shown in the plot, about 36% of the pixels have readings smaller than 0. These negative readings are caused by the detector noise and should be neglected. Then, by drawing a circle containing the spot of averaged diffraction patterns, the percentage of pixels dominated by the spot against all measured pixels can be estimated, which is about 10% in this test. Hence the 10% largest readings are considered as having good signal to noise ratio, and the noise threshold should not be larger than them, which is about 300 for this data set. Therefore, the background noise offset has high possibility falling between 0 and 300. For estimate the background noise offset, values within this range are tested with step size as 50. With each attempted noise threshold, all intensity measurements are subtracted by the threshold, and all negative pixels are set to zero.
Figure 6. 18. The estimate the background noise offset. The left picture is the average of all diffraction patterns. The approximate spot of diffraction patterns is labelled by a blue dotted circle. Pixels inside this circle has relatively high signal to noise ratio due to more detected electrons. In this data set, 10% of pixels fit into the this estimated spot with minimum value about 300. This ‘turning point’ is highlighted as a blue dot on the right line plot. The right picture illustrates the sorted pixel value against the percentage over all pixels in measured intensities. As its y-axis is log-scaled, values not larger than zero are omitted. The first pixel larger than zero is highlighted with a red dot together with the percent of pixels had value smaller than zero.

To find out the influence of different noise threshold quickly, the object and probe reconstructed by ADMM from the previous run is utilised as the initial guess. Such well guessed object and probe makes the reconstruction quickly converge to stable state. Since the diffraction patterns are modified, the f-domain error metric cannot evaluate the quality. The proper noise threshold is estimated by observing the reconstructed images. Some reconstructed images from ePIE and ADMM are demonstrated in Figure 6. 19. These two algorithms are chosen as they are highly representative for the gradient descent and set-projection methods. As shown in this figure, ePIE is more sensitive to the modification of diffraction patterns. As the noise threshold increases, more details are revealed on the phase image, though the modulus image gradually lose details. On the other hand, ADMM is less sensitive to the varying threshold. Their results barely change until a high threshold removes too much information and causes blurred reconstructions. To balance these effects, the noise threshold is chosen as 150 for the further reconstruction. The final reconstruction after removing the background noise offset is shown in Figure 6. 20. As a comparison, the crystal
The structure of MoS2 is shown in Figure 6.21. Only the ePIE and ADMM can reveal the hexagonal structures for the specimen in this experiment.

<table>
<thead>
<tr>
<th>Threshold</th>
<th>ePIE Modulus</th>
<th>ePIE Phase</th>
<th>ADMM Modulus</th>
<th>ADMM Phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>150</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>250</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Figure 6.19. Reconstruction results after applying different noise threshold. From the top row to the bottom, the threshold value of each row is given in the first column. The modulus and phase images of object reconstructed by ePIE and ADMM are shown in the figure. These two algorithms are chosen as they give the overall best reconstruction. The results of ePIE vary significantly as the increasing of noise threshold, while the results from ADMM are less sensitive to the modification.*
Figure 6. 20. The reconstruction results after removing the noise offset from the measured intensities. The object and probe images from the same algorithm is put in outlines with the same colour.
Figure 6. 21. The crystal structure of a bilayer MoS2 sample. The hexagonal structure is a typical geometry from its top view. The sulfur atoms are in yellow colour, while the molybdenum atoms are in green colour\textsuperscript{68}.
7. Other tricks

Phase retrieving algorithms are not the only way of extracting information from the data collected by ptychography. Some tricks can be applied to improve the quality of initial guess or produce extra constraint to improve the robustness of phase retrieving. These concepts are explained respectively in each section.

7.1. Probe calling map (data analysis)

In ptychography, a well illuminated area of specimen is covered multiple times by different part of probe. Such a relationship makes one part of guessed object contributes to the updating of different parts of probe at different scan position and vice versa. This relationship can also be considered in another way—one part of probe is related to its other parts under the interference of guessed object. This self-referring relationship is determined by the utilised scan grid. To unveil this relationship in an understandable way, the reconstruction process is imagined as stamping a paper with a stained stamp. The probe is the stamp while the object is a blank paper. To trace the influence of a specific pixel, only that pixel is stained in the beginning. When the probe stamps on the object following the scan positions, the stained probe pixel contaminates the contacted object pixel. The previously stained object also affects other probe pixels at the same time. After one iteration, all stained probe pixels are caused by the first contaminated pixel and considered as directly related to the first pixel through a full reconstruction process. Therefore, if one pixel of probe is significantly poorly reconstructed and not updated in time, it will have directly impact on these related pixels within next updating. As this pattern illustrates how one-pixel contacts (calls) other individuals under the influence of scan positions, it is named as ‘calling map’.
Figure 7.1. Appearance of $19 \times 19$ calling maps formed by $10 \times 10$ scan grids with increasing randomness. As shown on the top row of this figure, when randomness is 0% of the step size (a), each group of dots overlap with each other. As the randomness increasing, the groups gradually expand. The randomness of dots in each group ($\pm 2\Delta r$) is double of the randomness of scan grid ($\pm \Delta r$). When the grid randomness is larger than 25% (e.g. 30% in figure (c)), adjacent groups start to contact with each other. Figure (d) demonstrates how a probe is related to itself in s-domain under the influence of a 15% randomness scan grid. There are 8 groups completely covered by the probe spot. This implies a good self-referring relationship.

A $M \times N$ scan grid with randomness $\pm \Delta r$ leads to a calling map with $(2M - 1) \times (2N - 1)$ groups of positions, which appear as dots on the calling map. As long as the randomness is less than 25% of the step size, there is clear gap between these groups. For the group on $m^{th}$ row and $n^{th}$ column, it contains $m \times n$ dots within it. The group closer to the centre of this map contains more dots. The geometry centre of each group can be estimated by computing
their average value. The step size hence can be estimated by finding the distance between the geometry centres of two adjacent groups. The randomness of each group is the double of scan grid randomness (eq 7.1 and eq 7.2). This method uses the scan position to the max for estimating unknown step size and randomness with decent accuracy. The calling map provides acceptable step size estimation even with randomness slightly larger than 25%, although groups start to overlap in that case. As long as there are sufficient individuals in the group (a large enough scan grid).

\[
\vec{r}_n = \vec{r}_{n_{\text{grid}}} \pm \Delta r \\
\vec{r}_n - \vec{r}_{n-1} = d \pm 2\Delta r
\]

Some facts can be concluded by looking at the calling map. First, calling map only depends on the scan grid. As the scan grid shows how the pixel of object referring to others object pixels during reconstruction, the calling map is the counter part of scan grid for probe. Second, there is always a blank zone around the origin. This implies any pixel of probe cannot affect the pixels right next to it through s-constraint. They are not sharing any information, either good or bad reconstruction, unless f-constraint is applied. Third, each group collapse into a single dot when randomness equals zero. In that case, the communication between probe pixels is reduced to the minimum level. They can only communicate through the f-constraint.

### 7.2. Artificial randomness to the scan grid (reconstruction)

As demonstrated by the calling map, a regular scan grid gives weak s-domain relationship to the probe. Hence each group of probe pixels are not sharing information effectively by s-constraint and not benefit the converging in the beginning. To improve the s-domain connection of probe, some randomness can be artificially added into the scan grid in the beginning of reconstruction. In this way, poor probe pixels contact more object pixels that are modified by other revised probe pixels. As long as the specimen is not full of details in the scale of probe pixel, a tiny drift from the correct scan grid does not significant change the
values that each probe pixel contacted. Since the priority at the beginning of reconstruction is not refining details, this method is also acceptable and provides a good reconstruction on the coarse outline. This artificial randomness also supresses the raster grid ambiguity, though the ambiguity comes back once the randomness is removed. A dynamic randomness (that change from time to time between iterations) is preferred, as they also improve the s-domain communication of object pixels due to slightly varied scan grid.

Test results prove this concept has negative influence on the algorithms that updates the object with all exit waves together (mainly projection and reflection algorithms), as they are very sensitive to the mismatching scan grid. It has no observable influence on PIE families when the scan grid already has randomness. However, it gives better initial convergence with PIE family with regular scan grid, and the benefits increases when the initial probe is inaccurate.

Figure 7.2. The influence of adding artificial dynamic randomness to the scan grid in the beginning of reconstruction. The platform error metric is due to the data precision and can be ignored for this topic. In this test, ±2 pixels dynamic randomness is added onto the scan grid in the first 20 iterations. Between 21st to 25th iterations, the randomness is static. After that, the randomness is removed. In these tests, the added randomness does not have significant influence on the outcome.
7.3. Smash a collapsed probe (reconstruction)

Collapsed probe is a common cause of stagnation. When it happens, the energy of probe concentrates into an area that is significantly smaller than the true one. When a probe collapses, its increasing dark edges collect less information from object while producing guessed exit waves. This makes the mismatch in overlapped scan position less detectable, hence reduces the effectiveness of f-constraint onto the object. Meanwhile, dim probe pixels have trend of magnifying the variation caused by revised exit waves during updating object. Such a response lead to instability on the area covered by dark area. When the spot diameter is about right, the area covered by dark edges of probe at one position is corrected multiple times at other scan positions with better illumination. But this correction mechanism fails when the spot is too small. Moreover, as the energy of the revised exit wave is defined by the diffraction patterns, a probe with all energy concentrating on a small area gives a dark ‘hole’ on the updated object. This makes the reconstruction like ‘punching-holes’ onto the guessed object. As the two main constraints in ptychography are considerably suppressed in this scenario, a collapsed probe is hard to recover and causes stagnation eventually.

The collapsed probe is mainly caused by a poor phase structure in the reciprocal space, as its modulus in f-domain is usually in good shape thanks to the f-constraint. The phase of a complex matrix works as a ‘frame’ in the reciprocal space. A well-reconstructed phase in f-domain increases the spatial frequency content to the data, hence the entire matrix does not collapse during the inverse Fourier transformation.

Stagnation caused by a collapsed probe is solved in two steps: identification and intervention. In the Chapter 6, a method of estimating probe diameter from diffraction patterns and scan grid has been explained. That is considered as a priory condition for detecting a collapsing probe. The calling map concept is also helpful for observing how the current probe relates to itself. As step size should be no larger than 30% of the spot size\textsuperscript{59}, overlapping the origin of calling map at the centre of probe (e.g. Figure 7. 1(d)) illustrates whether the probe is effectively updated. A rule of thumb is at least 4 groups of dots stays inside the probe spot. Once the probe spot barely touches adjacent calling map groups, interference should be introduced to prevent it from further collapsing.
Since the cause of a collapsing probe is poor phase profile in the f-domain, one recommended solution is modifying or replacing its phase with a new one, which can provide a probe with spot size close to the desired diameter.

![Figure 7.3](image_url)

**Figure 7.3.** An example of collapsed probe (a) and after ‘smashed’ (b). The outer blue circle indicates the estimated probe diameter, while the radius of inner red circle is step size. The collapsed probe (a) is significantly smaller than the desired diameter. Its radius is even smaller than the step size. Such a guessed probe cannot form effective overlapping area during reconstruction and cause stagnation. After replacing its f-domain phase with the initial one, the spot size matches the estimated probe size again (b).

### 7.4. Object hot pixel limit (constraint, result observing)

During the iteration, some pixels on the object become significantly brighter than others. They do not only make the modulus image lose contrast but also introduce instability to the iteration. This problem is solved by setting a limit on the maximum values of modulus. Theoretically, a non-illuminating object should not have modulus larger than 1. However, some algorithms prefer a tolerance to perform reflection more effectively. Therefore, a slightly higher limits, e.g. 2, is an overall better choice during the iterations.

### 7.5. Energy confinement (constraint)

As explained previously, scaling factor is an inherent ambiguity for ptychography and cannot be completely removed by f- or s- constraint. Although, as an ambiguity, the scaling factor should have no influence on the reconstruction, it sometimes accumulates during the iteration and eventually causes the values go beyond the data precision. Adjusting the energy
of probe can stop the positive feedback in scaling factor effectively. The energy of probe is adapted to the energy of brightest diffraction pattern at the end of each iteration. This fixed probe energy can effectively prevent the probe diverges from its correct energy level. One should notice that even the brightest diffraction pattern has less energy than the true probe due to the specimen absorption and scattering. But this energy confinement constraint still applies for most of the cases and one can scale the energy level based on the experiment scenario to give a better estimation on the true probe energy.

7.6. Blind recentre (constraint)

Besides the scaling factor, the global shifting is also a common ambiguity that can accumulate with iteration and leads to fail reconstruction without proper handling. For instance, if the probe continuously drifts during the reconstruction, its integrity will break when some parts of it go beyond the boundary. This could ruin the reconstructed object and lead to an instable reconstruction. Therefore, preventing the guessed probe from continuously drifting is crucial for a stable reconstruction. This “blind recentre” constraint is made to limit the guessed probe in a certain area during the reconstruction.

Without available true probe, a good approximation for finding the centre of probe is taking its ‘centre of mass’ as the centre. The ‘centre of mass’ is the position that provides similar summation value on its both sides. By applying this concept along the row and column direction respectively, the centre of reconstructed probe is found. Hence the object and probe can be shifted to the centre of its range. One should notice the global shifts must be applied to the probe and object (and other related variables, e.g. the exit waves) simultaneously to prevent disturbing the reconstruction. The target of this function is not locating the guessed probe to the same location as the true probe but preventing it from continuously drifting during the reconstruction. Since the guessed probe could change dramatically in the beginning of reconstruction, it is recommended to activate the ‘blind recentre’ after tens of iterations to let the probe structure settle down.
Figure 7.4. A demonstration of estimating the centre of a probe by ‘centre of mass’ method. Summing the probe along the horizontal and vertical direction directions respectively. Then the centre of two 1-D array is estimated by finding the pixel that has about the same summation on its both sides. The mass centre is highlighted by re colour in this example.

To test this constraint under the influence of ‘not spatially well confined’ probes, two scenarios are simulated: one with highly diffused probe and one with double spots. These two types of probes are demonstrated in Fig 7.5 together with the corresponding initial guessed probes. Diffraction patterns are produced with these probes and applied for reconstruction. The reconstructed probe is artificially shifted at the 200th iteration. The reconstruction results are shown in Fig 7.6. As shown in the figure, the ‘not spatially confined’ probes do not make the ‘blind recentre’ instable.

Figure 7.5. Not spatially well confined probes for testing “blind recentre” constraint. (a) shows a probe, whose structure is significantly affected by a diffuser. (b) is the initial guessed probe for reconstruction. (c) is a probe having two spots on it, and (d) is the corresponding guessed probe. All these probes are plotted in colour wheel format.
Figure 7.6. As shown in the figure, decent reconstructions are obtained in both scenarios. The error spike caused by the artificially shifting the probe at the 200th iteration is quickly levelled out as the reconstruction progress. Eventually the error returns to the same level as it was before shifting the probe.
8. Conclusion

The development of lens-less imaging removes the limitation of lens quality from the traditional imaging system and brings fascinating potentials to various microscopy technologies. All these benefits are based on solving the phase problem, which is caused by losing phase information during recording diffraction intensities. Solving the phase problem requires more information than a single diffraction pattern provides; other constraints are required to fully confine the solution. Ptychography, as one of the competitors, forms a consistency constraint by scanning the specimen with a defocused probe at overlapping positions. With a sufficiently large overlapping area, this consistency constraint contains sufficient information to not only recover an image of the specimen, but also the illumination function. Many phase retrieving algorithms have been developed that take advantage of the rich data provided by ptychography to provide a robust and promising reconstruction. These algorithms are based on different concepts and perform differently with the same collected data set.

This thesis started from a study on the existed algorithms developed for ptychography. Several widely utilised algorithms and their variants are separated into two categories, their operation explained, and their implementation detailed using pseudocode. Besides representing the original form of these algorithms, some modifications are also suggested to maximise their efficiency and reduce their memory footprint. For the momentum PIE (mPIE) algorithm, the required parameters are reduced from 7 to 3, which makes its performance less dependent on user experience while maintaining an excellent converging speed. Its momentum updating functions are also moved to the end of a complete iteration for better computing speed and stability. For alternating direction method of multipliers (ADMM), a rearrangement of the computation order under two assumptions significantly reduces its memory footprint without significantly affecting its results. The hybrid projection and reflection (HPR), which was developed for support constraint previously, is also translated to the ptychography environment and tested.

Once a reconstructed image is obtained, the next task is to evaluate its quality. Although an error metric comparing reconstructed and measured diffraction pattern intensities offers a straightforward route, this is not a good way to compare the performance of different algorithms in simulations, since it does not directly measure the accuracy of the image against
the known ground truth. In ptychography, there are three kinds of inherent ambiguities appearing in pairs on the reconstructed object and probe. They cannot be suppressed by the constraints, but significantly distort the appearance of the images. In this thesis, a working flow of estimating these ambiguities, removing them and computing an accurate s-domain error is explained. This improves on previous work by maximising efficiency and robustness. With the understanding of these existed algorithms, a new algorithm is developed, which is named as adaptive PIE (adaPIE). This algorithm is inspired by methods used in the training of neural networks. By introducing an adaptive regularisation term to the cost function, the local minima in the searching space is flattened. This does not only reduce the chance of getting stagnated in the beginning, but also prevents ill-posed pixels fluctuating significantly during reconstruction. Both its converging speed and reconstruction quality outperforms other algorithms in simulated tests.

To test these algorithms within a practical scenario, several data sets are collected by observing a bilayer of Molybdenum Disulphide (MoS2) under a scanning transmission electron microscope (STEM). A series of manipulations on the collected data is explained to prevent fruitless reconstruction due to unmatched scan position and measured intensities. The test results indicate none of these algorithms has absolute advantages, though ePIE, ADMM and RAAR demonstrates a strong robustness for noisy data. On the other hand, the adaPIE does not show considerable advantages in these tests, which indicates further work is required to refine the approach and improve its robustness to the noise.

Other constraints and tricks that are developed during the research are listed in the last chapter. The ‘probe calling map’ can visualise how a pixel of probe is related to itself by a given scanning grid, while other constraints are developed to prevent stagnation or accumulation of ambiguities.

Many other ideas are still under development. First, the adaPIE demonstrates a strong potential by reconstructing the simulated data, though it is not the case for the practical data set. Such an unmatched performance indicates the impact of noise on the adaptive regulation map needs to be considered more seriously. We expect to bring the advantage of adaPIE in simulated data to a more practical scenario by adjusting its regulation components.

Another further research direction is mediating the updating strategies used by PIE and batch algorithms. The ‘one-by-one’ updating strategy used by PIE has less memory footprint but leads to the final reconstruction fluctuating around a solution. On the other hand, the batch
algorithms prevent the fluctuation by averaging the variation on all revised exit waves. The concept, named as ‘mini-batches’, is attempted to mediate their performance by separating the exit waves into several smaller groups, then updates the object and probe group by group. Some efforts have been made on this topic, but they give no advantages so far. A deeper look into the objective function is required for this algorithm. As a help for researches interested in this topic, all the codes for algorithms and other useful tools for simulation and evaluation are available for requires.
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