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I’m afraid that the following syllogism may be used by some in the future.

Turing believes machines think
Turing lies with men
Therefore machines do not think

— Alan Turing
Abstract

Turing Learning is the family of algorithms where models and discriminators are generated in a competitive setting. This thesis concerns the coevolutionary framework of Turing Learning and investigates the advances for improved model accuracy and the applications in robotic systems.

Advances proposed in this thesis are as follows: an interactive approach to enable the discriminator to genuinely influence the data sampling process; a hybrid formulation to combine the benefits of the interactive discriminator in improving model accuracy and the advantages of the passive discriminator for reducing training cost; an exclusiveness reward mechanism to promote candidates with the exclusive performance during the coevolutionary process.

Applications presented in this thesis are as follows: an approach for a mobile robotic agent to automatically infer its sensor configuration; an approach for the robot agent to automatically calibrate its sensor reading; a novel approach to infer swarm behaviours from their effects on the environment.

The interactive approach has been validated in the inference of sensor configuration and calibration model, leading to the self-modelling/self-discovery process of robotic agents. Results suggest an improved model accuracy with the interactive approach in both cases, compared with the passive approach. The hybrid formulation and the exclusiveness reward mechanism have been demonstrated in the inference of the calibration model. Results show that almost half of the training cost can be reduced without a decrease in model accuracy by applying the hybrid formulation. The novel reward mechanism can accelerate the convergence without a decrease in model accuracy. The indirect way of inferring swarm behaviours requires a small amount of training and reveals novel behavioural controllers for individual robots.
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Chapter 1

Introduction

In 1950, Alan Turing proposed the Turing Test to answer the question “Can machines think?” [1] and established the birth of Artificial Intelligence (AI). The field of AI was formally instituted at the Dartmouth Conference in 1956. Researchers at the conference determined that the ultimate goal of developing AI is to realise human intelligence on machines. Over the past decades, the development of AI has introduced significant benefits to our daily life and improved our living quality.

Most current techniques implemented in AI are rooted in machine learning, of which supervised learning is the most broadly used form. Supervised learning aims to find the associated mapping from each input to each output in a given dataset of example input-output pairs. Although supervised learning often leads to better accuracy than humans, the training process requires millions of data samples. Worse, these data samples usually rely on human supervisors to provide labels. In order to learn from fewer data and reduce human supervision, many studies focus on another form of machine learning: unsupervised learning. By definition, unsupervised learning aims to identify useful patterns that are not well-defined from a dataset of unlabelled inputs.

Generative modelling has been widely applied to achieve unsupervised learning. Traditional approaches to generative modelling depend on optimising an explicit representation $p_{\text{model}}(x; \theta)$ of parameters $\theta$ to estimate an unknown distribution
The distribution $p_{\text{data}}(\mathbf{x})$ of data samples $\mathbf{x}$. However, for some complex data, such as realistic images, explicit representations are usually complicated and computationally difficult to be optimised. Other approaches avoid this issue by building implicit generative models that can generate samples directly from the distribution $p_{\text{model}}$. The most popular and successful approach in this category is the Generative Adversarial Networks (GANs) [2]. GANs are frameworks where generative models are inferred in a competitive setting with discriminators: The discriminator aims to correctly classify samples generated from either the model or the training data distribution. The model aims to misguide the discriminator to categorise its samples as training data. In the perspective of game theory, GANs are implemented as a game between two players: the model and the discriminator [3]. Since its inception in 2014, GANs have been subsequently studied in various variants and successfully applied in developing generative models for complex distributions, especially for the generation of images.

Another field where explicit methods are not always available is the identification process of robotic systems. Traditional system identification approaches rely on predetermined metrics to minimise the difference between the output of the model and that of the target system. However, determining a metric for complex systems can be challenging. For example, it is hard to evaluate agents’ behaviour in a robotic system with an explicit function as the behaviour is usually generated from complex interactions and can be stochastic due to noise. In order to achieve a metric-free approach, Turing Learning [4], inspired by the Turing Test, was developed to optimise models simultaneously with discriminators in a game setting. The idea of Turing Learning was first proposed in [5] and has been demonstrated to infer behavioural rules of robot agents in a swarm, where the discriminator’s objective is to identify the trajectory data from either the agents under investigation or the agents executing the rules defined by models [6].

Even though Turing Learning and GANs were developed separately, the idea behind them is similar. Assuming a Turing perspective in [7], GANs and their variants can be generalised as instances of the Turing Learning algorithms. The
framework of Turing Learning algorithms does not propose a concrete implementation. Instead, it enables the designer to choose their own implementations, including representations for the model and the discriminator (other than the neural networks) and the optimisation algorithm (other than the gradient-based ones). As a result of this, Turing Learning holds the promise of feasibility in a wide range of scenarios.

1.1 Motivation

The theoretical model of the original GANs suggests that there is only one Nash equilibrium where the model distribution \( p_{\text{model}} \) is identical to the training data distribution \( p_{\text{data}} \) [2]. However, it is difficult to reach equilibrium in practice. Discussions about the convergence of GANs are still open, and many works have focused on this [8–12]. On the other hand, the Turing Learning framework allows not only a single candidate as implemented in regular GANs but a population of candidates for the model and the discriminator as implemented in [5]. In the latter case, the convergence to a Nash equilibrium can be interpreted as the competitive coevolution between the model and discriminator populations. Although convergence can not be guaranteed, the coevolution effect could lead to a more stable optimisation for both the model and the discriminator. Recently, more and more studies have also focused on the coevolution effect in GANs [13–16] and presented a more stable training.

One motivation for this thesis comes from the techniques that could promote the convergence of the coevolutionary process in Turing Learning. In general, the competitive coevolution leads to an “arms race”, where individuals compete against each other and obtain fitness through the competition [17]. Ideally, improved solutions could continually occur for both populations during the coevolution. However, this relies on the arms race running for a significant long time, which is difficult to achieve in practice. A reason for the failure of maintaining a steady process
is the lack of diversity in populations [17]. Without enough new individuals introduced into the population, the evolution could easily get stuck in local optimums. In Turing Learning, this issue could be avoided by enabling the discriminator to interact with the model and the system under investigation. The discriminator could hence examine between different local optimums and push the convergence towards the Nash equilibrium. The inspiration comes from the interrogator’s role in the Turing Test, where the interrogator influences the data sampling process by posing questions to the other two players. Previous studies on Turing Learning have shown the advantage of a pre-determined interaction sequence in the inference of a simple one-dimensional behaviour [5]. However, whether a fixed protocol of interaction is capable enough for the inference of complex behaviours needs to be further investigated.

Another reason for the failure of competitive coevolution is the vanishing fitness gradient when one population is extremely dominant in the competition. Then, both populations stop evolving due to the loss of selection pressure. Then, the subjective fitness in coevolution no longer represents the quality of solutions as it becomes constant in each population [17]. Inspired by the Elo system [18] for rating the strength of players in chess, continual selection pressure on both populations in Turing Learning could be achieved by establishing a new fitness mechanism to evaluate the exclusive abilities of candidates.

The other motivation for this thesis comes from the possibility of Turing Learning in opening up new application domains in robotics. Robotics is the field where perception is connected with action. AI plays an essential role in enabling such connections to be intelligent [19]. One promise of combining AI and robotics is to enhance the perception, which is not only for planning but also for bringing the sense of self-awareness to robots [20]. This opens up an interesting topic about the self-modelling/self-discovery of a robotic agent. Inspired by the resilient machine in [21], the interactive approach of Turing Learning could contribute to the self-modelling process of a robotic agent to infer its characteristics, such as the sensor configuration and sensing capabilities.
However, the interactive approach with robotic systems could be expensive. Each generated sample can not be reused as specific to the interaction, which leads to a costly process. In general, the energy expended and time spent increase, usually linearly, with the amount of data to be collected. Hence, how to adapt the interactive approach of *Turing Learning* to applications in robotics would be another promising topic.

Furthermore, *Turing Learning* was initially proposed as an automated reverse engineering method of agent behaviours. Compared with the *forward engineering*, where high-level abstractions and logical designs are transferred into physical implementations, *reverse engineering* is the process of replicating an exciting system without “drawings, documentations or a computer model” [22]. In terms of the study of animal behaviours — *ethology*, the robotic system is commonly used to duplicate and demonstrate the behavioural rules of how living organisms respond to internal and external stimuli [23]. These rules are usually designed by researchers based on observation, which is time-consuming and exhausting. Moreover, it is typically hard for researchers to manipulate the environmental features in an effective way to provide more insights into the biological system under observation. *Turing Learning* offers an automated way to carry out the whole process of observing, designing and demonstrating. For example, it has been applied to infer controllers for the behaviours of a swarm of robots, such as the aggregation and the object clustering in [4]. In both cases, the inference relies on full observability of the robotic agents (i.e. full knowledge of individual agent’s velocities). The third possible application with *Turing Learning* is mostly curiosity-driven. If swarm behaviours could be learned by monitoring some tractable features, instead of directly observing the swarm, the inference could be easily applied in the physical world.
1.2 Problem Statement

In general, the robotic agent considered in this thesis consists of a rigid body, a class of onboard sensors, and actuators. Case studies will be conducted with a simulation platform that has been broadly verified and shown to be able to provide an effective transition into the physical lab. The robot is placed into an environment along with other robots and/or objects. It moves around and perceives the surroundings with its sensors. The model is executed on the robot and determines its way of sensing and operating. The discriminator can observe the robot’s sensor reading values and potentially control the robot’s motion.

In the first case study, we focus on the active self-discovery of robotic systems. Robots have been used in many practical scenarios, for example, industrial robots that are used to perform repetitive tasks in well-structured production lines. Achieving reliable performance in complex environments with uncertainties is still challenging for robotic systems. During the operation, unexpected topological changes may be introduced to the robot’s body due to damage or collisions. These changes would affect the ability of the system to plan actions. In particular, sensors can not provide accurate information about the environment if they are not mounted precisely, or their positions are physically changed. To address this problem, we present a case study where a robotic agent uses Turing Learning to infer its sensor configuration. The robot moves in a bounded environment with obstacles but has no knowledge about its relative positions to obstacles. The discriminator has full control of the robot’s motion and observes sensor readings at the same time. The task requires the discriminator to construct some active patterns of control to examine the inferred configuration.

We also consider the training cost of the coevolutionary process in Turing Learning, where a pairing strategy is required to evaluate fitness for individuals. To provide stable training, we use the “all vs. all” pairing, where each discriminator candidate is evaluated against each model candidate. However, this pairing approach results in a large amount of training data being generated, which could be challenging when the evaluation is conducted with a physical robot. To address this problem,
we present a hybrid formulation of Turing Learning which consists of two types of discriminators: the interactive one, to maintain the advantages of interaction, and the passive one, to reuse the recorded training data. We demonstrate the hybrid formulation in our second case study, which is about a fully autonomous robot self-calibrating its distance sensor without any global knowledge about its environment (e.g. the ground-truth distance). Moreover, we present a novel reward mechanism to take into account the exclusiveness of each candidate so that the coevolution process can be enhanced.

In the third case study, we investigate the inference of swarm behaviours through Turing Learning. Modelling swarm behaviours is usually done by designing controllers that can capture the features of biological swarms. In previous studies, the inference relies on the full observability of the robot’s behaviour. For example, in [6], Turing Learning has been implemented to infer the sense-act controller [24] of individual robots by observing the trajectory of robot agents in a swarm. Although, the observation is not always available, especially for complex behaviours where the interactions within individuals are hard to be observed. In this case study, we investigate if swarm behaviour can be inferred indirectly by monitoring its effects on the environment. Particularly, we study two behaviours: object clustering and shepherding. In all situations, the individual’s motion follows a simple sense-act rule. To reveal such a rule, the Turing Learning algorithm observes (i) a single object being clustered; (ii) a single sheep of the flock. This study is promising as it requires a small amount of information. It may also potentially discover new possibilities for the solution.

1.3 Preview of Contributions

- An approach for a mobile robotic agent to automatically infer its own sensor configuration when starting from a random position in a given environment. The approach is an example of active self-modelling that requires no predefined performance measurement. It does need any global knowledge, such
as positional information. It is validated by simulation. The inferred model parameters accurately matched those defined in the simulator.

• An interactive approach of Turing Learning in which the discriminator actively influences the data sampling process, thereby assuming the role of an interrogator (as opposed to a passive observer), akin to the one in the Turing Test. The approach allows a bi-directional flow of information between the discriminator and either the model or the system under investigation. The approach is validated in the above study and has shown its advantage in improved model accuracy compared with the passive approach.

• An approach for the robot agent to automatically calibrate its sensor reading when starting from a random position in a given environment. The approach is an example of active self-calibrating that requires no ground-truth information as traditional approaches do. It is validated in simulation. The inferred model parameters accurately matched those defined in the simulator.

• A hybrid formulation of Turing Learning that combines the use of interactive discriminators to retain the advantage of active learning with the use of passive ones to allow recorded training data to be reused. The formulation is validated in the self-calibrating study and has shown an almost 50% reduction of the training cost, compared with the purely interactive approach, with no decrease in model accuracy.

• An exclusiveness reward mechanism for Turing Learning to take into account the exclusive performance of each player in the game. The mechanism promotes the individuals that perform well against rarely defeated opponents. The mechanism is validated in the self-calibrating study, and it was shown that it is able to boost the coevolution process with no decrease in model accuracy.

• A novel approach to automatically infer swarm behaviours from their effects on the environment. To the best of our knowledge, this is the first instance where the behaviour of a swarm is inferred indirectly. The approach is
validated in simulations of learning two behaviours: object clustering and shepherding, where the inference is done by observing the position changing of a single object or sheep agent that is randomly picked. Compared with previous studies, the approach requires a reduced amount of information.

- A novel controller for a swarm of robots with binary, line-of-sight sensor to cluster objects, which enables a relatively small number of robots to effectively cluster a large number of objects; Another novel controller for a swarm of robots with binary, line-of-sight sensor to accomplish shepherding, which enables shepherd robots to efficiently herd a group of sheep robots towards a dynamical goal.

1.4 Publications

This thesis presents the author’s own work, and parts of the work have been published.

A short version of Chapter 3 was included in the publication:


It was orally presented at the 31st Conference on Neural Information Processing Systems (NIPS 2017), held at Long Beach, CA, USA.

A preliminary version of Chapter 4 was included in the publication:

It was orally presented by the author at the respective conference, held online.

Apart from his main work, the author has also contributed to other projects that are not presented in this thesis. These led to the following publication:


### 1.5 Thesis Outline

This thesis is structured as follows:

- Chapter 2 presents an overview of the background that this thesis is positioned in and previous work that relates to the main topic of this thesis. The background starts with the development of artificial intelligence (AI) and robotics in Section 2.1, including a historical review of AI (Section 2.1.1) and AI in robotics (Section 2.1.2). Then, Section 2.2 briefly discusses the evolutionary computation, including the inspiration in biology (Section 2.2.1), an introduction of different methods (Section 2.2.2) and their applications (Section 2.2.3). The final part of the background presents an overview of swarm intelligence (Section 2.3), including swarms in nature (Section 2.3.1), two swarm optimisation methods (Section 2.3.2) and the development of swarm robotics (Section 2.3.3). The related works include the Generative Adversarial Networks (GANs) (Section 2.4.1) and previous studies on *Turing Learning* (Section 2.4.2).

- Chapter 3 presents the *Turing Learning* framework and demonstrates the method, particularly an interactive approach, to infer the sensor configuration of a robot agent. Section 3.2.1 describes the definition of the framework within the context of coevolution. Section 3.2.2 introduces the simulation platform used in this chapter and thesis. Section 3.3 presents a case study to
demonstrate the framework, including a formal problem formulation (Section 3.3.1). Section 3.3.2 lists the implementation options that are chosen for this scenario. Section 3.3.3 describes the simulation setup designed for carrying out the investigation. The simulation results are presented in Section 3.3.4, including an analysis of the inferred model, a discussion about the coevolutionary dynamics, a comparison between the interactive setup and passive setups and an illustration of the discriminator’s control pattern. Section 3.4 summarises the chapter.

- Chapter 4 presents the hybrid formulation of Turing Learning and an exclusiveness reward mechanism. They are applied to calibrate the distance sensor of a robot agent. Section 4.2.1 describes the hybrid formulation in detail. Section 4.2.2 formally defines the novel reward mechanism. Section 4.3 presents a case study to demonstrate the method, including an introduction of the simulation platform (Section 4.3.1). Section 4.3.2 lists the implementation options of hybrid formulation that are chosen for this scenario. The simulation results are presented in Section 4.3.3, including an analysis of the non-hybrid Turing Learning formulations, a consideration of the practical cost, a discussion about the coevolutionary dynamics among three populations and the impact of the exclusiveness. Section 4.4 summarises the chapter.

- Chapter 5 presents a novel way to infer swarm behaviours from their effects via Turing Learning. Section 5.2 describes the methodology, including a detailed definition of the problem (5.2.1), an introduction about the simulation platform (5.2.2) and the implementation of the Turing Learning algorithm (5.2.3). Section 5.3 presents two case studies to demonstrate the method. Section 5.3.1 illustrates how the object clustering behaviour could be learned by Turing Learning through observing the trajectory of the object, and Section 5.3.2 implements Turing Learning to infer shepherding behaviour via monitoring the trajectory of sheep. The inferred controllers in both cases are analysed in terms of their resulting emergent behaviours and scalability with respect to the different numbers of agents. At the same time, their
performance is compared with one of the controllers designed in the literature. In addition, Section 5.3.1 investigates how the training data affects the scalability of the clustering controller learned by Turing Learning, and Section 5.3.2 shows the potential of the inferred controller to accomplish the shepherding task with a dynamical goal. Section 5.4 summarises the chapter.

• Chapter 6 concludes the thesis and discusses the potential directions for future work.
Chapter 2

Background and Related Work

2.1 Development of AI and Robotics

2.1.1 A Historical Review of AI

The Birth

In 1950, the British mathematician Alan Turing tried to answer a highly ambiguous question, “Can machines think?”, in his *Mind* paper “Computing Machinery and Intelligence” [1]. He proposed the *Imitation Game* to transform the abstract question into a particular situation. The original game is played among three people: a man (A), a woman (B), and an interrogator (C) who can be either man or woman. C stays apart from the other two and puts questions on any subjects in writing; A and B write down their answers and pass them back to C. The objective of the interrogator is to distinguish between the man and the woman based on their answers. Both the man and the woman are to let the interrogator believe they are the woman. Then, Turing raised new questions to replace the original one:

“What will happen when a machine takes the part of A in this game?
Will the interrogator decide wrongly as often as when the game is
played like this as he does when the game is played between a man
and a woman?” [1, p.433]

Ignoring the gender issue, the imitation game played between a machine (A), a
human (B) and an interrogator (C) is also widely known as the Turing Test (as
shown in Figure 2.1). What Turing tries to answer is whether a machine has the
ability to imitate a human. His idea has been acknowledged by some as the origin
of Artificial Intelligence (AI), and the Turing Test has been as its ambition [25].

The field of AI was formally instituted at the Dartmouth summer research project
(or Dartmouth Conference) in 1956. McCarthy, Minsky, Rochester and Shannon
proposed the main problems that are aimed to solve [26]:

“to make machines use language, form abstractions and concepts, solve
kinds of problems now reserved for humans, and improve themselves”

The success of the Dartmouth Conference gave rise to a new age of discovery and
stimulated the longing for new knowledge [20]. Researchers were attracted and
engaged in the development of AI, many of whom were eventually considered the
founders of the field.

Seasons

The evolution of AI has experienced several “seasons” (the ups and downs) since
the birth of the field. We generally summarise them as:

- First spring: Dartmouth Conference remarks the beginning of the first spring
  of AI for nearly two decades. That time had seen many significant successes
  in the field, for example, the natural language processing program ELIZA [27]
  and the General Problem Solver [28].

- First winter: Unlike the general optimism since the birth of AI, the pub-
  lic and media started to question the promising prospects claimed by AI
Figure 2.1: Transformation from Imitation Game to Turing Test. Turing’s idea set the ultimate goal of Artificial Intelligence, that is, imitating humans.
researchers. In 1973, Lighthill stated that machines would never break the level of an “experienced amateur” in chess games and would never be able to solve common-sense problems as humans \cite{29}. Following the sudden ending of support of the British and U.S. government, the research of AI entered its first winter.

- Second spring: In the early 1990s, the second spring came with the revival of several techniques, such as expert systems and neural networks. Expert systems were developed in the mid-1960s by AI researchers. They are represented as collections of rules that formalise human intelligence in specific domains into “If-Then” statements by human experts \cite{30}. However, the top-down approach of expert systems performs poorly in complex forms of intelligence. As the lack of ability of processing external data, expert systems are technically not considered the true AI \cite{31}. The discussion about statistical methods for realising true AI can be traced back to the 1940s when psychologist Donald Hebb proposed an idea of replicating the process of human brain neurons \cite{32}, which led to the research of artificial neural networks. Due to the limited ability of computers at that time, the applications and benefits of artificial neural networks came up in the later years.

- Fall: Since 2000, along with the increased computer power and the Big Data revolution, artificial neural networks were back to the stage and AI finally entered its first golden season. Machine learning, especially Deep Learning, has become the cornerstone of AI. Many applications were developed in wide areas, including image processing, speech recognition, natural language processing, computer vision, auto-driving and robotics.

Debates

The birth of AI brought a lot of discussions into the field. First of all, the definition of “artificial intelligence” was and still is highly debated. Inspired by Turing’s idea, some AI researchers described AI as the ability to simulate human intelligence. In \cite{33}, Charniak gave a definition as: “Artificial Intelligence is the study of mental
faculties through the use of computational models”. Moreover, Minsky offered another definition as: “Artificial Intelligence is the science of making machines do things that would require intelligence if done by men” \cite{34}. However, McCarthy argued that AI is not always about simulating the behaviours observed in humans or animals. Instead, “the situation in AI study is the reverse” \cite{35}, p.3. The methods involved in AI are usually not the ones used by humans and requires plenty of computing efforts that humans don’t have. He summarised that this is due to the lack of knowledge of the intellectual mechanisms that humans have \cite{35}.

As the development of computers was at its early stage, AI researchers attempted to represent human intelligence into a declarative form, like symbols and rules for manipulation, which led to the primary paradigm, symbolic AI, from the middle 1950s to the late 1980s. Researchers believed that symbolic AI was the way to achieve the ambitions, although they realised that computers have a vastly different mechanism than the biological one observed in humans.

Symbolic AI has had remarkable successes. For example, expert systems have been applied in assisting humans in decision making. However, not all philosophers were convinced by the promised outlooks of symbolic AI. John Searle argued that it is incoherent for a non-biological machine to be intelligent. He proposed the Chinese room argument in 1980 to illustrate the symbol grounding problem of “strong AI”, which he referred to as the belief of realising real cognition in machines with symbolic AI \cite{36}. The argument outlined that a human could communicate in Chinese by manipulating Chinese characters, but without truly understanding Chinese. Searle concluded that machines could pass the Turing Test if they manipulate symbols reasonably without the need of understanding the meaning or grounding of these symbols. However, that is opposite to AI’s ambitions.

In the last decade of the 20th century, researchers started to realise that philosophers’ criticisms on the goal of achieving human intelligence on machines through symbolic AI was justified. Rodney Brooks revealed a fact that “Early hopes diminished as the magnitude and difficulty of that goal was appreciated. Slow progress was made over the next 25 years in demonstrating isolated aspects of
intelligence” [37]. Brooks argued that the reason for the limited success in the early development was the obsession with a complete and explicit representation of the complex human-level intelligence. As he entitled one of the sections in [37], “Abstraction as a dangerous weapon”. Brooks thus called for a new view of intelligence as “Intelligence Without Representation” [37] or “Intelligence Without Reasons” [38]. In the later work [39], Brooks suggested a bottom-up manner for the development of AI: comprehending every aspect and mechanism of low-level intelligence, like the insect-level intelligence, before moving up to a higher-level one, like the human-level intelligence.

2.1.2 Combining AI and Robotics

Robotics has its roots in the human history of designing mechanical tools. After World War II, the boost of the nuclear industry and advances in control theory encouraged engineers to design robot arms to replace the telemaitulator in transporting nuclear materials. Robot-like machines started to emerge [40]. These techniques began being introduced in general manufacturing in 1956. In the next two decades, applications like industrial manipulators and automated guided vehicles were under development, during which time the AI experienced its first spring. Although AI and robotics were not combined originally, the early success of symbolic AI inspired researchers to solve problems in the physical world. In the meantime, the progress of producing computationally powerful embedded devices gave AI researchers a chance to demonstrate complicated algorithms on robots.

As introduced previously, symbolic AI was developed on the basis of the physical symbol system hypothesis, which requires a symbolic formalisation of the problem under consideration and the solutions as well. However, the physical world does not provide available symbols to the robot. The main challenge of building robots with intelligence was to find the approaches that allow robots to realise such formalisation of the information they obtain from the environment. Moreover, the symbolic solutions need to be converted into actions that robots can execute. This led to the three primitives of robotics: sense, perceiving the environment with
sensors and generating sensory readings for extracting symbols; plan, processing symbols and producing tasks and a plan of actions for the robot; act, outputting actuator commands for the robot [40].

From 1967-1990, the widely used paradigm of organising intelligence in robots is known as the Hierarchical Paradigm, under which the robot follows a sequential architecture: “sense → plan → act”. The planner uses a global world model to transmit all sensing information into actions. The first concrete robot that carried out this paradigm was the Shakey, developed between 1966 and 1972 at the Artificial Intelligence Centre of the Stanford Research Institute (now SRI International) [41]. Shakey is arguably considered the first robot that is capable of AI. However, similar to other projects at that time, Shakey operated only in simplified environments with well-controlled conditions. This is because that the need for generic global world models for Hierarchical Paradigm is hard to be met in complex environments, which is also the shortcoming of symbolic AI. To adapt to more realistic situations, each community is faced with challenging problems in its own field. AI and robotics diverged from each other, while both achieved enormous progress during this period of time.

In the early 90’s, Brooks’s new view of intelligence also inspired “New Approaches to Robotics” [42]. He proposed the subsumption architecture, which breaks the chain of information processing modules in the traditional approach, and instead, connects the signals from the real world directly to actions and allows different behaviour-generating modules running in parallel (which is also referred to as behaviour-based robotics [43]):

“There was no central model of the world explicitly represented within the systems. There was no implicit separation of data and computation [...] There were no pointers and no easy way to implement them, as there is in symbolic programs. [...] There was no central locus of control. [...] There was no notion of one process calling on another as a subroutine. [...] The boundary between computation and the world was harder to draw as the systems relied heavily on the dynamics of
their interactions with the world to produce their results.” [42] p.1229-1230

This idea is related to the Reactive Paradigm of robotics, under which the robot follows multiple concurrent “sense $\rightarrow$ act” couplings. Each coupling generates one behaviour, and the final action of the robot is a combination of all behaviours. The subsumption architecture encouraged various research groups to reunion AI and robotics and create many famous robots, for example, Allen [44], Raibert’s hopping robots [45] and Genghis [46]. But, sooner, it became clear that an entirely dropping plan was too narrow for organising high-level intelligence. On the basis of the Reactive Paradigm, the Hybrid Paradigm let robots plan to break down a task into subtasks before executing Reactive Paradigm. In other words, “plan, sense $\rightarrow$ act”. At the end of 90’s, more and more robots were created as an integration of AI and robotics, such as Flakey [47], Rhino [48], Minerva [49] and Deep Space One spacecraft [50, 51].

2.2 Evolutionary Computation

2.2.1 The Inspiration from Biology

Darwinism

Darwin’s theory of evolution was first formally introduced in his book “On the Origin of Species” [52] in 1859. It explains the diversity of living organisms and the underlying process from a macroscopic view, that is, natural selection. Assuming in an environment with limited resources (e.g. capacity), the instinct of individuals producing offspring eventually leads to the selection. In a natural way, individuals that are better adapted to the environment are more likely to survive and reproduce, which is also referred to as survival of the fittest. This phenomenon reveals one of the two essentials in the evolutionary process: competition. The other one is referred to as phenotypic variations among individuals.
Within a population, each member is represented as a combination of phenotypic traits, which consists of the biological and behavioural features determining the way of interaction with the environment and other members, for example, organs. During natural selection, those traits that are favoured by the environment have a higher chance to be retained through offspring. Otherwise, they are dying out as evolution proceeds. Darwin identified that mutations happen during reproduction, which introduces new phenotypic traits (e.g. beneficial organs [53]) as well as new combinations (e.g. hippopotamuses into whales). Eiben summarised Darwin’s theory as a model of a population of individuals, where individuals are “units of selection” and “the population is the ‘unit of evolution’ ” [54].

Modern Synthesis

Modern synthesis, or modern evolutionary synthesis, explains the natural evolution from a microscopic perspective, that is, *genetics*. Under genetics, an individual’s phenotypic traits are encoded from its genotype. In other words, evolution happens on the genotypic level, where genes are the basic unit. Nature favours individuals that have beneficial genes to generate phenotypic features for survival. As a result, they have a higher chance to propagate this genotype information through offspring. Meanwhile, phenotypic variations are the consequences of mutation and/or recombination of genes during reproduction.

Although the whole genetic process is not fully understood yet, the modern study has provided more insights. Genes are carried by DNA, the double helix of nucleotides, and govern the production of proteins that form all living organisms on Earth. The information from DNA is passed to RNA first and then is translated to proteins. One concept dogma is that this information path is a single-way path, which means that phenotypes cannot affect genotypes. Consequently, the genetic diversity in a population only derives from the variations in genes and natural selection. The features that are learned during an individual’s lifetime cannot be retained in its genes. Eiben emphasised this view as:
“It is important to understand that all variations (mutation and combination) happen at the genotypic level, while selection is based on actual performance in a given environment, that is, at the phenotypic level.” [54, p.7]

2.2.2 Introduction to Evolutionary Computation

Since the biological evolution has created multiple optimal solutions in nature, such as the fish body for less resistance in the water, the birds’ wings for more lift force to fly and the geckos’ feet for strong stickiness on surfaces, many researchers attempted to mimic the mechanisms that drive biological evolution in order to develop computational techniques for optimisation problems. These attempts have motivated a large amount of research leading to many algorithms that have resulted in a wide range of applications.

Motivation

The motivations of developing evolutionary computation can be summarised as follows:

- **Desire for automated problem solvers.** Searching for automated problem solvers has been one of the ambitions in mathematics and computer science, and solutions in nature provide many inspirations [54]. The biological evolution, which created the most powerful problem solver - the human brain, encouraged researchers to apply nature’s answer in design [55], leading to the original idea of evolutionary computation.

- **Need for robust algorithms.** The increasing problem complexity urged researchers to develop algorithms that could widely adapt in different domains and provide good solutions, but without much tailoring. The biology diversity has proved the robustness of evolution, which motivated researchers to
copy the mechanisms of natural evolution in developing powerful algorithms for adaptation and optimisation problems [56].

- **Human curiosity.** Similar to the development of other techniques, curiosity drove researchers to simulate the biological evolution in computer programs, which could not only deepen the understanding of the evolutionary process and also benefit in developing better algorithms [54].

**Evolutionary algorithm**

The earliest attempt to explain the evolutionary system from an algorithmic view could be traced back to the 1930s when Wright illustrated the problem domain as a multi-peaked landscape and visualised the mechanism as dynamically searching candidate solutions from lower peaks to higher peaks [57]. Wright’s perceptive exposed the nature of the evolutionary system as an optimisation process. Another perceptive is to understand the evolutionary system as an adaptive system interacting with a dynamical problem domain, which leads to the insight of a process of maintaining system static in changing conditions via feedback-control [58]. For example, Friedman applied mechanisms to evolve robotic control circuits [59].

Throughout history, many evolutionary algorithms (EAs) have been implemented. The majority can be categorised into four related approaches that were developed independently: **genetic algorithms**, **evolution strategies**, **evolutionary programming** and **genetic programming**.

- Genetic algorithms (GAs) were initially formulated by Holland [60] as an approach of evolving adaptive behaviours and have been widely implemented in optimisation problems. Individuals are represented as genetic-like strings which consist of binary, integer or real-valued genes. Accordingly, the reproduction of offspring, including the mutation and recombination, operates on the string level as well. For example, for a binary string, the mutation could be a bitwise flip with a small probability, and the recombination
could be a one-point crossover where two children are created by exchanging the remaining sequence from a random point chosen in parents’ genetic sequences. Two GA models are studied in the literature: the generational model, where $\mu$ parents are selected in each generation and $\lambda = \mu$ offspring are produced to replace the whole population in the next generation; the steady-state model \[61\], where $\lambda < \mu$ offspring are produced to replace $\lambda$ individuals in next generation.

- Evolutionary strategies (ESs) were invented by Rechenberg and Schwefel \[62, 63\] and typically deal with continuous parameter optimisation problems. Therefore, individuals are represented as vectors of floating-point variables. For each object variable $x_i$, the mutation in ES is operated by adding a random noise drawn from a Gaussian distribution $\mathcal{N}(0, \sigma_i)$. One particular feature of ES is the self-adaption that is done by coevolving the step size, leading to an adaptive mutation operator. Hence, the individuals’ representations are extended with strategy variables $\sigma_i$ and doubled in size. Accordingly, the recombination operates on both the object and strategy variables. One commonly used ES model is $(\mu + \lambda)$, where the fittest $\mu$ individuals are selected as the parent population and forms the whole population in the next generation together with $\lambda$ produced offspring.

- Evolutionary programming (EP) was originally proposed to create artificial intelligence \[64, 65\]. Individuals are evolved as Finite State Machines (FSM), adapting their behaviour in the environment. Thus, the mutation in EP is to generate new FSMs by modifying the structural features, such as states and arcs. In practice, EP is implemented without the recombination operator as it is hard to design an appropriate one but is still able to achieve impressive results \[66\]. This leads to asexual reproduction in EP.

- Genetic programming (GP) was introduced in the early 1990s by Koza \[67\] as an approach to evolving computer programs. Unlike the other members in the EA family were developed as optimisation approaches, GP is rooted in machine learning and modelling tasks. Individuals are represented as
Figure 2.2: An illustration of evolutionary algorithms in the flowchart. After initialising the original population, the process proceeds to evaluate all individuals, select better ones and reproduce new candidates through variation operators, and then repeats until the termination criteria are met. Reproduced from [69].

Although different algorithms were developed under different principles, they all contain several important components, including a population base, the representation for individuals, an evaluation method (i.e. fitness function), a parent selection mechanism, recombination and/or mutation operator(s), and a survivor selection mechanism, many of which are stochastic. The general scheme of all EA variants can be presented with a unified view [54, 58, 68]. Given a population, the environment evaluates each candidate’s performance with a fitness function and thus causes natural selection. The fittest candidates are selected to reproduce offspring for the next generation through variation operators, which leads to new candidates emerging and replacing some old ones in the population. This process, as illustrated in Figure 2.2, is repeated for generations until a sufficiently good candidate emerges or a pre-set computational limit is met. More importantly, the process is drove by two essentials:
“Variation operators (recombination and mutation) create the necessary diversity and thereby facilitate novelty; Selection acts as a force pushing quality.” [54, p.16]

Coevolutionary algorithm

Darwin’s idea of coadaptation of two or more species leads to the special form of evolution in nature: coevolution [70], where the fitness of one species adapting to the environment is determined by not only its own genes but also the interactions with other species. Similarly, in coevolutionary algorithms (CoEAs), two or more populations are coevolved simultaneously\(^1\). The coevolutionary process can be considered several sub-processes for all populations, each of which doesn’t interact with others unless for the fitness evaluation. In other words, the individual’s fitness is determined by the correlation of its own performance and others’ performance in other populations. Depending on the type of such correlation, CoEAs can be categorised into cooperative and competitive ones.

- Cooperative CoEAs are mainly used in the situation where a complex problem is decomposed into tractable sub-problems, and each population represents the candidate solutions for a part of the problem. Hence, populations cooperate with each other to come up with a combined solution. Example applications could be optimising high-dimensional functions [74] and Job Shop Scheduling (JSS) problem [75]. A major issue when applying cooperative CoEAs is to design an effective pairing strategy between populations during the fitness evaluation process. This issue has been broadly studied in [74] [77].

- Competitive CoEAs produce an arms race between populations [17]. Individuals from different populations compete against each other and obtain

\(^1\)It is debatable whether a single-population algorithm, where individuals are evaluated through interacting with others, is also called coevolutionary [71]. When we talk about coevolutionary algorithms in this thesis, we refer to the multi-population case. For the single-population coevolutionary, we recommend [72] [73] for further readings.
rewards at each other’s loss [54], leading to the evolution of all populations. The most famous example is the iterated prisoner’s dilemma (IPD) proposed by Axelrod [72], where each of two players needs to decide either cooperation or defection in each iteration, while how many rewards each can receive depends on the other player’s action. Other examples include finding minimal sorting networks [78] and optimising classification systems [79].

In the following, we continue to discuss specifics about competitive CoEAs and competitive coevolution in general.

In CoEAs, there is no determined fitness function. Instead, an individual’s fitness depends on the outcomes of interaction with other individuals. This is so-called subjective fitness, compared with the objective one calculated by direct metrics in traditional EAs [71]. For competitive CoEAs, a simple way to measure an individual’s subjective fitness is to calculate how many opponents it defeated. To achieve that, competitive CoEAs require a careful pairing strategy to choose opponents and set the competition. Common strategies are: Round Robin, under which an individual is paired with all individuals from other populations one by one [72, 80]; Random Pairing, literally choosing a random opponent in populations [81]; Single-Elimination Tournament, under which individuals are randomly paired, but losers are eliminated from the tournament after one game [82]. Different ways of pairing may influence the quality of competitions and the computational cost of the co-evolutionary process. Usually, Random Pairing costs less but performs not well; Round Robin behaves better but costs more.

As discussed above, competitive coevolution relies on the arms race between populations. Good solutions only occur after a certain number of generations. However, maintaining such an arms race in practice is difficult. This issue can be summarised as the synchronisation challenges of the competitive coevolutionary process:

- **The Red Queen Effect.** It is introduced by the pure subjective fitness measurement. It happens when the subjective fitness of two populations continuously improves. However, neither of them constantly makes progress on
the absolute quality, or when they actually improve their absolute quality, but the subjective fitness fails to reflect their progress [83].

- **Cycling.** It happens due to the instant subjective fitness criteria. As the opponents are changing over generations, individuals with good abilities may be lost and rediscovered in future generations, performing a cycling behaviour. At the same time, the same individuals may have different outcomes against different opponents [83].

- **Disengagement.** It occurs when one population dominates the competition. Subjective fitness no longer represents the quality of solutions as it becomes constant in each population. Thus, selection pressure is lost. Evolution is suspended in all populations [84].

Several methods have been introduced in the literature to improve the competitive coevolutionary process and tackle the above challenges. For example, Rosin and Belew [17] proposed *competitive fitness sharing* to reward individuals with outstanding abilities others don’t have, *shared sampling* to maintain the diversity in populations and *hall of frame* to save good solutions from previous generations. Moreover, *reducing virulence* [84] and *reducing sharing* [85] were introduced to address the disengagement issue.

### 2.2.3 Applications

Evolutionary computation has been widely applied in solving real-world problems. From a system analysis perceptive, Eiben [54] positioned various applications into three types of problems: optimisation, modelling or system identification, and simulation.Considering a working system composed of inputs, outputs and the internal model, these three problems can be illustrated in Figure 2.3. In an optimisation problem, the objective is to find inputs that can lead to desired outputs via a known model. In a modelling problem, the objective is to build a model that can connect the given inputs and outputs. In a simulation problem, the objective is to design the outputs given the model and inputs.
In the following, we focus on three particular domains.

Black-Box Optimisation

Black-Box Optimisation (BBO) problems refer to the situation where the optimiser aims to find the optimal inputs that minimise (or maximise) the outputs of an objective function without knowing its internal structure. According to [86], a mathematical representation of BBO could be:

In a search space $\Omega$, a candidate solution $\mathbf{x}$ is a $N$-dimensional vector, that is, $\mathbf{x} = (x_1, \ldots, x_N)$. For a black-box function $f : \Omega \rightarrow \mathbb{R}$, the objective is to find the optimal solution $\mathbf{x}^* \in \Omega$ that leads to the global minimum $^2 \! f(\mathbf{x}^*)$. The optimiser is supposed to sample $\Omega$ to find a sufficiently good solution $x$ that has a small value of $f(x) - f(x^*)$.

---

$^2$A maximisation problem could be converted to a minimisation problem by applying $-f$
The challenges of solving BBO problems are:

- **high-dimensional.** The objective function’s dimension, $N$, results in an exponential explosion in the search space, which is also identified as the *curse of dimensionality* in [88].

- **non-separable.** The objective parameters in $f(x_1, \ldots, x_N)$ are coupled. Thus the optimisation cannot be simplified as multiple sub-processes that are tractable.

- **highly multi-modal.** The objective function has a landscape with multiple local optima. Hence, the optimiser could be easily trapped in the local optima and missed the global one.

- **multiple objectives.** The objective function is usually formulated with multiple objectives and/or constraints in real-world problems. Hence, the search space is divided into several regions, which increases the difficulty of finding the global optimal.

As the representation of $f$ is unknown, operational research methods are not applicable. Moreover, as the derivative of $f$ is not accessible, gradient-based methods are not feasible. However, given the nature of evolutionary algorithms (EAs), they are best suited in solving BBO problems.

**System Identification**

In the control community, system identification is the process of building dynamical models from observation data, including input and output signals of the target system. It shares the basic features of the common modelling process in other areas [89].

Generally, system identification concerns two situations: *black-box models*, where no prior knowledge is available, either of the structure or of the parameters; *grey-box models*, where the system structure is known, but no information about the
parameters is known, or only a few parameters are known. EAs have been largely considered in these two situations since the research done by Kristinsson and Dumont [90]. They applied genetic algorithms (GAs) in both continuous-time and discrete-time identification problems and reported better results compared with traditional methods but with a notable high computational cost.

There are two important problems that can be distinguished in system identification: *modelling* and *estimation*. In both areas, EAs has been subsequently implemented:

- **Modelling.** In system identification, a model is composed of the input, output and the delay term. EAs contribute a simple way to find the desired structures linking these terms. Non-linear AutoRegressive Moving Average eXogenous (NARMAX) [91] have been widely used to represent non-linear systems, for which Fonseca et al. [92] applied an EA to select terms in polynomial models. In further studies, EAs were also used to identify NARMAX models [93, 94]. Moreover, the tree-based framework of genetic programming (GP) naturally contributes the structure identification. Particularly, Marenbatch et al. [95] proposed a general approach to apply GP with block diagrams, including the time-delay, switch, loop and domain-specific components. Gray et al. [96] applied GP to find block-like and equation-like representations of non-linear models. Furthermore, multi-objective GP benefits in building multi-objective NARMAX polynomial models. For example, seven objectives and constraints, involving the number of terms, degree, lag, variance, prediction error and correlation aspects, were optimised at the same time in [97]. However, the complexity in structure may cause the growth of trees in GP, which is also known as the *bloating* problem [98].

- **Estimation.** After structuring a model of the target system, the next step is to estimate the unknown parameters inside the model. Traditional methods are least-square estimation for linear models or gradient-based recursive techniques [99]. For non-linear models or situations where the gradient is not applicable, or problem with multiple local optima, EAs potentially fit in. For
example, the evolutionary strategy (ES) was implemented to estimate parameters in friction models [100]. Usually, the modelling and estimation are achieved simultaneously, such as in the evolutionary NARMAX approaches discussed above.

**Evolutionary Robotics**

Evolutionary robotics (ER) is a concept of designing robots with embodied intelligence and aims to improve the robustness and adaptability of robots [101, 102]. An essential feature of ER is that the robot is considered as a whole, distinguished with traditional approaches where many aspects, including the morphology, sensory mechanism, actuation system and controller, are designed separately and simultaneously with high interdependence [103]. The procedure of implementing ER (as shown in Figure 2.4) is [102]: (1) converting the genotype in the initial population into the phenotype feature of a robot, for example, the controller or morphology; (2) placing the robot in an environment and observing its behaviour; (3) determining the fitness based on observations; (4) the fitness is transferred back to evolutionary algorithms for selection, and the population is then updated via reproduction; (5) the above cycle is repeated until termination.

ER originated from engineering and biology, then contributes to both areas:

- In engineering, ER breaks the boundaries of individual fields in robotics, integrates multiple sub-processes in robot design, and thus introduces new possibilities and perspectives. For example, instead of designing the morphology as a prior, Lipson and Pollack [104] combined the morphology and control in the evolutionary process. Bongard [105] considered the impact of morphological changes on the behaviour and found that more robust behaviours emerged as the complexity in morphology increased.

- In biology, ER provides an alternative way to understand biological evolution and allows researchers to study hypotheses efficiently in a realistic environment or simulation. Particularly, AVIDA [106] and AEvol [107] are
Figure 2.4: An illustration of evolutionary robotics in flow-chart. After initialising the original population, the process proceeds to evaluate the genotype in the phenotype level - the robot's behaviour, determine fitness on the basis of observations and operate the reproduction, and then repeats until the termination criteria are met. Adapted from [102].

Simulation tools to study the evolution of bacterial. Also, ER was applied to study some unique properties, such as how cooperation evolves [108, 109] and when efficient communication strategies emerge [110].

One challenge in ER and in robotics generally is to transfer principles into physical devices. Researchers attempted to apply the evolutionary process directly to real robots, like Aibo robots, who learn to walk in the real-world with ER techniques [111]. However, due to the need for long training time and continual human intervention and safety reasons [112], the design in ER is usually conducted in simulations. The reality gap [113] is thus introduced between the outcomes in a simulated environment and the performance in real-world systems. ER opens up many angles to tackle this issue. For example, mixing the transferability into the objectives of ER led to optimal solutions in both simulation and reality [113]. This also introduces resilience in ER, such as a resilient robot updates its morphology model after a motor or mechanical failure and adapts its controller automatically [21]. Another challenge is online learning, which is about the adaptability of
ER in dynamical or unknown environments. Online ER has been considered both with single robots and multiple robots. The resilient robot introduced in [21] is a try to address online learning on a single robot. Attempts with multiple robots lead to the distributed online ER, also known as embodied evolution [114]. The nature of evolutionary algorithms makes it possible to distribute over a population of real robots [115] or virtual ones [116].

ER provides new insights into the research in the AI community, that is, the emergence of intelligence. Similar to the human brains evolved in biological evolution, ER is motivated to build a robot “brain” in a long evolutionary process, which could run for the robot’s lifespan to maintain the adaptability [102]. The cognitive framework, proposed by Bellas and Duro [117], allows a robotic system to adapt to its environment in a life-long evolutionary process. The learning of the robot’s brain, in turn, also inspired neuroscientists with models to understand mechanisms of the human brain [118].

2.3 Swarm Intelligence

2.3.1 Natural Swarms

Swarms have been widely seen in nature, for example, a group of ants, a flock of birds or a school of fish. From a top view, a swarm is a group of simple agents, each of which is governed by local rules but achieves some emergent behaviours as a group through cooperation with other agents [119]. There are two core mechanisms in swarm systems:

- **Self-organisation** is defined as “a process in which pattern at the global level of a system emerges solely from numerous interactions among the lower-level components of the system” [120] p.8. In other words, patterns in a swarm system are formulated via a bottom-up process, without top-down
procedures. One should note that interactions among individuals can happen directly or indirectly by modifying environmental conditions that affect others’ behaviours, which leads to the second mechanism: stigmergy.

- **Stigmergy** is defined as “one means of information flow within a decentralised system that involves gathering information from the shared environment” [120, p.60]. In other words, it allows individuals to communicate with each other through changes to the environment which enables the information to be passed beyond space and time. Stigmergy is first observed as significant stimuli in the insect colony [121] and later named as a particular way of communication [122]. Stigmergy can encourage complex patterns by considering the environmental states and the individual distribution both in the spatial and time domain [123].

Swarm Intelligence (SI), firstly proposed by Beni and Wang [124] in 1989, then refers to the collective behaviour of such swarm systems, both in natural and artificial forms. For example, in nature, a swarm of animals is able to solve problems that are difficult or impossible for single individuals, for example, a group of ants foraging for food, a flock of birds or a school of fish avoiding predators during travels. In the artificial field, SI inspired two main applications: swarm optimisation and swarm robotics, as discussed in the following sections.

### 2.3.2 Swarm Optimisation

We briefly review two main techniques: ant colony optimisation (ACO) and particle swarm optimisation (PSO), which are nature-inspired and developed for solving combinational problems and real-valued problems, respectively. They were both introduced in the 1990s and attracted much attention in their own fields. Many variants appeared later on both sides, and some have been applied in the other’s domains. For example, ACO was applied in continuous domains without fundamental modifications in structure [125]; A PSO-based algorithm was implemented to solve the flow shop scheduling problem [126].
Ant Colony Optimisation

Ant Colony Optimisation (ACO) was introduced by Dorigo et al. [127] in 1991 and later named in [128, 129]. It is a search algorithm inspired by the foraging behaviour of ants (e.g. the stigmergy mechanism described above). When ants search for food, they tend to randomly explore the area around their nest and leave pheromones on the path when they carry food back home. The amount of pheromone represents the quality or quantity of the food so that another ant is guided back to the food source.

Similar to the capability of real ants, the algorithm is implemented with a pheromone model of virtual ants to sample the search space with a probability distribution. In ACO, virtual ants are dispersed randomly among nodes. The searching starts with each ant moving between nodes randomly, but each node is not visited twice. After one tour is completed, each ant follows the same route and leaves pheromones on its way back to the origin point. The strength of the pheromones indicates the distance of the tour the ant has completed. For the next tour, each ant prefers to choose the node with the strongest pheromone next to its current node. To avoid the convergence towards the local optimal, the pheromone fades slowly if no ant reinforces it.

ACO was initially proposed to solve hard combinational problems, that is, finding the optimal combination of a finite set of problem components. Classic examples include scheduling and routing problems. In [127], ACO is applied to the travelling salesman problem where a salesman needs to plan the shortest tour of a number of cities. Other applications of ACO are like the assignment optimisation in [130], scheduling solution in [131] and vehicle routing plan in [132]. For more implementation details about ACO, we refer to [133].

Particle Swarm Optimisation

Particle Swarm Optimisation (PSO) was introduced by Kenedy and Eberhart [134] in 1995. It was designed for optimising parameters of non-linear equations in
continuous space, such as the weights of neural networks in its initial application. The inspiration source of PSO is from a group of animals locating a desirable pace as a whole, for example, bird flocks searching for food. PSO is implemented with a swarm of agents, called particles. Each agent’s fitness is determined by its location within an N-dimensional search space. Communication between agents is available to exchange information about their fitness during moving in the search space.

In the original PSO, for a particle $i$, it is defined with three vectors: its location in the N-dimensional search space $x_i = (x_{i,1}, \ldots, x_{i,N})$, its velocity $v_i = (v_{i,1}, \ldots, v_{i,N})$ and the best location it has identified so far $x_{i,\text{best}} = (x_{i,1,\text{best}}, \ldots, x_{i,N,\text{best}})$. All particles are initialised at a random location based on a uniform distribution and with a random velocity. Particles are updated at each time step $t$ by the following rules [135]:

$$
\begin{align*}
    v_{i}^{(t+1)} &= v_{i}^{(t)} + c_1 \delta_1^{(t)} (x_{i,\text{best}}^{(t)} - x_{i}^{(t)}) + c_2 \delta_2^{(t)} (x_{i,\text{goal}}^{(t)} - x_{i}^{(t)}) \\
    x_{i}^{(t+1)} &= x_{i}^{(t)} + v_{i}^{(t)}
\end{align*}
$$

(2.1)

where $c_1$ and $c_2$ are constants; $\delta_1^{(t)}$ and $\delta_2^{(t)}$ are constant N-dimensional vectors that are randomly generated at time step $t$; $x_{i,\text{goal}}^{(t)}$ is the best location found by neighbours of particle $i$. Hence, each particle moves towards a combined objective of its previous direction, the direction of the best location it found and the direction of the best location its neighbours found. For more details about PSO, we refer to [136, 137].

2.3.3 Swarm Robotics

Another application motivated by swarm intelligence is swarm robotics:

“[...] is the study of how large number of relatively simple physically embodied agents can be designed such that a desired collection behaviour emerges from the local interactions among agents and between the agents and the environment.” [138]
From the definition of swarm robotics, a swarm robotics system is composed of several main characteristics: autonomous robots, situated in the environment, cooperate, through local sensing and communication, with no access to centralised control and/or global knowledge.

Motivations

The motivation for developing swarm robotics comes from the properties of swarm behaviours observed in nature. In general, these behaviours are unique for robustness, scalability and flexibility.

- Robustness. Generally, it is the ability of a system to maintain operation when undesired disturbances occur. In swarm robotics, these disturbances usually come from the failure of some individual agents, for example, the malfunctions of the sensor, motor or communication units, which could happen both at the hardware and software level. The robustness of swarm animals is achieved by the redundancy of individuals and the absence of a leader. Similarly, the robustness of swarm robotics is promoted by a large number of simple and homogeneous individual agents. Each agent behaves locally to tackle small tasks and can be replaced by other agents if it fails. However, as the “No Free Lunch” theorem, this advantage does not come by default and needs to be properly considered.

- Scalability. In swarm robotics, it refers to the ability to maintain emergent behaviour despite small changes in the number of agents. The scalability of swarm animals is promoted by local sensing and communication. Similarly, the coordination mechanism is essential to enable a swarm robotic system to perform desirably with different group sizes.

- Flexibility. In general, it is the ability of a system to achieve effective performance in different scenarios. In social animals, such as honeybees, multiple tasks can be conducted by a group of individuals. The flexibility of swarm robotics is benefited from the simplicity of each agent’s behaviour.
Applications

The research on swarm robotics covers a wide range of problems, including pattern formation (e.g. aggregation, lattice formation, covering of areas and mapping), specific problems (e.g. goal-searching, homing and forging) and complex behaviours (e.g. transporting, mining and flocking) [124]. We briefly discuss two specific problems that are related to the work in this thesis.

Object-clustering is a self-organised aggregation problem. The behaviour is observed in ant colonies sorting the food. The study of this problem with swarm robots was firstly proposed by Deneubourg et al. [141], where a decentralised algorithm, based on a probabilistic finite state machine, was implemented in simulation. Beckers et al. [142] firstly demonstrated with physical robots, each of which was embedded with two infra-red proximity sensors and a gripper. The robot’s behaviour followed a deterministic finite state machine. Later, the object-clustering problem has been subsequently studied in the literature. In particular, Gauci et al. [24] proposed a simple memory-less mechanism to cluster objects, demonstrated both with virtual and physical robots. The robot’s controller basically maps its binary sensor reading to its wheel velocities.

Shepherding is the process of guiding a group of dynamic agents towards the desired location, for example, dogs herding sheep into the sheepfold or officials guiding the human crowd moving in one direction. The process can be done with one or multiple shepherd agents. Vaughan et al. [143] used a single robot to herd real ducks, which is considered one of the earliest studies of the shepherding problem with robots. Lien et al. [144] suggested multiple robots could solve the problem more efficiently than a single one. In the latter study, different shepherding algorithms have been developed for swarm robotic systems [145, 146]. Particularly, a similar memory-less mechanism like the one in [24] was proposed to herd sheep-behaving-like robots with shepherd robots [147].
Evolutionary Swarm Robotics

Designing controllers that lead to emergent behaviours of a swarm of robots rely on a definition of the behavioural rules that results in a desired pattern of the swarm. This is also referred to as the design problem \cite{148}. The challenge to solve this problem is to decompose the global behaviour into local interactions between the individual robots and between robots and the environment where the robots operate. However, it is usually difficult to predict what emergent behaviours that a given set of behavioural rules can lead to \cite{149}. Thus, it is difficult to achieve decomposition.

Evolutionary robotics offers an effective way to deal with the design problem by eliminating arbitrary decomposition \cite{148}. This leads to the field of evolutionary swarm robotics (ESR). ESR takes account of the swarm robotics system as a whole. It evaluates the definition of the behavioural rules based on the emergence of the desired global behaviour. The procedure of ESR can be simplified as:

“[...] the controller encoded into each genotype is directly evaluated looking at the resulting global behaviour. The evolutionary process is responsible of selecting the ‘good’ behaviours and discarding the ‘bad’ ones. Moreover, the controllers are directly tested in the environment [...]” \cite{148} p.50

Applications of ESR focus on multiple tasks, for example, evolving the aggregation behaviour and the coordinated motion by Dorigo et al. \cite{150} and evolving solitary transport and group transport behaviours by Groß and Dorigo \cite{151}. Apart from the standard evolutionary approaches, some distinctive techniques have contributed to the research of swarm robotics as well.

Novelty search, proposed by Lehman and Stanley \cite{152} in 2011, replaced the objective-based evolution in standard evolutionary computation with a dynamic measurement that evaluates the novelty of candidate solutions among the current
population in order to avoid premature convergence. Gomes et al. [153] demonstrated this approach with swarm robotic tasks and showed that simple and diverse solutions are evolved.

Minimal surprise, proposed by Hamann [154] in 2014, positioned the selection pressure on a world model that predicts the robot’s future perceptions instead of on the behavioural model. In the original application, it evolved two neural networks: one for the robot’s controller and the other one for predictions. Results showed that by minimising prediction errors, some basic behaviour, like aggregation, dispersion and flocking, were usefully evolved. In the later work, this approach has been applied to evolve complex behaviours, such as the collective construction [155] and the resilient self-assembly after damages [156].

2.4 Problem Formalisation

Machine learning is a discipline that addresses two correlated questions — a scientific question: “What are the fundamental statistical-computational-information-theoretic laws that govern all learning systems, including computers, humans, and organisations?” and an engineering question: “How can one construct computer systems that automatically improve through experience?” [157]. Experience refers to the information that a learner obtained in the previous learning. Such information typically consists of electronic data that could take the form of human-labelled training sets or other forms of data collected from the environment via interactions. Since the success of a learner relies on the quality and size of the data used for analysis, the learning approaches are data-driven methods that merge statistics, probability and optimisation into computer science [158]. Broadly speaking, machine learning methods can be defined as a set of computational methods “that can automatically detect patterns in data, and then use the uncovered patterns to predict future data, or to perform other kinds of decision making under uncertainty (such as planning how to collect more data!)” [159] p.1].
Within artificial intelligence, the definition gives one of the main objectives of machine learning is to design algorithms that predict accurately on unseen data, which leads to a broad range of practical applications for wide areas, including computer vision and robot control. Recently, a new class of algorithms has progressed dramatically, where models and discriminators are improved competitively in a game setting: The discriminator’s task is to correctly classify the data generated by the model and the one from the training set; The model’s task is to produce data that is miss-classified as the training data by the discriminator. The most popular algorithm designed with this setting is Generative Adversarial Networks (GANs) [2] which have been widely applied and studied in the area of image generation. The first attempt to infer models in a competitive setting with discriminators was introduced in [5]. The method was named Turing Learning in the subsequent work [4]. Turing Learning has been applied to study the behavioural rules of robotic agents since its inception. In the following sections, we start with discussions about GANs and previous works on Turing Learning and then formalise the Turing Learning algorithm for this thesis.

### 2.4.1 Generative Adversarial Networks

For most applications of machine learning, it is easier to train a system with desired input-output examples than to design it manually to meet the desired outputs for all possible inputs, which leads to the most commonly used machine learning method — *supervised learning* [157]. By definition, supervised learning requires an output label provided by a human supervisor for each input example. From a probabilistic perspective, the goal of supervised learning is to find a function $f(x)$ that maps an input vector $x$ to an output label $y$, based on $N$ input-output examples in a training set $\mathcal{T} = (x^{(i)}, y^{(i)})_{i=1}^{N}$ [159]. To achieve that, existing approaches often rely on a training set comprising millions of examples. While, another widely studied machine method, *unsupervised learning*, reduces both the human effort and the training size. The goal of unsupervised learning is not clearly
defined. Generally, it aims to find useful patterns from an unlabelled training set \( \mathcal{T} = (x^{(i)})_{i=1}^N \).

One approach to implementing unsupervised learning is generative modelling, where GANs are categorised. Generative modelling aims to learn a model distribution \( p_{\text{model}} \) of training samples \( x \) that matches an unknown distribution \( p_{\text{data}}(x) \). Specifically, a function \( p_{\text{model}}(x; \theta) \) optimises its parameters \( \theta \) to estimate \( p_{\text{data}} \) as closely as possible. In traditional statistics, explicit density functions have been widely used to model data distributions. The optimisation task is then to search for parameters that fit best \( p_{\text{data}} \). A common approach to achieve that is the maximum likelihood estimation which minimises the Kullback-Leibler divergence between \( p_{\text{model}} \) and \( p_{\text{data}} \). The explicit density modelling works well for simple representations, but for complex ones, such as the deep neural network, it is computationally difficult to solve. Alternatively, approximation techniques are usually applied to deal with this intractable issue. However, either the deterministic approximations, like the one used in variational autoencoder [160], or stochastic approximations, like the Markov chain approximations used in Boltzmann machine [161], would limit the quality of models even with an ideal optimisation method. Some generative models avoid explicit functions, instead they directly sample from the \( p_{\text{model}} \). For example, the generative stochastic network [162] relies on Markov chains transition operator running multiple times to generate samples. However, when handling samples with a high dimension, such as realistic images, the Markov chain would become inefficient, and the convergence could be very slow and unclear [163]. GANs were introduced to build deep implicit generative models, where samples could be generated in a single step, without the need for heavy computational effort and Markov chains.

As introduced above, GANs are based on a game setting of models and discriminators. The model, often called the generator, is able to draw samples from \( p_{\text{model}} \). The discriminator is able to examine samples and predict whether the input sample is from \( p_{\text{data}} \) or from \( p_{\text{model}} \) by running the generator. Within this setting, the training process involves the training of both the generator and the discriminator.
The generator is trained to fool the discriminator; simultaneously, the discriminator is trained as a classifier to label input samples. In [3], GANs are interpreted as a competition between counterfeiters and police:

“[...] the counterfeiters make fake money while the police try to arrest counterfeiters and continue to allow the spending of legitimate money. Competition between counterfeiters and police leads to more and more realistic counterfeit money until eventually the counterfeiters produce perfect fakes and the police cannot tell the difference between real and fake money.”

The original promise of GANs is to generate high-quality realistic images. Besides the straightforward generation, GANs have shown their potentials in accomplishing many other tasks in computer vision, for example, image synthesis [164], image-to-image translation [165] and superresolution [166]. For a broad review of applications of GANs, we refer to [167, 168]. Even though GANs and their variants have been widely studied in recent years, the convergence of GANs is still an open question. Major problems are: mode collapse, where only a single mode of the distribution can be learned by the model; partial mode convergence, where only a small set of modes of the distribution can be captured by the model; vanishing gradient, where the gradient for model vanishes if the discriminator dominates the game, leading to suspended optimisation both of the model and discriminator. Meanwhile, the discriminator may choose to forget parts of the input space that are not covered by the model. Many researchers have focused on the convergence of GANs: Arjovsky and Bottou [8] conducted a theoretical analysis of the training dynamics; Arora et al. [9] discussed the existence of the equilibrium of and introduced a new framework MIX+GAN to improve the performance; Unterthiner et al. [10] proposed Coulomb GANs and proved that only one Nash equilibrium exists in potential fields; Nagarajan and Kolter [11] discussed the gradient-based optimisation process and showed that with a regularisation gradient decent GANs are locally stable; Mescheder et al. [12] analysed the numerics of training algorithms and presented an improved convergence. On the other hand, Oliehoek et
provided a novel perceptive. They closely related GANs to game-theoretic methods and formulated the original GANs as finite zero-sum games: GANG (e.g. Generative Adversarial Network Games), so that the convergence is guaranteed. Meanwhile, researchers also investigated the coevolution effect on GANs. In general, they implemented multiple sub-GAN frameworks and studied the co-evolutionary process of multiple generators and discriminators. The properties of coevolution have shown improved performance on GANs.

### 2.4.2 Turing Learning

Considering the definition of machine learning, a learning problem can be considered the problem where the measure of performance on some tasks is improved through the training experience. Thus, conceptually speaking, machine learning algorithms are searching techniques that target to find a program from a large candidate space to optimise the performance metric. In some cases, the difficulty is not only to design an effective and efficient algorithm but to define a suitable performance metric. The quality of the metric can determine the quality of the obtained program or even direct the searching progress.

In the domain of system identification, one limitation of the current methods is also that they depend on predefined metrics, such as the square errors, to evaluate how close is the model to the system under investigation, which can be challenging for complex systems. Turing Learning was first introduced as a metric-free system identification method to avoid this issue. As introduced above, Turing Learning shares a similar game setting with GANs, while its inspiration was actually from the Turing test. Considering the setup in Figure 2.1, the objective of the model, referring to player $A$, is to imitate the behaviour of the system under investigation, referring to player $B$, and the objective of the discriminator, referring to player $C$, is to distinguish between the model and system through observations.
Originally, *Turing Learning* was motivated to infer the behaviour of a natural or artificial system, especially a swarm system. The identification of collective behaviours in a swarm system could be particularly difficult as individuals interact with both the environment and each other, and their motion tends to be stochastic [170]. In the early works on *Turing Learning*, the method has been applied to infer the deterministic behaviour of an agent in a simple environment [5], and to infer the behavioural rules of a swarm of robots both in a simulated environment [6] and a physical environment [4]. In [5], the discriminator was allowed to perform a pre-designed sequence of interactions to control the environmental stimuli, and such interaction encouraged a more accurate inference. Moreover, in [4], it has shown that *Turing Learning* outperforms a metric-based system identification method in terms of the inference of swarm behaviours. In the most recent work, *Turing Learning* was implemented to model and generate realistic human movements [171].

Since its inception, the *Turing Learning* method has used coevolutionary algorithms, where a population of models and a population of discriminators are optimised at the same time. While, in principle, other optimisation algorithms can also be implemented, considering the successes of previous works, we continuously investigate the coevolutionary approach of *Turing Learning*.

### 2.4.3 Turing Learning Formalisation

The core idea of *Turing Learning* and GANs are similar, that is, optimising two components simultaneously in a competitive game setting, although these two methods were developed separately and in different contexts. Assuming a Turing perceptive, Groß et al. [7] considered GANs and their variants as members of the *Turing Learning* family and generalised the defining features of the *Turing Learning* algorithm as: a training agent, a model agent, a discriminator agent, a process where the discriminator observes or interact with the other two agents and an optimisation mechanism. One should note that the interaction becomes
one of the central features. These features allow the *Turing Learning* algorithm to be tailored for a wide range of problems.

In the following, we provide a formalisation of the *Turing Learning* algorithm as the standard problem we discuss and investigate in this thesis.

**Model**

A model $\mathcal{M}$ is represented as a generative function which is able to draw samples from a distribution $p_{\text{model}}$:

$$\mathcal{M}_u(h), u \in \mathcal{U},$$  \hspace{1cm} (2.2)

where $u$ is a set of parameters that defines the model’s strategy. $\mathcal{U}$ can be any set of data structures, for example, the $N$-dimensional real-valued search space $\mathbb{R}^N$, the integer search space $\mathbb{Z}^N$, the state space $\mathbb{S}_N$ of finite state machines, the trees $\mathbb{T}_N$ as used in genetic programming and a mixture of spaces. The input $h$ is problem specific and can take any form, for example, a noise vector or time-series data. Given an input, a sample $x$ can be generated by $x = \mathcal{M}(h)$. The main role of a model is to find a function $\mathcal{M}(h)$ so that $p_{\text{model}}$ is similar (preferably identical) to a training distribution $p_{\text{data}}$.

**Discriminator**

A discriminator $\mathcal{D}$ is represented as a function which is able to classify whether a given sample is real (drawn from $p_{\text{data}}$) or fake (drawn from $p_{\text{model}}$):

$$\mathcal{D}_v(x), v \in \mathcal{V},$$  \hspace{1cm} (2.3)

where $v$ is a set of parameters that defines the discriminator’s strategy. $\mathcal{D}$ is typically a neural network in practice, then $\mathcal{V}$ is a $N$-dimensional real-valued search space $\mathbb{R}^N$. Given an input sample $x$, $\mathcal{D}(x)$ returns a scalar that indicates the “realness” of $x$. The main role of a discriminator is to learn a function $\mathcal{D}(x)$ that outputs a high value when $x$ is real and a low value when $x$ is fake.
Two-Player Game

The game between the model and the discriminator is defined by two objective functions:

\[ O_M(u, v), O_D(u, v) \rightarrow \text{opt.}, \quad (u, v) \in \mathcal{U} \times \mathcal{V}. \quad (2.4) \]

The goal of the model is to maximise \( O_M \), whereas the goal of the discriminator is to maximise \( O_D \). A Nash-equilibrium of the game occurs at a point \( o(u^*, v^*) \) given by the two conditions:

\[
\begin{align*}
    u^* &\in \arg\max_u O_M(u, v^*), \\
v^* &\in \arg\max_v O_D(u^*, v).
\end{align*}
\]

(2.5)

Roughly speaking, \( O_M \) encourages the model to generate samples that the discriminator classifies as real; \( O_D \) encourages the discriminator to correctly label the input sample as real or fake.

Examples

- GANs. In GANs, the model \( \mathcal{M} \), often referred to as the generator \( \mathcal{G} \), and the discriminator \( \mathcal{D} \) are defined as differentiable functions represented by multilayer perceptrons.

\( \mathcal{G} \) takes a noise variable \( z \) as input, which is sampled from a prior distribution \( p_z \), then generates a sample \( x = \mathcal{G}(z) \). \( \mathcal{D} \) outputs a single scalar in \([0, 1]\) representing the probability of the input sample to be real.

The objective functions \( O_G \) and \( O_D \) are referred to as cost functions \( J_G \) and \( J_D \). Each player attempts to minimise its own cost. In the original version of GANs, \( J_D \) was defined to be the negative log-likelihood that the discriminator assigns real and fake labels:

\[
J_D = -\frac{1}{2} \mathbb{E}_{x \sim p_{\text{data}}} \left[ \log \mathcal{D}(x) \right] - \frac{1}{2} \mathbb{E}_{z \sim p_z} \left[ \log (1 - \mathcal{D}(\mathcal{G}(z))) \right].
\]
The original work of GANs offered two versions of the cost for the generator. One version, \( J_G = -J_D \), leading to a minimax game of the objective function \( O(\mathcal{D}, \mathcal{G}) \):

\[
\min_G \max_D O(\mathcal{D}, \mathcal{G}) = \mathbb{E}_{x \sim \text{data}}[\log \mathcal{D}(x)] + \mathbb{E}_{z \sim p_z}[\log(1 - \mathcal{D}(\mathcal{G}(z)))] .
\] (2.7)

In practice, \( \mathcal{D} \) rejects samples generated from \( \mathcal{G} \) with high confidence early in learning when \( \mathcal{G} \) is poor. In this case, \( \log(1 - \mathcal{D}(\mathcal{G}(z))) \) saturates. The other version, instead of training \( \mathcal{G} \) to minimise \( \log(1 - \mathcal{D}(\mathcal{G}(z))) \), trains \( \mathcal{G} \) to maximise \( \log \mathcal{D}(\mathcal{G}(z)) \). This objective helps to avoid the gradient saturation.

- Coevolutionary Framework of *Turing Learning*. In the coevolutionary framework of *Turing Learning*, both the model and the discriminator are represented as populations of candidate solutions, and the coevolution operates between the two populations.

For the model population of size \( P_M \), an individual \( m_i \) with index \( i \) comprises a set of parameters \( u_i \) and defines a distribution \( p_{\text{model}}^i \). Similarly, for the discriminator population of size \( P_D \), an individual \( d_j \) with index \( j \) comprises a set of parameters \( v_j \).

The *Two-Player Game* then includes the games between each candidate model and each candidate discriminator. In the context of evolution, the objective functions \( O_M \) and \( O_D \) are usually referred to as the fitness functions \( F_M \) and \( F_D \). In the following, we use \( f_{m_i} \) and \( f_{d_j} \) to represent the fitness values for model \( m_i \) and discriminator \( d_j \) respectively.

After a game finishes, the discriminator’s output is simply used to determine the fitness value. Each candidate’s final fitness is calculated as the normalised sum of the values it obtains from all games:

\[
f_{m_i} = \frac{1}{P_D} \sum_{j=1}^{P_D} d_j(x \mid x \sim p_{\text{model}}^i),
\] (2.8a)

\[
f_{d_j} = \frac{1}{2P_M} \sum_{i=1}^{P_M} d_j(x \mid x \sim p_{\text{model}}^i) + \frac{1}{2P_M} \sum_{n=1}^{P_M} d_j(x_n \mid x_n \sim p_{\text{data}}),
\] (2.8b)
where $x_n$ is the $n^{th}$ sample drawn from $p_{data}$. For convenience, $d_j(x) \in \{0, 1\}$, where 0 denotes that $d_j$ classifies $x$ as fake; 1, otherwise, as real. In other words, the discriminator is implemented as a regular binary classifier.

Throughout the evolutionary process, each candidate tries to learn a strategy in order to maximise its fitness and survive in its population.
Chapter 3

Inferring Sensor Configuration through Self-Discovery

3.1 Introduction

*Turing Learning* has been applied to infer behaviours, including those of swarms of agents [6], those of swarms of real robots [3] and those of humans [171], through observation. In order to fully reveal the behavioural features, high observability of the system is thus essential. However, when the observability is limited, the inference may not be reliable.

In [5], the discriminator used a pre-determined sequence of interactions to infer a simulated behavioural rule. Therein, it was shown that the algorithm performed better with interaction than with passive observation. However, such an interactive approach would not be able to learn all the features of complex systems. In this chapter, we extend the discriminator agent in *Turing Learning* with the ability to genuinely interact with the system under investigation, which makes it more like the interrogator in the Turing Test [172]. We assume that, by allowing the discriminator to influence the data sampling process, the algorithm could explore the system as it tends to and benefit the inference. Similar methods have been applied by ethologists to understand the relationships between animal behaviour
and its environment. In [173], biologists adjusted the environmental conditions during the experiments to study how the dung beetle behaves to adapt to the changes.

In this chapter, we focus on the active self-discovery of robotic systems. It is a process designed for the system continuously modelling its own morphology. For example, a four-legged robot was able to infer its topology and then use this model to perform desired motions [21]. Similarly, we investigate how a robot can use Turing Learning, particularly with the interactive discriminator, to infer its own sensor configuration through the process of self-discovery. To validate the advantage of the interaction, we compare the accuracy of inferred configuration from the interactive approach with that of the inferred configuration from the passive approach.

This chapter is organised as follows. Section 3.2 describes the methodology, including a detailed definition of the Turing Learning framework with a perspective of coevolutionary [3.2.1] and an introduction about the simulation platform used in this chapter and thesis[3.2.2]. Section 3.3 presents a case study to demonstrate the framework, including a formal formulation of the problem (Section 3.3.1). Section 3.3.2 lists the implementation options of the algorithm that are chosen for this scenario. Section 3.3.3 describes the simulation setup designed for carrying out the investigation. The simulation results are presented in Section 3.3.4 including the analysis of the inferred model, dynamics of the coevolutionary, a comparison between the interactive setup and passive setups and an illustration of the discriminator’s control pattern. Section 3.4 summarises the chapter.

3.2 Methodology

In this section, we start with an introduction to the Turing Learning framework, including the key components. We then describe the simulation platform used in this chapter. The same platform will be used to carry out investigations in the next two chapters, but with different settings according to the problems considered. As
for the implementation details of Turing Learning, we will specify them for each problem.

### 3.2.1 Coevolutionary Framework of Turing Learning

As introduced in Section 2.4.3, machine learning algorithms where models and discriminators are generated in a competitive setting can be considered as instances of Turing Learning. In this thesis, we take account of a coevolutionary framework of Turing Learning. Thus, there are a population of candidate solutions for both the model and discriminator. In the following, we present the framework with respect to the defining features of Turing Learning.

- **Training Agent, \( T \).** The training agent is the system under investigation. It could take any form (e.g. robots and human beings) that one expects to learn or imitate. The data samples obtained from it are referred to as *genuine data samples* (i.e. the training data). In this thesis, we focus on the study of robotic systems, where the training agent could be a single robot (Chapter 3 and 4) or a swarm of robots (Chapter 5). Therefore, the genuine data samples come from the robot’s perception or motion, which are usually time-series data.

- **Model Agent, \( M \).** The model agent is assumed to have the potential to produce the equivalent behaviour as the training agent. In other words, the *counterfeit data samples* (i.e. the model data) generated by the model agent are expected to be indistinguishable from the genuine ones. In the context of robotic systems, the model agent is executed on a replica robot that has the same sensing and actuation ability as that of the system under investigation. For example, the model agent could determine how sensors are distributed on the robot’s body (Chapter 3), how the robot perceives the environment (Chapter 4) or behaves (Chapter 5). It could take any form (e.g. vectors, neural networks and computer programs) as long as the representation is expressive enough to produce data with the same distribution as the training...
data. In this thesis, we use parametric vectors to represent our models (i.e. sensor configuration vector in Chapter 3, sensor calibration vector in Chapter 4, and the controller vector in Chapter 5).

- **Discriminator Agent, \( D \).** The discriminator agent is assumed to have the ability to distinguish between genuine data samples and counterfeit data samples. It could take any form. In this thesis, given the sequential data from robotic systems, we represent the discriminator as a recurrent Elman neural network \[174\] with the structure shown in Figure 3.1. The network has a context layer that can store the hidden neuron values and feedback these values to the input layer. This feature equips the network with an internal memory to process arbitrary sequential inputs. With the recurrent neural network, the discriminator is able to observe input samples for a certain period of time and make judgements. The activation function for all hidden and output neurons is a logistic sigmoid function that has the range \((0, 1)\):

\[
sig(x) = \frac{1}{1 + e^{-x}}, \quad \forall x \in \mathbb{R}.
\]

The discriminator is trained as a regular binary classifier. After the observation for a set period of time, the final value of one of the output neurons \( O \) is used to label the input data samples as either genuine \((O \geq 0.5)\) or counterfeit \((O < 0.5)\) samples. The network’s memory is then reset for the next period of observation. Other output neurons depend on the design. For example, if the interaction is allowed, other neurons can be used to pass the information from the discriminator to the model and system (Chapter 3 and 4).

- **Evaluation Process.** The evaluation process is a process where \( D \) observes the data samples from either \( T \) or \( M \) for a certain period of time and then make judgements. While observing, \( D \) could also influence the sampling process by interacting with \( T \) and \( M \).

\[1\]In principle, other networks could also be used to process the time-series data, such as the long short-term memory (LSTM). Given the success of the Elman network in previous works of Turing Learning, we continuously use it in this thesis.
Figure 3.1: An Elman Neural Network with $i$ inputs, $h$ hidden neurons and $o$ outputs. It can be considered as a feedforward network with an additional context layer. Considering a biased network, it has $(i + 1) \cdot h + h^2 + (h + 1) \cdot o$ parameters in total.

- Optimisation Process. $D$ and $M$ are optimised at the same time. According to the classification made by $D$ after a period of observation, $M$ is rewarded when $D$ mistakenly labels its data samples as genuine. Otherwise, $D$ is rewarded when it labels input data samples correctly, that is, labelling data samples from $T$ as genuine and labelling data samples from $M$ as counterfeit.

As introduced in Section 2.4.3, we implement co-evolutionary algorithms as the optimisation methods, for example, the $(\mu + \lambda)$ evolution strategy with self-adaptive mutation strengths in Chapter 3 and 4 and the Covariance Matrix Adaptation Evolution Strategy (CMA-ES) in Chapter 5. The optimisation process is composed of two sub-processes: one for the population of $D$ and the other one for the population of $M$. These two sub optimisation processes run separately and don’t interact with each other except when fitness values are calculated. Hence, the synchronisation challenges as introduced in Section 2.2.2 might be raised for the co-evolutionary of $D$ and $M$. In our case, the synchronisation comes from the evaluation process:
Assuming the population sizes for \( D \) and \( M \) are \( P_D \) and \( P_M \) respectively, each of the discriminator candidates is evaluated once with each of the model candidate, and additional \( P_M \) times with \( T \) as well. After all evaluations finish, the fitness value for each candidate can be calculated according to Equation 2.8. The evolution of each population then proceeds based on the fitness values of all candidates. The optimisation process continues until the termination criteria is met (e.g. a certain number of generations).

### 3.2.2 Simulation Platform

We constantly use the open-source Enki library [175] in this thesis, which has been verified broadly to model kinematics and two-dimensional dynamics of rigid objects. As for the robot agent, we use the built-in model of the e-puck robot [176]. Figure 3.2 shows a physical e-puck robot. In Enki, it is represented as a cylinder of diameter 7.4 cm, height 4.7 cm and weight 152 g. It has two symmetrically aligned differential wheels with the inter-wheel distance of 5.1 cm. Each wheel’s ground velocity can be set within \([-12.8, 12.8]\) cm/s. Random noise is applied in Enki for each wheel velocity by multiplying the velocity value with a random number chosen uniformly in the range \((0.95, 1.05)\). The robot has a few sensors embedded on its cylindrical body, for example, infrared proximity sensors. We also extended the robot model with some additional sensors, such as a laser-based distance sensor described in Chapter 4 and a binary line-of-sight sensor described in Chapter 5.

In all simulations presented in this thesis, the control cycle is 0.1 s, and physics is updated 10 times per control cycle.

According to [177], given a pair of wheel velocities, the differential-wheel robot, for example, the e-puck robot, moves in a circular trajectory as illustrated in Figure 3.3. Assuming the robot moves from position \( a \) to position \( b \) with its left and right wheel ground contact velocities of \( v_l \) and \( v_r \) respectively, its actual trajectory follows a circular arc centred at \( O \) with a radius \( R \) and an angular speed...
Figure 3.2: An e-puck robot. It has two differential wheels and a circular body with diameter 7.0 cm and height 4.5 cm, approximately. The robot is embedded with multiple sensory capabilities, for example, eight infrared proximity sensors and a VGA colour camera. Image used under the Creative Commons License.

\[ R = \frac{l}{2} \left( \frac{v_r + v_l}{v_r - v_l} \right), \]
\[ \omega = \frac{1}{l} (v_r - v_l), \]

where \( l \) is the inter-wheel distance.

3.3 Case Study

In this section, we present a case study of a robot inferring its own sensor configuration and show that the interactive discriminator could improve the model accuracy. We start with a formal definition of the problem considered in this
Figure 3.3: Kinematics of differential-wheel robot. From position $a$ to $b$, the robot (green) follows a circular trajectory. $R$ indicates the radius of the curve which is centred at $O$. $v_l$ and $v_r$ are the left and right wheel velocities along the ground, respectively. $l$ is the inter-wheel distance.

chapter, then explain the implementation details of the framework described in the above sections.

### 3.3.1 Problem Formulation

Given the defining features of *Turing Learning*, if the training agent is a physical system while the model agent is represented in simulation, the issue of the *reality gap* needs to be addressed. It is a well-known problem in robotics: Often, behaviours that work well in simulation do not translate effectively into real-world implementations [113]. This is because simulations are generally unable to capture the full range of features of the real world, and therefore make simplifying assumptions. Yet, simulations can be important and are widely used to speed up the planning and optimisation process, even on-board a physical robot. Solutions to reduce the gap could be improving modelling accuracy of the robot-environment interactions [178], or of reality properties that are relative to the desired behaviours [179]. We assume that our method has the potential to benefit
this process. To validate that, we investigate how a robot can use Turing Learning to improve the accuracy of a simulation model of itself through a process of self-discovery. In a practical scenario, the inference could take place on-board a physical platform. For convenience, we use the simulation platform introduced above.

Specifically, we consider an e-puck robot inferring its sensor configuration. The robot perceives the surrounding environment with eight infrared proximity sensors that are distributed on its body, as shown in Figure 3.4. The sensors provide noisy reading values \((s_1, s_2, \ldots, s_8)\) in the range of \([0, 3000]\), but do not provide the information about the distance. The reading value indicates how close the robot is to the perceived objects (the larger the readings, the closer the objects). We assume the robot does not know where its sensors are placed. Similar situations are common in practice as sensors may not be precisely mounted, or the sensors’ locations may change due to collisions with other objects during operation or might be reconfigured by the robot itself. The sensor configuration can be described with orientations relative to the robot’s front direction and displacements from the robot’s centre, which is denoted as follows:

\[
q = (\theta_1, \theta_2, \ldots, \theta_8, d_1, d_2, \ldots, d_8),
\]

(3.2)

where \(\theta_i \in [-\pi, \pi]\) represents the orientation of sensor \(i\), and \(d_i \in (0, R]\) (\(R\) is the robot’s radius) represents the displacement of sensor \(i\). The inference task is thus specified to finding the \(q\).

### 3.3.2 Turing Learning Implementation

Given the defining features, the Turing Learning framework can be applied in a wide range of problem domains. In the following, we present the implementation options of the framework in a general view and introduce the options designed specifically for this case study. In different scenarios, these options allow users to choose the appropriate and familiar ones for the given problem.
Figure 3.4: The e-puck robot discovers its environment via eight infrared proximity sensors (IR 1-8). We assume the robot is unaware of the configuration of these sensors and has to infer it. Each sensor’s location is determined by the orientation ($\theta$) and displacement $d$ in the X-Y frame. The configuration is thus composed of 16 parameters to determine the configuration of 8 proximity sensors. The one to be inferred is as the one on a physical robot.

- Training data. The training data comes from the eight proximity sensors of an e-puck robot using the sensor configuration $q$ as defined in Figure 3.4. According to the Enki library, $q = (\theta, d)$ is given as:

$$
\begin{align*}
\theta &= (-0.31, -0.79, -1.57, -2.48, 2.48, 1.57, 0.79, 0.31) \text{ rad}, \\
\mathbf{d} &= (3.5, 3.5, 3.3, 3.4, 3.4, 3.3, 3.5, 3.5) \text{ cm}.
\end{align*}
$$

- Model presentation. The model is represented as the estimated sensor configuration $\hat{q}$:

$$
\hat{q} = \left(\hat{\theta}_1, \hat{\theta}_2, \ldots, \hat{\theta}_8, \hat{d}_1, \hat{d}_2, \ldots, \hat{d}_8\right),
$$

where $\hat{\theta}_i \in [-\pi, \pi]$ represents the inferred orientation of sensor $i$, and $\hat{d}_i \in (0, R]$ ($R$ is the robot’s radius) represents the inferred displacement of sensor $i$. Hence, there are 16 parameters to be estimated. The model data is obtained from an e-puck robot using configuration $\hat{q}$. We assume all parameters vary continuously so that the eight proximity sensors can be distributed
at arbitrary locations on the robot’s body. The remaining aspects of the robot are exactly the same as the ones used to obtain training data.

- **Discriminator presentation.** As discussed in Section 3.2.1, the discriminator is represented as an Elman neural network. In detail, the network has 5 hidden neurons and 8 inputs and 3 outputs. This gives a total of 88 parameters to be inferred. At each time step $t$, the normalised reading values from the robot’s proximity sensors ($s_1, s_2, \ldots, s_8$) are fed into the input layer. The network is then updated, and one of the outputs is used to label the input data. Moreover, the interaction comes from the other two outputs, which are used to determine the robot’s wheel velocities ($v_{\text{left}}$ and $v_{\text{right}}$) at time $t + 1$, where $v_{\text{left}}, v_{\text{right}} \in [-1, 1]$ represent the normalised ground contact velocities of the left and right wheel respectively (negative values correspond to the wheel rotating backwards). In each trial, the discriminator observes and controls the robot for 10 s. As the robot’s sensors and actuators are updated 10 times per second, this results in 100 time steps.

- **Optimisation algorithms.** We use a standard $(\mu + \lambda)$ evolution strategy with self-adaptive mutation strengths for both the model and discriminator populations. Compared with $(\mu, \lambda)$ evolution strategy, $(\mu + \lambda)$ evolution strategy has the advantage to pass good candidates in the current generation to the next generation, which shares a similar idea of “hall of frame” [17] to tackle the cycling challenges in the coevolutionary process. We set $\mu = \lambda = 50$. Thus, for each population, it consists of 100 candidate solutions. All candidates are initialised at zero. The implementation details of this algorithm are as described in [180].

- **Coupling mechanism between the model and discriminator optimiser.** Given the synchronisation of the two sub-optimisation processes of the model and discriminator populations, each of the 100 discriminator candidates is evaluated once for each of the 100 model candidates, and 100 times with the training agent as well. Each time when the candidate gains a reward, it receives one point. Hence, in Equation 2.8a, $d_j(x \mid x \sim p'_{\text{model}}) = 0$, if model data
samples are labelled as counterfeit; otherwise, $d_j(x \mid x \sim p_i^{\text{model}}) = 1$. Each model’s fitness value sits in $\{0, 1, \ldots, 100\}$. Meanwhile, in Equation 2.8b, $d_j(x \mid x \sim p_i^{\text{model}}), d_j(x_n \mid x_n \sim p_{\text{data}}) = 0$ if the discriminator mistakenly labels input data samples; otherwise, $d_j(x \mid x \sim p_i^{\text{model}}), d_j(x_n \mid x_n \sim p_{\text{data}}) = 1$. This gives each discriminator’s fitness value sits in $\{0, 1, \ldots, 200\}$. Given the total points received, a normalised fitness value is calculated for each candidate.

- *Termination criterion.* It is challenging to choose a suitable criterion to terminate the coevolutionary process as the performance of the model population and that of the discriminator population are correlated with each other. In this case study, we use a fixed time limit. The optimisation stopped after 1000 generations.

### 3.3.3 Simulation Setup

The robot operates in a bounded square environment with sides 50 cm as shown in Figure 3.5. The environment also contains 9 moveable objects. The object is simulated as a cylinder of diameter 3.7 cm, height 10 cm and mass 152 g with a ground friction coefficient of 0.58. Before each trial starts, the objects are arranged in a $3 \times 3$ grid. The distance between objects is just wide enough for the robot to pass through. The robot is placed randomly into the environment with a random orientation$^2$.

We have two simulations running in parallel: the *training simulation*, where an e-puck robot with the sensor configuration defined as the physical one operates in the environment and generates training (genuine) data samples; the *model simulation*, where the same robot but with the sensor configuration defined by a model candidate operates in the same environment and generates model (counterfeit) data samples. Each discriminator candidate is involved in both simulations. This procedure is illustrated in Algorithm 1.

$^2$As the robot does not know its sensor configuration or its relative location to the objects, this scenario can be considered as a *chicken-and-egg* problem.
Algorithm 1 Turing Learning

1: \textbf{procedure} INFERRING SENSOR CONFIGURATION
2: \hspace{1em} initialisation of $P_M$ model candidates and $P_D$ discriminator candidates
3: \hspace{1em} \textbf{while} termination criterion not met \textbf{do}
4: \hspace{2em} \textbf{for all} models $i \in \{1, \ldots, P_M\}$ \textbf{do}
5: \hspace{3em} obtain model parameters
6: \hspace{2em} \hspace{1em} \textbf{for all} discriminators $j \in \{1, \ldots, P_D\}$ \textbf{do}
7: \hspace{3em} \hspace{2em} observe \textit{Training Simulation}
8: \hspace{3em} \hspace{2em} reward discriminator $j$ for correct classifications
9: \hspace{3em} \hspace{1em} \textbf{end for}
10: \hspace{2em} \hspace{2em} observe \textit{Model Simulation}
11: \hspace{2em} \hspace{2em} reward model $i$ for misleading discriminator $j$
12: \hspace{2em} \hspace{2em} reward discriminator $j$ for correct classifications
13: \hspace{2em} \textbf{end for}
14: \hspace{1em} \textbf{end while}
15: \textbf{end procedure}

16: \textbf{procedure} \textbf{Training Simulation}
17: \hspace{1em} create e-puck robot with sensor configuration $q$
18: \hspace{1em} \textbf{for all} time steps \textbf{do}
19: \hspace{2em} obtain sensor reading values
20: \hspace{2em} obtain and store outputs of discriminator
21: \hspace{2em} execute corresponding actions
22: \hspace{1em} \textbf{end for}
23: \hspace{1em} reset simulation world
24: \textbf{end procedure}

25: \textbf{procedure} \textbf{Model Simulation}
26: \hspace{1em} create e-puck robot with sensor configuration $\hat{q}$
27: \hspace{1em} \textbf{for all} time steps \textbf{do}
28: \hspace{2em} obtain sensor reading values
29: \hspace{2em} obtain and store outputs of discriminator
30: \hspace{2em} execute corresponding actions
31: \hspace{1em} \textbf{end for}
32: \hspace{1em} reset simulation world
33: \textbf{end procedure}
Figure 3.5: The e-puck robot (green) operates in a bounded square environment with nine moveable objects (blue). At the beginning of each trial, the objects are placed in a grid, and the robot is placed at random into the environment.

3.3.4 Simulation Results

A set of 20 evolutions was conducted. Each evolution lasted for 1000 generations. In each generation, the candidate with the highest fitness among its population is considered the best candidate. Therefore, for each evolution, the best candidate in the last generation is chosen as the best solution found in that evolution. We present our results as follows:

Inference Analysis

Figure 3.6 shows the evolutionary dynamics of the model parameters. Both of the orientations and displacements of all eight proximity sensors are inferred well after 500 generations. Interestingly, the orientation parameters corresponding to the two sensors placed at the back of the robot’s body (i.e. $\theta_4$ and $\theta_5$) converged.

\[^3\]The choice of hyper-parameters, including the number of hidden neurons of the Elman network, the parameters regarding the ($\mu + \lambda$) evolution strategy, the number of generations and the simulation settings, was not studied in this case study. They were chosen from some preliminary experiments and by experience as well. Noises were implemented as the ones in the Enki simulator. Different noise levels were not studied in this case study.
to the true values not closely as others did. This could be due to how the sensors are distributed on the robot. Given the sensor configuration in Figure 3.4, most of the sensors are placed at the front half of the circular body. In order to achieve an accurate classification, the discriminator may control the robot in a certain motion and pay more attention to the reading values from the sensors in the front. At the same time, the model parameters that are relevant to these sensors achieved better accuracy than the parameters of other sensors.

**Coevolutionary Dynamics**

We also studied the coevolutionary process of the Turing Learning framework. The fitness dynamics of the model and discriminator reveals how these two populations are evolved influence each other, as shown in Figure 3.7. The fitness of the discriminator population begins at 0.5, as all candidates are initialised identically, and they treat the training agent and models equally. Meanwhile, the fitness of the model population starts from 1.0, as all discriminators classify the candidates as the training agent. After that, there is an obvious increase in the average fitness of discriminators accompanied by a sharp decrease of the average fitness of models, which means that all models performed poorly in the early evolution. However, when the models are improved, the average fitness of discriminators increases slowly and then starts decreasing. Although there is a minor drop in the average fitness of models, it keeps increasing until it reaches a steady state. After around 700\textsuperscript{th} generation, the fitness of discriminators and of models remain stable until the process is terminated, which means the two populations finally find a way to balance each other in the course of coevolution. During the whole process, the population of the model did not manage to beat the population of the discriminator in terms of fitness values.
Figure 3.6: Evolutionary dynamics of the inferred sensor configuration: (a) orientations; (b) displacements. Curves represent the average values across 20 evolutions of the models with the highest fitness in each generation. Black dashed lines represent the ground truth.
Figure 3.7: Fitness of the model and discriminator populations in Turing Learning framework. The evolution of the two populations remains balanced after around 700 generations. Curves represent the average values across 20 evolution runs.

Interaction Study

We refer to the above setup as the “Interactive” setup: the discriminator is able to control the movements of the robot while observing its sensor readings. To validate the advantage of the interactive approach, we implemented two passive setups where the discriminator observes the robot’s sensor readings in a passive way; that is, besides the classification output, the other two outputs are not used to determine the movements of the robot. Instead, the robot moves in a random trajectory where its wheel velocities are chosen uniformly randomly at the beginning and change with a probability of 0.1 at every time step. In other words, the robot is expected to move in a random pattern every 10 time steps. In “Passive 1” setup, the discriminator network also has 8 inputs to receive sensor readings \((s_1, s_2, \ldots, s_8)\) from the 8 proximity sensors on the robot. In “Passive 2” setup, the discriminator network has additional two inputs to observe the wheel velocities \(v_{\text{left}}\) and \(v_{\text{right}}\). The remaining aspects of the passive setups are implemented exactly as the “Interactive” setup. For each passive setup, a set of 20 evolutions were conducted. Figure 3.8 presents the distribution of the inferred model parameters with the highest fitness value in the 1000\(^{th}\) generation. The passive setups
failed on the inference of the orientation parameters, while the “Interactive” setup achieved that with good accuracy. The displacement parameters were inferred in all setups, but none of them managed to estimate these parameters accurately. One reason could be the noise applied to the sensors. As the dimension of the robot is relatively small to the sensing range of its proximity sensors, any small disturbance or noise could affect the detection accuracy in the distance, which will reflect on the shift of displacements.

**Behavioural Study**

In order to understand how the robot moves under the control of a discriminator, we present a typical example of the relationship between the sensor readings and the corresponding wheel velocities in Figure 3.9. Considering the differential wheeled robot kinematics in Section 3.2.2, the robot rotates in the clockwise direction at the beginning ($v_{left}$ is positive and $v_{right}$ is negative). It perceives the environment with its sensors ($s_7$, $s_6$, ..., $s_2$ are activated successively). The robot moves forward when sensor $s_1$ and $s_8$ detects one object ($v_{left}$ and $v_{right}$ turn positive while $s_1$ and $s_8$ are activated after around 20 time steps). The discriminator leads the robot to push the object and keep reading $s_1$ and $s_8$, which confirms these two sensors are facing forward. The process is repeated once the robot has no object in its front. Similar behaviour of the robot can be found with other discriminators. As most sensors are facing forward or sides, the robot could easily miss the object at its back, even though the discriminator is able to drive the robot backwards. This also explains why the parameters corresponding to sensor $s_4$ and $s_5$ were not inferred as well as other parameters.

To validate if the sensor-to-motor correlation is essential for the discrimination task, we recorded the trajectory of the robot (wheel velocities at each time step) controlled by each best discriminator of the 20 evolution runs. We conducted 50 trials with the robot using the genuine sensor configuration and another 50 trials with the robot using the best model configuration of the corresponding evolution. In these 2000 “closed-loop” experiments, the discriminator made correct
Figure 3.8: Distribution of model parameters in interactive and passive setups: (a) orientations; (b) displacements. In the “Interactive” setup, the discriminator drives the robot moving in the environment and observes its sensor readings. In passive setups, the discriminator observes sensor reading and/or movements while the robot moving in a random manner (for more details, see text). Each box indicates the models with the highest fitness in the last generation of 20 runs. Black dashed lines represent the ground truth.
Figure 3.9: Example of how one discriminator controlled the movements of the robot. The discriminator processes the robot’s sensor reading values ($s_1, s_2, \ldots, s_8$, shown at the top) and determines the velocities of the robot’s left and right wheel ($v_{left}$ and $v_{right}$, shown at the bottom). See text for more details.

judgements in 69.45% of the cases. We then repeated the 2000 trials, now ignoring the discriminator’s control outputs but rather using the movements recorded earlier. In these 2000 “open-loop” experiments, the discriminator made correct judgements in 58.60% of the cases. There is a significant drop, though it is still better than random guessing (50%).

3.4 Summary

This chapter presents the coevolutionary Turing Learning framework where the discriminator agent and the mode agent are represented as populations of multiple candidate solutions. We demonstrated this framework with a case study of a robot agent inferring its own sensor configuration via a process of self-discovery. To implement that, the discriminator is able to control the movements of the robot while observing its sensor reading values. By comparing the “Interactive” approach with the passive way, we have shown that allowing the discriminator to influence the data sampling process could improve the model accuracy. The inference task was not simple, as the robot started randomly in the environment
and had no knowledge about either its sensor configuration or the relative locations of obstacles. At the same time, the robot’s actuators and sensors were affected by noise. The discriminator thus needed to come up with an effective control sequence that drives the robot to stay close to an obstacle so that it could test the sensor configuration.

The case study has been done in simulation, but we believe it could serve as a template for modelling physical devices. If the training data comes from a physical system while the model data is simulated, there is a concern about the reality gap issue. Our framework has shown that its potential to reduce the gap and improve the accuracy of the simulator. In the future, we intend to implement this study on a physical e-puck robot, as well as build models of more complex systems.

A current limitation of this work is that the control process needs to be repeated for every classification the discriminator makes, which slows down the learning process of the algorithm. It could also be a problem for experiments with physical robots as it can lead to large energy consumption.
Chapter 4

Combining the Best of Active and Passive Learning

4.1 Introduction

A disadvantage of current Turing Learning algorithms is that they tend to rely on the availability of vast amounts of training data [2]. This is a particular problem for applications in robotics. For example, in [6], the training data comprised the recorded trajectories of individual robots of a swarm. In general, this is a costly process, as the energy expended and time spent increase, usually linearly, with the amount of training data to be collected. For certain problems, methods have been proposed to augment the training data [181] or incorporate regularisation, though the approaches tend to be sensitive to the choice of hyper-parameters [182].

In prior work, the discriminators of Turing Learning algorithms have been either all active [5, 7], or all passive [2, 4, 6, 183]. A passive discriminator would merely observe a data sample and make a judgement. An active discriminator would, while observing, control the conditions under which the data sample is produced. The discriminator would thus act like an interrogator, akin to the setup in the Turing test [172]. This may be considered a step towards optimal experimental design [184, 185]. In the context of a mobile robot inferring its sensors’ positions, it
was shown that *Turing Learning* with active discriminators outperformed *Turing Learning* with passive ones in terms of model accuracy [7]. However, the active learning approach is costly, as, for each judgement, a bespoke data sample has to be created.

In this chapter, we present a hybrid formulation of *Turing Learning*, in which the model population competes against two discriminator populations, one composed of active discriminators, the other composed of passive discriminators. We evaluate the system using a simulated scenario, where a fully autonomous robot, which has no knowledge of where it is located within its environment, infers a model for calibrating its laser-based distance sensor. It is shown that the hybrid formulation requires fewer data samples from the system under investigation than a purely active formulation. At the same time, it outperforms the purely passive formulation in model accuracy. Using the hybrid formulation of *Turing Learning* could enable robots to self-calibrate their sensors in situations where it is not possible or too costly to involve humans for manual calibration, for example, in highly confined or hazardous environments such as pipe networks, nuclear reactors, mines, deep sea or space.

This chapter is organised as follows. Section 4.2 describes the methodology, including the hybrid *Turing Learning* formulation (4.2.1) and the exclusiveness reward mechanism (4.2.2). Section 4.3 presents a case study to demonstrate the method, including an introduction of the simulation platform (Section 4.3.1). Section 4.3.2 lists the implementation options of hybrid formulation that are chosen for this scenario. The simulation results are presented in Section 4.3.3 including the analysis of the non-hybrid *Turing Learning* formulations, consideration of the practical cost, dynamics of the coevolutionary between three populations, the impact of the exclusiveness. Section 4.4 summarises the chapter.
4.2 Methodology

In this section, we will present a hybrid formulation of Turing Learning and a novel reward mechanism that takes into account the exclusiveness of the model’s and discriminator’s behaviour.

4.2.1 Hybrid Turing Learning Formulation

The Turing Learning formulation that is discussed here was proposed in [7] as a generalisation of a family of algorithms where models and discriminators are competitively optimised. The standard framework has been discussed in Section 3.2.1.

It includes three agents: A training agent $\mathcal{T}$, a model $\mathcal{M}$ and a discriminator $\mathcal{D}$. $\mathcal{D}$ is able to observe or interact with $\mathcal{T}$ and $\mathcal{M}$. In this chapter, we define the discriminator as a hybrid agent $\mathcal{D}$ which contains two types of discriminators, an interactive discriminator $\mathcal{D}_i$, which acts as an interrogator and thus may influence the sampling process, and a passive discriminator $\mathcal{D}_p$, which acts as a passive observer. Hence, $\mathcal{D} = (\mathcal{D}_i, \mathcal{D}_p)$. Note that although $\mathcal{D}_i$ and $\mathcal{D}_p$ are referred to as single agents here, they are in general populations of agents.

The hybrid formulation of Turing Learning is illustrated in Figure 4.1. It allows information to flow in multiple ways among the involved agents. Agent $\mathcal{D}_p$ obtains purely observational information, as it lacks the ability to influence, in real-time, the agent generating the data ($\mathcal{M}$ or $\mathcal{T}$). By contrast, agent $\mathcal{D}_i$ can influence, in real-time, the agent generating the data, making closed-loop control a possibility.

The hybrid formulation of Turing Learning requires a new coupling mechanism that determines how the rewards for the agents are to be obtained. As in the standard formulation of Turing Learning, the model and discriminator agents are competitively optimised, and individual discriminators receive rewards that reflect the quality of their judgements (e.g., the percentage of correct judgements). However, a particular model can now be tested against discriminators of both
Figure 4.1: Hybrid formulation of Turing Learning. A model $M$ can compete with two types of discriminators, an *interactive* discriminator, $D_i$, and a *passive* discriminator, $D_p$. The interactive discriminator can influence, in real-time, the agent (i.e., the model, $M$, or training agent, $T$) while observing it. The passive discriminator only observes the agent. The hybrid approach promises to combine the advantages of active learning (i.e., higher model accuracy) and passive learning (i.e., fewer data samples, as they can be reused for different discriminators).

This opens up many possibilities. For example, where the model is tested against both types of discriminators, a mechanism to combine individual rewards becomes necessary, such as a weighted sum reflecting the percentage of times the model misled discriminators of either type. Another approach would be to use a protocol that identifies the type of discriminator to be used in the evaluation.

For example, as the training progresses, model candidates could be exposed to discriminators of either type, though not necessarily simultaneously.

### 4.2.2 Exclusiveness Reward Mechanism

In previous studies on Turing Learning in [4] and the case study in the previous chapter, an agent is rewarded one point each time it wins a “game”. That is, a model receives a point for misleading a discriminator and zero otherwise. A discriminator receives a point for making a correct judgement (where the data is either genuine or not) and zero point otherwise. Each game is hence equally important. Such a pure subjective measurement could lead to the Red Queen Effect during the coevolutionary process. To avoid this, we borrowed the idea of the Elo rating system [186], invented by Arpad Elo, which is widely used to estimate the strength of players in chess. The points that a player could obtain depend on the relative difference between the opponents. For example, a low-rated
player could win more points by defeating a high-rated player than the other way around.

We propose a novel reward mechanism, which is not directly based on the opponents’ strength but takes into account the exclusiveness of the game’s outcome. To illustrate this, consider a setting with two populations: one of the models and one of the discriminators. If an agent loses in a game, its corresponding reward is 0 points. Otherwise, the corresponding reward points, \( r \in [0, 1] \), are

\[
r = \alpha + (1 - \alpha) \cdot \beta,
\]

where \( \alpha \in [0, 1] \) represents a reference reward, which the agent receives irrespective of the outcome of other games, and \( \beta \in [0, 1] \) represents an additional reward, based on how exclusive the outcome of the game is compared with all other games involving the same opponent.

For example, let us assume there are \( n \) models and \( k \) discriminators and that every model plays against every discriminator once. The results of these games are summarised in Table 4.1 where “0” and “1” indicate a discriminator agent that labels data samples of a model agent as counterfeit or genuine, respectively. For a particular discriminator \( d_i \), model \( m_i \) is the only one who misleads \( d_i \), consequently its exclusive points \( \beta_{m_i} = \frac{\text{number of failed models}}{n-1} = 1 \), resulting in the maximum reward of \( r = 1 \) points for that game. For \( d_j \), there are other models, such as \( m_j \), who also misleads \( d_j \), therefore \( \beta_{m_i} = \frac{\text{number of failed models}}{n-1} < 1 \), resulting in a lower reward of \( r < 1 \) points for that game. The rewards of discriminators follow the same calculation, though also taking into account the games against the training agents.

It is hoped that the refined mechanism for calculating rewards provides a more accurate reflection of an agent’s importance relative to the other agents within its own population, thereby boosting the optimisation process. This is highly related to the motivation of novelty search [152]. Both approaches aim to encourage the candidates that have outstanding performance in the current generation by giving them extra rewards, which leads to the increasing diversity of the current
Table 4.1: Illustration of the exclusive rewards mechanism. Each of \( n \) model candidates \((m_1, \ldots, m_n)\) plays one game against each of \( k \) discriminator candidates \((d_1, \ldots, d_k)\), with “0” indicating the discriminator won, and “1” indicating the model won. The reward of any agent winning a game is determined by how exclusive the outcome was compared to all games involving the same opponent. In the case presented here, \( m_i \) obtains a higher reward for winning against \( d_i \) than for winning against \( d_j \).

<table>
<thead>
<tr>
<th></th>
<th>( m_1 )</th>
<th>( \ldots )</th>
<th>( m_i )</th>
<th>( \ldots )</th>
<th>( m_j )</th>
<th>( \ldots )</th>
<th>( m_n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d_1 )</td>
<td>1</td>
<td>( \ldots )</td>
<td>0</td>
<td>( \ldots )</td>
<td>1</td>
<td>( \ldots )</td>
<td>1</td>
</tr>
<tr>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
</tr>
<tr>
<td>( d_i )</td>
<td>0</td>
<td>( \ldots )</td>
<td>1</td>
<td>( \ldots )</td>
<td>0</td>
<td>( \ldots )</td>
<td>0</td>
</tr>
<tr>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
</tr>
<tr>
<td>( d_j )</td>
<td>0</td>
<td>( \ldots )</td>
<td>1</td>
<td>( \ldots )</td>
<td>1</td>
<td>( \ldots )</td>
<td>0</td>
</tr>
<tr>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
</tr>
<tr>
<td>( d_k )</td>
<td>0</td>
<td>( \ldots )</td>
<td>0</td>
<td>( \ldots )</td>
<td>0</td>
<td>( \ldots )</td>
<td>1</td>
</tr>
</tbody>
</table>

population. The reference reward \( \alpha \) determines the extent to which exclusiveness is taken into account. The process used in [4–6] corresponds to the nonexclusive case with \( \alpha = 1 \).

4.3 Case Study

With the reality gap problem introduced in Section 3.3.1 as simulators are unable to capture all features of the real world, in many cases, a controller that gave rise to a certain behaviour on a simulated robot gives rise to a different behaviour when transferred onto a physical robot. The latter is a critical problem, especially in evolutionary robotics, where simulations play a significant role in speeding up the optimisation process [187]. Through a process of trial and error, a human could carefully tune a simulator to faithfully reproduce a system’s behaviour within certain constraints. However, in general, this process is costly and would have to be repeated manually every time the robot or environment had changed.

In the following, we present a case study to investigate how an autonomous mobile robot can use the hybrid formulation of Turing Learning to build an accurate model of a simple rangefinder sensor it is equipped with. The study is conducted
in simulation. Hence, the exact ground-truth parameters can be used to evaluate the final derived model parameters, enabling us to quantify the performance of the overall approach. As in Chapter 3, we distinguish between two types of simulations:

- **Training data** simulations obtain data directly from the system under investigation. They produce genuine data samples. If employing Turing Learning on a real robot, the training data would be collected from the sensor while the robot is moving. As this is costly, the fewer training data are needed, the better.

- **Model data** simulations obtain data using a candidate model. They produce counterfeit data samples. Even if employing Turing Learning on a real robot, this data could be produced using a computer simulation. Hence, model data are considered less costly to produce than training data.

For our purposes, we continue to use the Enki platform, for which it was possible to port simplistic behaviours from simulation to reality without modification. In the following sections, we will describe the robot platform used in this case study and present the implementation details of the hybrid Turing Learning formulation.

### 4.3.1 Robot Simulation Platform

The environment is a horizontal plane with a rectangular boundary of dimensions 50 cm and 20 cm. It contains a robot and two unmovable obstacles, as shown in Figure 4.2(a).

The obstacle is modelled as a cylinder of diameter 3.7 cm, height 10 cm. We consider the second version of the e-puck robot, e-puck2, as our robot. It shares the same model as e-puck in Enki. Recall that the robot has a cylindrical body of radius 3.7 cm, height 4.7 cm and weight 152 g and two wheels, which are arranged as a differential drive, at a distance of 5.1 cm from each other. The velocity of each wheel, $v_{\text{left}}$ and $v_{\text{right}}$, can be set within $[-12.8, 12.8]$ cm/s relative to the ground.
Figure 4.2: Case study involving a mobile robot that is tasked to infer a model of its distance sensor. (a) Simulation environment with the robot (green cylinder; arc indicates forward direction) and two static obstacles (blue cylinders). The robot starts from a random position and orientation and obtains sensor reading values while moving around. It is not aware of its position and has no access to the ground-truth distance corresponding to the sensor reading value. (b) Illustration of the robot, an e-puck2. The robot has two wheels and perceives the environment with a time-of-flight (ToF) distance sensor heading forwards.

As introduced in 3.2.2, random noise is applied every control cycle by multiplying each velocity value with a random number chosen uniformly in the range (0.95, 1.05). The control cycle is 0.1 s.

The real robot has a rangefinder, more specifically, a laser-based time-of-flight (ToF) distance sensor located on the edge of its cylindrical body, as illustrated in Figure 4.2(b). The sensor returns an estimate of the distance (in cm) to the
closest object in the robot’s front. The estimate is given as an integer value. In our simulation study, the sensor provides an integer value too, which is calculated as

$$d^* = \text{round}(k^* \cdot d \cdot \delta + b^*), \quad (4.2)$$

where \(d \in \mathbb{Z}\) is the true distance (in cm) from the sensor to the first object ahead of the robot, \(k^*\) and \(b^*\), respectively, are the slope and offset parameters of a linear function, and \(\delta\) is a multiplicative noise term, which is uniformly chosen from the range \((0.95, 1.05)\).

### 4.3.2 Hybrid Turing Learning Implementation

The Turing Learning implementation for this case study is as follows:

- **Training data.** To generate a data sample, the robot is placed at a uniformly random position and orientation within the environment. It is observed for a fixed duration, \(T\). Every control cycle, one sensor reading, \(d^*\), is obtained from (4.2) with the ground-truth slope and offset parameters, \(k^* = 1.167\) and \(b^* = -1.789\), respectively. Although a linear approximation is used, the distribution of the training data involves some nonlinearity, which is introduced by the noise and limited resolution of the simulated sensor, as shown in Figure 4.3. The movements that the robot performs depend on the type of discriminator (see Discriminator representation).

- **Model representation.** To generate a data sample, the robot is placed at a uniformly random position and orientation within the environment. It is observed for a fixed duration, \(T\). Every control cycle, one sensor reading, \(d^*\), is obtained from (4.2) with the model parameters for the slope and offset, \(\hat{k}\) and \(\hat{b}\), respectively, as well as \(\delta = 1\). Both parameters are initialised at zero and can freely evolve in \(\mathbb{R}\) during the optimisation (subject to the limited precision of computers). The movements that the robot performs depend on the type of discriminator (see Discriminator representation).
Figure 4.3: Training data distribution for ground-truth distances from 1 cm to 54 cm (the maximum point-to-point distance in the environment, ignoring obstacles). The dashed line represents the linear transformation of the ground-truth distance, ignoring the limited sensor resolution and noise. Note that Turing Learning has no access to the ground-truth data for the system under investigation.

- **Discriminator representation.** The hybrid discriminator consists of two types: the interactive one and the passive one. The structure of both is represented as an Elman neural network with one input, five hidden neurons and one classification output. Hidden and output neurons use the logistic function $\text{sig}(\cdot) = \frac{1}{1+e^{-\cdot}}$ as the activation function, which results in a number within $[0, 1]$. For classification outputs of 0.5 or higher, the data sample is categorised as “genuine”; otherwise, it is categorised as “counterfeit”.

The interactive discriminator has two additional outputs which determine the robot’s wheel velocities ($v_{\text{left}}$ and $v_{\text{right}}$). This is done by using the aforementioned logistic function, followed by linear scaling. Hence, the network of the passive discriminator has 41 parameters, whereas the network of the active discriminator has 53 parameters. All parameters are initialised at zero and can freely evolve in $\mathbb{R}$ during the optimisation (subject to the limited precision of computers).

For the passive discriminators, a data sample of duration $T = 5\, \text{s}$ is produced. During this time, the robot follows a pre-designed passive manner. For the
active discriminators, a data sample of duration $T = 5\, s$ is produced. The outputs of the discriminator are used to control the movements of the robot in real-time.

- **Optimisation algorithms.** A coevolutionary algorithm is used to solve the optimisation problem. The algorithm is comprised of three populations: one of the models, one of the interactive discriminators and one of the passive discriminators. Each population is evolved by the $(\mu + \lambda)$ evolution strategy with self-adaptive mutation strengths. We set $\mu = \lambda = 50$ leading to 100 candidates in each population ($P_M = P_D = 100$). These three populations are optimised independently except when fitness values are calculated. More details of the evolutionary algorithm can be found in [6, 180].

- **Coupling mechanism.** The model population is evaluated in every generation of the optimisation process. In the first $n_p$ generations, the models are evaluated against the passive discriminators. In the following $n_i$ generations, the models are evaluated against the interactive discriminators. The process is then repeated. By default, $n_p = n_i = 1$.

We first consider a generation where the passive discriminators are evaluated. To reduce the amount of training data, which in reality would be costly to obtain, only a single training data simulation is performed. The resulting data sample is used for every passive discriminator. Moreover, $\mu + \lambda = 100$ model data simulations are performed, that is, one per model. The resulting data samples are tested on every passive discriminator. The fitness of the passive discriminator is a weighted percentage of its correct judgements (equal weight is assigned to the sets of genuine and counterfeit data samples).

In generations where the active discriminators are evaluated, one training data simulation is performed per active discriminator, that is, $\mu + \lambda = 100$ training data simulations in total. Moreover, $\mu + \lambda = 100$ model data simulations are performed, that is, one per model. The resulting data samples are

---

1. We hypothesise that it is simpler to evolve passive discriminators than active ones. By starting the evaluation with the passive discriminators, the models are more likely to obtain meaningful rewards early on, which then guide their development.
tested on every active discriminator. The fitness of the active discriminator is a weighted percentage of its correct judgements (equal weight is assigned to the sets of genuine and counterfeit data samples).

The final reward values are adjusted using (4.1), as described in Section 3.2.1. By default, $\alpha = 1$. Thus, the exclusiveness reward is discarded. The above process can be illustrated in Algorithm 2.

**Algorithm 2** Hybrid Turing Learning

1: procedure `CALIBRATING DISTANCE SENSOR`
2: initialisation of $P_M$ candidate models and $P_D$ candidate discriminators
3: while termination criterion not met do
4: create e-puck2 robot with calibrated sensor
5: perform defined passive manner and record data samples for one trial
6: reset simulation world
7: repeat
8: for all models $i \in \{1, \ldots, P_M\}$ do
9: obtain model parameters
10: for all passive discriminators $j \in \{1, \ldots, P_D\}$ do
11: observe recorded *Training Simulation*
12: reward passive discriminator $j$ for correct classifications
13: observe *Model Simulation*
14: reward model $i$ for misleading passive discriminator $j$
15: reward passive discriminator $j$ for correct classifications
16: end for
17: end for
18: update populations based on corresponding rewards
19: until $n_p$ generations
20: repeat
21: for all models $i \in \{1, \ldots, P_M\}$ do
22: obtain model parameters
23: for all interactive discriminators $j \in \{1, \ldots, P_D\}$ do
24: observe *Training Simulation*
25: reward interactive discriminator $j$ for correct classifications
26: observe *Model Simulation*
27: reward model $i$ for misleading interactive discriminator $j$
28: reward interactive discriminator $j$ for correct classifications
29: end for
30: end for
31: update populations based on corresponding rewards
32: until $n_i$ generations
33: end while
34: end procedure
36: procedure Training Simulation  
37:    create e-puck2 robot with calibrated sensor  
38:    for all time steps do  
39:      obtain sensor reading values  
40:      obtain and store outputs of discriminator  
41:      if interaction is available then  
42:        execute corresponding actions  
43:      else  
44:        perform defined passive manner  
45:      end if  
46:    end for  
47:    reset simulation world  
48: end procedure  
49:  
50: procedure Model Simulation  
51:    create e-puck2 robot with uncalibrated sensor  
52:    for all time steps do  
53:      obtain calibrated sensor readings with model parameters  
54:      obtain and store outputs of discriminator  
55:      if interaction is available then  
56:        execute corresponding actions  
57:      else  
58:        perform defined passive manner  
59:      end if  
60:    end for  
61:    reset simulation world  
62: end procedure  

- **Termination criterion.** The optimisation process terminates after a fixed number of generations. We consider up to 50 generations, though the exact limit depends on the particular study.

4.3.3 Simulation Results

This section presents the simulation results of the case study.\footnote{Similar to the case study in Chapter 3, the choice of hyperparameters, including the number of hidden neurons of the Elman network, the parameters regarding the $(\mu + \lambda)$ evolution strategy and the simulation settings, was not studied in this case study. They were chosen from some preliminary experiments and by experience as well. Noises were implemented as the ones in the Enki simulator. Different noise levels were not studied in this case study.} Throughout this section, we use the Mann-Whitney test with a significance level of 0.05 and present the resulting $p$ values for each text.
Figure 4.4: Parameters ($\hat{k}$ and $\hat{b}$) that interactive formulations of Turing Learning inferred. Shown are the models of the highest subjective fitness of the final generation. Each run lasts $n$ generations. Each box comprises 100 runs. Black dashed lines indicate the ground truth.

Analysis of Interactive Formulation

Before evaluating the hybrid formulation, $D_i$&$D_p$, we characterise the performance of the two non-hybrid formulations. In the passive formulation, $D_p$, only passive discriminators are considered. In the interactive formulation, $D_i$, only interactive discriminators are considered.

For the active simulations, 100 Turing Learning runs were performed for $n = 10, 20, \ldots, 50$ generations. Figure 4.4 presents the results. Shown are the inferred parameters of the model with the highest subjective fitness in the final generation of each run. The interactive formulation achieves high performance on both parameters for $n = 30$. The slope parameter required only 20 generations to be inferred ($p = 0.442, 0.292, 0.427$, paired with $n = 30, 40, 50$ respectively). After that, increasing the number of generations didn’t bring significant improvement to the model accuracy, which means the interactive formulation is able to solve the inference task with a small training data set.

We also investigated how frequently the interaction is required during the simulation. We enabled the control of $D_i$ for every $\delta$ time steps. For each of
Figure 4.5: Parameters ($\hat{k}$ and $\hat{b}$) that interactive formulations of Turing Learning inferred when the interaction enabled every $\delta$ time steps of 50 steps in total. Shown are the models of the highest subjective fitness of the final generation. Each run lasts 30 generations. Each box comprises 100 runs. Black dashed lines indicate the ground truth.

$\delta = 1, 2, 3, 4, 5, 10, 20, 50, 100$ Turing Learning runs were performed. Each run lasted for $n = 30$ generations. When $\delta = 1$, the formulation is implemented exactly as the above; when $\delta = 50$, no interaction is implemented and the robot stands still through the whole simulation. Figure 4.5 illustrates the distribution of the inferred model parameters with the highest fitness in the final generation.

Interestingly, the inference was not affected much if the interaction is implemented less frequently, given that $p = 0.06, 0.02$ regarding $\hat{k}$ and $p = 0.08, 0.02$ regarding $\hat{b}$ in the paired tests between $\delta = 1$ and $\delta = 10, 20$ respectively.

We statistically analysed the control behaviour of the inferred discriminator with the highest fitness in the final generation. Table 4.2 presents the percentage of time when the robot was controlled to move “linearly” (i.e. move forward or backward with $v_{left} = v_{right}$) throughout 100 simulations for each $\delta$. The active discriminator adapts to the increase of $\delta$ and tends to control the robot moving in a straight line most of the time, which provides some guidance to design the behaviour in the passive formulation.

\footnote{Note that it is not 100% when $\delta = 50$. This is due to the control outputs of the active discriminator at the last time step, which was not implemented as the simulation terminated.}
Table 4.2: Percentage of time when the robot moved forward or backward in interactive formulation with the interaction implemented every $\delta$ time steps of 50 steps in total. Each number represents the statistical result across 100 simulation.

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>percentage(%)</td>
<td>43</td>
<td>43</td>
<td>53</td>
<td>55</td>
<td>52</td>
<td>66</td>
<td>65</td>
<td>98</td>
</tr>
</tbody>
</table>

To validate the advantage of interactive setup, we implemented three passive setups where the control outputs of the active discriminator are ignored. Instead, the robot follows determined movements. As shown in Table 4.2, when the interactive discriminator interacts with the robot less frequently, it acts more like a passive discriminator and prefers to control the robot moving linearly. Therefore, we considered two linear movements and a random movement of the robot in the passive setups. In “Passive 1” setup, the robot moves in a random trajectory where its wheel velocities are chosen uniformly randomly at the beginning and change with a probability of 0.1 at every time step. In other words, the robot is expected to move in a random pattern every 10 time steps. In “Passive 2” setup, the robot moves forward with a velocity of 10 cm/s. This corresponds to 1 cm per iteration, though due to noise on the actuation and potential collisions with objects, the distance covered is likely to vary between iterations. In “Passive 3” setup, the robot moves backwards with a velocity of 10 cm/s. For each setup, we performed 100 runs, and each run lasted 30 generations. Figure 4.6 shows the inferred model parameters in each setup. The interactive approach is essential to achieve a good inference on the slope parameter; “Passive 3” setup failed to infer both parameters. Surprisingly, by implementing passive manners, the inference of the offset was slightly improved, especially in “Passive 2” setup (given $p = 0.19$).

In order to understand sensor-to-motor correlation in the interactive setup, Figure 4.7 presents an example of the discriminator controlling the robot’s wheel velocities based on the corresponding sensor readings. Considering the differential wheeled robot kinematics in Section 3.2.2, the robot approximately rotated in the anti-clockwise direction when its sensor perceived the wall or an obstacle far away; otherwise, it relatively moved forward if the wall or an obstacle was close. Similar behaviours can also be found with other discriminators.
Figure 4.6: Parameters ($\hat{k}$ and $\hat{b}$) inferred with interactive and passive setups. Shown are the models of the highest subjective fitness of the final generation. In the “Interactive” setup, the active discriminator drives the robot moving in the environment and observes its sensor readings. In passive setups, the discriminator observes sensor reading while the robot moving in determined manners (for more details, see text). Each run lasts 30 generations. Each box comprises 100 runs. Black dashed lines indicate the ground truth.

Figure 4.7: Example of how one discriminator controlled the robot in the interactive setup. The discriminator processes the robot’s sensor reading values and determines the velocities of the robot’s left and right wheel ($v_{\text{left}}$ and $v_{\text{right}}$). See text for more details.
Analysis of Passive Formulation

Recall that the robot is expected to move in a straight line more often if the discriminator controls it less frequently. We design the robot's manner in passive formulation exactly as the one in the "Passive 2" setup above, that is, the robot moves forward with a velocity of 10 cm/s for 5 s, resulting in 1 cm per time step (ignoring obstacles and noise). Similarly, 100 Turing Learning runs were performed for $n = 10, 20, \ldots, 50$ generations. Figure 4.4 presents the results. Shown are the inferred parameters of the model with the highest fitness in the final generation of each evolution run. The passive formulation performed poorly regarding the slope parameter, in particular, when taking into account that it is applied as a factor rather than an addend. However, it achieved a fairly good level of performance regarding the offset parameter, even in 20-generation runs. Consider a model that uses a slope parameter of zero. As a result, all sensor reading values it produces match its offset parameter. It is then not too difficult for the model offset parameter to get further optimised. This makes it hard for a passive discriminator to detect that the data samples are not genuine. The robot could have simply moved against an obstacle for the duration of the trial, which would cause the ground-truth distance to be 0, making the sensor reading match the genuine offset parameter. This is where the disengagement could have occurred. Both the model population and discriminator population stopped being optimised as the evolution was suspended. One should note that increasing the number of generations didn’t improve the model accuracy. Instead, the inference of the offset parameters tended to be less accurate, which could indicate a possible overfitting problem of the passive formulation when the training data set increases.

Analysis of Practical Cost

The practical costs of employing each formulation on a real robot are also to be considered. They are likely dominated by the number of hours the robot is busy collecting the training data, whereas the costs of the model data simulations are negligible. For all three formulations of Turing Learning, including the hybrid
Figure 4.8: Parameters ($\hat{k}$ and $\hat{b}$) that passive formulations of Turing Learning inferred. Shown are the models of the highest subjective fitness of the final generation. Each run lasts $n$ generations. Each box comprises 100 runs. Black dashed lines indicate the ground truth.

Table 4.3: Hours of training data required by the interactive ($D_i$), hybrid ($D_i \& D_p$), and passive ($D_p$) formulations of Turing Learning. When inferring the sensor model for a real robot, this number is a good indication of the true costs. Note that in the present study, the training data is obtained from simulations, lasting 5 s for both the interactive and passive discriminators.

<table>
<thead>
<tr>
<th>setup</th>
<th>$D_i$</th>
<th>$D_i &amp; D_p$</th>
<th>$D_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>cost</td>
<td>13.89-n</td>
<td>6.95-n</td>
<td>0.0014-n</td>
</tr>
</tbody>
</table>

one, the practical costs of performing a single run of $n$ generations are shown in Table 4.3. As can be seen, the interactive formulation is by far the most costly formulation. By using the hybrid formulation, almost half of the costs can be saved. The costs of the passive setup are remarkably low.

Analysis of Hybrid Formulation

We now consider the situation that only a limited budget is available, preventing us from conducting more than 10 generations of the costly interactive formulation. We evaluate a hybrid formulation of 20 generations. In half of the generations, the passive discriminators are trained, whereas, in the other half, the interactive discriminators are trained. Figure 4.9 shows the results. We have also included the
Figure 4.9: Comparison between the hybrid formulation using 20 generations ($D_i$&$D_p$) and its two components in isolation: the interactive formulation using 10 generations ($D_i$) and the passive formulation using 10 generations ($D_p$). Each box represents the distribution of estimates $\hat{k}$ and $\hat{b}$ of the model with the highest fitness in the final generation and contains 100 runs.

results of performing only 10 generations of either non-hybrid formulation. This makes it possible to quantify what each part of the hybrid formation adds beyond and what the other part could achieve on its own. It can be seen that the non-hybrid formulations are unable to accurately infer both parameters. The hybrid formulation outperforms the interactive formulation with 10 generations regarding $\hat{k}$ ($p < .0001$) and $\hat{b}$ ($p = 0.0002$). It outperforms the passive formulation with 10 generations regarding $k$ ($p < 0.0001$). When compared with an interactive formulation using 50 generations [see Figure 4.4], the hybrid formulation achieves a similar performance regarding $\hat{k}$ ($p = 0.046$) and $\hat{b}$ ($p = 0.231$) while saving almost 80% of the cost.

In general, the passive discriminators help infer the offset parameter well, for the reasons discussed earlier. However, they do not help to infer the slope parameter. The performance stagnates as the number of generations increases, posing the risk of over-fitting. The interactive discriminator helps infer the slope parameter, as it can control the robot to not get stuck but rather observe a wide range of sensor readings. But it is too costly to be used exclusively. By using the
hybrid discriminator, the advantages of either type of discriminator are combined. The hybrid formulation gives additional degrees of freedom to adjust the learning strategy to the budget at hand.

**Coevolutionary Dynamics and the Impact of Exclusiveness**

Figure 4.10 shows the dynamics of fitness values of the three populations in the hybrid formulation of *Turing Learning*. The average fitness of the passive discriminators starts from 0.5, then increases slowly until the end of 20 generations. The fitness of the best candidate increases rapidly and reaches a high value (about 0.9) within 5 generations. This means that some candidates can easily distinguish the model data samples by observing the effect of $\hat{b}$ when operating the passive manner. The fitness value of the interactive discriminator shares a similar curve with the passive discriminator, except that best fitness has a lower value. This is due to the fact that without a direct insight into the effect of $b$, the classification task becomes more difficult. The fitness value of models shows that models are able to adapt to the improvement of two types of discriminators. After 5 generations, the curve has obvious fluctuations, and the fitness drops every generation when the interactive discriminators get involved. But in general, the fitness of models increases till the end of evolution. This phenomenon shows that when the models adapt to the passive discriminators and have a good estimation on $b$, the interactive discriminators can filtrate the model population by the effect of estimation of $k$. The models, in turn, are optimising themselves to improve their inference.

It is known that *Turing Learning* (and similar co-evolutionary) algorithms can suffer from unstable behaviour. For example, *generative adversarial networks* [2] can experience *model collapse* when the discriminator dominates the “game”, resulting in vanishing gradients for the generative models. Possible solutions are to weaken [189, 190] or regularise the discriminator [191]. In our case, the discriminators tend to have higher fitness than the models. This can lead to the situation that they dominate the competition.
In the following, we examine whether the performance of the hybrid Turing Learning formulation can be improved by introducing the novel reward mechanism that takes the exclusiveness of the games’ outcomes into account. We evaluate a setting with only 10 generations, 5 for each type of discriminator, where the novel reward mechanism is only applied to the reward calculation of the interactive discriminators. As can be seen in Figure 4.11, without exclusiveness taken into account, neither the slope parameter nor the offset parameter can be accurately inferred unless the number of generations is doubled. By applying 20% exclusiveness on $D_i$ ($\alpha_i = 0.8$) and 50% exclusiveness on $D_p$ ($\alpha_p = 0.5$), the slope parameter can be more accurately inferred ($p$-values 0.002) compared with the nonexclusive case. The exclusiveness mechanism enables the hybrid formulation to solve the inference task with reasonable good accuracy even with only $n = 10$ generations. Adding exclusiveness to the evaluation process increases the difficulty of corresponding candidates to obtaining rewards, especially where the diversity of solutions is limited. This leads to high selection pressure, promoting solutions that possess unique skills, helping them to defeat opponents in ways that may otherwise be overlooked.
Figure 4.11: Benefits of a reward mechanism that takes exclusiveness into account. If $\alpha = 1$, all games that are won are equally important. If $\alpha < 1$, games against opponents that are rarely defeated count more than other games. Based on $n$ generations, 100 simulation runs per box.

4.4 Summary

This chapter presented a hybrid formulation of Turing Learning that allows models and both interactive and passive discriminators to be optimised at the same time. To evaluate the hybrid formulation, we presented a case study where a simulated robot calibrates its own distance sensor without having access to ground-truth data. The hybrid formulation combines the advantages of either approach. It was shown to outperform the passive approach in terms of model accuracy while outperforming the interactive approach in terms of the amount of training data that is needed. Minimising the latter is critical when the tasks involve real robots that shall learn autonomously.

The setup is particularly challenging, as the robot does not know its position within the environment. In fact, it started from a purely random position and orientation. It could be already touching a wall or be far away from it. By learning a closed-loop controller, as a byproduct of the discrimination task, the hybrid formulation succeeded in identifying the parameters of the sensing model with good accuracy.
We also proposed a novel reward mechanism that takes into account how frequently the opponent was defeated by the competing solutions. The case study presented in this paper showed that using this mechanism for the reward calculation of interactive discriminators improved the model accuracy in situations where only limited training data was available.

The result demonstrates that the purely interactive formulation outperforms other approaches if the available budget is not constrained. The hybrid formulation maintains a good performance where the budget is of concern.

In the future, we intend to run the hybrid formulation of *Turing Learning* on a computer connected to a real e-puck2 robot to investigate whether the robot can infer its own sensing model without any intervention by humans.
Chapter 5

Inferring Swarm Behaviours from Their Effects

5.1 Introduction

In previous chapters, we implemented the Turing Learning framework in order to the sensor configuration and the sensor calibration model of a single robot agent. In both cases, the robot operated in an environment with obstacles. The inference was accomplished on the basis of the robot’s sensor readings only and didn’t require any knowledge about the environment, e.g. locations of obstacles, or any other information about the robot itself, e.g. the relative location between the robot and obstacles. Following a similar idea, in this chapter, we investigate how Turing Learning could benefit the inference of swarm behaviours when the observability is limited.

As introduced in Section 2.3, swarm behaviours are emergent behaviours of simple individuals following local behavioural rules [120]. In the field of swarm robotics, robots are used to mimic the swarm behaviours that are observed in nature, such as foraging of ant colonies, which, in turn, helps to provide a deeper understanding of such behaviours. Usually, behaviours of swarm robotic systems are generated by designing controllers for individual robots to capture the features that are found
in biological swarms. Considering the simplicity of the robot agent, the controller usually has a relatively simple structure and does not require centralised mechanisms. The memory-less controller proposed in [188] pushes the simplistic nature to the extreme. It is built with a sense-act architecture, implemented as a lookup table between the binary sensing and the corresponding motion. The Turing Learning algorithm has been demonstrated to infer such controllers for aggregation and object clustering in previous studies [4]. In both cases, the inference relies on the full observability of the robot agent (i.e. full knowledge of the robot’s velocities). However, when the observation is not fully available, the inferred controller is hard to capture the features of the desired behaviour.

In this chapter, we consider an extreme situation where the robots in a swarm are not available to observe at all. Instead, we investigate if the local behavioural rule can still be inferred by examining its effects on the surrounding environment. The motivation for this case study is mainly curiosity-driven, but it still has practical meanings. Considering the design problem in Section 2.3.3, the advantage of evolutionary swarm robotics is that it searches for the optimal solutions by evaluating the emergence of the desired global behaviour. For some swarm behaviours, their emergence reflects on the effects on the embedded environment. By observing these effects, the evolutionary process tends to find the optimal individual controllers from the global level.

Specifically, we focus on two swarm behaviours: object clustering and shepherding. In general, the clustering behaviour of robots results in objects being transferred into one cluster and, in shepherding, robots would herd the “sheep” towards a desired goal position. In both cases, Turing Learning is only allowed to observe the changes of objects or sheep but has no access to the robot or other information about the environment, including the goal of shepherding.

This chapter is organised as follows. Section 5.2 describes the methodology, including a formal definition of the problem (5.2.1), an introduction about the simulation platform (5.2.2), and implementation details of the Turing Learning algorithm (5.2.3). Section 5.3 presents two case studies to demonstrate our method.
Section 5.3.1 illustrates how the object clustering behaviour could be learned by Turing Learning through observing the trajectory of a single object, and Section 5.3.2 implements Turing Learning to infer shepherding behaviour through observing the trajectory of a single sheep. The inferred controllers in both cases are analysed in terms of emergent performance and scalability. At the same time, the performance is compared with that of the controller designed by the method introduced in the literature. In addition, Section 5.3.1 investigates how the training data affects the scalability of the clustering controller inferred through our method, and Section 5.3.2 shows the ability of the inferred shepherding controller to herd the sheep group tracking a dynamical goal. Section 5.4 summarises the chapter.

5.2 Methodology

In this section, we formally define the problem considered in this chapter and introduce the simulation platform used in this scenario, including the sensing and control capabilities of the robot agents. We then explain the implementation options of the Turing Learning algorithm for solving this problem. The general algorithm framework applied in this chapter is similar to the ones in previous chapters. We will highlight the differences and briefly describe what has been introduced before.

5.2.1 Problem Formulation

Different swarm behaviours in nature have been studied throughout the literature, which naturally inspired researchers to imitate these behaviours in swarm robotic systems. In most cases, the principles of such systems are designed through the decomposition of desired behaviours into local rules for individual robots, during which the understanding of nature is the fundamental factor. The Turing Learning algorithm has been applied to learn the behavioural rules of robotic agents for
performing aggregation and object clustering \(4\). In both cases, individual robots follow a simple reactive controller, which is inferred through the observation of their trajectory data.

In our formulation, we consider an environment where neither the human designer nor the learning algorithm has access to observe the desired behaviours at the global level or the local level. In other words, individual robots in a swarm are “invisible” all the time during the designing process\(1\). Instead, we apply the Turing Learning algorithm to find the local rules of individuals through observing the effects on the environment. This formulation has practical meaning. In some cases, the behaviour of individuals in a swarm can be complicated and difficult to observe directly, while the effects can be accessible to notice and monitor. We demonstrate this formulation in an unbounded simulation environment studying two swarm behaviours, object clustering and shepherding, which cause effects on the surroundings. When clustering objects, a swarm of robots would transfer the objects between different positions. On the other hand, when herding sheep (or sheep-like robots), a swarm of shepherd robots would cage the sheep in a group and march them towards the desired goal.

\subsection{Simulation Platform}

Similar to Chapter 3 and Chapter 4, we use the open-source Enki library and the built-in e-puck model as our simulation platform and implement some specific capabilities for the robot. Recall that in Enki, the e-puck robot is modelled as a cylinder of radius 3.7 cm, height 4.7 cm and weight 152 g, with an inter-wheel distance of 5.1 cm. Each wheel’s velocity, \(v_{\text{left}}\) and \(v_{\text{right}}\), can be set within \([-12.8, 12.8]\) cm/s relative to the ground. As introduced in Section 3.2.2, random noise is applied every control cycle by multiplying each velocity value with a random number chosen uniformly in the range \((0.95, 1.05)\). The control cycle is 0.1 s. The physics is updated 10 times per control cycle.

\footnote{As there is no direct knowledge about the behaviour under investigation, the scenario can be considered as a black-box system identification problem.}
5.2.2.1 Sensor

Each robot is equipped with a line-of-sight sensor $I$ at its front. The sensor is able to return the type of items it detects (e.g. other robots, objects, the empty space or the boundary of the environment) but does not provide any more information, for example, the distance to a perceived item or the number of items in front of it. In general, the possible sensor state can be represented as $I \in \{0, 1, \ldots, n-1\}$. Each state indicates one particular item. In our simulations, the sensor is simulated as a ray cast from the robot’s front and returns the type of the very first item it intersects, or nothing if there isn’t any. The sensor has an unlimited range.

5.2.2.2 Controller

The robot is embedded with a memoryless controller with an identical structure as the one introduced in [24, 188]. The controller uses a simple sense-act logic, i.e. at each time step $t$, each robot’s motion is solely determined by the current sensor state $I_t$. Given the discrete sensor state above, the controller can thus be considered as a mapping from each state to a pair of wheel velocities. We use $v_{l,I}, v_{r,I} \in [-1, 1]$ to represent the normalised angular velocities of the left and right wheel, respectively, corresponding to the sensor state $I$, where negative velocities indicate the wheel rotating backwards. Therefore, the controller can be represented as a $2n$-valued vector:

$$v = (v_{l,0}, v_{r,0}, v_{l,1}, v_{r,1}, \ldots, v_{l,n-1}, v_{r,n-1}), \quad v \in [-1, 1]^n. \quad (5.1)$$

5.2.3 Turing Learning Implementation

In Chapter 3, we have introduced that Turing Learning is a family of algorithms where models and discriminators are optimised in a competitive game setting. Recall that the framework can be applied to a wide range of problems by choosing different implementation options. In the following, we will present the options that are designed for the problem considered in this chapter.
• **Training data.** The training data comes from the observation of the environmental change caused by a swarm of robots, that is, change of the object’s absolute position in the study of object clustering or change of the sheep’s absolute position in the study of shepherding. Training data is obtained when robots operate a determined controller, which is referred to as the *training controller* and represented as the vector $\mathbf{v}$. The controller is designed through the method in the literature and can provably generate the desired behaviour on the global level (i.e. by the swarm) \cite{24,147}. On the other hand, the model data has the same form as the training data but is obtained while robots operate a *model controller*, which is defined by a candidate model.

• **Model presentation.** The model is considered as a substitution of the training controller vector $\mathbf{v}$ (given in Equation 5.1). We use $\mathbf{v}'$ to represent the model controller vector, which has the same form as $\mathbf{v}$:

$$\mathbf{v}' = (v'_{l,0}, v'_{r,0}, v'_{l,1}, v'_{r,1}, \ldots, v'_{l,n-1}, v'_{r,n-1}), \quad \mathbf{v}' \in [-1,1]^n. \quad (5.2)$$

Similarly, each pair of $(v'_{l,I}, v'_{r,I})$ represents the normalised angular velocities of the left and right wheel, respectively, with respect to the sensor state $I$. The inference task is thus to find a parameter setting so that robots embedded with controller $\mathbf{v}'$ are able to generate the desired behaviour. In other words, a total of $2n$ parameters are to be inferred. Note that $\mathbf{v}'$ is not necessarily required to be identical with $\mathbf{v}$, as it is possible that different local rules wound end with similar emergent behaviour on the global level. We will then illustrate and evaluate the behaviour with the learned model controller and compare the performance of the model controller to that of the training controller.

• **Discriminator presentation.** The discriminator is implemented as an Elman neural network with a similar structure as the passive one introduced in Chapter \cite{4}. In this scenario, the discriminator observes the environmental changes and determines whether the individual robots are operating the
training controller or a model controller. The network has 5 hidden neurons and one classification output. For each classification it makes, the network receives a data sample from either the training data or the model data. The remaining features are implemented exactly as in the previous chapter. We assume all parameters of the network can vary in \( \mathbb{R} \). For each trial, the observation lasts for a certain period of time (i.e. \( t \) seconds). Given that the robot’s control cycle is updated 10 times per second, this results in \( 10t \) time steps.

- **Optimisation algorithm.** In order to compare the performance of the controller learned with Turing Learning and that of the controller found in [24][147], we use the same optimisation method, Covariance Matrix Adaptation Evolution Strategy (CMA-ES) [192], for both the model and discriminator population. CMA-ES is a stochastic method to optimise real-valued vectors associated with self-adapted variance of each variable and all covariances between variables\(^2\). The same constraint as the one used in [24] is applied to the model optimiser by processing each parameter of the candidate solution obtained from CMA-ES with a sigmoid-based function (as shown in Equation 5.3) to ensure parameters in vector \( \mathbf{v}' \) vary in \([-1, 1]\).

\[
sig(x) = \frac{1 - e^{-x}}{1 + e^{-x}} \quad \forall x \in \mathbb{R} \tag{5.3}
\]

The discriminator optimiser is applied with the standard form of CMA-ES. Furthermore, there are three external parameters required for CMA-ES: the population size \( p \), the initial candidate vector \( \mathbf{m}^{(0)} \) and the initial step size \( \delta^{(0)} \). For both of the model and discriminator optimiser, we set \( \mathbf{m}^{(0)} \) to be a zero vector and \( \delta^{(0)} \) to 0.72. As shown in Monte Carlo simulations, these external parameters give an initial model population approximately uniformly distributed in \([-1, 1]^n\) with the above constraint [24]. The population size is given by the suggested setting in [192][193]:

\[
p \approx \lfloor 4 + 3 \ln d \rfloor, \tag{5.4}
\]

\(^2\)For more details about CMA-ES, we refer to [192][193].
where \( d \) is the number of variables in decision vector. For example, an \( n \)-state sensor leads to a model population size \( p_M \approx \lfloor 4 + 3 \ln 2n \rfloor \).

- **Coupling mechanism between the model and discriminator optimiser.** The coupling mechanism is implemented exactly as the one in the case studies of Chapter 3 and Chapter 4. Each discriminator candidate is evaluated once with each model candidate and \( p_M \) times with the training controller. It is rewarded one point for each time it correctly distinguishes between the training data and model data. Each model candidate is rewarded one point every time it misleads a discriminator candidate to judge its data as training data. Given the total points they gain, the normalised fitness values for each discriminator and model candidate are calculated by Equation 2.8b and Equation 2.8a separately.

- **Termination criterion.** Similar to previous studies, the optimisation process is terminated after a fixed number of generations.

### 5.3 Case Studies

In the following, we validate the method described above on learning two swarm behaviours: the object clustering and the shepherding, which are simulated as the studies in [24] and [147] respectively.

#### 5.3.1 Object Clustering

##### 5.3.1.1 Simulation Setup

Similar to the study in [24], we consider an unbounded environment with 2 robots and 5 objects. The object is simulated as a cylinder of radius 5 cm, height 10 cm.

---

3Similar to the case studies in Chapter 3 and Chapter 4, the choice of hyperparameters, including the number of hidden neurons of the Elman network, was not studied in this case study. They were chosen from some preliminary experiments and by experience as well. Noises were implemented as the ones in the Enki simulator. Different noise levels were not studied in this case study.
and weight 35 g, with a ground friction coefficient of 0.58. In this case, the robot’s sensor has 3 states (i.e. \( n = 3 \) in Equation 5.1 and 5.2, which gives the model population size \( p_M = 10 \)): \( I = 0 \) when it detects nothing, \( I = 1 \) when it detects an object and \( I = 2 \) when it detects another robot. The robots and objects are initialised uniformly in a virtual square of sides 111.8 cm. That gives the average area per object is 2500 cm\(^2\). In addition, each robot’s initial orientation is chosen uniformly randomly in \([−\pi, \pi]\).

Similar to previous studies in Chapter 3 and Chapter 4 we have two simulations running in parallel: the training simulation, where the training data samples are collected, and the model simulation, where the model data samples are collected. Both of these two simulations are conducted with the same setup as described above.

- **Training Simulation.** The individual robot operates the training controller \( v \), as shown in Figure 5.1. The controller was found through the method introduced in [24], where its performance was evaluated by measurement \( U(T) \):

\[
U(T) = \sum_{t=1}^{T} tu(t),
\]

(5.5)

where \( T \) is the total number of the time steps of the simulation and

\[
u(t) = \frac{1}{4r_O^2} \sum_{i=1}^{m} ||\bar{x}(t) - \bm{x}_i(t)||^2,
\]

(5.6)

where \( r_O \) and \( m \) are the radius and the number of the objects respectively, \( \bar{x}(t) \) is the centroid position of object group at time \( t \) and \( \bm{x}_i(t) \) is the position of the object \( i \) at time \( t \). Thus, \( u(t) \) takes account of how widely the objects are dispersed. \( U(T) \) benefits the solution that collects objects fast by introducing the time index \( t \). In other words, lower values of \( U(T) \) indicate better and faster solutions of the controller. We re-implemented the study

\[\text{4In order to replicate the previous study, } U(T) \text{ is adapted directly from [24] and is used to evaluate the performance of the controller learned with Turing Learning as well.}\]
Table 5.1: The training controller $\nu$ operated by individual robots during the training simulation process in the study of object clustering.

<table>
<thead>
<tr>
<th>$v_{l,0}$</th>
<th>$v_{l,1}$</th>
<th>$v_{l,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9832</td>
<td>-0.7797</td>
<td>0.7866</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$v_{r,0}$</th>
<th>$v_{r,1}$</th>
<th>$v_{r,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5591</td>
<td>0.7524</td>
<td>0.0501</td>
</tr>
</tbody>
</table>

in [24] and found the best controller as shown in Table 5.1. With such a controller, a swarm of robots performs the object clustering behaviour for 100 s (i.e. 1000 time steps), during which we randomly choose a single object and record its absolute position $(x(t), y(t))$ at each time step as training data samples. That gives 2 input neurons of the discriminator network, leading to a total of 46 parameters to be inferred. The discriminator population size is determined as $p_D = 20$. Figure 5.2 shows the snapshots of a training simulation lasting for 100 s. The cluster of objects emerged after 65 s.

• Model Simulation. Within the same simulation environment as in the training simulation, robots and objects are initialised with random configurations and individual robots operate the model controller $\nu'$ defined by a model candidate (shown in Figure 5.3). Same as the training simulation, model simulation lasts for 100 s, and the model data samples consist of the absolute positions of a single object which is randomly picked.

5We noticed that it is not possible to fully replicate the study in [24] due to the version of Enki library, the computing platform on which simulations are conducted and some other uncontrollable factors. We then re-implemented the study with the sources we have at hand. Although the controller we found is different from the one reported in [24], it is still able to achieve the desired behaviour with similar performance. We assume that such difference would not affect the learning outcome of Turing Learning as the robot’s motion is not considered in our formulation. To maintain the consistency of our study, we use the above controller to generate training data samples.

6We noticed that if the model simulation and the training simulation have the same initial configuration of objects and robots, the discriminator might simply compare the position of the object at each time step. To avoid the discriminator taking advantage of the difference between single data samples, the initial configuration is set differently for the model simulation and the training simulation.
Figure 5.1: (a) The snapshot presents the *training simulation* environment of the object clustering study, where 5 blue objects and 2 robots (shown as disks with arrows) are randomly placed. Green colour indicates that the robots are executing the training controller. (b) The schematic illustrates the robot’s training controller, which maps what the sensor detects in its front onto a pair of wheel velocities.
Figure 5.2: Emergent behaviour of object clustering with robots (green disks) operating the training controller. The absolute positions of a single object (blue disk) are recorded as training data samples and evaluated by the discriminator in Turing Learning.
Figure 5.3: (a) The snapshot presents the *model simulation* environment of the object clustering study, where 5 blue objects and 2 robots (shown as disks with arrows) are placed randomly. Red colour indicates that the robots are operating a model controller. (b) The schematic illustrates the robot’s controller, which maps what the sensor detects in its front onto a pair of wheel velocities.
5.3.1.2 Simulation Results

A set of 30 evolutions were conducted, and each evolution was run for 1000 generations. In each generation, \( p_M = 10 \) model candidates were evaluated in the model simulation with different initial configurations and generated 10 model data sets. Additionally, the training simulation was implemented 10 times with different initial configurations to generate 10 training data sets. Each of these data sets was unlabelled and then evaluated by each of the \( p_D = 20 \) discriminator candidates. At the end of each evaluation, fitness values were assigned according to Equation 2.8b and Equation 2.8a. The model candidate with the highest fitness value in the last generation was considered as the best controller found in that evolution, which gives 30 best controllers in total. We processed a post-evaluation process for each of these controllers, and each controller is reevaluated 100 times with different initial configurations. The controller with the lowest average value of \( U(T) \) was chosen as the best controller throughout the 30 evolutions, as given in Table 5.2. Figure 5.4(a) shows its evolutionary dynamics during the learning with Turing Learning. Parameters \( v_{l,0}', v_{r,1}' \) and \( v_{r,2}' \) were inferred parameters within 100 generations, followed by the rest converging after 600 generations. Note that the first three convergent values are close to the velocity limit, and then the others are searched in the middle. That means the algorithm came up with a strategy to fix one parameter of each pair \((v_{l,1}', v_{r,1}');\) and optimised the other one in later generations. To measure the quality of the controller, we compared its performance with the training controller \( v \) in terms of \( U(T) \) during the post-evaluation process. Figure 5.4(b) shows that there is no significant difference between these two (paired Wilcoxon signed-ranked test\(^7\) with \( p = 0.49 \)).

**Behavioural Analysis**

Considering the differential wheeled robot kinematics in Section 3.2.2, each sensor state \( I \) is mapped onto a circular movement of the robot: when \( I = 0 \) (nothing

\(^7\)The Wilcoxon signed-ranked test is used to compare data that is not assumed normally distributed. In this case study and the following case study, the test is used to compare the performance of different controllers.
Table 5.2: The best model controller $v'$ for object clustering learned through Turing Learning.

<table>
<thead>
<tr>
<th>$v_{l,0}$</th>
<th>$v_{l,1}$</th>
<th>$v_{l,2}$</th>
<th>$v_{r,0}$</th>
<th>$v_{r,1}$</th>
<th>$v_{r,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9873</td>
<td>-0.4130</td>
<td>-0.1857</td>
<td>0.5745</td>
<td>0.9984</td>
<td>-0.9995</td>
</tr>
</tbody>
</table>

Figure 5.4: (a) Evolutionary dynamics of the parameters of the best model controller learned through Turing Learning for object clustering. (b) Comparison, in terms of the performance in object clustering task, between the training controller $v$ found by the method in the previous study and the best model controller $v'$ learned through Turing Learning in our formulation. Each box contains 100 trails in simulation.
detected), the robot travels in a clockwise manner; when $I = 1$ (an object detected), the robot takes a sharp turning in anticlockwise; when $I = 2$ (another robot detected), the robot avoids the other robot by reversing in clockwise. A sequence of snapshots in a simulation trial with 50 objects and 5 robots shows the emergent behaviour with the best model controller in Figure 5.5. Initially, all robots are inside of the object group, but they eventually manage to move to the periphery after 30 s. After this, the robots move in a circular formation around objects and push them towards the centroid so that the periphery shrinks until all objects end within one cluster after 800 s.

The emergent behaviour described above is similar to the one generated by the training controller in Table 5.1 and the controller reported in [24]. We also found that this behaviour is robust and can be observed with different initial configurations. However, the robots could miss the objects that are placed very far from others at the beginning. We found that 91 out of 100 simulations ended up with one cluster of objects.

**Scalability Study**

We investigated the performance of the best controller found in our formulation relative to the number of robots. We considered an environment with 50 objects and conducted 100 simulations with $n = 2, 5, 10, 15, 20, 30, 40, 50$ robots. Each simulation lasted for 1000 s (i.e. 10000 time steps in total). For each number of robots, we implemented the training controller $v$ given in Table 5.1 and the best model controller $v'$ given in Table 5.2 separately, and recorded the trajectories of objects. Figure 5.6(a) shows the compactness of objects at the final time step, which is defined as the second moment of objects $u(t)$ in Equation 5.6 with $t = T$. The dotted line indicates the lowest value of compactness for 50 objects theoretically, as given in [194]. Controller $v'$ showed its benefits with a small number of robots (paired Wilcoxon signed-ranked test with $p < 0.001$ when $n = 5, 10$), but it failed to collect all objects in one cluster when $n \geq 15$. In contrast, controller $v$ has better scalability with a large number of robots. The measurement $U(T)$
Figure 5.5: Emergent behaviour of object clustering with the best model controller. The robots (red disks) travel to the periphery and move in a circular formation. They push the objects (blue disks) inwards when they have contacts. All objects end within one cluster.
given in Equation [5.5] revealed a similar phenomenon as shown in Figure [5.6(b)],
where the dotted line indicates the value of $U(T)$ if no robot moves throughout
the simulation (observed in Monte Carlo simulations [24]). Controller $v'$ achieved
its lowest value at $n = 10$ (paired Wilcoxon signed-ranked test with $p < 0.001$),
which means that it is able to accomplish the task faster with 10 robots. But its
performance degrades beyond this point. The performance of $v$ keeps improving
as the number of robots increases.

We observed that with controller $v'$, as the number of robots increases, it becomes
easier for robots to get stuck in the circular formation. This is due to the robot’s
vision being occluded by other robots for most of the time. The parameter setting
in Table 5.2 didn’t manage to deal with this situation. The reason why the solution
was not further optimised in our formulation could be the Turing Learning learned
from a small scale setup (5 objects and 2 robots) where the situation above is less
likely to occur. Without a well-defined metric to measure the behaviour globally
(e.g. for example, $U(T)$ used in [24]), the learning outcome is easily limited to the
training data that has been given. To alleviate the problem, we re-ran the learning
process but with a large scale setup of 50 objects and 50 robots and validated the
best model controller with different numbers of robots. Figure [5.7] shows that
the performance with a large number of robots has been dramatically improved
and a small number of robots could accomplish the task as well with the same controller.

5.3.2 Shepherding

5.3.2.1 Simulation Setup

Same as the study in [147], we consider an environment with 10 shepherds, 20
sheep and one goal. The shepherd and the sheep are both simulated as e-puck
robots. The shepherd robot is embedded with the sensor and controller described

---

8Its parameters are given as: $v' = (v'_{l,0}, v'_{r,0}, v'_{l,1}, v'_{r,1}, v'_{l,2}, v'_{r,2}) = (0.743818, 1.0, 0.301877, -0.995316, 0.524595, 0.982407)$.
Figure 5.6: Both in (a) and (b), simulations were evaluated with different numbers of robots, $n$, operating the training controller $\mathbf{v}$ found by the method in literature and the best model controller $\mathbf{v}'$ learned through Turing Learning in our formulation. Each box contains 100 simulations. (a) Compactness of 50 objects at the final time step. The dotted black line represents the theoretical lowest value. (b) The performance quality of clustering 50 objects. The dotted black line represents the situation when robots do not move.
Figure 5.7: Both in (a) and (b), simulations were evaluated with different numbers of robots, $n$, operating the training controller $\mathbf{v}$ found by the method in the previous study and the best model controller $\mathbf{v}'$ learned through Turing Learning from a large scale setup of 50 objects and 50 robots. Each box contains 100 simulations. (a) Compactness of 50 objects at the final time step. The dotted black line represents the theoretical lowest value. (b) The performance quality of clustering 50 objects. The dotted black line represents the situation when robots do not move.
In Section 5.2.2, the shepherd’s sensor has 4 states (i.e., \( n = 4 \) in Equations 5.1 and 5.2, which gives the model population size \( p_M = 20 \)): \( I = 0 \) when it detects nothing, \( I = 1 \) when it detects a sheep, \( I = 2 \) when it detects another shepherd and \( I = 3 \) when it detects the goal. According to [147, 195], the sheep robot’s behaviour is determined and designed as a magnitude-dependent motion. Each sheep moves off all shepherds and all sheep as well, but with a lesser extent. The repulsion force that drives the sheep robot can be formalised as:

\[
F_i = \sum_{k \in S \setminus \{i\}} \frac{c_k}{||x_i - x_k||^2} \hat{r}_{ki},
\]

where \( S \) is the set of all agents, \( x_i \) is the position vector of sheep \( i \), \( x_k \) is the position of agent \( k \) (either a shepherd or any other sheep), \( \hat{r}_{ki} \) is the unit vector from agent \( k \) to sheep \( i \), and \( c_k = 450 \), if agent \( k \) is a shepherd, or \( c_k = 100 \), if agent \( k \) is a sheep. The actual motion of each sheep is a combined result of the repulsion force and a default tendency to move forward, as shown in the following:

\[
\begin{pmatrix}
v_l \\
v_r
\end{pmatrix} = \begin{pmatrix}
K_1 & K_2 \\
K_1 & -K_2
\end{pmatrix}
\begin{pmatrix}
f_x \\
f_y
\end{pmatrix} + \begin{pmatrix}
u
\end{pmatrix},
\]

where \( f_x \) and \( f_y \) are the components that the repulsion force applies on the sheep’s local coordinate frame, \( K_1 = 2.0 \) and \( K_2 = 1.3 \) are the linear and angular gain. The default forward velocity \( u \) is 2.0 cm/s. The maximum velocity for a sheep is truncated at 6.4 cm/s.

Each sheep is assumed to be able to see all other sheep and shepherds but is not aware of the goal, which is modelled as a steady cylinder of radius 22.2 cm. The sheep and shepherds are initialised uniformly in a virtual circle of radius 200 cm and 400 cm away from the goal. Each sheep and shepherd are distributed with random orientations in \([-\pi, \pi]\). Additionally, we define a circular area of radius 100 cm centred with the goal as our goal region. Any sheep is considered to successfully reach the goal if it stays inside of the region.
Similarly, we have two simulations running in parallel: the training simulation and the model simulation, both with the same setup described above.

- **Training Simulation.** Individual shepherd operates the training controller $v$, as shown in Figure 5.8. The controller was optimised by the method used in [147], where the objective function is given as $F(T)$:

$$F(T) = \sum_{t=1}^{T} tf(t), \quad (5.9)$$

where $T$ is the total number of the time steps of the simulation and

$$f(t) = \frac{1}{4m^2 r_S^2} \sum_{i=1}^{m} ||\bar{x}(t) - x_i(t)||^2 ||\bar{x}(t) - g||^2, \quad (5.10)$$

where $r_S$ and $m$ are the number and radius of the sheep robot, $\bar{x}(t)$ is the centroid of sheep swarm at time $t$ and $x_i(t)$ is the position of object $i$ at time $t$. The position of the goal is represented as $g$, which is not relative to the time. Thus, $f(t)$ evaluates how disperse the sheep swarm is and how far to the goal. Minimising $F(T)$ will optimise the controller to accomplish the task as fast as possible. We re-implemented the study in [147] and obtained the best controller given in Table 5.3. In each simulation, shepherds execute the controller for 1500 s (i.e. 15000 time steps). At the same time, we let the discriminator randomly pick one sheep robot and monitors its absolute position $(x(t), y(t))$ changing throughout the simulation, which gives the exact same network structure as the one used in clustering study. The discriminator population size is $p_D = 20$ as well. Figure 5.9 shows the snapshots of a training simulation lasting for 1500 s. The shepherds tend to cage all sheep and then herd them towards the goal, which is similar to the

---

9 In order to replicate the previous study, $F(T)$ is adapted directly from [147] and is used to evaluate the performance of the controller learned with Turing Learning as well.

10 Similar to the object clustering study, the controller we found here is different to the one in [147]. We assume these differences would not affect the learning outcome of our formulation as the shepherd’s motion is not considered by Turing Learning. To maintain the consistency of our study, we use the above controller to generate training data samples.
Table 5.3: The training controller $\mathbf{v}$ operated during the training simulation of shepherding.

<table>
<thead>
<tr>
<th>$v_{l,0}$</th>
<th>$v_{l,1}$</th>
<th>$v_{l,2}$</th>
<th>$v_{l,3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.7895</td>
<td>0.9989</td>
<td>-0.0970</td>
<td>0.9779</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$v_{r,0}$</th>
<th>$v_{r,1}$</th>
<th>$v_{r,2}$</th>
<th>$v_{r,3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0000</td>
<td>-0.4205</td>
<td>0.0501</td>
<td>0.9998</td>
</tr>
</tbody>
</table>

behaviour presented in [147]. The sheep flock reaches the goal region after 400 s.

- **Model Simulation.** As shown in Figure 5.10, the shepherds and sheep are initialised randomly in the same simulation environment as in the training simulation and the model controller $\mathbf{v}'$ defined by a model candidate is operated by shepherds each time. The simulation lasts for 1500 s for each trial, during which the absolute positions of a randomly chosen sheep are collected as model data samples.

### 5.3.2.2 Simulation Results

A set of 30 evolutions were performed, and each evolution lasted for 80 generations. For each generation, 20 model data sets were generated from the model simulation with shepherds running each of the $p_M = 20$ model candidates. In addition, 20 training data sets were collected from 20 trials of the training simulation. Each of these data sets was provided for each of the $p_D = 20$ discriminator candidates to determine which label the data belongs to, after which fitness values were calculated based on Equation 2.8b and Equation 2.8a. At the end of each evolution, the best controller was selected as the model candidate with the highest fitness value. Then, each of the 30 best candidates was re-evaluated 100 times with different initial configurations, among which the average value of $F(T)$ in Equation 5.9 was computed. Finally, the one with the lowest $F(T)$ was considered as the best controller throughout 30 evolutions. Its parameters are given in Table 5.4 and the evolutionary dynamics of each parameter are shown in Figure 5.11(a). Unlike

\[\text{Similar to the object clustering study, the model simulation is initialised differently with the training simulation.}\]
Figure 5.8: (a) A snapshot presents the *training simulation* environment of the shepherding study, where 20 sheep robots (orange disks) and 10 shepherd robots are randomly placed in a circular area of radius of 200 cm. The goal (blue disk) is located 400 cm away with a region of radius 100 cm (dotted blue circle). Green colour indicates that the shepherds are executing the training controller. (b) A schematic illustrates the shepherd’s training controller, which maps what the sensor detects in its front onto a pair of wheel velocities.
Figure 5.9: Emergent behaviour of shepherds (green disks) herding sheep (orange disks) towards the goal (blue disk) with the training controller. The absolute positions of the sheep are recorded as training data samples and evaluated by the discriminator in Turing Learning.
Figure 5.10: (a) A snapshot presents the model simulation environment of the shepherding study, where there are 20 sheep robots (orange disks), 10 shepherd robots and a steady goal (blue disk). They are initialised with the same rules as in the training simulation. Red colour indicates that the shepherds are executing the model controller. (b) A schematic illustrates the shepherd’s model controller, which maps what the sensor detects in its front onto a pair of wheel velocities.
Table 5.4: The best model controller $v'$ of shepherding learned through Turing Learning.

<table>
<thead>
<tr>
<th>$v'_{l,0}$</th>
<th>$v'_{l,1}$</th>
<th>$v'_{l,2}$</th>
<th>$v'_{l,3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9998</td>
<td>-0.9370</td>
<td>0.0909</td>
<td>-0.9615</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$v'_{r,0}$</th>
<th>$v'_{r,1}$</th>
<th>$v'_{r,2}$</th>
<th>$v'_{r,3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8551</td>
<td>0.9377</td>
<td>0.6495</td>
<td>0.9779</td>
</tr>
</tbody>
</table>

The object clustering study, the model came up with a strategy to learn the pair of wheel velocities with respect to each sensor state one by one. The $(v'_{l,0}, v'_{r,0})$ was firstly inferred after 10 generations, followed by $(v'_{l,1}, v'_{r,1})$ after 30 generations and $(v'_{l,3}, v'_{r,3})$ after 40 generations. All of these 3 pairs of parameters converged close to the maximums. $(v'_{l,2}, v'_{r,2})$ drifted in the middle. Figure 5.11(b) compares the quality of the best model controller $v'$ with the training controller $v$ in terms of $F(T)$ during the post-evaluation process. As can be seen, $v$ achieved lower values, which means that it is able to accomplish the shepherding task faster than $v'$. This is due to the different emergent behaviours generated by these two controllers.

**Behavioural Analysis**

Considering the differential wheeled robot kinematics in Section 3.2.2, each sensor state $I$ is mapped onto a circular motion of the shepherds: when $I = 0$ (nothing detected), the shepherd behaves in a clockwise manner; when $I = 1$ (a sheep detected), the shepherd rotates in anticlockwise; when $I = 2$ (another shepherd detected), the shepherd reverses in clockwise to avoid the other shepherd; when $I = 3$ (the goal detected), the shepherd takes a similar move as $I = 1$ and rotates in anticlockwise. A sequence of snapshots of a simulation trial with 100 sheep and 40 shepherds shows the emergent behaviour with the best model controller in Figure 5.12. Initially, most shepherds are inside of the sheep flock, but they eventually manage to move to the periphery after 100 s. After this, the shepherds move to form a circular formation which includes all of the sheep and the goal inside, then force the sheep to move towards the centroid so that the periphery shrinks and all sheep stay in one cluster with the goal (after 600 s). Interestingly, if there are shepherds that are not required to keep all sheep together, they would
Figure 5.11: (a) Evolutionary dynamics of the parameters of the best model controller learned through Turing Learning for shepherding task. (b) The performance quality of the training controller $\mathbf{v}$ found by the method in the previous study and the best model controller $\mathbf{v}'$ learned through Turing Learning in our formulation. Each box contains 100 trails in simulation.
wander outside of the group. We also found that this behaviour is robust and can be observed with different initial configurations.

The emergent behaviour described above is significantly different to the one generated by the training controller in Table 5.3. At the beginning of the simulation, the shepherds prefer not to cage the sheep. Instead, they treat the goal as another “sheep” that does not move and orbit around them. This also explains why controller $v'$ has higher values of $F(T)$ than $v$. We also noticed that with such a feature, the controller could potentially deal with the situation where the goal’s position is dynamically changing. To illustrate that, we tested both the training controller and the best model controller in an environment of twenty sheep, ten shepherds and one goal that moves relatively slowly in a circular. Figure 5.13 and Figure 5.14 present snapshots of the simulation with controller $v$ and $v'$ respectively. As can be seen, the caging behaviour is not very efficient to track the dynamical goal. However, by circling the goal and sheep all the time, controller $v'$ is able to herd the sheep flock with respect to the changing of the goal’s position.

The reason for this different behaviour could be that the Turing Learning formulation has no knowledge about the objective function $F(T)$. By observing the trajectory of a single sheep robot, the discriminator figures out that the sheep tends to move towards the goal in general. However, it could not infer how the sheep flock behaves due to the lack of global information. To validate that, We decomposed the objective function and extracted two key opponents: one measures the average distance from the individual sheep to their centroid; the other measures the distance from the centroid to the goal. We re-implemented the learning process of our formulation but fed the discriminator network with this global information. Unsurprisingly, a set of 30 evolutions ended with two different controllers. One controller (among 20 out of 30 evolutions) generates a similar behaviour as shown above, and the other one from the rest of evolutions performs similarly to the training controller found with the objective function $F(T)^{12}$

\[ v' = (v_{l,0}', v_{r,0}', v_{l,1}', v_{r,1}', v_{l,2}', v_{r,2}', v_{l,3}', v_{r,3}') = (0.935648, 0.755371, -0.990944, 0.997309, 0.067796, -0.623122, 0.534335, 0.830297). \]
Figure 5.12: Emergent behaviour of shepherding with the best model controller. The shepherds (red disks) travel to the periphery and move in a circular formation that encompasses the goal (blue disk). They herd the sheep (orange disks) moving inwards so that all sheep successfully reach the goal.
Figure 5.13: Emergent behaviour of shepherding with the training controller and a dynamical goal (blue disk). The shepherds (green disks) prefer to cage the sheep (orange disks) but only reach the goal if it is close to them.
Figure 5.14: Emergent behaviour of shepherding with the best model controller found in our formulation and a dynamical goal (blue disk). The shepherds (green disks) manage to herd the sheep flock (orange disks) following the goal.
Scalability Study

We examined the performance of the best model controller found in our formulation relative to the number of shepherds \((n_{sd} \in 5, 10, 15, 20, 30, 40)\) and sheep \((n_{sp} \in 10, 20, 30, 40, 50, 60, 70, 80, 90, 100)\). For each combination of \(n_{sd}\) and \(n_{sp}\), we performed 100 simulations with the training controller \(v\) given in Table 5.3 and the model controller \(v'\) given in Table 5.4 separately. Each simulation lasted for 1500 s (i.e. 15000 time step in total). To measure the performance, we used the success rate, which is exactly the same as the one defined in [147] and calculated the percentage of sheep inside of the goal region at the end of the simulation. Results are shown in Figure 5.15. The performance of controller \(v\) degrades as the number of shepherds is scaled up to 20, which is due to the same reason reported in [147]. As the density of robots increases in the environment, the shepherd’s vision could be easily occluded by others. The performance of controller \(v'\) scales up well to a large number of shepherds. With enough shepherds, it can always accomplish the task with almost all sheep reside within the goal region. This is very similar to the extended controller in [147], which has two additional sensor states to ensure the goal is constantly detected by the shepherd.

5.4 Summary

This chapter has presented the simulation results of the Turing Learning algorithm inferring swarm behaviours indirectly from their effects. In the case study of object clustering, our method successfully found a controller for robots to collect all objects in one cluster. The algorithm requires minimal information. The inference has been done by only observing the trajectory of a single object. The emergent behaviour is visually close to that of the reference swarm system, but the controller has different parameter settings. The scalability analysis showed that, with such a controller, a small number of robots is enough to cluster a relatively large number of objects. However, the controller is not well scaled up to a large number of robots. By providing the training data from a large scale simulation, the
Figure 5.15: Success rates of shepherding (averaged over 100 trials in simulation) for different numbers of sheep and shepherds. (a) The training controller found by the method reported in the previous study (b) The best model controller learned through Turing Learning in our formulation.

Scalability could be dramatically improved. The process of obtaining training data samples could be inefficient, especially when considering coevolutionary robotics, given a large number of robots evolved in the simulation. The learning process could be tailored according to the availability of sources. In the case study of shepherding, our method successfully found a controller for shepherd robots to herd all sheep towards the goal position. Again, minimal information is required. The inference has been done by monitoring the trajectory of a single sheep robot only.
From a behavioural analysis, the result controller generated a different emergent behaviour, where the shepherd robot considered the goal as another “sheep” and forced all sheep to move together, that is, close to the goal. This is due to the lack of global information on the sheep flock. Such controller has shown better scalability with respect to different numbers of shepherds and sheep compared with the pre-designed one. With enough shepherds, it is able to accomplish the task with a relatively large number of sheep. An additional study showed that the learned controller has the potential to be implemented in a situation with a dynamical goal position. In this chapter, our method has no knowledge about the robot agent which operates the pre-designed controller. Thus, it is not necessary to compare the parameter values. The learned controller has been evaluated with manually designed metrics, and its emergent behaviour has been visually examined.
Chapter 6

Conclusion

6.1 Summary

This thesis presented the advances and applications of the coevolutionary Turing Learning algorithm in which the population of model candidates and the population of discriminator candidates are optimised simultaneously in a competitive game setting through coevolutionary approaches. Advances are regarding the techniques that can improve the convergence of coevolution towards better model accuracy and methods that can achieve a low computational cost without a decrease in model accuracy. Applications are regarding the inference of a robotic agent’s characteristics and the inference of the behavioural controllers for swarm behaviours. We summarise our findings as follows.

- We extended the discriminator in Turing Learning with the ability to influence the sampling process through genuine interactions with the model and the system under investigation and showed that the interactive approach leads to a better model accuracy compared with the passive approach where the model and the system are passively observed by the discriminator. We demonstrated the approach with two case studies: one for a robotic agent inferring its sensor configuration and the other for a robotic agent calibrating
its distance sensor. The later case study leads to the self-modelling/self-discovery process of intelligent robots. In both case studies, the interactive discriminator can freely control the robot’s movements while observing the robot’s sensor readings in a simulated environment with obstacles. In the case study of inferring the configuration, the discriminator came up with a control strategy to examine the robot’s sensor configuration by tracking obstacles it perceives from any direction. We validated that the sensor-to-motor correlation is essential for the discrimination task, which means a fixed sequence of interactions would not be sufficient. In the case study of calibration, we investigated the effect of the frequency of the discriminator’s interaction and found that the less frequent the interaction is, the more often the linear movements (i.e. moving backwards or forward) occur. The inference tasks in these two case studies are not simple, as the robot starts from a random location and has no access to the global information (i.e. relative position and distance to obstacles), and randomness of its motion and sensing are introduced by noise.

- We presented a hybrid formulation of Turing Learning where the discriminator is a combination of the interactive one and the passive one. We demonstrated this hybrid formulation in the calibration case study. We validated that the hybrid discriminator can retain the advantage of the interactive discriminator and achieve an almost 50% reduction of the training cost by reusing recorded data for the passive discriminator. We also demonstrated a novel reward mechanism along with the hybrid formulation in the calibration study. The mechanism evaluates a candidate’s exclusiveness with respect to other candidates in the population and promotes the candidate that performs well against rarely defeated opponents. Meanwhile, designers can adjust the amount of exclusiveness to be evaluated for the desired performance. Results showed that with a certain amount of exclusiveness, the coevolution process of Turing Learning could be enhanced, at the same time, without a decrease in model accuracy.
We proposed a novel approach to infer the local behavioural controllers operated by individuals in a swarm of robots indirectly from the effects on the environment. We presented two case studies: inference of object clustering behaviour and shepherding behaviour. Instead of observing the movements of individual robots as implemented in previous studies in [4], the discriminator of *Turing Learning* observes the positions of a randomly picked object to be clustered, or the positions of a randomly picked sheep in the flock. We compared the performance of the controller inferred with our approach to that of the controller learned in previous studies in [24] and [147]. Results showed that the indirect observation is sufficient to infer the behavioural controllers for swarm behaviours with good quality or even better performance in the scalability. This indirect approach requires a small amount of data and encourages diverse solutions. In particular, the inferred clustering controller can successfully cluster a large number of objects with a relatively small number of robots, and the inferred shepherding controller can effectively herd the sheep flock towards a dynamical goal.

### 6.2 Future Work

Encouraged by the promising finding of this thesis, some future work could focus on:

- **Design protocols.** The coevolutionary framework *Turing Learning* is not easy to implement as there are many hyperparameters to be determined, for example, the number of the population size, the number of generations and settings regarding the simulation. In this thesis, these are chosen from preliminary experiments and by experience as well. However, how different parameters affect the learning outcomes needs a systematic study. Moreover, an appropriate topology of the discriminator network is required to understand the possible data patterns. Otherwise, the model is not able to evolve towards the desired one. We continuously use the Elman recurrent network,
which has shown good performance in the case studies presented in previous works and this thesis. However, how different network structures affect learning outcomes is not well studied. Thus, a proper protocol to design the framework would be helpful to implement Turing Learning in future studies.

**Physical demonstrations.** The case studies presented in this thesis were conducted in simulation. There are two types of simulations running in parallel: the training simulation and the model simulation. In a physical scenario, the model simulation could run on a PC or on the physical robot’s onboard processor, and the training simulation would be replaced by the data sampling process in a real-world environment. This leads to the self-learning capability of a physical robot. Challenges to conducting physical experiments include: (1) the synchronisation between the physical robot and the software running on PC; (2) tracking of the physical robot to generate input samples for the discriminator. Meanwhile, it is interesting to investigate whether a joint model could be inferred by a combined discrimination task. For example, the inference of the sensor configuration and the sensor calibration could be conducted simultaneously. We list two possible ways to achieve the joint inference: (1) running two sub-Turing Learning algorithms in parallel, which requires a suitable synchronisation mechanism; (2) inferring a joint model that is expressive enough to cover both inference tasks.

**Complex representations.** As described above, one option is to evolve complex models in Turing Learning. In this thesis, models were represented as vectors of real-valued parameters, which is not sufficient to describe complex systems, such as biological systems. One might notice that there is a large difference in terms of the magnitudes of model parameters and discriminator parameters. It is not clear whether this difference is essential for a good performance of the current framework. Preliminary experiments have shown that evolving neural networks as the model with Turing Learning is difficult. It is promising to improve the current framework so that complex models can be inferred. Another option is the complexity of the inference task in general. Some future work could focus on the inference of real-world
data, including behaviour data, such as trajectory data of the fish school, and non-behavioural data, such as realistic images, through Turing Learning, especially the coevolutionary framework of Turing Learning.

- **Interactive approach to inferring swarm behaviours indirectly.** This future work is mostly curiosity-driven. The interactive approach presented in Chapter 3 and Chapter 4 could potentially be adapted to the case studies in Chapter 5. One option could be implementing the interactive discriminator as a manipulator, which can manipulate the objects or the sheep during the learning process.
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