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Abstract

The redox state of cells is fundamental in regulating many essential cellular functions. In cancer cells, redox behaviour is critical in understanding the progression of the disease and developing potential therapies. Redox sensing in live cells with nanoparticles (NPs) is an attractive prospect, particularly with quantum dots (QDs), due to their inherent stable photoluminescence and versatility in surface functionalisation. Typically, NPs are delivered into live cells through endocytic pathways and remain trapped in vesicles, limiting their ability to probe the cellular environment. Hence, high-throughput non-endocytic delivery of NPs into live cells is highly desirable for intracellular redox sensing.

In this study, non-endocytic uptake of QDs using hydrodynamic cell deformation via a cross-slot microfluidic device has been demonstrated. This shear-induced hydrodynamic stretching of the cells leads to transient membrane disruption, that allows endosome-free delivery of QDs into the cytoplasm. The method is vector-free, inexpensive, high-throughput and reproducible. Confocal fluorescence microscopy showed that increased hydrodynamic deformation leads to an increase in QD delivery. Scanning transmission electron microscopy confirmed that QDs were freely dispersed in the cytoplasm, free from endosomes. Quinone ligand-modified QDs showed reversible quenching depending on its oxidation-reduction state, which was suitable for redox sensing in live cells. The redox-sensitive QDs were introduced into the cells through cell deformation using the cross-slot microfluidic device in breast cancer and non-malignant cells. These redox-sensitive QDs in breast cancer cells having estrogen receptors (MCF7 and T47D) showed higher photoluminescence compared to the cancer cells without these receptors (MDA-MB-231) and the non-malignant cells (MCF10A). Hence, the QD-based redox-probes were capable of sensing the reducing environment in live cells. From the ultrafast fluorescence frequency multiplexer division microscopy, it was observed that there is an outflow of intracellular materials on cell deformation, suggesting that the transport of materials is bi-directional across the membrane pores.

With the potential biological applications, the photoluminescent quantum yield of CdSe quantum rods was enhanced significantly by epitaxial ZnS shell growth and chloride ion treatments. An effort was made to transfer the CdSe/ZnS core/shell quantum rods into the aqueous phase by amphiphilic polymer treatment.
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### List of Abbreviations and symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A )</td>
<td>Corrected cell area</td>
</tr>
<tr>
<td>AAPH</td>
<td>2,2'-Azobis(2-amidinopropane) dihydrochloride</td>
</tr>
<tr>
<td>ADC</td>
<td>Adenocarcinoma</td>
</tr>
<tr>
<td>( A_c )</td>
<td>Cross-sectional area of the microfluidic channel</td>
</tr>
<tr>
<td>( A_s )</td>
<td>Surface area of the cell</td>
</tr>
<tr>
<td>AC</td>
<td>Alternating current</td>
</tr>
<tr>
<td>AOD</td>
<td>Acousto-optic deflector</td>
</tr>
<tr>
<td>AOFS</td>
<td>Acousto-optic frequency shifter</td>
</tr>
<tr>
<td>AM</td>
<td>Acetoxymethyl</td>
</tr>
<tr>
<td>ATP</td>
<td>Adenosine triphosphate</td>
</tr>
<tr>
<td>AuNP</td>
<td>Gold nanoparticle</td>
</tr>
<tr>
<td>( A^m )</td>
<td>Measured cell area</td>
</tr>
<tr>
<td>( A_p )</td>
<td>Cell cross-sectional area</td>
</tr>
<tr>
<td>BF</td>
<td>Bright field</td>
</tr>
<tr>
<td>CCD</td>
<td>Charge coupled device</td>
</tr>
<tr>
<td>( C_D )</td>
<td>Drag coefficient</td>
</tr>
<tr>
<td>CV</td>
<td>Cyclic voltammogram</td>
</tr>
<tr>
<td>D</td>
<td>Diffusion coefficient of QDs</td>
</tr>
<tr>
<td>DC</td>
<td>Direct current</td>
</tr>
<tr>
<td>( D_H )</td>
<td>Hydraulic diameter</td>
</tr>
<tr>
<td>DI</td>
<td>Deformation Index</td>
</tr>
<tr>
<td>DLS</td>
<td>Dynamic light scattering</td>
</tr>
<tr>
<td>DMEM</td>
<td>Dulbecco’s modified eagles medium</td>
</tr>
<tr>
<td>DMSO</td>
<td>Dimethyl sulfoxide</td>
</tr>
<tr>
<td>DMEM/F-12</td>
<td>Dulbecco’s modified eagle medium/nutrient mixture F-12</td>
</tr>
<tr>
<td>DNA</td>
<td>Deoxyribonucleic acid</td>
</tr>
<tr>
<td>DPBS</td>
<td>Dulbecco’s Phosphate Buffer Saline</td>
</tr>
<tr>
<td>( d )</td>
<td>Minimum resolvable distance by optical microscope</td>
</tr>
<tr>
<td>( E )</td>
<td>Elastic modulus of linear spring</td>
</tr>
<tr>
<td>( E^o )</td>
<td>Reduction potential</td>
</tr>
</tbody>
</table>
EDX  Energy dispersive x-ray
EGF  Epidermal Growth Factor
$E_{pc}$  Cathodic peak
$E_{pa}$  Anodic peak
ER  Estrogen receptor
ESCRT  Endosomal sorting complex required for transport
$E_n$  Particle energy
$E_g$  Band gap energy of the bulk material
FAD  Flavin adenine dinucleotide
$F_c$  Compressive force
$F_S$  Shear force
$F_T$  Total force
FBS  Foetal Bovine Serum
FDM  Frequency-division multiplexing
FEG  Field emission gun
FEGTEM  Field emission gun transmission electron microscopy
FITC  Fluorescein isothiocyanate
FL  Fluorescence
FOV  Field of View
FRET  Förster resonance energy transfer
FWHM  Full-width-half-maxima
$G$  Total QD uptake
GSH/GSSG  Glutathione reduced/oxidised
H  Cell height
$h$  Plank’s constant
$h'$  Height of microfluidic channel
HAADF  High Angle Annular Dark Field
HBS  Half beam splitter
HEK  Human epidermal keratinocytes
HER2  Human epithelial receptor 2
HRTEM  High resolution transmission electron microscopy
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i$</td>
<td>Imaginary number</td>
</tr>
<tr>
<td>ICP-MS</td>
<td>Inductively coupled plasma mass spectrometry</td>
</tr>
<tr>
<td>IDC</td>
<td>Invasive ductal carcinoma</td>
</tr>
<tr>
<td>IPA</td>
<td>Isopropanol</td>
</tr>
<tr>
<td>$J$</td>
<td>QD diffusion rate</td>
</tr>
<tr>
<td>LD$_{50}$</td>
<td>Lethal dose, 50%</td>
</tr>
<tr>
<td>LUMO</td>
<td>Lowest unoccupied molecular orbital</td>
</tr>
<tr>
<td>MC</td>
<td>Methyl Cellulose</td>
</tr>
<tr>
<td>$m_c$</td>
<td>Mass of charge carrier</td>
</tr>
<tr>
<td>mRNA</td>
<td>messenger ribonucleic acid</td>
</tr>
<tr>
<td>MTT</td>
<td>3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide</td>
</tr>
<tr>
<td>NAD$^+$/NADH</td>
<td>Nicotinamide adenine dinucleotide oxidised/reduced</td>
</tr>
<tr>
<td>NADP$^+$/NADPH</td>
<td>Nicotinamide adenine dinucleotide phosphate oxidised/reduced</td>
</tr>
<tr>
<td>NIR</td>
<td>Near Infrared</td>
</tr>
<tr>
<td>NP</td>
<td>Nanoparticle</td>
</tr>
<tr>
<td>OD</td>
<td>Optical density</td>
</tr>
<tr>
<td>ORR</td>
<td>Optical redox ratio</td>
</tr>
<tr>
<td>$P_m$</td>
<td>Membrane permeability</td>
</tr>
<tr>
<td>$p$</td>
<td>Fluid pressure</td>
</tr>
<tr>
<td>$P_r$</td>
<td>Perimeter of the microfluidic channel cross-section</td>
</tr>
<tr>
<td>PB</td>
<td>Phosphate buffer</td>
</tr>
<tr>
<td>PDMS</td>
<td>Polydimethyl Siloxane</td>
</tr>
<tr>
<td>PEG</td>
<td>Polyethylene Glycol</td>
</tr>
<tr>
<td>PMAL</td>
<td>Poly(maleic anhydride-alt-1-tetradene), 3-(dimethylamino)-1-propylamine derivative</td>
</tr>
<tr>
<td>PL</td>
<td>Photoluminescent</td>
</tr>
<tr>
<td>PLQY</td>
<td>Photoluminescent quantum yield</td>
</tr>
<tr>
<td>PR</td>
<td>Progesterone receptor</td>
</tr>
<tr>
<td>$P_o$</td>
<td>Membrane permeability at deformation</td>
</tr>
<tr>
<td>$Q$</td>
<td>Flow rate</td>
</tr>
<tr>
<td>QAM</td>
<td>Quadrature amplitude modulation</td>
</tr>
<tr>
<td>QD</td>
<td>Quantum dot</td>
</tr>
</tbody>
</table>
QnNS  Ubiquinone
QR    Quantum rod
Q2NS  Ubiquinone-modified ligand
R     Radius of the QD
RA-QD Redox active-quantum dot
RNA   Ribonucleic acid
ROS   Reactive oxygen species
RPMI 1640 Roswell Park Memorial Institute (RPMI) 1640 (cell culture medium)
Re    Reynolds number
Rc    Channel Reynolds number
Rp    Particle Reynolds number
r     Distance from the centre of the QD
rp    Radius of the particle
rd    Donor-acceptor distance
SAED  Selected area electron diffraction
SD    Standard deviation
SDC   Spatial dual-comb
SE    Standard error
SERS  Surface enhanced Raman spectroscopy
SHE   Standard hydrogen electrode
SNR   Signal-to-noise
STEM  Scanning transmission electron microscope
TCSPC Time-correlated single photon counting
TDPA  Tetradecylphosphonic acid
TEM   Transmission electron microscopy
TGA   Thioglycolic acid
TOPO  Trioctylphosphine oxide
TOP   Trioctylphosphine
Trx   Thioredoxin
U     Velocity of the fluid
UV    Ultra-violet
V     Potential energy of the electron
Vis  Visible
\( v_{\text{max}}^s \)  Amplitude scan velocity
W  Cell width
w  Width of microfluidic channel
\( \text{Zn(DDTC)}_2 \)  Zinc diethyldithiocarbamate
\( \psi \)  Particle wave function
\( \Delta E \)  Emission energy of the QD
\( \mu_m \)  Reduced mass
\( m_e^* \)  Effective mass of the excited electron
\( m_h^* \)  Effective mass of the excited hole
\( \mu \)  Viscosity
\( \dot{\gamma} \)  Strain rate
\( \sigma(t) \)  Applied stress
\( \sigma_0 \)  Maximum stress
\( \varepsilon(t) \)  Strain
\( \eta \)  Viscosity of dashpot
\( \lambda \)  Wavelength
\( n \)  Refractive index
\( \theta' \)  Half convergence angle of the focus of lens
\( \theta \)  Initial phase shift in the velocity waveform
\( \rho \)  Fluid density
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Figure 1-1. a) Size dependent band structure of QDs in comparison to bulk material and b) a typical emission spectrum of QDs (Image taken from [7]).

Figure 1-2. Schematic for the possible charge recombination and trapping in QDs. VB and CB represent the valence and the conduction bands, respectively.

Figure 1-3. Schematic for the band alignment in core/shell QDs with a) Type-I b) Type-II and c) quasi-Type-II behaviour. VB and CB represent valence and conduction bands, respectively. The position of electrons (e) and holes (h) in the band structures of the QDs have been shown.

Figure 1-4. Illustration of a cell with the enlargement of the cell membrane showing the phospholipid bilayer.

Figure 1-5. Schematic for the mechanism of phagocytosis.

Figure 1-6. Schematic for the mechanism of clathrin-mediated endocytosis.

Figure 1-7. Schematic for the mechanism of caveolae-mediated endocytosis.

Figure 1-8. Schematic for the mechanism of macropinocytosis.

Figure 1-9. Delivery of nanoparticles by direct penetration of the cell membrane. Intracellular delivery via a) microinjection and b) penetrating nanowires.

Figure 1-10. Intracellular nanoparticle delivery by membrane permeabilisation. a) Membrane disruption by electroporation for cells in suspension with the NPs. b) Delivery of cargo-nanoparticles by membrane disruption assisted by surface-adsorbed nanoparticle irradiated with laser. c) Bubble cavitation by ultrasound for membrane disruption and nanoparticle delivery. d) Steps involved in bilayer dissolution and poration for nanoparticle delivery by the action of surfactants.

Figure 1-11. Microfluidic constrictions for cell squeezing for non-endocytic delivery of QDs. a) Schematics of the constriction and the cell deformation b) Schematic of the QD uptake hypothesis via cell membrane poration c) Confocal images of the cells deformed with QDs at various z-height. Reprinted with permission from Lee et al. [163]. Copyright (2012), American Chemical Society.

Figure 1-12. Intracellular delivery via droplet squeezing mechanoporation. A) Schematic of the microfluidic device for droplet squeezing. B) Illustration and high-speed microscope images of (1) Cell encapsulation, (2) droplet squeezing through constriction and (3) uptake and cell restoration. C) Encapsulated cells in monodispersed droplets. D) Schematics showing the stages of intracellular delivery through droplet squeezing. E) Comparative images (bright field and fluorescence) of K562 cells with 3-5 kDa FITC-dextran delivered via endocytosis and droplet squeezing. Reprinted with permission from Joo et al. [166]. Copyright (2021), American Chemical Society.

Figure 1-13. Methods for membrane disruption through shear-mediated microfluidics. a) Cell deformation with flow through wide constriction. Reprinted with permission from Stewart et al.
Figure 1-14. Schematics of a) laminar and b) turbulent flow of fluid.

Figure 1-15. Schematics showing the deformation of cell in the cross-slot microfluidic device. a) Stages of cell deformation with 1 showing the approach of the cell from the inlet to the stagnation point. Stage 2 is the hydrodynamic cell deformation process at the stagnation point by the action of compressive ($F_c$) and shear ($F_s$) forces. The cell recovers its shape in stage 3 post-deformation in the outlet channel. b) Parameter of the deformed cell measured from the high-speed videos for analysis.

Figure 1-16. Characterisation of fluid flow in inertial and shear regimes. a) Reynolds number with flow rate of the fluid through the cross-slot device at viscosities of $\mu = 1$ and 33 cP plotted from equation 1.9. The dotted line represents $Re = 40$ which demarcates the boundary between shear and inertial-regimes. Plots of compressive ($F_c$) and shear ($F_s$) forces with flow rate of the fluid through the cross-slot device determined from equations 1.15 and 1.17 for viscosities of the fluid at b) $\mu = 1$ cP and c) 33 cP. The dotted line in figure c) represents $Re = 1$. Figures reprinted from Armistead et al. 2019 [181].

Figure 1-17. a) The velocity profile for the cross-slot microfluidic device at the flow rate of 5 $\mu$l/min using COMSOL, where position 0 is the stagnation point. b) COMSOL generated velocity magnitude across the extensional flow region of the cross-slot microfluidic device. c) Strain profile of N=50 HL60 cells at fluid viscosity $\mu = 33$ cP and flow rate of 5 $\mu$l/min. The red line represents the sine-oscillating Kelvin-Voigt model fit. Figures reprinted from Armistead et al. 2019 [181].

Figure 1-18. a) Schematics of healthy and cancer cells showing the difference in the glucose metabolism. b) The simplified glycolysis process showing the conversion of glucose into two pyruvate molecules with the generation of 2 ATP and 2 NADH.

Figure 1-19. CdTe/CdS core/shell quantum dots with the quinone Q2NS ligands in the (a) oxidised state showing the capture of electron via hot trap state by the quinone quenching the QD emission and (b) reduced states where the electron trapping mechanism is absent where the QD emission is restored.

Figure 2-1. CdTe/CdS core/shell QDs stabilised with thioglycolic acid.

Figure 2-2. Schematic of the experimental apparatus arrangements for the synthesis of CdTe/CdS QDs with a) the setup for the injection of the $H_2Te$ gas into the Cd precursor and b) for the growth of QDs under reflux.
Figure 2-3. The schematic of the Q2NS compound with electron-accepting quinone group conjugated.

Figure 2-4. Schematic of the fluorescence spectrometer (Figure adapted from the FLS 480, Edinburgh Instruments manual). Excitation was performed with a halogen light source with the beam passed through two monochromators. The emission beam passed through two monochromators to reach the photomultiplier detectors.

Figure 2-5. Schematic of the integrating sphere. The excitation beam was incident on the sample with a reflecting mirror. The light emitted from the sample and the non-absorbed incident light reflected arbitrarily in the sphere which finally emerged from the emission port to the detector. (Figure adapted from the FLS 980 Series reference guide, Edinburgh Instruments manual).

Figure 2-6. Simplified schematics of a) TEM and b) the electron-matter interactions occurring from the incident electron beam on the sample.

Figure 2-7. Schematic of the steps involved in the fabrication of the silicon master wafer of the microfluidic devices. The steps shown are a) the PDMS moulding from the master silicon wafer, b) removal of the PDMS mould from the master wafer, c) hole punching of the inlets and outlets of the device, d) the oxygen plasma treatment of the PDMS mould and the glass substrate and e) the completed device after the binding of the PDMS mould and the glass substrate.

Figure 2-8. Schematics showing the steps involved in the fabrication of the PDMS microfluidic devices.

Figure 2-9. a) The cross-slot microfluidic device with the arrows showing the direction of flow. b) on-chip filter placed after the inlet for trapping large objects preventing the blocking of the device c) extensional-flow junction where the cells deform.

Figure 2-10. Immobilisation of RA-QDs the gold electrode. RA-QDs have a mixed population of TGA and Q2NS ligands and are electrostatically immobilised on the electrode which has a monolayer of self-assembled 6-mercaptopentanol and 6-amino-1-hexanethiol mixture.

Figure 2-11. The FDM confocal fluorescence microscope. (a) Simplified schematic of the microscope. (b) Spatial dual-comb (SDC) beam generator. (c) The two frequency combs having the optical frequency domain and the radio frequency domain of the SDC beam. (d) The QAM-SDC beam generator. (e) The in-phase and the quadrature components of the QAM-SDC beam which illuminates the sample, where the inset shows the equally spaced frequency comb lines. Reprinted with permission from [251] © The Optical Society.

Figure 2-12. Simplified schematic representation of the operation of the confocal microscope. Light from the focal plane (green) passes through the pinhole to the detector whereas light from the other planes (pink) are blocked off.

Figure 2-13. Schematic showing the outflow of calcein from the cells through the membrane pores on deformation by the cross-slot microfluidic device.

Figure 2-14. Schematic showing the two regions of interest for fluorescence quantification of cells with 1µM calcein post deformation at 100 µl/min flow rate using the FDM microscope.
Figure 2-15. Schematic of the Au-PEG-FITC NPs.

Figure 2-16. Schematic for the experimental apparatus setup for the synthesis of QRs showing the injection of Se-precursor into the hot Cd-TDPA complex.

Figure 2-17. Schematic of the experimental setup for the CdCl$_2$ treatment of QRs showing the initial deoxygenation of the QRs at 100$^\circ$C and the subsequent injection of CdCl$_2$ solution at 60$^\circ$C.

Figure 2-18. Schematic of the steps showing the conversion of hydrophobic QRs in chloroform into hydrophilic QRs in water by the treatment with amphiphilic polymer PMAL.

Figure 3-1. Monitoring the growth of the CdTe/CdS QD with TGA capping with the duration of growth under reflux. a) QDs with the duration of growth ranging from 30 min to 31 h showing PL emission from green to red b) the comparative position of PL emission and the first absorbance peaks with growth duration c) PLQY and d) FWHM of the emission peak. e) QD size as a function of growth duration as determined from the first absorbance maxima using the method described by Yu et al [2].

Figure 3-2. Typical optical behaviour of the CdTe/CdS core/shell QDs stabilised with TGA. a) Absorbance and PL emission spectra and (b) PL decay curve with the red line as the biexponential fit ($R^2$>0.99).

Figure 3-3. Typical TEM images of the CdTe/CdS QDs with inset showing the particle size distribution along with fitted normal curve.

Figure 3-4. The viability of MCF7 cells as a function of CdTe/CdS QD concentration. The cells were incubated with QDs for 18 h and viability was measured using MTT assay in 96-well plates ($n = 3$ with 5 wells for each sample). The data is expressed with S.E. and the dose-response fitting curve is used ($R^2$ =0.99).

Figure 3-5. High-speed camera Images stages of the MCF7 cells passing through the extensional-flow junction of the cross-slot microfluidic device at 100 µl/min flow rate. (a) The cell enters the FOV from one of the inlets and b-d) maintains a bullet shape. e) The cell deforms by the action of the moving fluid at the stagnation point and f-h) and exits through one of the outlets.

Figure 3-6. Deformation of the MCF7 cells in a cross-slot microfluidic device in the shear regime ($\mu \sim 33$ cP). a) DI as a function of Q with data expressed as mean ± SE averaged for $N = 3$ repeats with ~200 cell events for each data point. b) percentage change in the surface area of the cell with respect to the measured DI assuming no volume loss and the cell shape can be approximated to an ellipsoid in the deformed state Linear fit is represented with a red line ($R^2$ >0.99). The dashed lines represent the 2 % change in cell volume with corresponding DI ~1.4.

Figure 3-7. The viability of MCF7 cells deformed through the cross-slot microfluidic device with and without 100 nM QDs. The viability was measured using MTT assay in 96-well plates ($n = 3$ with 5 wells for each sample). The data is expressed with SE.

Figure 3-8. Typical confocal images of MCF7 cells used for QD uptake analysis. a) Cells incubated and b) Deformed at $Q = 100$ µl/min with 100 nM QDs. FL = fluorescence, BF = bright field channels and merged channels using ImageJ. c) A typical BF confocal image of MCF7 cells with
the corresponding d) circular trace fits using the MATLAB script for the measurement of the total fluorescence intensity from each cell.

Figure 3-9. a) Mean total fluorescence emission from the cells at different flow rates. The dotted line represents a log$_{10}$-dose-response guide curve ($R^2 > 0.98$). b) The intracellular delivery efficiency of QDs with flow rate according to the method described by Lee et. al [163]. Data is expressed as mean ± SE with $N = 3$ repeats having >4000 cells each in total.

Figure 3-10. Density scatter plots of the Total fluorescence emission intensity from the cells using confocal images, deformed through the cross-slot microfluidic device with 100 nM QDs. a) Cells with no deformation ($Q = 0 \mu l/min$, incubated control) with linear fitting represented by the black line ($R^2 > 0.91$). b-h) Cells deformed at different flow rate ($Q = 25 - 175 \mu l/min$). The black line represents the linear fitting as a guideline for the data set with the red line as the linear fit for $Q = 0 \mu l/min$ as reference.

Figure 3-11. ICP-MS analysis for the quantification of QDs delivered into cells by hydrodynamic deformation via cross-slot microfluidic device. a) The calibration curve for the estimation of cadmium concentration using an ICP-MS grade cadmium standard ($R^2 > 0.99$). b) The average number of QDs/cell with flow rate. Data expressed as mean ± SD. SD arises from the distribution of the QD particle size measured from the TEM images (Appendix 9.4).

Figure 3-12. STEM images of the microtome sections of MCF7 cells treated with 100 nM QDs and a) deformed through the cross-slot microfluidic device at 100 µl/min flow rate and b) incubated.

Figure 4-1. The effect on the fluorescence emission of the CdTe/CdS QDs with the increase in the Q2NS ligands. a) PL emission spectra showing a drop in the total emission intensity of the QDs with increasing Q2NS. b) Percentage change in the quenching of the QD emission as a function of the Q2NS:QD molar ratio. The data points are fitted with an exponential decay curve ($R^2 > 0.99$).

Figure 4-2. PL lifetime decay curves for the QD and redox-sensitive RA-QDs in the oxidised form for Q2NS:QD = 20:1 molar ratio. The black line for the QD curve represents the bi-exponential fit and the red line for the RA-QDs is the tri-exponential fit ($R^2 > 0.99$).

Figure 4-3. Cyclic voltammogram of the QDs and RA-QDs (Q2NS:QD = 20:1 molar ratio) obtained vs mercury/mercurous sulphate electrode, shown as vs standard hydrogen electrode. $E^0$ is the reduction potential, $E_{pc}$ and $E_{pa}$ is the cathodic and the anodic peaks, respectively. b) Comparative band structure alignments of the bulk CdTe and CdS with the LUMO of Q2NS.

Figure 4-4. The uptake of quenched RA-QDs by MCF7 cells. a) Fluorescence emission of QD and RA-QD (molar ratio Q2NS:QD = 20:1) with figure inset showing the same under UV light, b) The confocal images of the cells with the quenched RA-QDs showing the restoration of the QD emission after reduction of the quinone ligands in the cells, c) the relative mean fluorescence intensity emission of the cell incubated or deformed with 100 nM QD/RA-QDs (data expressed as mean ± SE) and d) relative scatter plots of the total fluorescence emission intensity from the cells deformed with 100 nM QDs and RA-QDs at $Q = 100 \mu l/min$.

Figure 4-5. Comparative viability of cells as a function of concentrations of QDs and RA-QDs for a) MCF7 (b) T47D (c) MDA-MB-231 and (d) MCF10A cell lines. Data expressed as mean ± SE for
N=3 repeats. The LD50 was estimated from the dose-response fitting (Red lines for QD and Black like for RA-QD). The R^2 for the fittings varied between 0.95 to 0.986.

Figure 4-6. Viability of different cells with concentrations of a) QDs and b) RA-QDs Data expressed as mean ± SE for N=3 repeats. The LD_{50} was estimated from the dose-response fitting (Red lines for QD and Black like for RA-QD). The R^2 for the fittings varied between 0.95 to 0.986.

Figure 4-7. DI of the different breast cells lines as a function of the flow rate of the cell suspension through the cross-slot microfluidic device (µ ~33 cP). The curve fittings are exponential decay for MCF7, MCF10A and MDA-MB-231 cells and linear for T47D cells. Data is expressed as mean ± SE with N repeats= 3 and each data point having >200 cells.

Figure 4-8. Scatter plots for the DI of the different cells lines with the width (size) of the cells for a) MCF10A, b) MCF7, c) MDA-MB-231 and d) T47D cells for Q = i) 50, ii) 100 and iii) 150 µl/min flow rates of the cell suspension through the cross-slot microfluidic device. N = 3 repeats with each sample having >200 cells in total.

Figure 4-9. Comparative percentage change in the total fluorescence emission intensity using confocal images of the cells in suspension for different cells lines with flow rates through the cross-slot microfluidic device for cells deformed with 100 nM a) RA-QDs and b) QDs. Data represented as mean ± SE for N = 3 repeats for each data point having a total of >5000 cells.

Figure 4-10. Comparative percentage change in the total fluorescence emission intensity using confocal images of the cells in suspension deformed with 100 nM QDs/RA-QDs with flow rates of the cell suspension through the cross-slot microfluidic device for (a) MCF7 (b) T47D (c) MDA-MB-231 and (d) MCF10A cell lines. Data represented as mean ± SE for N = 3 repeats for each data point having a total of >5000 cells.

Figure 4-11. Mean fluorescence emission intensity using confocal images of MCF7 cells in suspension over time with 30 mM AAPH treatment for cells treated (deformed/incubated) with 100 nM a) RA-QDs and b) QDs. Data represented as mean ± SE for >1000 cells for each dataset.

Figure 4-12. Mean fluorescence emission intensity using confocal images of MCF10A cells in suspension over time with 30 mM AAPH treatment for cells treated (deformed/incubated) with 100 nM RA-QDs. Data represented as mean ± SE for >1000 cells for each dataset.

Figure 5-1. Frame extraction of an FDM event from a typical raw image file having multiple frames joined together. Individual frames are extracted from the scan velocity profile and the initial phase (θ) of the velocity when the event was triggered.

Figure 5-2. a) A typical FDM uncorrected raw image of MCF7 cells stained with calcein at the extensional flow junction of the cross-slot microfluidic device (bright field (BF), fluorescent (FL) and merged channels). The normalised total fluorescence intensity scatter trace plots from the cells before the corrections for b) 5 and c) 10 µl/min flow rates. Each point represents the position of the cell during its motion in the FOV. The colour of the point represents the normalised total PL-intensity from the cells with respect to the scale bar on the bottom right of the figure. The arrows indicate the direction of flow.

Figure 5-3. a) A typical FDM image of MCF7 cells stained with calcein after the scan velocity profile related distortion correction of a cell at the extensional flow junction of the cross-slot
microfluidic device (bright field (BF), fluorescent (FL) and merged channels). The corrected normalised total fluorescence intensity scatter trace plots from the cells for b) 5 and c) 10 μl/min flow rates. d) Comparative normalised total fluorescence intensity from a typical event before and after the scan velocity related distortion correction. Each point represents the position of the cell during its motion in the FOV. The colour of the point represents the normalised total PL-intensity from the cells with respect to the scale bar on the bottom right of the figure. The arrows indicate the direction of flow.

**Figure 5-4.** Correction on the FDM microscope images due to the lifetime effect of the fluorophore. a) Schematic of the FOV with cell in the extensional flow region of the cross-slot microfluidic device as a function of modulation frequency along the y-direction. b) The amplitude of function \( R(y) \), which is the correction functions curve for the FDM images as a function of the modulation frequency for calcein (\( \tau = 2.9 \) ns).

**Figure 5-5.** The normalised total fluorescence intensity scatter trace plots for the FDM images of MCF7 cells stained with calcein with the scan velocity profile correction and the lifetime effect of the fluorophore correction from the cells deformed through the cross-slot microfluidic device for a) 5 and b) 10 μl/min flow rates. c) Comparative normalised total fluorescence intensity from a typical event before and after the lifetime effect correction for calcein (\( \tau = 2.9 \) ns). Each point represents the position of the cell during its motion in the FOV. The colour of the point represents the normalised total PL-intensity from the cells with respect to the scale bar on the right of the figure. The arrows indicate the direction of flow.

**Figure 5-6.** Normalized total fluorescence intensity from a typical single-cell event as observed through the FDM at the extensional flow region of the cross-slot microfluidic device with stained with calcein at a) 5 ul/min and b) 10 ul/min flow rates. The solid red lines represent exponential decay fits (\( R^2 > 0.96 \)).

**Figure 5-7.** Schematic of the FDM image distortion due to cell motion with respect to the scan directions when the cells move a) perpendicular and down, b) perpendicular and up, (c) parallel and left, and d) parallel and right to the scan direction (the dashed lines showing the actual cell size).

**Figure 5-8.** The comparative normalised total fluorescence intensity scatter trace plots for the FDM images of MCF7 cells stained with calcein, before and after the cell motion distortion corrections. The scan velocity profile correction and the lifetime effect of the fluorophore corrections were performed for all plots prior to the analysis. a) The uncorrected and b) corrected scatter plots for distortion due to cell motion for \( Q = 5 \) and 10 μl/min, respectively. Each point represents the position of the cell during its motion in the FOV. The colour of the point represents the normalised total PL-intensity from the cells with respect to the scale bar on the right of the figure. The arrows indicate the direction of flow.

**Figure 5-9.** Typical events of cell deformation captured using FDM, with and without the cell motion distortion correction for MCF7 cells stained with 1 μM calcein, deformed through the cross-slot microfluidic device. Plots for \( Q = 5 \) μl/min with the frame number showing a) the change in the cell area, b) the normalised fluorescence intensity and for \( Q = 10 \) μl/min with c) change in cell area and d) the normalised fluorescence intensity, with and without the correction to distortion due to cell motion.
Figure 5-10. Normalised mean total fluorescence intensity of Calcein luminescence from MCF7 cells from the FDM images as a function of distance travelled in the extensional flow region of the cross-slot microfluidic device for a) 5 µl/min and b) 10 µl/min flow rates, with and without the correction for the distortion due to cell motion. Data expressed as mean ± SD (N >350 events). These plots are derived from the scatter trace plots shown in Figure 5-8.

Figure 5-11. Comparative normalised mean total fluorescence intensity from MCF7 cells stained with calcein as a function of distance travelled in the extensional flow region of the cross-slot microfluidic device from the FDM images for a) 5 µl/min and b) 10 µl/min flow rates. Data expressed as mean ± SD (N >350 events).

Figure 5-12. Results of the simulation of the cell distortion due to the motion of the cells with respect to the scanning beam velocity for a circle of radius 14 µm. a) the radii in x- and y-direction and b) the position of the circle for a maximum cell speed ~2% of the scan velocity which is equivalent to the Q = 5 µl/min data. c) the radii and d) the position of the circle in the FOV for maximum cell speed ~4% of the scan velocity, equivalent to Q = 10 µl/min data.

Figure 5-13. Results of the simulation of the cell distortion due to the motion of the cells with respect to the scanning beam velocity for a circle of radius 14 µm. a) Typical images of the simulated circle showing distortion, moving at a cell speed of 7% of the scan velocity. The cells move downwards for images i-iv and across towards the right for images v-viii. The cell radii in x- and y-directions for cell speed equal to b) 7, c) 10 and d) 20% of the scanning beam speed. e) the percentage distortion in the area of the cell as measured by the simulation of cell distortion with respect to the flow rate. The fitting curve (red line) is an exponential growth with R² > 0.99.

Figure 5-14. Typical FDM images of the MCF7 stained with calcein cells without distortion corrections (Bright field, FL channel and merged) post deformation at a) region 1 and b) region 2. The arrows represent the direction of flow.

Figure 5-15. Typical FDM images of the MCF7 stained with calcein cells with the distortion corrections (Bright field, FL channel and merged) post deformation at a) region 1 and b) region 2. The arrows represent the direction of flow.

Figure 5-16. FDM analysis of MCF7 cells stained with calcein, post deformation at regions 1 and 2 (Q = 100 µl/min). Comparative a) DI, b) mean total fluorescence emission intensity from the cells for the two regions (Data expressed as mean ± SE). The 2-sample t-test showed the p-values for the pair were <0.001. The scatter plots show the total fluorescence intensity from the cells as a function of cell area for regions c) 1 and d) 2.

Figure 5-17. Optical characterisation of Au-FITC NPs. a) The absorbance spectra, b) the emission spectra and c) hydrodynamic size measured using DLS of the Au-FITC NPs for different batches having different sizes.

Figure 5-18. TEM images of the Au-FITC NPs of different sizes used for the uptake study in MCF7 cells using microfluidic deformation experiments for a) batch ‘A’, b) batch ‘B’ and c) batch ‘C’. d) Size distribution histogram of the Au-FITC NPs from the TEM images with log-normal fitting curves.
Figure 5-19. Typical confocal images of MCF7 cells deformed with 10 nM Au-PEG-FITC NPs at \( Q = 0 \mu l/min \) (incubated control) and 100 \( \mu l/min \) flow rates through the cross-slot microfluidic device for different sized NPs at a) 4.3 nm (Batch A), b) 43.3 nm (Batch B) and c) 77.5 nm (Batch C) particle sizes.

Figure 5-20. Comparative percentage change in the total PL emission intensity from confocal images of MCF7 cells with flow rate through the cross-slot microfluidic device for cells deformed with 10 nM Au-FITC NPs of different sizes (Batch A = 4.3 nm, Batch B = 43.3 nm and batch C =77.5 nm). Data represented as mean ± SE for \( N = 2 \) repeats for each data point having a total of >3200 cells.

Figure 5-21. Density scatter plots of the Total fluorescence emission intensity from the confocal images of MCF7 cells deformed through the cross-slot microfluidic device with 10 nM Au-FITC NPs of various sizes (Batch A= 4.3 nm, Batch B= 43.3 nm and batch C = 77.5 nm) at \( Q = a) 0 \mu l/min \) (incubated control) b) 50, c) 100 and d) 150 \mu l/min \) flow rates.

Figure 6-1. QRs at different stages of Se-precursor injections under a) visible light and b) UV-light. c) PL and the UV-vis spectra of the QRs at different stages of growth. Solid lines and dotted lines represent absorbance and emission spectra, respectively. d) the wavelength of the lowest energy fluorescence emission peak and the first absorbance maxima with the number of Se-precursor injections (the guidelines for the data are exponential decay curves).

Figure 6-2. a) The normalised PL decay traces of the QRs at different stages of Se-precursor injections. The solid lines represent the actual traces and the dotted lines represents the bi-exponential decay fits (R
\(^2\) >0.99 for all cases). b) Lifetime decay constants and c) decay amplitudes of the bi-exponential fits with the number of Se-precursor injections. Data expressed as mean ± SD.

Figure 6-3. Typical UV-Vis and PL emission spectra of CdSe QRs synthetised with six rapid injections of the Se-precursors every 5 min.

Figure 6-4. TEM images of CdSe QRs for six Se-precursor injections at intervals of a) 3 min and b) 5 min with i) dark field images, histograms of the ii) length, iii) width and iv) aspect ratio of the rods (N >500 each). c) Elemental mapping of the QRs with i) bright field and the corresponding ii) Se, iii) Cd and iv) merged maps.

Figure 6-5. Schematic showing the ZnS shell growth on the CdSe QRs using zinc diethyldithiocarbamate.

Figure 6-6. ZnS shell growth on the CdSe QRs. a) PL emission spectra, b) PLQY, c) UV-Vis absorbance spectra and d) normalised PL decay traces of the CdSe/ZnS core/shell QRs with the duration of shell growth. In b) the points are fitted to exponential decay curve (R
\(^2\) > 0.988) and...
the inset shows the CdSe core and CdSe/ZnS (3h shell growth) QRs under UV illumination. In d) the solid lines represent the actual traces and the dotted lines represents the bi-exponential decay fits ($R^2 > 0.99$ for all cases). e) Lifetime decay constants and f) decay amplitudes of the bi-exponential fits with the number of Se-precursor injections. Data expressed as mean ± S.D.

Figure 6-7. TEM images of a) CdSe core QRs and b) CdSe/ZnS core/shell QRs with histograms of length, width and aspect ratio (N > 300 each). The histograms are presented with normal distribution.

Figure 6-8. Schematic showing the passivation of the surface traps on the CdSe QRs with the TDPA-CdCl$_2$ treatment.

Figure 6-9. Cl$^-$ ion treatment of the CdSe QRs. a) PL emission spectra (inset: QRs under UV-light), b) UV-Vis absorbance spectra and c) PLQY of the untreated, 96 and 192 Cl$^-$ ions/nm$^2$ of QR surface. d) PLQY of the Cl$^-$ treated CdSe rods 24 h post-treatment with and without cleaning. e) Normalised PL intensity decay traces of the Cl$^-$ treated QRs. The solid lines represent the actual traces and the dotted lines are the bi-exponential fits ($R^2 > 0.99$ each). e) Lifetime decay constants and f) decay amplitudes of the bi-exponential fits with the number of Se-precursor injections. Data expressed as mean ± SD.

Figure 6-10. TEM images of CdSe QRs treated with 192 Cl$^-$ ions/nm$^2$ of QR surface.

Figure 6-10. Schematic showing the encapsulation of the CdSe/ZnS core/shell QRs with the amphiphilic PMAL to convert from hydrophobic to hydrophilic particles.

Figure 6-11. Conversion of hydrophobic CdSe/ZnS QRs in chloroform into and hydrophilic rods. a) The fluorescence emission spectra (b) total integrated emission and (c) PLQY of the hydrophilic QRs with different PMAL:QR ratios. The control QRs with PMAL:QR = 0 represents the hydrophobic QRs in chloroform for comparison. The insets of b) and c) show the transition of the QRs from the hydrophobic state in chloroform to aqueous phase in white and UV-light, respectively.
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1. Introduction and background

1.1. Overview

The aim of this study was to investigate the importance of cytosolic redox-sensing in live cells. The redox environment is crucial in determining the fate of the cells and many cellular functions. Most cancer cells have a more reducing cytoplasmic environment than healthy cells. Understanding the redox behaviour of different cancer cells is essential in deciphering the development and progression of the disease, and thus advancing therapies. Biosensing in live cells using nanoparticles (NPs) is an extremely active area of research, with quantum dots (QDs) being particularly attractive due to their characteristic stable photoluminescence and adaptability of surface functionalisation. Here, the aim was to sense the reducing cytoplasm of different live breast cancer cells with QDs engineered for redox-sensing.

High-throughput delivery of NPs to live cells is highly desirable for intracellular imaging and sensing. However, the NPs delivered through endocytic pathways remain trapped within endosomes which severely limit their ability to probe the cytoplasm. Several methods of particle delivery have been reported in the literature with varying degrees of success. Non-endocytic delivery of QDs by cell membrane disruption of cells using microfluidic devices has proven to be reproducible, vector-free, high throughput and inexpensive. This project used hydrodynamic cell deformation in a microfluidic device to generate transient membrane pores, allowing non-endocytic delivery of QDs. A cross-slot microfluidic device was used, where shear forces were found to induce optimum QD uptake.

Redox sensitive QDs were fabricated by conjugating quinone electron accepting ligands to the QDs. The quinone in its oxidised form was capable of quenching the QD emission by capturing the excited electron from the conduction band. However, when the quinone was reduced, the quenching mechanism was suppressed and the QD photoluminescence was restored. This reversible switching of the QD emission, depending on the redox state of the quinone ligand is suitable for sensing the redox environment in cells. The redox-sensitive QDs were introduced into the cells using the cross-slot microfluidic device for non-endocytic delivery in breast cancer and non-malignant cells. Comparisons were made using the redox-sensitive QDs between the
breast cancer cells having estrogen receptors (MCF7 and T47D), the cancer cells without the estrogen receptors (MDA-MB-231) and non-malignant cells (MCF10A).

It is also essential to understand the nature of particle uptake and the fate of the cell on hydrodynamic deformation. An effort was made to understand the nature of the flow of fluids through the membrane pores using high-speed confocal microscopy. This would give insight into the fundamental understanding of cells under mechanical stress and membrane poration.

To study the effect of particle geometry on cellular uptake, attempts to enhance the photoluminescence of CdSe quantum rods were made. Quantum rods (QRs) have interesting optical properties but suffer from low photoluminescence efficiency. This is because QRs have a large surface-to-volume ratio which leave many surface traps for the excited electrons that prevent radiative recombination. Two different methods, epitaxial ZnS shell growth and halide passivation using chloride ions were adopted to passivate the surface traps and improve the photoluminescence efficiency of CdSe QRs. QRs could be transferred into aqueous phase using amphiphilic polymers which are suitable for biological applications.

1.2. Quantum dots

QDs are semiconductor nanoparticles that typically have a diameter of 10 nm or less. Due to their small size, being comparable to the Bohr exciton radius, their electronic properties differ greatly from the bulk material [1]. For a bulk semiconductor material, a forbidden bandgap exists between the valence and the conduction bands. An electron from the valence band can be excited thermally to the conduction band at finite temperatures, making them capable of electrical conduction. However, as the size of the material decreases below the Bohr exciton radius, the electronic band structure becomes more discrete (figure 1-1a). As a result, the QD electronic structure resembles an individual atom and are sometimes referred to as artificial atoms [2]. QDs bridge the gap between bulk material and molecules. This phenomenon is called quantum confinement and can be understood by applying Schrödinger’s time-independent equation to the QD charge carriers,

\[
E \Psi(r, \theta, \phi) = -\frac{\hbar^2}{2m_e} \nabla^2 \Psi(r, \theta, \phi) + U \Psi(r, \theta, \phi)
\] (1.1)
where $\hbar$ is $\hbar/2\pi$ with $\hbar$ being the Plank’s constant, $m_c$ is the mass of the charge carrier, $U(r, \theta, \phi)$ is the potential energy, and $\Psi(r, \theta, \phi)$ is the particle wave function. If the electron and the holes are always inside the QD, then we can assume that the potential outside the QD is infinite. Hence, the system is similar to a particle in a box, with the surface of the QD defining the walls of the box [3]. As such, the solution for Schrödinger’s equation, modified for a sphere, and using spherical coordinates is given as:

$$
\Psi_n(r) = \frac{1}{r\sqrt{2\pi R}} \sin \left( \frac{nr}{R} \right) \quad (1.2)
$$

with $E_n = \frac{\hbar^2 n^2}{2m_cR^2}$ ; $n = 1, 2, 3, ... \quad (1.3)$

Here, $r$ is the distance from the centre of the QD, $R$ is the radius of the QD and $E_n$ is the carrier energy. Equation 1.3 demonstrates the particle in a box behaviour of the QD. It also shows that with the decrease in QD size, the absorption energy increases, as a result, the bandgap increases with the decrease of the size of the nanocrystals which is called the quantum size effect (Figure 1-1a). For example, the bandgap can be tuned between 2.5 and 4.0 eV depending on the size of the CdS QDs [4,5]. An electron excitation creates two charges, the electron in the conduction band and the hole in the valence band, which are collectively termed as “exciton”. The exciton collectively propagates with a reduced mass $\mu_m$ given as:

$$
\frac{1}{\mu_m} = \frac{1}{m^*_c} + \frac{1}{m^*_h} \quad (1.4)
$$

Here, $m^*_e$ and $m^*_h$ represent the effective mass of the excited electron and hole, respectively. The relation between the emission energy of the QD with the size of the particle-based on effective mass approximation is given by the Brus equation as follows:

$$
\Delta E(r_p) = E_g(r_p) + \frac{\hbar^2}{8r_p^2} \frac{1}{\mu_m} \quad (1.5)
$$

where $\Delta E(r)$ is the emission energy of the QD, $E_g(r)$ is the bandgap energy of the bulk material, which is characteristic of the material, and $r_p$ is the radius of the particle [6]. The second term on the right-hand side of the equation is manifested due to the quantum confinement. The equation explains that the energy of the emitted light, and consequently its wavelength, depends on the QD size. As such, the size-controlled tuneable band gap of QDs
contributes to its wide applications in optoelectronics, optical and biomedical imaging, biosensing and as probing/delivery agents.

![Diagram of size dependent band structure of QDs and typical absorption spectrum of QDs](image)

Figure 1-1. a) Size dependent band structure of QDs in comparison to bulk material and b) a typical absorption spectrum of QDs (Image taken from [7]).

1.2.1. Photon absorption and emission by QDs

Typical absorption spectrum of a QD sample is given in Figure 1-1b. If the photon has enough energy to excite the electron to the discrete energy levels past the bandgap, the QD is in the excited state. If the photon energy is below the minimum energy required for excitation, there will be no absorption. This corresponds to the higher wavelength region in Figure 1-1b. As the energy of the exciting photon increases (decreasing wavelength), the first order excitation peak (1s) becomes visible which is termed as the first excitation peak. However, we must understand that QDs in a given sample are polydisperse and would have different energies corresponding to the first excitation peak. Hence, the width of the peak would depend on the degree of particle polydispersity. Beyond the first excitation peak, the energy levels become more tightly packed as seen in the schematic of figure 1-1a. As a result, for excitation with photons of higher energies (lower wavelengths), the individual absorption peaks become difficult to resolve. After the absorption of the photon, a so-called "hot" electron-hole pair is generated [8]. The exciton then cools through a combination of phonon emissions and Auger processes, such that
the electrons and the holes make their way to the conduction band minimum and valence band maximum, typically with a lifetime of the order of a few picoseconds [9–11]. Finally, the electron and the hole recombine by giving out energy in the form of fluorescence.

1.2.2. Surface traps and passivation

For the small size of the particles, the surface properties become very influential. Since the surface-to-volume ratio of QDs is significantly high, a large number of atoms are on the surface giving rise to unsaturated dangling bonds. These bonds have electronically active states which act as “surface traps” for both electrons and holes (Figure 1-2), causing recombination of the electron-hole pairs through non-radiative processes [12]. As such, the photoluminescent quantum yield (PLQY) of the QDs is significantly dropped.

![Figure 1-2. Schematic for the possible charge recombination and trapping in QDs. VB and CB represent the valence and the conduction bands, respectively.](image)

1.2.2.1. Ligand passivation

Typically, QD surfaces are passivated with organic ligands which suppress some of the surface trap states by forming a bond where the ‘dangling bond’ would have existed. The surface ligands also colloidally stabilize the particles, decrease the toxicity, enhance solubility and functionality with the use of desired molecules [13–16]. Ligand selection is crucial and has a considerable effect on the quality of the QD performances. The presence of the passivating
ligand helps in the nucleation process during the QD synthesis by regulating the availability of reagents, the morphology and the size distribution of the particles, growth rate and reaction pathways [17]. Depending on the application, a wide range of ligands can be used to passivate the QDs. For example, the ligands can be charged, neutral or zwitterionic. In addition, they can be solubilizing ligands such as polyethylene glycol (PEG), lipids and polymers [13]. Functional ligands for sensing, delivery and targeting have been used which can range from small molecules, proteins and polymers, to peptides and exotic complexes [18,19]. The role of ligands in colloidal QDs will be discussed in section 1.2.2.2.

1.2.2.2. Colloidal QDs in aqueous phase

Colloidal stability of QDs would require them to be freely dispersed in the suspension medium. The surface ligands play an important role in providing this stability to the QDs, in addition to their role in surface trap passivation and functionalisation. Typically, QD synthesis requires high temperature, as such, organic solvents are more favourable. This requires ligands to be hydrophobic. However, for the purpose of biological applications, QDs need to be in the aqueous phase and hence have hydrophilic ligands. The conversion from hydrophobic to hydrophilic QDs can be approached in several ways. The most common way is through ligand exchange, which involves removal of hydrophobic ligands, simultaneous replacement with hydrophilic ligand and transfer into the aqueous phase [20–22]. However, the process is usually sensitive to many factors such as temperature, pH, ionic strength, and reagent concentrations, making it extremely challenging. In addition, the ligand exchange procedure can cause the QD properties to degrade due to incomplete ligand replacement. This can produce increased number of surface trap states to emerge causing the PLQY to decrease [23]. Another approach is to encapsulate the QDs with amphiphilic polymers which can conceal the hydrophobic ligands [24–26]. Although this method is significantly easier compared to the ligand exchange, the addition of large polymers increases the overall hydrodynamic size of the QDs and decrease the control over the surface chemistry. Coating the hydrophobic QDs with lipids is another way of achieving the hydrophilicity of QDs. The amphiphilic nature of lipids allows the encapsulation of QDs in micelles [27,28]. Alternatively, synthesis of QDs in the aqueous phase have been developed recently which can bypass the complication of ligand modification [29–31]. This is
achieved by using small molecules with amine or carboxyl functional groups which ensure colloidal stability in the aqueous phase.

Thiol derivatives are efficient ligands in passivating surface electron traps that show a high binding constant with Cd-based QDs. As such, they are widely used in QD functionalisation [32–34]. However, it was also observed that excess thiol quenched the emission, decreasing the PLQY [35]. This arises due to the presence of three lone pairs on the S-atom of the thiolate. One lone pair can donate electrons to the Cd$^{2+}$ orbitals while the other two remaining lone pairs act as hole traps in the valence band [36]. For CdTe QDs stabilised with thioglycolic acid (TGA) (which is the QD used for experiments in this thesis) a lower proportion of TGA yields a higher concentration of Cd-thiol complexes, giving better surface passivation [23,37]. Hence optimisation of TGA/ Cd$^{2+}$ ratio can give high PLQY QDs colloidally stable in the aqueous environment [38].

1.2.2.3. Shell passivation

The steric hindrance between the ligand molecules does not allow all trap states on the surface to be passivated. To overcome this insufficient passivation of surface traps, the QD “core” is passivated by shell growth with a material having a different bandgap, creating a potential barrier around the core [39–40]. Depending on the relative band structure of the shell material in comparison to the core, the core/shell QDs can be classified into three categories as illustrated in Figure 1-3.

When the shell material grown on the QDs core has a higher bandgap (e.g. CdSe/ZnS, InP/ZnS and CuInS$_2$/ZnS core/shells), the exciton is confined within the core [40–42]. This is similar to QDs with just cores, however, the passivation of the surface trap improves the PLQY and photochemical stability and is the Type-I core/shell QDs (Figure 1-3a) [43].

For the Type-II QDs, one of the conduction or valence band edges of the shell lies in the bandgap of the core, as such, there is a separation of the electron and the holes into different regions (Figure 1-3b). In other words, the staggering band alignment ensures one of the charges will be confined to the shell while the other is in the core [41]. This spatial separation allows efficient extraction of charges, as the recombination lifetime of the exciton is much
larger compared to just the cores. Hence, they are suitable for many photovoltaic and photoconduction applications such as photoelectrochemical cells and QD-sensitised solar cells [43–44]. Some examples of Type-II core/shell QDs are GaSb/GaAs, CdTe/CdSe, CdSe/ZnTe.

The quasi-Type-II core/shell QDs (e.g. CdTe/CdS and CdSe/CdS) have a small offset in either the valence or the conduction band alignment (Figure 1-3c), resulting in the confinement of one of the charges in the core, whereas the other is delocalised in the whole QD [45]. In addition to the desired band alignment with the core, the shell material also needs to have a lattice that is closely matched with the core. Large lattice mismatch causes the formation of traps leading to non-radiative recombination of the exciton. Also, increased shell thickness leads to increased surface inactivity of the QDs that causes a drop in the quantum yield [46].

![Figure 1-3. Schematic for the band alignment in core/shell QDs with a) Type-I b) Type-II and c) quasi-Type-II behaviour. VB and CB represent valence and conduction bands, respectively. The position of electrons (e) and holes (h) in the band structures of the QDs have been shown.](image)

1.3. QDs in cellular biology

To understand the complexity of cellular behaviour, it is crucial that we decode the functioning of intracellular mechanisms and pathways. This knowledge is key to unlocking our understanding of life and the treatment of diseases. One way of extracting information about cellular behaviour is through the application of functional NPs. Cellular behaviour is regulated through biomolecules such as proteins, nucleic acids (DNA and RNA), lipids, smaller molecules...
and ions. Information about the functions and performance of these cellular components can be tapped by the interaction with NPs. Through many years of development, NPs can now be engineered to extract information from specific intracellular locations and pathways. However, the delivery of these NPs to specified locations has been a challenge in live cells due to endosomal capture. Among the NPs, the inherent properties of QDs such as tunable fluorescence emissions, high quantum yield, broad excitation spectrum, low toxicity, superior photostability and low photo-bleaching makes them highly suitable for biosensing and imaging applications [19,47,48]. The advantages of QDs over conventional organic dyes are that they can be excited over a large wavelength range, the emission spectra are symmetric and narrow, and they are resistant to photobleaching [49]. In addition, the QDs appear brighter than the organic dyes as their molar extinction coefficient is 10-50 times larger [50]. Hence, the QDs’ absorption rate of the excitation photon flux will be much higher than the organic dyes.

The use of QDs enable detection over longer durations of biological processes in live cells [51]. Single QDs have been successfully tracked over an extended period of time in cells of up to a few days [52]. Intracellular labelling of cellular structures, receptors and specific molecules have been achieved using QDs with targeting ligands [53–57]. This has aided in obtaining information regarding cellular architecture, protein localization and biomolecular interactions. Intracellular labelling has also been achieved with streptavidin-QD conjugates with biotinylated targets [19,58]. QDs can monitor vital cell parameters such as the redox potential, giving insight into the basic physiological functions of the cells [59–61]. This is achieved through selective quenching of QDs depending on the redox state of the cells which will be discussed in detail in section 1.8.

1.3.1. Cellular toxicity of QDs

QDs in biosensing, targeting and imaging has emerged as a successful application in recent studies. However, most of them are made of materials which are toxic and detrimental to the health of the living cells and tissues [62-64]. There are various factors that contribute to the degree of toxicity of QDs such as their size, charge distribution, physiochemical properties, capping ligands, oxidative and mechanical stability [65–67]. For in vitro studies, toxicity also depends on the type of cells, exposure time, concentration and the nature of the QD uptake.
[68–69]. For cadmium based QDs, cellular toxicity is mainly caused by the release of Cd$^{2+}$ ions from the QD surface leading to oxidative stress [70–72]. They also induce apoptosis, interfere with calcium signalling, damage and inhibit repair of DNA [73]. Shell passivation of Cd-based QDs, typically with ZnS, has been known to reduce the toxic effects in addition to improving the optical behaviour [74]. The QD toxicity also depends strongly on the nature of the surface ligands and their charge.

1.3.2. Cell membrane and uptake

The cell membrane protects the subcellular organelles from the external environment, provides structural support and regulates the exchange of materials [75]. It exerts control over the traffic of molecules, ions and water, which are necessary for cell survival. The cell membrane is generally composed of amphiphilic phospholipids, each with a hydrophilic head and hydrophobic tail as shown in Figure 1-4. These are arranged into a bilayer in which the hydrophobic tails form the inside of the membrane, with the head groups facing outwards. The membrane is also decorated with other lipids such as cholesterol, glycolipids and a variety of membrane proteins which regulate the entry and exit of materials from cells [76]. In general, the phospholipid bilayer is selectively permeable with small nonpolar molecules (e.g., O$_2$, CO$_2$, and ethanol) able to passively diffuse through the membrane. On the other hand, water-soluble polar molecules (e.g., glucose, amino acids, ions) need assistance to cross the membrane as they are repelled by the hydrophobic tails of the bilayer. Transmembrane channels are pores on the lipid bilayer formed by protein complexes that selectively regulate the transport of ions (e.g., K$^+$, Ca$^{2+}$, Na$^+$, Cl$^-$), water, alcohols and gases [77–79]. Membrane receptors are specialised transmembrane proteins that regulate the traffic and signalling of antibodies, neurotransmitters, hormones, cytokines and nutrients into the cells [80]. These receptors have three distinct regions: the extracellular domain recognises the ligands and the signals from the environment; the transmembrane domain forms the pore through the membrane to allow the diffusion of signalling ions, and the intracellular domain produces the intracellular response by interacting with the organelles [81]. Membrane transporter proteins mediate the movement of ions, nutrients, drugs and other molecules in and out of the cells through either passive or active mechanisms [82]. Passive transport occurs through structural
transitions of the transmembrane protein where the direction of the flow is determined by the electrochemical potential. In active transport, the solute is transported across the membrane against the concentration gradient. This is achieved by utilising energy from adenosine triphosphate (ATP) or through ion movement [83]. Many recent drug discovery programmes target these membrane receptors and transporters due to their specific uptake and signalling capabilities [84–86]. Transporter facilitated the delivery of nanoparticles (NPs) have been achieved by targeting the selective membrane receptor proteins [87].

![Cell membrane](image)

*Figure 1-4. Illustration of a cell with the enlargement of the cell membrane showing the phospholipid bilayer.*

1.3.2.1. Endocytosis

The entry of macromolecules, fluids and large particles is regulated through more complex mechanisms in eukaryotic cells which are collectively termed endocytosis. It is the process by which the cell membrane surrounds a material to internalise it, subsequently budding to form an intracellular vesicle [88]. The particles are engulfed along with their suspension fluid by membrane invagination and inward budding, followed by pinching off to form endosome vesicles [75]. The membrane deformation is due to the patchy distribution of polymerised actin at the site. In addition, bacteria and viruses exploit endocytosis as the primary route of entry into cells [89]. Based on the mechanism of uptake, endocytosis can be subdivided into five categories: namely, phagocytosis, clathrin-mediated endocytosis, caveolae-mediated endocytosis, clathrin/caveolae-independent endocytosis, and macropinocytosis.
Phagocytosis is the ingestion of large particles (≥ 0.5 μm) by a few specialised cells and involves recognition and binding by cell membrane receptors [90]. The major function of phagocytosis is the uptake of pathogens, cell debris, and dead cells. Specialised cells called phagocytes, such as macrophages, dendritic cells, neutrophils and monocytes are capable of particle recognition through membrane receptors [91]. Once the particle has been recognised by the membrane receptors, the cell membrane will distort to engulf it (Figure 1-5). For the uptake of NPs through phagocytosis, opsonins (antibodies, complementary proteins, laminin or fibronectin) are adsorbed to the particle surface, which is recognised by the phagocytes. This uptake depends on the surface properties, size and shape of the NPs or QDs [75,92,93].

![Figure 1-5. Schematic for the mechanism of phagocytosis.](image)

Clathrin-mediated endocytosis is the internalisation of nutrients and particles by cells through the extensive remodelling of the plasma membrane by the coordinated action of several proteins to form clathrin-coated endocytic vesicles [88,94]. These proteins assemble at the endocytic site and initiate the formation of the clathrin-coated pit by membrane invagination. Cargo binding is performed by the adaptor proteins which serve as recognition sites on the cell membrane followed by the formation of the clathrin pit around the invagination, as shown in Figure 1-6 [95,96]. The formation of a clathrin-coated endosome is completed by the scission of the invagination at the neck by the action of the enzyme dynamin. These endosomes are 100-150 nm and also engulf the extracellular fluid along with the cargo. For the uptake of NPs through the clathrin-mediated endocytic route, it has been observed that positively charged particles show higher uptake and cellular interaction [75]. Delivery through clathrin-mediated endocytosis of QD conjugates with peptides and glycoproteins which bind to membrane receptors has also been demonstrated in past studies [97,98].
Figure 1-6. Schematic for the mechanism of clathrin-mediated endocytosis.

Caveolae-mediated endocytosis is responsible for many cellular functions such as signalling, lipid regulation and vesicular transport [91]. 50-80 nm-sized flask-shaped invaginations of the cell membrane called caveolae are formed by lining the cell membrane with the dimeric protein caveolin (Figure 1-7). Caveolin, along with other proteins is responsible for the formation and the stability of these invaginations. Similar to the case of clathrin-mediated endocytosis, dynamin is responsible for the pinching off of the vesicle from the membrane [99]. Caveolae are promising for targeted drug delivery due to tissue-specific molecules which overcome the endothelial-cell barrier to reach underlying tissue[100]. NPs have been demonstrated to enter cells selectively through the caveolae-mediated endocytosis [101].

Figure 1-7. Schematic for the mechanism of caveolae-mediated endocytosis.
Clathrin/caveolae-independent endocytosis through selective internalisation of glycolipids, proteins, cholesterol, lipid-raft associated receptors have been reported, which plays an important role in signal transductions and transcytosis [102]. NPs with foliate modifications have been internalised into the cell through this method [75].

Macropinocytosis is a non-selective method for the uptake of nutrients and particles by engulfing a large volume of external fluid by membrane extensions [91]. The membrane extensions are driven by actin regulation forming large vesicles (0.2-5 μm) where particles uptake takes place regardless of the specific receptors (Figure 1-8) [103]. As such, this is the mechanism by which non-receptor targeted NPs and QDs are likely to be taken into the cell [104–106].

![Figure 1-8. Schematic for the mechanism of macropinocytosis.](image-url)
1.3.2.2. Factors affecting NP uptake

The uptake of NPs depends on several particle properties, including surface chemistry, size, shape and mechanical properties. As mentioned in the previous section, many of the receptor-mediated endocytic methods for the uptake of NPs depend upon their interaction with cell membrane receptors. Hence, the surface chemistry of the NPs is crucial for the particle uptake through endocytic pathways. Since the cell membrane is slightly negatively charged, the uptake of positively charged particles is faster than the neutral or negatively charged particles, as it is facilitated by electrostatic attraction [107]. The uptake of positively charged NPs occurs via membrane disruption through charge driven surface defects [108,109]. This surface disruption can cause increased cytotoxicity of these anionic NPs. On the other hand, neutral and negatively charged NPs favour entry into the cells via endocytic pathways [107]. Hydrophobicity of the particles has a significant influence on the cell membrane interaction and NP internalisation. Hydrophobic NPs can penetrate the lipid bilayer as they are stable in the hydrophobic core of the membrane, whereas the hydrophilic particles prefer interaction with the membrane surface which can induce endocytosis [75]. A wide variety of ligands have been used to functionalise the NP surface which include polymers, proteins, peptides, acids and nucleic acids, which have a significant impact on the endocytic pathways and the particle interaction within the cell [107]. These ligands and functional groups on the NPs surface can dictate the fate of the particle inside the cell with the intention of targeting specific intracellular sites for sensing and labelling.

The internalisation of NPs depends on the ability of the membrane to deform and wrap around the particle, which is strongly influenced by the particle size. For very small particles (≤ 5 nm), such as QDs, the membrane is not energetically capable of forming endosomes due to excessive curvature [107]. However, smaller particles can be internalised in clusters. The uptake of particle clusters causes aggregation, which is not favourable for sensing and labelling. From theoretical studies, the optimum particle size for maximum endocytic uptake rate has been predicted to be ~25 nm radius [110,111]. For very large particles, the formation of endosomes will be hindered by the membrane tension for wrapping the NPs.

The shape of the NPs is another factor that affects the efficiency of the particle uptake by cells. Various shaped NPs have been used in cell studies including the 1-dimensional nanotubes and wires, 2-dimensional nanosheets and graphene-based nanomaterials, and 3-dimensional
particles such as spheres, cylinders, rods, cubes and ellipsoids [112]. It has been reported that the uptake of spherical NPs is more efficient than other particles [91]. The uptake efficiency decreases with the increasing aspect ratio of the NPs [113,114]. However, some studies have shown that carbon nanotubes can enter the cells efficiently through physical penetration without endocytosis [115–117]. Hence, the absolute volume and the surface chemistry of the NPs are considered to be more influencing factors for the uptake than the particle shape [114,118]. Studies, both experimental and theoretical, have shown that the uptake of NPs can be influenced by other particle parameters, such as the orientation of the NPs at the membrane approach, nature of the particle core, ligand coordination, stiffness and other mechanical properties [91,107,119–124].

1.3.2.3. Fate of the NPs inside the cells

For the delivery of NPs through endocytosis, the particles remain confined in the vesicles and are trafficked within the cells via complex mechanisms [125]. The NPs intracellular trafficking depends on the type of cells and the properties of the particles such as surface charge, size and shape. The internalised NPs first encounter the early endosomes which are membrane-bound intracellular vesicles. Through differentiation and maturation processes, the early endosome transforms into a late endosome which integrates with the lysosome. The lysosomes contain several enzymes which are capable of degrading the NPs [126]. As such, the particles will not be able to function within the cell and will eventually be discarded. In addition, the pH variation from endosomes (~6.5) to lysosomes (~4.5-5.0) can alter the surface properties of the NPs. It has also been reported that the accumulation of NPs and QDs in lysosomes leads to increased cell damage due to the toxicological effect of the particles [91]. To overcome lysosomal degradation, strategies of endosomal escape must be incorporated into the NP and delivery design [127]. Hence, the delivery of intact NPs into the cytoplasm is a major challenge for pharmacological applications in live cells.
1.3.3. Non-endocytic uptake of NPs

As we have seen from the previous section, the particles remain confined in endosomes and are ultimately degraded by lysosomal action, unless they are designed for endosomal escape [127]. This feature of the NPs will add to the complexity of the particle design and could require compromises to be made that affect the end goal. Hence, it is vital that the NPs are delivered into the cells free of endosomes. There are various methods of non-endocytic delivery of NPs into live cells reported with varying degrees of success. These methods can broadly be surface functionalisation of the particle with ligands and moieties which can readily penetrate the cell membrane, or disruption of the membrane to facilitate particle diffusion. Here, we emphasise membrane disruption techniques with a focus on intracellular delivery of QDs.

1.3.3.1. Membrane disruption for non-endocytic delivery

There has been an increasing trend in the cytosolic delivery of NPs through cell membrane disruption techniques [128]. The techniques focus on generating transient membrane pores or defects which facilitate the uptake of particles directly into the cytoplasm. These methods have proven to be attractive for non-endocytic delivery of NPs as they do not rely on the membrane receptors for internalisation. Hence, the uptake is independent of the surface functionalisation of the particles. This significantly reduces the complications in particle design which is critical for endosomal escape in receptor-mediated deliveries. Direct cytosolic delivery also ensures effective targeted delivery of the NPs within the cell. These methods are independent of the cell type and the nature of cargo [129]. Membrane disruption-based delivery can be broadly divided into two categories: direct penetration and membrane permeabilisation. Some of the major techniques which fall under these categories have been discussed in the following sections.
1.3.3.1.1. Direct penetration

Delivery of NPs via direct penetration of the cell membrane includes techniques such as microinjection and nanowires/nanoneedles as shown in Figure 1-9. Microinjections are sharp microcapillary pipettes, capable of rupturing the cell membrane and penetrating the cytoplasm. The cargo is directly introduced into the cytoplasm (Figure 1-9a) through the microcapillary, monitored using an optical microscope. This method is highly efficient in determining the fate of NPs in the cells as there is precise control over the delivery site and quantity [130]. Microinjections have been widely used for the intracellular delivery of proteins, peptides, nucleic acids, liposomes and NPs, including QDs [128]. Direct injection of QDs via microinjection has been widely reported showing homogeneous distribution within the cytosol and efficient intracellular targeting [131]. In spite of the major advantages, the technique requires specialised skill, precise control and it is only possible to treat one cell at a time, making it low-throughput. Hence, it is not suitable for NP delivery for a large cell population.

Nanowires or nanoneedles are elongated thin nanostructures with a cross-section of a few hundred nanometres or less. They are fabricated into arrays of vertically aligned structures. The cells adhere onto this substrate and the nanoneedles penetrate the cell membrane (Figure 1-9b) [132,133]. These nanoneedles are in the order of micrometres in length and are hollow, which can facilitate the delivery of NPs directly into the cytosol. Park et al. have demonstrated the direct delivery of QDs to the cytosol using arrays of vertically aligned carbon nanosyringes [134]. In principle, this method of delivery can be scaled up for high-throughput by increasing the substrate area accommodating many cells. The number of particles injected can be efficiently controlled by the flow of the cargo suspension. Also, the highly localised interface of the nanoneedles and the cells ensure strong physical effects of treatments (e.g., electric, magnetic or mechanical) locally, making the delivery more efficient [135]. However, a recent study has shown that delivery via nanoneedles is partially mediated through endocytic pathways selectively upregulated at the cell-nanoneedle interface, which causes endosomal localisation of the cargo [136].
Permeabilisation

Uptake through membrane disruption by permeabilisation involves strategies that generate transient membrane pores which allow the diffusion of the particles present in the extracellular medium. Permeabilisation of the cell membrane can be achieved by various means such as electrical, thermal, chemical or mechanical stress [128]. The particle of interest is dispersed in the cell suspension or the extracellular medium, which is followed by the membrane disruption process. Transient membrane pores are generated and the particles diffuse into the cytoplasm according to their concentration gradient. The cells actively begin to repair the membrane and restore its health which ends the particle diffusion. It is important that the membrane disruption process be optimised and limited so that the cells are capable of full recovery and membrane repair without permanent damage. The membrane repair by the cells post-disruption will be discussed in section 1.6.2.

Electroporation is a popular method for membrane permeabilisation which involves the treatment of cells with electric pulses (Figure 1-10a). The electric pulses (0.2-1.5 V), typically in the order of microseconds to a second, induce transmembrane electrical potential with the accumulation of the charges at the cell membrane [137]. It was reported by Tsong that when the transmembrane electric potential reaches a certain critical value of \(~1\) V, the breakdown

Figure 1-9. Delivery of nanoparticles by direct penetration of the cell membrane. Intracellular delivery via a) microinjection and b) penetrating nanowires.
of the cell membrane occurs leading to the formation of pores [138]. Conventionally, bulk treatment of cells is carried out in suspension along with the cargo material in a cuvette, in a solution of the conducting buffer, placed between the two electrodes [139]. With the application of the voltage, hydrophilic membrane pores are generated and the particles diffuse into the cytosol. Studies have shown that the permeabilised area of the membrane can be controlled by pulse strength and the pore size by the pulse duration [140]. Electroporation has been extensively used to deliver various QDs into the cytoplasm [141,142]. However, the major issue for QD delivery by electroporation is that strong electric pulses cause the particles to aggregate [131]. Additionally, electroporation can induce cell swelling, cytoskeleton disruption and denaturation of membrane proteins [143]. Integration of electroporation with microfluidics can give precise control over membrane permeabilisation which cannot be achieved by electroporation on its own. Microfluidic electroporation, due to the smaller scale, does not require high voltages for high pulse power and can facilitate real-time monitoring of single cells for delivery efficiency [144]. It has been demonstrated that the exact amount of cargo can be driven into the cytoplasm by electric pulses through a nanochannel for a cell precisely positioned in a microchannel [145].

Membrane permeabilisation by thermal treatment of cells occurs due to the dissociation of the lipid bilayer when the kinetic energy of the constituent molecules becomes greater than the hydrophobic forces that hold the membrane together. The strategy involves putting cells through a heating-cooling cycle, generating membrane pores that allow the diffusion of particles into the cytosol, followed by cell recovery. Membrane integrity with supraphysiological heating of the cells (37 to 70°C) was assessed by the leakage of calcein from the cells by Bishof et al. [146]. They found that the membrane disruption was a function of both time and temperature of heat treatment. However, bulk heating of the cell suspension for membrane disruption can have detrimental effects on cellular functions, mostly due to protein denaturation and increased diffusion of lipids, as such, it has rarely been employed for uptake studies [128]. A more efficient method for heat-induced membrane disruption is by using localised laser irradiation of the cell membrane. The membrane disruption site can be localised for cargo delivery with the assistance of surface-adsorbed nanoparticles (Figure 1-10b), which acts as the nucleating site for heat treatment [147,148].
Similar to localised thermal treatment, optoporation is the disruption of the cell membrane with a high-intensity pulsed laser [129]. Membrane permeabilisation occurs through a number of mechanisms when exposed to the focused light beams, which can be a combination of mechanical stress, chemical effects such as reactive oxygen species (ROS) generation, cavitation bubbles, heating and shear stress. Favourable optoporation for cargo delivery has been achieved by femtosecond-pulsed source [149,150]. Delivery of QDs into developing *Xenopus laevis* embryos by NIR laser optoporation with low tissue damage has been reported Umanzor-Alvarez *et al.* [151]. The disadvantage of optoporation based delivery is the requirement of specialised expertise to handle high-intensity laser, high cost and low-throughput treatment.

Sonoporation is the method of membrane permeabilisation via acoustic pressure using ultrasound (20 kHz to GHz). The high-intensity ultrasound focused on the membrane causes disruption by microbubble cavitation (Figure 1-10c). As the bubble vibrates in the vicinity of the cell, its shrinking and expanding causes pushing and pulling of the membrane leading to shearing stress, poration and NP delivery [152]. This method of delivery is becoming popular as it is non-invasive, cost-effective, safe and widely available in preclinical research [153]. Evaluation of successful delivery to the target tissue by sonoporation is often carried out using QDs [154]. The major limitation of sonoporation is the lack of control over nature and the randomness of cavitation. Lui *et al.* reviewed that the uptake efficiency is <50% for ultrasound exposed cells *in vitro* with low cell viability [155]. This low viability for *in vitro* systems could be caused by uncontrolled cavitation-related effects such as generation of ROS or high localised temperature.

Chemical membrane disruption can be achieved in a variety of manners for the internalisation of NPs. The majority of them can be categorised under permeabilisation by organic solvents, surfactants, artificial detergents, oxidising agents and natural proteins [128]. Short-chain alcohols can produce membrane disruption by increasing the fluidity of the membrane for cargo delivery [156]. Surfactants such as detergents produce membrane pores by inserting themselves in the lipid bilayer and causing structural distortion. The stages of membrane disruption by detergent are shown in Figure 1-10d. Detergents are amphiphilic molecules and because of their cone-shape, having a large head compared to the membrane lipids, the structure of the outer leaflet of the bilayer assumes an intrinsic curvature with the inserted
detergent [157]. This generates a curvature strain on the outer monolayer, leading to a disorder of the hydrophobic chain, making the membrane flexible. Finally, membrane pores are produced by bilayer dissolution by sequestering lipid-detergent micelles. Pore-forming protein monomers assemble forming oligomers and insert onto the membrane to form pore complexes, which have been used for intracellular delivery of various molecules and NPs [128]. However, these approaches for membrane disruption and delivery using detergents and pore-forming proteins are limited due to lack of control and delayed pore formation kinetics.

Figure 1-10. Intracellular nanoparticle delivery by membrane permeabilisation. a) Membrane disruption by electroporation for cells in suspension with the NPs. b) Delivery of cargo-nanoparticles by membrane disruption assisted by surface-adsorbed nanoparticle irradiated with laser. c) Bubble cavitation by ultrasound for membrane disruption and nanoparticle delivery. d) Steps involved in bilayer dissolution and poration for nanoparticle delivery by the action of surfactants.

Mechanical membrane disruption is gaining popularity for vector-free intracellular delivery as it is simple and cost-effective. Permeabilisation of the membrane is mechanically achieved by contact of the membrane with a foreign object, pressure gradient induced hydrostatic/osmotic
changes or shearing forces of the suspension fluid. Bulk treatment of adhered cells by shaking glass beads and scraping with rubber spatula have been reported for the mechanical disruption-mediated delivery of a variety of materials including QDs, however, these methods lack precise control and show excessive cell damage [128]. Microfluidics has revolutionised the way mechanical disruption of the cell membrane can be achieved for non-endocytic delivery of NPs with high efficiency and is discussed in detail in the following section.

1.3.4. Microfluidics cell deformation and intracellular delivery of NPs

Microfluidics has been a revolutionising technology in the in vitro studies of cells for toxicity, diagnosis, treatment, drug and particle delivery [158,159]. Compared to bulk methods, there is efficient control over particle delivery with respect to the mechanical forces acting on the cells, time of treatment, integrated processing, sorting, reproducibility and homogeneity. These factors are easily controlled by the geometry of the microfluidic device, particle and cell concentrations and the flow rate through the device. This method is cost-effective, high-throughput, easy to execute and able to work with small volumes. In addition, the channels of the device, which are in the order of a few to hundreds of microns, can mimic the flow condition in capillaries and small terminal lung airways. Microfluidic devices usually have a controlled flow of small volumes of fluids in microchannels and micro-chambers. The geometry of the devices can be engineered according to requirements in both two- and three-dimensions [160]. Microfluidic devices are usually fabricated with glass or by moulding of a semi-flexible polymer, polydimethylsiloxane (PDMS) and thermoplastics [161]. PDMS microfluidic devices stand out in current research due to their ease of fabrication, integration and reproducibility [162]. Cell permeabilisation and particle delivery via microfluidics are categorised by either contact-mediated or fluid shear-mediated deformations.

1.3.4.1. Contact-mediated deformation

The group lead by Langer and Jensen pioneered the contact-mediated deformation for non-endocytic uptake by demonstrating the delivery of QDs by squeezing cells rapidly through narrow constrictions [163]. Cells were deformed at 10,000 cells/s showing 35% delivery
efficiency while maintaining 80-90% viability (Figure 1-11). In their follow-up work, Sharei et al. 2013 demonstrated intracellular delivery by squeezing cells through a series of constrictions that were 30-80% smaller than the cell diameter [164]. Transient membrane pores were generated in a controlled manner by the compressive and the shearing forces acting on the cells by constriction squeezing. Non-endocytic delivery at 20,000 cells/s of 3 and 70-kDa dextran was demonstrated which increased with flow rate, constriction length, smaller constriction width and the number of constrictions. The method was also used to demonstrate the role of Ca$^+$ in the membrane recovery kinetics post-deformation [165]. The drawbacks, however, are that the small features can be susceptible to blockages, the size dependency of the constrictions on cell type, the narrow range of flow rate for optimised delivery and viability.

![Figure 1-11. Microfluidic constrictions for cell squeezing for non-endocytic delivery of QDs. a) Schematics of the constriction and the cell deformation b) Schematic of the QD uptake hypothesis via cell membrane poration c) Confocal images of the cells deformed with QDs at various z-heights. Reprinted with permission from Lee et al. [163], Copyright (2012), American Chemical Society.](image-url)
To further enhance the delivery efficiency, Joo et al. very recently combined droplet microfluidics with contact-mediated deformation as shown in Figure 1-12, for internalisation of 2000 kDa dextran, mRNA and plasmid DNA [166]. In this approach, the cell and the cargo are initially encapsulated in water-in-oil droplets and squeezed through a series of narrow constrictions. The droplet squeezing with the encapsulated cells generate membrane pores and the cargo is delivered efficiently (up to 98%) by the recirculating fluid within the droplet. This reduces the total cargo consumption and near-zero clogging was reported by droplet use. This droplet-based intracellular delivery has the potential to be incorporated with other membrane disruption strategies for enhanced uptake efficiency.

Figure 1-12. Intracellular delivery via droplet squeezing mechanoporation. A) Schematic of the microfluidic device for droplet squeezing. B) Illustration and high-speed microscope images of (1) Cell encapsulation, (2) droplet squeezing through constriction and (3) uptake and cell restoration. C) Encapsulated cells in monodispersed droplets. D) Schematics showing the stages of intracellular delivery through droplet squeezing. E) Comparative images (bright field and fluorescence) of K562 cells with 3-5 kDa FITC-dextran delivered via endocytosis and droplet squeezing. Reprinted with permission from Joo et al. [166]. Copyright (2021), American Chemical Society.
1.3.4.2. Shear-mediated deformation

Shear-induced permeabilisation for intracellular delivery can be achieved in several ways. The rapid motion of fluid close to the cell membrane induces torsion in the lipid head arrangement of the bilayer, leading to instability and eventually membrane rupture [167]. This microfluidic method of membrane disruption is less invasive compared to contact-mediated deformations [128]. A consistent zone of fluid shear was generated in narrow confinements with a simple microfluidic device consisting of an array of parallel cones [168]. The size of these channels was larger than the cell diameter, as such, the deformation was produced purely due to shearing forces (Figure 1-13a).

Recently, Chung’s group has shown shear-induced delivery through different microfluidic geometries [169–172]. For one of the designs, cells were subjected to shearing and compressive forces by colliding them onto a sharp pin at a T-junction as shown in Figure 1-13b [169]. Membrane disruption by the collision allowed material independent intracellular delivery at high-throughput while maintaining high cell viability. Notably, the delivery efficiency increased with the Reynolds number (ratio of inertial and viscous forces, discussed in detail in section 1.4.2), suggesting that the membrane disruption is higher with the inertial force dominating over the viscous force. The high Reynolds numbers (Re) were achieved by using high flow rates in the devices. Additionally, the device is also susceptible to partial clogging due to small features on the device.

Kizer et al. demonstrated single-step hydrodynamic membrane disruption and intracellular delivery of macromolecules by fluid shearing, using a cross-slot microfluidic device named ‘Hydroporator’ [170]. As the two opposing fluid flows collide at the centre of the cross-slot junction, called the extensional-flow region, the suspension fluid and the cells slow down and come to a stop at the centre of the junction. This is called the stagnation point and the cells deform purely by hydrodynamic forces of the moving fluid around them. This generates the transient membrane pores which allow the cargo in suspension to diffuse into the cells (Figure 1-13c). They achieved almost 90% delivery efficiency for 3-5 kDa FITC-dextran in K562 cells. The uptake experiments were performed at a relatively high Reynolds number (Re ≈133-189), implying noticeable inertial dominated flow. Uptake at shear-dominated flow at low Re (high viscosity) has not been explored. Additionally, although it has been mentioned that there is an expulsion of intracellular material during deformation, evidence of the phenomenon has not
been provided [170]. The cross-slot microfluidic device will be discussed in further detail in section 1.5.

**Figure 1-13.** Methods for membrane disruption through shear-mediated microfluidics. a) Cell deformation with flow through wide constriction. Reprinted with permission from Stewart et al. [128]. Copyright (2018) American Chemical Society. b) Schematic for the intracellular delivery via the T-junction with the sharp pin microfluidic device. Reprinted with permission from Deng et al. [169]. Copyright (2018) American Chemical Society. c) Intracellular uptake by cross-slot microfluidic deformation. d) Schematic of the cell deformation and intracellular delivery via spiral hydroproporation. Reprinted with permission from Kang et al. [171]. Copyright (2018) American Chemical Society (Further permission related to the material excerpted should be directed to the ACS). e) Schematic of the intracellular delivery and fluorescence images of K562 cells with 3-5 kDa FITC-dextran via T-junction with cavity microfluidic device. Reprinted with permission from Hur et al. [172]. Copyright (2020) American Chemical Society.

Vortex-induced hydrodynamic cell deformation was shown to effectively deliver large particles, such as 200 nm gold and 150 nm mesoporous silica NPs while maintaining high cell viability (up to 94%) with the same cross-slot geometry [171]. The cell suspension with the NPs was injected into both of the two opposing inlet channels at different flow rates ($Re = 0-366$). It was observed that due to the asymmetric flow, a strong spiral vortex was generated near the stagnation point, making the cells spin before exiting from one of the outlets (Figure 1-13d). The cells were further made to collide with the T-junction wall, causing further membrane disruption. Using this dual-action method of cell deformation, they claim to achieve up to 96.5% efficiency in uptake at a high throughput of up to $1 \times 10^6$ cells/min. It is yet to be explored
how this spiral hydroporator will perform in NP delivery for high viscosity fluids (i.e., at low $Re$).

Recent, modification to the T-junction microfluidic device with the inclusion of a cavity (Figure 1-13e) substantially increases the cell stretching by the elongational recirculating flow [172]. The membrane disruption produced in this technique was reported to deliver NPs, including QDs into hard-to-transfect primary cells.

1.4. Microfluidics background

Microfluidics is the technology of manipulating small volumes of fluids in channels that have at least one dimension < 1 mm. The miniaturisation of fluid flow enables precise spatiotemporal control of mixing, treatment, manipulation and analysis. As many common laboratory processes from cell culture to chemical reactions can be carried out on specially designed microfluidic chips, this technology is commonly referred to as "lab-on-a-chip". The low volume and the downscaled system enable high-throughput treatments and automation of processing and analysis with relative ease. Numerous studies have been conducted in understanding the fluid inertia in the microchannels and their potential applications collectively referred to as ‘Inertial microfluidics’ [173]. Inertial microfluidics involves investigating fluid-structure and fluid-particle interactions and behaviours.

1.4.1. Navier-Stokes equation

For an incompressible Newtonian fluid flowing through the microchannels, its motion is governed by the Navier-Stokes equation:

$$ \rho \left( \frac{\partial v}{\partial t} + v \cdot \nabla v \right) = -\nabla p + \mu \nabla^2 v + f \quad (1.6) $$

Here, $\rho$ is the density of the fluid, $v$ is the fluid velocity, $p$ is the fluid pressure, $\mu$ is the fluid viscosity and $f$ is a term due to the external force acting on the fluid elements such as gravitation or electromagnetic forces. The equation describes the conservation of the linear momentum of the fluid [174]. The term on the left-hand side of the equation represents the inertial forces due to the fluid acceleration. The first term on the right-hand side represents the external pressure applied on the fluid which determines the direction of flow and the
second term represents the viscous forces. The equation of continuity representing the conservation of mass is described as:

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0$$  \hspace{1cm} (1.7)

For an incompressible fluid, the density remains constant, as such equation 1.7 simplifies to:

$$\nabla \cdot \mathbf{v} = 0$$  \hspace{1cm} (1.8)

Hence, the Navier-Stokes equation and the fluid flow can be simplified with certain assumptions. Also, typically, the effect of gravity is neglected for fluid flow in microchannels in comparison to the inertial, viscous and pressure effects.

1.4.2. Reynolds Number

The behaviour of the fluid motion is also characterised by the Reynolds number which is the ratio of the inertial to the viscous forces, described for a flow in pipe or tube as:

$$Re = \frac{\text{inertial forces}}{\text{viscous forces}} = \frac{\rho \mathbf{v} D_H}{\mu}$$  \hspace{1cm} (1.9)

$D_H$ is the hydraulic diameter of the pipe or tube and is dependent on the cross-sectional geometry of the microchannel. Typically, the channels in the microfluidic devices are rectangular, thus $D_H$ can be represented as:

$$D_H = \frac{4A_c}{P_r} = \frac{2wh'}{w+h'}$$  \hspace{1cm} (1.10)

Where $A_c$ is the area of cross-section, $P_r$ is the perimeter, $w$ is the width and $h'$ is the height of the channel. For viscous force dominated flow, i.e., at low $Re$, the fluid flows in smooth, continuous streamlines which is known as laminar flow as shown in Figure 1-14a [175]. For the flow of water ($\rho \sim 1000$ Kg/m$^3$, $\mu \sim 0.001$ Pa.s) at a velocity of $\mathbf{v} = 0.01$ m/s through a rectangle cross-section of a microchannel with $w = h' = 100$ μm, $Re$ is approximately 1. Since most microfluidic channels in devices are usually 10s of micrometres, $Re$ is typically <1. For low velocity and high viscosity, $Re << 1$ can be achieved in microchannels and is referred to as Stokes flow or creeping flow. Here, the Navier-Stokes equation can be simplified by neglecting the inertial term:
\[ \mu \nabla^2 v - \nabla p = 0 \]  

(1.11)

when no external forces acting on the fluid. Equation 1.11 is linear and time-independent and it is possible to predict fluid motion and the position of the particles in laminar flow with relative ease. As \( Re \) increases, the inertial forces become prominent and the flow deviates from laminar behaviour. For the intermediate flow regime (\( 1 < Re < 100 \)), the flow remains laminar but is influenced by the geometrical effects of the channel [174]. In this weak-inertial regime, curved channel structures can generate transverse components of velocity, leading to secondary flows which can be effectively manipulated for particle focusing and separation [176]. As \( Re \) further increases, inertial forces dominate and the flow transitions from laminar to more chaotic. The transition to turbulent flow (Figure 1-14b) occurs at a critical \( Re \) which depends on the geometry of the channel. This transition is typically reported to occur between 2300< \( Re \) <4000 [177].

In a microfluidic system, particles suspended in fluid experience additional drag and lift forces [178]. For such cases, the flow of particles through a channel can be described by two variations of the Reynolds number:

\[ R_c = \frac{\rho v_{max} D_H}{\mu} \]  

(1.12)

\[ R_p = R_c \frac{a^2}{D_H} = \frac{\rho v_{max} a^2}{\mu D_H} \]  

(1.13)

\( R_c \) is the channel Reynolds number (equation 1.12) which describes the unperturbed flow in the channel. \( R_p \) is the particle Reynolds number (equation 1.13) which shows dependence on both channel and particle parameters. Both Reynolds numbers depend on the maximum flow velocity, \( v_{max} \), whereas only \( R_p \) shows additional dependence on the particle diameter, \( a \).

From the mean channel velocity-based definition of Reynolds number, \( R_c \) can be related to \( Re \) as:

\[ R_c = \frac{2}{3} Re \]  

(1.14)

For \( R_p \ll 1 \), the particle flow in the microchannel is dominated by viscous forces. This makes the particle travel with the local fluid velocity due to viscous drag. In this regime, particle distribution is conserved and there is no migration across streamlines. With the increase of \( R_p \)
>1, particle migration across streamlines occurs as the effect of the channel walls become more prominent.

Figure 1-14. Schematics of a) laminar and b) turbulent flow of fluid.

1.5. Cross-slot microfluidics

In the cross-slot microfluidic device, the cells are hydrodynamically stretched by an extensional flow at the stagnation point (Figure 1-15). The cells arrive at the cross-slot junction at a constant speed and are rapidly deaccelerated to zero velocity at the stagnation point. The cells deform by a combination of compressive and shear forces as shown in Figure 1-15a. The cell leaves the extensional flow junction through one of the orthogonal outlets and recovers its original shape as it travels. Gossett et al. introduced the technique of Deformability Cytometry for mechanical phenotyping of cells using the cross-slot microfluidic device [179]. They estimated the compressive forces \( F_c \) acting on the cell at the centre of the extensional flow due to the fluid inertia as:

\[
F_c = 0.5 \rho U^2 C_D A_p
\]  

(1.15)

Where, \( \rho \) is the fluid density, \( U \) is the velocity of the fluid, \( C_D \) is the drag coefficient on the cell and \( A_p \) is the cell cross-sectional area. \( C_D \) depends on the \( Re \) and for Stokes flow conditions, it is given as \( C_D = 24/Re \). However, when inertial forces cannot be neglected, \( C_D \) was estimated by Brown and Lawyer [180], by correlating with experimental data of terminal velocity of falling spheres over a large range of \( Re \) as:

\[
C_D = \frac{24}{Re} \left( 1 + 0.150 Re^{0.681} \right) + \frac{0.407}{1 + 8710/Re} \]  

(1.16)

This equation correlated the experimental data satisfactorily and is recommended for \( Re < 2 \times 10^5 \). The shear force \( F_S \) acting on the cells due to the fluid viscosity was determined using:

\[
F_S = \gamma \mu (4\pi r^2) = 2 \pi U \mu r
\]  

(1.17)
Here, $\mu$ is the viscosity of the fluid, $\gamma$ is the strain rate and $r$ is the radius of the cell [181]. The shear stress is highest near the channel walls, as such, the shear force experienced by the cells would depend on the cell size [182]. The total force acting on the cell for hydrodynamic stretching at the stagnation point is a combination of inertial and shear forces:

$$F_T = F_C + F_S$$

(1.18)

The ratio of these forces can be tailored to achieve either an inertial or shear-dominated regime through manipulation of flow rate and fluid viscosity [181,183]. Cell deformation events are captured by a high-speed camera at high throughput. Deformation cytometry for the cross-slot device is the study of the characteristics of the cells based on their deformation index ($DI$) which is given as:

$$DI = \frac{H}{W}$$

(1.19)

where, $H$ and $W$ are the height and the width of the deformed cells at the stagnation point (Figure 1-15b).

Figure 1-15. Schematics showing the deformation of cell in the cross-slot microfluidic device. a) Stages of cell deformation with 1 showing the approach of the cell from the inlet to the stagnation point. Stage 2 is the hydrodynamic cell deformation process at the stagnation point by the action of compressive ($F_C$) and shear ($F_S$) forces. The cell recovers its shape in stage 3 post-deformation in the outlet channel. b) Parameter of the deformed cell measured from the high-speed videos for analysis.
1.5.1. Inertial and shear regimes

As mentioned earlier, cell deformation in the inertial or shear-regime can be obtained by tailoring the suspension fluid velocity and viscosity. Armistead et al. demonstrated the dependence of $Re$ on flow rate using equations 1.9 and 1.10 for the cross-slot device, for two different viscosities of the suspension fluid (Figure 1-16a) [181]. The calculations were made for a channel width of 35 μm and channel height of 25 μm, which are the dimensions of the device used for this thesis. The lower viscosity suspension fluid (LVSF) had a viscosity of 1 cP (centipoise), which resembles water. This showed a linear increase in $Re$ with increasing flow rate. By contrast, the higher viscosity suspension fluid (HVSF) has a viscosity of ~33 cP and $Re$ showed a significantly lower increase with flow rate. The dotted line represents $Re = 40$ which has been employed as the boundary between the shear and the inertial regimes. For the HVSF, the $Re$ remains within the shear regime and was used for all experiments in this thesis. The viscosity of 33 cP for the cell suspension fluid was obtained by adding 0.5% methylcellulose (MC) (w/v) to phosphate buffer saline (PBS), details of which are provided in section 2.5.4. $F_C$ and $F_S$ as a function of flow rate and $Re$ were also plotted in the same article using equations 1.15 and 1.17, respectively for the different viscosities. Figure 1-16b shows the dependence of the forces with flow rate at the stagnation point for fluid of viscosity $\mu = 1$ cP. $F_C$ surpasses $F_S$ at ~40 μl/min and dominates with increasing flow rate, well into the inertial regime with $Re>40$. For the HVSF (~33 cP), Figure 1-16c shows the dominance of $F_S$, with $Re<11$ up to the flow rate of 200 μl/min. This depicts the shear-regime of flow. All experiments in this thesis were performed at flow rate < 200 μl/min and at ~33 cP viscosity, well within the shear regime.
1.6. Biomechanics of cell deformation

Cell deformability is a complex process resulting from interaction and repair responses coordinated through several organelles. This can include the roles of the cell membrane, nucleus and cytoskeletal constituents of microtubules, actin and intermediate filaments. Deformability cytometry has been used effectively in phenotyping cancer cells, as they show reduced stiffness compared to their healthy counterparts [179,181,184]. Alterations to the subcellular components during disease progression result in changes to deformability. Hence, cell deformability is a physical biomarker for diseases, which can affect the subcellular responses. The biomechanics for deformation can be understood through the viscoelastic cell response.
1.6.1. Viscoelasticity of cells

Viscoelasticity is the property of materials showing both viscous and elastic behaviour under deformation. An ideal solid shows purely elastic properties, such that when the deforming force is removed, the body regains its original configuration without energy dissipation. On the other hand, an ideal viscous Newtonian liquid will deform at a constant rate until the stress is removed with the dissipation of the deforming energy and will not regain the original configuration. Viscoelastic materials fall between an ideal solid and an ideal liquid. Such materials show hysteresis in the stress-strain curve, in which the area of the loop is equivalent to the energy dissipated during the deforming cycle. They also exhibit stress relaxation, which is the reduction of stress with time under constant strain. Viscoelastic materials also show creep behaviour, which is the continuous deformation under persistent mechanical stress. Cells are known to exhibit viscoelastic properties under applied mechanical stress, responding differently depending on the applied stress, strain and strain rate [185]. Different techniques have been employed to understand the viscoelastic response of cells, with varying values of elastic moduli depending on the technique and the model used.

The Kelvin-Voigt model has been widely for whole-cell deformations as it fits the viscoelastic behaviour well. This model was used to explain the viscoelastic properties of the cells deformed in the cross-slot microfluidic device [181,183]. In this approach, the viscoelastic behaviour of the materials was modelled using a circuit arrangement of a linear spring and a dashpot in parallel. A dashpot is a mechanical damping device that resists motion due to viscous forces and the spring represents the elasticity. The applied stress, \(\sigma(t)\) to this system, is given by:

\[
\sigma(t) = E\varepsilon(t) + \eta \frac{d\varepsilon(t)}{dt} \tag{1.20}
\]

Where \(\varepsilon(t)\) is the strain, \(E\) and \(\eta\) is the elastic modulus and the viscosity associated with the linear spring and the dashpot, respectively. In the cross-slot device, as the cell enters the extensional flow junction, the stress increases from zero to maximum (\(\sigma_0\)), occurring at the stagnation point. Using this model, the velocity profile was simulated in the shear-dominated regime (\(\mu =33\text{ cP}\) at a flow rate of 5 \(\mu\)l/min, for \(\rho =1005\text{ kg/m}^3\) using the finite element software COMSOL Multiphysics [181]. The 3D simulation mimicked the cross-slot geometry used for the experiments (channel width = 35 \(\mu\)m, channel height =25 \(\mu\)m) for incompressible
fluid with a single-phase laminar model and outlet pressure of 0. The results showed sinusoidal fitting to the velocity profile as shown in Figure 1-17a and b, where the initial linear velocity at the inlet drops to 0 at the stagnation point. The velocity increases at the same rate as the fluid makes its way towards the outlet. From equation 1.17, in the shear-dominated regime, the deforming force is proportional to the velocity, as such, the stress \( \sigma(t) \) also varies as a sine function. Hence:

\[
\sigma(t) = \sigma_0 (1 + \sin(\omega t))
\]  

(1.21)

where \( \omega = \frac{2\pi}{T} \), for a period \( T \). Using equation 1.21 to solve equation 1.20:

\[
\epsilon(t) = \frac{\sigma_0}{(\eta^2\omega^2 + \frac{E^2}{\eta})E}
\left[
\eta^2\omega^2 \eta \omega + E^2 \right] e^{-Et/\eta} - E\eta \omega \cos(\omega t) + \eta^2 \omega^2 +

E^2 \sin(\omega t) + E^2
\]

(1.22)

Using this sine-oscillating Kelvin-Voigt model, the strain trace was fitted for the HL60 cells (Flow rate = 5 \( \mu l/min \), viscosity of suspension fluid, \( \mu = 33 \text{ cP} \), \( R^2 = 0.98 \)) with time, and the elastic modulus was calculated as \( E = (0.30 \pm 0.03) \text{ kPa} \) (Figure 1-17c).
Figure 1-17. a) The velocity profile for the cross-slot microfluidic device at the flow rate of 5 μl/min using COMSOL, where position 0 is the stagnation point. b) COMSOL generated velocity magnitude across the extensional flow region of the cross-slot microfluidic device. c) Strain profile of N=50 HL60 cells at fluid viscosity $\mu = 33$ cP and flow rate of 5 μl/min. The red line represents the sine-oscillating Kelvin-Voigt model fit. Figures reprinted from Armistead et al. 2019 [181].

1.6.2. Cellular response to deformation and membrane disruption

Mechanical forces induce cellular response and can influence proliferation, morphological changes and migration. Upon deformation, most cells initially show elastic behaviour for a short time (seconds to a few minutes), but mostly viscous behaviour over a longer time period [186]. A rheological study shows that for epithelial cells, the cytoplasm is mostly viscous, whereas the surface appears elastic due to actin association with the membrane [187]. The biochemical response to mechanical stimuli is termed mechanotransduction and the predominant mediators are reported as ions channels, cytoskeletal proteins and signalling molecules [188]. Here, we will focus on the cellular response to membrane disruption.
The major responses of the cell to membrane disruption are immediate repair of the pores and return to homeostasis [128]. Multiple membrane repair processes can take place simultaneously which depend on the size of the pores, cell type and environmental conditions. Artificial lipid bilayer membranes have shown self-sealing capabilities without assistance from repair proteins, where the driving force is the lipid disorder at the curved edges, minimising the edge tension [189]. Membrane tension at the pores is also known to be reduced by cellular mechanisms, such as inward or outward budding followed by scission of the damaged section and patching of the pores by addition of intracellular membrane via vesicle fusion [190]. Larger pores (> 200 nm) tend to be repaired through rapid exocytosis, plugging and patching of the membrane, whereas smaller pores are repaired through endocytosis or shedding through disposable vesicles. Extracellular calcium ions are known to be vital for active cell membrane repair through various mechanisms. In fact, the absence of extracellular Ca$^{2+}$ causes inhibition of cell membrane repair processes such as contraction, exocytosis, internalisation, patching or plugging [191]. Ca$^{2+}$ is reported to be essential for the recruitment of wound repairing ESCRTs proteins (Endosomal Sorting Complex Required for Transport) and calcium-binding proteins (Annexins and calpains) at the damage site [192,193]. A study on cell deformation for intracellular delivery via constriction squeezing of cells showed that the presence of extracellular Ca$^{2+}$ allows membrane repair within 15-30 s [194].

Cell swelling has been observed post-membrane disruption for different permeabilisation techniques due to the intake of water through osmosis [195–197]. The uptake of water into the cells is influenced by the presence of ions such as Na$^+$ and Cl$^-$, hence the composition of cell suspension buffer can determine the fate of cell swelling post permeabilisation. The cells can regain their natural volume after swelling, however, it can also lead to stress signalling actions and even cell death.

After the completion of the membrane repair, homeostasis begins to restore the intracellular conditions. These include recuperation of the ATP and K$^+$ levels, recovery from oxidative stress and restoration of cytoskeletal integrity [128]. If the cells are unable to restore their health even after the membrane repair, irreversible changes to cellular homeostasis can lead to cell death. Mechanical disruption can lead to permanent deformation of the cells which is referred to as cell plasticity. For the cross-slot microfluidic device, it was seen that beyond a certain high flow rate (>600 μl/min) in the inertial regime, HL60 cells begin to rupture and the viability drops.
significantly [181]. This is caused by irreparable membrane damage and the permanent disruption of the cytoskeleton. However, if the deforming forces are below the region of permanent damage, the cells have the ability to recover post deformation. Adhered MCF10A cells have been reported by Ho et al. to show no plasticity after cyclic microfluidic deformations via cyclic compression [198]. Hence under optimised conditions, effective membrane disruption and intracellular delivery can be obtained without cell stress or permanent damage by remaining within the limits allowed for cell recovery.

1.7. Progression of Cancer

Normal healthy cells are under control from cellular signals as to when they can divide, differentiate or die. On the other hand, cancer cells have developed autonomy such that they can proliferate in an uncontrolled continuous manner enabled by gene mutations. These mutations can occur during mitosis when there are errors in DNA replication. However, these errors are relatively low and the cells are equipped with DNA repair mechanisms. Moreover, apoptosis is usually triggered when the damage to the DNA is irreversible. With the influence of genetics and environmental factors (carcinogens), multiple mutations can occur and accumulate with time. Cancerous growth (the primary tumour) occurs when the DNA mutations disrupt the normal cell proliferation and the induced apoptosis behaviours. Further mutations are necessary for the mass of cancer cells to thrive by promoting blood vessel growth. If they are unable to promote the growth of blood vessels, it leads to the starving of the cells (necrosis). Under optimal conditions, cells from primary tumours can break away and enter the bloodstream and lymphatic systems. This causes metastasis which is the secondary cancer growth in other parts of the body. As the cancer cells progress between stages, they can adapt to their new environment and eventually colonise.

1.7.1. Warburg effect

One of the most salient characteristics of cancer cells is that the manner in which they metabolise glucose is distinct from normal cells. Normal cells produce energy mostly through the oxidation of pyruvate in the mitochondria. By contrast, cancer cells metabolise glucose
through aerobic glycolysis in the cytoplasm to produce energy which is termed the Warburg effect (Figure 1-18a). A large amount of energy in the form of adenosine triphosphate (ATP) is required by the cancer cells to proliferate rapidly. Glycolysis is the conversion of glucose into pyruvate with the generation of 2 ATP from 2 adenosine diphosphate (ADP) which can be simplified as shown in Figure 1-18b. The process is far less efficient, generating only 2 ATP molecules compared to the oxidative phosphorylation in the mitochondria producing 36 ATP molecules for healthy cells. However, the rate of glucose metabolism is higher through aerobic glycolysis. Hence, large glucose uptake by the cancer cells is necessary for tumour progression [199]. With the maturation of the cancer cells, the dependency on glucose uptake and glycolytic activity is significantly increased. In addition, there is a remarkable loss in mitochondrial activity which has been suggested to be key for cancer cell survival by inhibition of apoptosis [200,201].

Figure 1-18. a) Schematics of healthy and cancer cells showing the difference in the glucose metabolism. b) The simplified glycolysis process showing the conversion of glucose into two pyruvate molecules with the generation of 2 ATP and 2 NADH.
1.7.2. Redox couples

Reactive oxygen species (ROS) such as H₂O₂ and superoxide anion (•O₂⁻) are constantly generated in the cells through various processes. Elevation of the oxidised state can be detrimental to cellular health and needs to be regulated via redox reactions. Redox reactions are constantly taking place in the cells and are essential for metabolism, growth and proliferation. For these processes, the cells derive energy from oxidation reactions which involve the transfer of an electron from organic molecules to oxygen, resulting in the overall reducing environment of cells [202]. Redox couples are responsible for the flow of these electrons and hence for the redox environment in the cells. Most oxidation-reduction processes in cells involve the conversion of these molecules from one form to the other. Some of the universal redox couples are oxidised/reduced glutathione (GSSG/2GSH); nicotinamide adenine dinucleotide (oxidised, NAD⁺; reduced, NADH) and nicotinamide adenine dinucleotide phosphate (oxidised, NADP⁺; reduced, NADPH). The ratio of these interconvertible species determines the redox state of the cells.

Glutathione is the major thiol-disulphide redox buffer having the highest concentration of the redox-active compound in the cells, with GSH at 1-11 mM in the cytosol [202]. The interconversion of the GSSH/2GSH couple is given as:

\[
GSSH + 2H^+ + 2e^- \rightarrow 2GSH
\]  

(1.23)

Hence, their high concentration at low redox potential (-240 mV) has a major contribution to the reduced cellular redox state [203]. Studies have shown that glutathione redox potential could be as low as -320 mV which suggest that the GSH:GSSH molar ratio could be as high as 50,000:1 [204]. The abundance of GSH provides the cell with reducing capabilities from ROS, heavy metals and foreign compounds. Many types of cancer cells, such as breast, lung and ovarian cancers show elevated levels of GSH [205].

The NAD⁺/NADH redox couple has essential roles in metabolic pathways such as glycolysis (Figure 1-17b) and oxidative phosphorylation. During glycolysis, NAD⁺ reduces to NADH, which can be reoxidised to NAD⁺ in the cytoplasm, for example, during the conversion of pyruvate to lactate. This redox couple also play important role in the regulation of ageing, embryonic development and in diseased conditions such as cancer and diabetes. As mentioned above,
during the Warburg effect in cancer cells, the partial breakdown of glucose for rapid ATP generation leads to NADH accumulates in the cytoplasm. The switch from oxidative phosphorylation to aerobic glycolysis in cancer cells increases the net cytosolic NADH [206]. It is also reported that NADH regulates the release of intracellular Ca²⁺ [207]. Hence, NADH levels can be significant in the repair of membrane disruptions and these potential mechanisms could be investigated in the future.

Like many of the other redox couples, NADP⁺/NADPH is involved in many cellular processes such as metabolism, biosynthesis of fatty acids, gene expression, calcium homeostasis, ageing and cell death. NADPH is a cofactor in reductive reactions and acts as an electron source while protecting cells from redox stress and toxic metabolites. The NADP⁺/NADPH ratio is approximately 1:100 in cells and tissues making it an excellent source of electrons.

The thioredoxin redox-couple, TrxSS/Trx(SH)₂ is another thiol-based redox couple responsible for reducing cysteine moieties in DNA-binding sites. Thioredoxins are proteins that can form intramolecular disulphide bonds and assist in the refolding of disulphide containing proteins [202]. The redox couples are also interdependent on each other, as such, the GSSH/2GSH ratio heavily depends on the NADP⁺/NADPH ratio [208]. The cellular redox potential (-335 to -350 mV) is lower than NADPH/NADP⁺ potential (-315 mV), such that for the reduction of GSSH, the NADPH/NADP⁺ ratio needs to be high [203]. NADPH acts as a reducing source for both GSH and thioredoxin. The flavin adenine dinucleotide redox couple FAD/FADH₂ ratio is associated with energy metabolism through oxidative phosphorylation. FAD is a stronger oxidising agent than NAD⁺, hence its presence has a significant impact on the redox environment of the cytoplasm. The presence and the influence of some of these redox couples will be discussed with respect to breast cancer cell lines in the next section.

1.7.3. Redox state in breast cancer cells

Cancer cell lines provide an ongoing source of self-replicating malignant cells which have been widely studied to investigate many aspects of cancer. The studies made on breast carcinoma is based on the in vivo and in vitro studies of a large number of breast cancer cell lines. However, the number of cell lines employed for most of the breast cancer studies is very small with MCF7, T47D and MDA-MB-231 making up more than two-thirds of the cell lines used. The
breast cancer cell lines have been classified on the basis of gene expression of three important receptors: estrogen receptor (ER), progesterone receptor (PR) and human epithelial receptor 2 (HER2) [209]. Although MCF10A are normal (benign) epithelial breast cells obtained from a patient with fibrocystic disease, they have been immortalised and widely used to compare with the breast cancer cell lines. The properties of the cell lines used for investigation in this thesis with respect to the above-mentioned gene expressions are shown in Table 1.1 [209–211].

<table>
<thead>
<tr>
<th>Cell line</th>
<th>ER</th>
<th>PR</th>
<th>HER2</th>
<th>Type</th>
<th>Original tissue</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCF7</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>IDC</td>
<td>M</td>
</tr>
<tr>
<td>T47D</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>IDC</td>
<td>M</td>
</tr>
<tr>
<td>MDA-MB-231</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>AC</td>
<td>M</td>
</tr>
<tr>
<td>MCF10A</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>F</td>
<td>N</td>
</tr>
</tbody>
</table>

Table 1-1. Properties of the breast cell lines investigated in the thesis. ER: estrogen receptor, PR: progesterone receptor, HER2: human epithelial receptor 2, IDC: invasive ductal carcinoma, ADC: adenocarcinoma, F: fibrocystic disease, M: metastasis and N: Normal. ‘+’ and ‘−’ indicate the presence and absence of the hormone-receptors.

Estrogen can bind to the cell surface for an ER+ breast cancer cell via estrogen receptors which account for ~80% of all cancers [212]. Similarly, 60% of breast cancer cells are PR+ that can bind to the progesterone hormone. These hormone-receptor-positive cells tend to grow slower than the hormone receptor-negative cells and are responsive to hormonal therapy. HER2 is a receptor tyrosine-protein kinase which under normal conditions promote breast development. However, it accounts for 25-30% of breast cancers when overexpressed. MDA-MB-231 is a triple-negative breast cancer cell line, lacking both ER and PR receptors, as well as HER2 amplification. As such, they are aggressive, invasive, grow quickly and with limited treatment options. All three cancer cell lines are metastasised with MCF7 and T47D being invasive ductal carcinoma (IDC) and MDA-MB-231 cells, adenocarcinoma.

ER has been reported to show an increase in glucose transport and glycolysis [206]. ER also regulates isocitrate dehydrogenase activity which results in the reduction of NAD⁺ to NADH. As such, the ER+ breast cancer cell lines would have higher NADH levels in the cytosolic environment compared to the ER- and the non-malignant cells. Using a two-photon fluorescence lifetime and polarising imaging of intrinsic NADH, Yu and Heikal demonstrated...
that the average concentration of NADH in breast cancer cells (Hs578T) is 168 ± 49 μM, which is ~1.8 fold higher than that in normal breast cells (Hs578Bst) at 99 ± 37 μM [213].

The comparative autofluorescence of NAD(P)H and FAD have been used to evaluate the redox state of cells [214]. NADH is oxidised to NAD⁺ and FAD is reduced to FADH₂ during oxidative phosphorylation. Additionally, since NAD⁺ reduces to NADH during glycolysis, the ratio of NADH and FAD is considered as the measurement of the balance between glycolysis (cancer cells) and oxidative phosphorylation (normal cells). Due to their similar fluorescence emission, NADH and NADPH are collectively termed as NAD(P)H, however, it is difficult to differentiate their individual contributions spectroscopically. NAD(P)H can be excited by UV light (~325-380 nm) and emit blue fluorescence (~425-490 nm), whereas FAD excites in the blue light region (~430-460 nm) emitting green fluorescence (~530-570 nm) [215]. Their redox counterparts (NAD⁺ and FADH₂) do not show autofluorescence. Optical redox ratio (ORR) is defined in several ways but is essentially the ratio of the fluorescence of NADH and FAD. Ostrander et al. described ORR as NADH/FAD fluorescence emission ratio as measured using confocal microscopy for ER+, ER- and normal cells [206]. They observed a significant increase in the ORR of the cancer cells lines compared to the normal cells. For the normal MCF10A cells, the FAD emission was higher than the NADH intensity (ORR < 1). ER- cells showed an increase in ORR compared to the non-malignant cells, indicating the increase in the NADH by higher dependency on glycolysis with malignancy. ER+ cell lines showed a drastic increase in NADH/FAD intensity ratio compared to the ER- cells with MCF7 and T47D cells having ORR > 4 and 3, respectively. This indicates the increase in the reducing redox environment of the cells with malignancy and further with the presence of ER expression.

1.8. QD redox sensors

QD biosensors work on the principle that the interaction of the target analyte and the moiety alters or produces a detectable change in the photoluminescent intensity or the lifetime of the QD. Typically, the QD and the moiety are linked via bioconjugation techniques (e.g., Streptavidin and biotin affinity) or by an alkyl chain. There must be an interaction between the QD exciton and the sensing moiety, depending on the presence of the target analyte. QD redox sensors are based on the principle of reversible luminescence quenching by the interaction of
moiety with the target analyte, either by charge transfer or Förster resonance energy transfer (FRET). In a FRET-based redox sensor, the excited donor (QD) loses the energy associated with the excitation in a non-emissive process to an acceptor. The energy transfer occurs through dipole-dipole interaction from the QD donor to the acceptor [216]. Since the FRET efficiency is donor-acceptor distance-dependent (FRET rate ∝ 1/r^6; r: donor-acceptor distance), the pair should be in close proximity. Additionally, there must be an overlap of the emission spectrum of the donor and the absorption spectrum of the acceptor so that the energy transferred can excite the acceptor.

On the other hand, the charge-transfer-based redox sensors involve the depopulation of the excited states by the transfer of electrons or holes. The r in this case does not need to be extremely small for charge transfer compared to the FRET-based sensor. Additionally, there is no constraint to match the emission and the excitation of the donor-acceptor pairs. Hence, QDs of different emission wavelengths can be used for the same acceptor. A variety of redox-active compounds, such as metal complexes, dyes, organic molecules and ions have been used for photoinduced electron-transfer-based QD redox sensing [59]. Sensing can be achieved by charge transfer from excited QD to acceptor by changing the redox state of the acceptor, measuring the change in transfer efficiency or by measuring the association or disassociation of the acceptor from the QD surface [8]. Sensing involving a change of the acceptor redox state is achieved by either blocking or allowing the transfer of charge to the acceptor and will be the approach taken for this thesis.

Dopamine has been widely used as the electron acceptor for redox sensing with the QD donors as its reduction potential is biologically relevant. Clarke et al. showed the CdSe/ZnS QD-dopamine conjugates increase in fluorescence under oxidising conditions for staining of the dopamine-receptor expressing cells [217]. Here, dopamine acts as an electron donor and is responsible for quenching by hole trapping in its reduced state. The Mattoussi group demonstrated CdSe/ZnS QD-dopamine conjugate pH-dependent in-vitro electron-transfer from QD to oxidised dopamine [59]. In this case, the dopamine in the reduced configuration did not facilitate the transfer of electrons from QD resulting in the increase in photoluminescence (PL). They also showed that the pH-dependent quenching of the QD-dopamine conjugates is attributed to the charge transfer interactions between QD and the two configurations of dopamine, namely the oxidised quinone and the reduced catechol [218].
With the increase of pH from acidic to basic, the QD PL decreased as the catechol becomes a better electron donor and quinone becomes a better electron acceptor.

QD-ubiquinone derivative conjugates were shown by the Long group to exhibit redox-sensitive fluorescence [61, 219]. Ubiquinone or coenzyme Q_{10} can exist in oxidised, semi-reduced and reduced states (Oxidised, Q_{nNS}; Reduced, HQ_{nNS}), enabling it to act as a single or double electron carrier. In the oxidised state, the ubiquinone derivatives capture the excited electrons in the conduction band of the QD, resulting in quenching. This chemical reduction resulted in the high PL recovery of HQ_{nNS}-QD compared to the unmodified QDs, which occurs due to the passivation of the surface traps by ubiquinone. Additionally, it was shown that a shorter alkyl linker resulted in improved quenching efficiency as the decreased spacer distance allows faster electron transfer. The recovery of QD photoluminescence by reducing the QD-bound quinone with NADH in the presence of NADH dehydrogenase was used to measure the concentration dependence of NADH oxidation [61]. They also demonstrated PL recovery through the reduction of Q_{nNS}-QD by enzyme complex I in the human neuroblastoma SH-SY5Y cell line [219]. The fluorescence modulation of this redox sensor by enzyme complex I, which is an NADH dehydrogenase specific to ubiquinone, allowed visualisation of the spatial distribution of this enzyme within the cells.

1.8.1. CdTe/CdS QD-Q2NS redox sensor

For an effective QD-based redox sensor, the quenching process via charge transfer to the acceptor must be significantly faster than the radiative exciton recombination. To achieve this, the timescale of charge transfer could be made significantly shorter, or the radiative recombination could be made longer, or both. Harvie *et al.* report a CdTe/CdS core/shell QD conjugated with an electron-accepting quinone ligand redox sensor [45]. These are quasi-type-II core/shell QDs and as described in 1.2.2.3. This design can be exploited for its charge separating properties with electrons remaining confined to the CdS shell, while the holes remain in the CdTe core. This charge separation significantly increases the radiative recombination lifetime over core QDs. The QDs were conjugated with redox-sensitive quinone molecules Q2NS (Figure 1-19), previously reported by the Long group to exhibit switchable quenching. When the Q2NS are in the oxidised state, the excited electrons are rapidly
transferred to the oxidised quinone, outcompeting other processes such as cooling to the band-edge, radiative and non-radiative recombination. The charge-transfer luminescence quenching is mediated via a ‘hot’ surface electron trap state. Using the atomistic semiempirical pseudopotential method, it was predicted that the transfer time of the electrons to the oxidised Q2NS ranges between 2-8 ps and 40-70 ns, for the shortest and the longest distance between the excited electron and the quinone respectively. This prediction was in agreement with the transient absorption and PL lifetime experimental data. Hence, an increase in the number of Q2NS per QD improves the speed of electron transfer. With the Q2NS ligand reduced, the rapid electron capture mechanism by the quinone is removed and the PL emission of the QD is restored through normal recombination. Hence, this QD-Q2NS can be suitable for sensing the redox environment in cells and was employed for investigation in this thesis. It is hypothesised that the reducing environment of the cytoplasm would reverse the quenching of QD luminescence, with the degree of recovery depending on the reducing capability of the cells. This would allow a distinction to be drawn between healthy cells, with a lower reducing potential and hence lower QD luminescence, and cancerous cells with higher reducing potential and increased recovery of luminescence. Maximum PL recovery is achieved if all Q2NS is reduced, as such, for the proof-of-concept MCF7 cells were chosen as they have a high reducing redox environment. The reducing capability of the cells would depend on the cell type, as seen in sections 1.7.2 and 1.7.3., and also on the treatment of cells such as chemically induced oxidative stress.

![Diagram](image)

**Figure 1-19.** CdTe/CdS core/shell quantum dots with the quinone Q2NS ligands in the (a) oxidised state showing the capture of electron via hot trap state by the quinone quenching the QD emission and (b) reduced states where the electron trapping mechanism is absent where the QD emission is restored.
1.9. Quantum rods

Colloidal Quantum rods (QRs) are interesting materials from both fundamental and application aspects. They represent the transition between 0-dimension (QDs) to 1-dimension (nanowires) nanomaterials. They have distinctive optical characteristics such as linearly polarised absorption and emission, which could lead to many orientation-sensitive biological and electro-optical applications [220]. QRs give linearly polarised emission along the length of the crystallites with the degree of polarisation dependent on the aspect ratio of the rods [221]. They show a wider absorption cross-section, and enhanced charge separation compared to their QD counterparts [222]. The quantum confinement in the 0-dimensional QDs is in all three dimensions, however, for the 1-dimensional QRs, the confinement is along the radial direction and shows bulk-like behaviour along its length [223]. Hence, QRs can simultaneously show properties such as size-dependent band-gap and emission of quantum confinement, to large absorption cross-section and long-distance charge separation of the bulk crystals. The relative ease of assembly of QRs into superlattices and superstructures makes them a promising candidate for lasing devices. Furthermore, the lasing threshold for QRs is lower compared to QDs. The gain performance in QDs is compromised by the size-dependent, strong and rapid Auger relaxation processes. In QRs, the lasing threshold is significantly reduced due to the slower, non-radiative Auger recombination, increase in both the absorption cross-section Stokes shift that weakens the reabsorption interferences [224]. QRs can form liquid-crystalline phases and their ability to align in macroscale has useful optoelectrical properties with applications in photovoltaic and hybrid solar cells [225]. The difference in the properties of QRs compared to QDs can be advantageous in bioimaging. The larger absorption cross-section, narrow emission spectra and faster radiative decay are some of the improvements in using QR bio probes [226]. The large availability of surface area per particle can facilitate the accommodation of multiple moieties for more versatile cellular sensing.

The enhancement of the PLQY of the CdSe QRs typically requires multi-step processes with difficult to handle reagents, discussed in the following sections. Here, two simple and safe methods to increase the photoluminescence efficiency of the QRs have been presented. Attempts to make hydrophilic transitions of the QRs have been presented for potential biological applications.
1.9.1. Quantum rod synthesis

The Alivisatos group demonstrated that the shape of the CdSe particles can be controlled by the combination of the changes to the crystal growth kinetics and organic surfactants [221,227]. Spherical QDs will be formed if the overall growth rate is slow, whereas, if the growth is fast in sequential steps, it leads to the formation of QRs. The growth of the QRs is carried out in two steps: nucleation of the CdSe spheres followed by anisotropic growth. The wurtzite structure of the CdSe nanocrystals favours anisotropic growth in the (002) direction post-nucleation at extremely high monomer concentrations. Hence, the elongation of the particle occurs leading to the formation of QRs. Shieh et al. demonstrated control growth of colloidal CdE (E=Se, Te or S) QRs and QR heterostructures via sequential injections of chalcogen precursor [228]. This is a simple approach in which stepwise injection of the chalcogen precursor promotes epitaxial deposition in the (002) direction, which is the most reactive facet of the wurtzite CdE nanocrystals. After the initial nucleation, the addition of more chalcogen precursors at low supersaturation lowers the chance of further nucleation and favours rod growth. The length of the QRs is determined by the number of injections and will continue to increase until the Cd-TDPA complex precursor is depleted. To demonstrate the generalisation of the method, they synthesised QR heterostructure of CdS/CdTe/CdS and CdTe/CdSe/CdTe by interchanging between the injected chalcogen precursors.

1.9.2. Quantum rods and quantum yield

The main drawback of QRs is their low PLQY of ~1% for bare CdSe rods. This low efficiency of photoluminescence conversion in QRs is attributed due to the large surface-to-volume ratio of the rods. A large surface area enables the presence of a large number of surface defects that are very efficient in trapping the excited charge carriers, leading to nonradiative exciton recombination [229]. The enhancement of the quantum yield of QRs is typically achieved by the core/shell configurations, similar to the case of QDs. However, the morphology adopted is typically dot-in-rod core/shell QRs. Carbone et al. reported such CdSe/CdS QRs with 70-75% PLQY for short rods (aspect ratio<10) [230]. The CdS precursor is rapidly injected into the reaction flask containing preformed CdSe spherical seeds. Rather than forming separate seeds,
the CdS preferentially grows on the CdSe seeds since the activation energy for the homogeneous nucleation is higher than heterogeneous growth. The PLQY decreases with an increasing aspect ratio (>10) due to the rise in the number of surface traps in the CdS region. Another morphology reported for core/shell QRs is the rod-in-rod particles with PLQY of 79% for CdSe/CdS [231].

Epitaxial shell growth on QR cores with a material of larger bandgap (CdS, ZnS or both), similar to the QDs as discussed earlier, has also been reported to enhance the PLQY [221,232]. The thickness of the shell also plays a significant role in the QRs’ photoluminescence efficiency [233]. A thin shell is able to passivate the surface traps effectively and the PLQY is enhanced. However, as the shell thickness increases, new defects in the mid-gap begin to form due to the strain relaxation at the core-shell interface. As these defects increase with shell thickness, the PLQY decreases. To reduce the mid-gap defect, strain-controlled shell morphology was recently adopted with the surface from flat, to islands and even helical shells [234].

For the CdSe/ZnS core/shell QRs, the most commonly used zinc precursor is diethylzinc [235]. However, diethylzinc is extremely difficult to handle as it ignites upon contact with the atmosphere and reacts violently with water. Hence, the use of this precursor is limited to the inert atmosphere within the glove box. Other zinc precursors have been used for shell growth of QRs with varying degrees of experimental impediments and efficiencies [236]. A promising candidate is zinc diethylidithiocarbamate (Zn(DDTC)2) which could enable CdSe/ZnS core/shell QD synthesis via a single-molecule precursor in a safe and simple manner. Although it has been used in QD shell growths, its potential as a shell material for CdSe QRs has not been extensively explored. Recently, Zn(DDTC)2 was used to synthesise CdSe/CdS/ZnS QR-in-matrix with 85% PLQY in which the ZnS outer layer promotes the assembly via crosslinking [237].

The Binks group has achieved ~97.2 % PLQY for CdTe QDs by the treatment with chloride ions [238,239]. The chloride ions are successful in passivating almost all of the surface traps and eliminating unwanted non-radiative recombination processes. Additionally, the chloride ion treated QDs were significantly more stable when exposed to air compared to the untreated QDs. For this thesis, two methods of enhancing the PLQY of the CdSe QRs have been adopted: ZnS epitaxial shell growth using the Zn(DDTC)2 precursor for the shell material and chloride ion treatment of the QRs. The methods have been compared for PLQY enhancement, stability and ease of transformation into hydrophilic rods.
1.9.3. Hydrophilic QRs

For the purpose of biological applications, it is essential that the QRs are hydrophilic. Organometallic synthesis of QRs results in hydrophobic capping ligands which makes them insoluble in water. Hence, to passivate the hydrophobicity of the QRs several methods have been reported such as the use of silica matrix encapsulation, hydrophilic PEG grafted lipids, mercapto acids as coupling reagents, ligand exchange and amphiphilic polymers [240,241]. However, most of these methods cause adverse effects on the photoluminescence properties of the QRs, through interactions between solvents, ligands and the environment. Recently, using a dihydrolipoic acid zwitterionic ligand-based cap-exchange, CdSe/CdS QRs were efficiently made dispersible in water [242]. However, the QRs were almost completely quenched during the process. Fortunately, the photoluminescence of the QRs was recovered via exposure to near UV to blue radiation.

For the purpose of this thesis, encapsulation of the hydrophobic QRs was performed using an amphiphilic polymer, poly(maleic anhydride-alt-1-tetradecene), 3-(dimethylamino)-1-propylamine derivative (PMAL). Although this encapsulation increases the hydrodynamic size of the particles, it was chosen due to its simplicity. The amphiphilic polymers organise themselves around the particle with their long hydrophobic chains coupling with the hydrophobic ligands of the QRs [24]. This leaves the hydrophilic end of the amphipols exposed to the solvent. The advantage of this method over the ligand exchange procedures is that it can prevent the QR surface from damage that could hamper the photoluminescence efficiency.

1.10. Scope of project and chapter overview

The scope of this thesis was to establish non-endocytic delivery of QDs to the cytoplasm of live cells for redox sensing via membrane disruption using hydrodynamic shearing forces in a cross-slot microfluidic device. Although, non-endocytic delivery of NPs has been reported through cell squeezing using microfluidic constrictions [128], detection of the redox state in live cell cytoplasm has not yet been reported. Redox sensing in live cell cytoplasm can provide an understanding of how the malignancy in cells develop with the changing redox environment.
This can help understand the proliferation, metabolism and metastasis of cancer cells. Additionally, it can be useful in phenotyping cells on the basis of their cytoplasmic redox state.

Fluid motion about the transient membrane pores can give vital information regarding the diffusion and flow of particles and cellular contents. The leakage of intracellular materials in addition to the uptake of particles by cell deformation would be crucial in determining the diffusive nature of fluid flow across the membrane pores, the longevity, size and the number of the pores and their repair dynamics.

Additionally, methods to improve the photoluminescent efficiency of QRs were explored with the potential to be applied for biosensing in the future. Enhanced photoluminescent efficiency of QRs can have broader applications solar cells, lasing devices and in polarisation microscopy.

The structure of the thesis is as follows:

**Chapter 2** describes the experimental techniques used for the thesis. Additional details such as theory and reasoning for some of the methods have been given where it was felt to be essential.

**Chapter 3** gives the details of the CdTe/CdS QD synthesis and characterisations. The MCF7 cells were hydrodynamically deformed through the cross-slot microfluidic device in the shear dominated regime for the uptake of QDs over a range of flow rates. The viability of the cells was measured with deformation and QD uptake. Confocal microscopy was used to measure the fluorescence intensity from the cells. TEM images were taken to establish the non-endocytic nature of QD delivery.

**Chapter 4** focuses on the redox sensing in live cells via the microfluidic delivery of quinone conjugated redox-active QDs (RA-QDs). The cellular response of the RA-QDs was established using MCF7 cells and was later used to compare with the response from other breast cancer cell lines (T47D and MDA-MB-231) and non-malignant breast cells (MCF10A). The viability of the different cells was investigated for different concentrations of QDs and RA-QDs, and the deformations indices were compared. The cellular response via the RA-QDs probes upon chemical alteration of the redox environment (chemically induced reactive oxygen species) was also examined.
Chapter 5 is an effort to understand membrane poration and fluid motion through the transient membrane pores generated by the hydrodynamic deformation of cells in the cross-slot microfluidic device. The outflow of intracellular fluids by membrane disruption through hydrodynamic deformation was investigated using high-speed frequency-division multiplexing microscopy. Uptake of differently sized Au-PEG-FITC NPs on cell deformation was also investigated to give an indication of the size of the membrane pores.

Chapter 6 gives studies that aim to enhance the photoluminescence efficiency of CdSe QRs. Two approaches, epitaxial ZnS shell growth and chloride ion treatments were investigated and compared. An effort was made to transform the CdSe/ZnS core/shell QRs into hydrophilic particles by using an amphiphilic polymer.

Chapter 7 concludes the main findings of the thesis. Chapter 8 provides an outlook into the potential future works based on the findings of this thesis. Emphasis is given to establishing a model for membrane poration through cell deformation and uptake of nanoparticles.
2. Experimental Methods

2.1. Synthesis of CdTe/CdS QDs stabilised with thioglycolic acid

The CdTe/CdS core/shell QDs stabilised with thioglycolic acid (TGA) (Figure 2-1) were synthesized using the method previously described [37,72]. 0.985 g of Cd(ClO$_4$)$_2$.6H$_2$O (Merck) was dissolved in 100 ml of water. 400 µl TGA (Merck) was added under stirring which turned the solution turbid. The pH of the solution was adjusted to 11.2 by dropwise addition of 1M NaOH solution which results in a transparent solution. The solution was placed in a three-neck flask and was bubbled with N$_2$ for 3 h. 20 ml of 0.5 M H$_2$SO$_4$ was also bubbled with N$_2$ for 3 h and was carefully injected onto 0.2 g of Al$_2$Te$_3$ lumps (Absco Limited) to produce H$_2$Te gas which was passed through the cadmium precursor solution under nitrogen flow (Figure 2-2a). The change in the colour of the solution to red indicated the formation of CdTe nanocrystal seeds. They were grown into larger QDs under reflux at 100 °C under N$_2$ atmosphere (Figure 2-2b). The duration of the reflux determined the size of the QDs and consequently its emission wavelength. The smallest QDs <2 nm, with emission in the green region of the spectra were obtained after reflux of 10-15 min, whereas larger QDs emitting in the red region required a longer reflux time of up to two days. The CdS shells on the CdTe nanocrystals were grown by the addition of thiourea in the reaction mixture followed by further reflux of 45 min and up to 7 h. Thiourea releases sulphur at raised temperature for the CdS. The QD solution was cooled and stored at 4 °C until further use.

![Figure 2-1. CdTe/CdS core/shell QDs stabilised with thioglycolic acid.](image)
2.1.1. Cleaning of the QD dispersions

The colloidal solution of the as-prepared CdTe/CdS core/shell QDs passivated with TGA stored at 4 °C in the dark is very stable. This is due to the presence of excess TGA in the solution preventing the ligand loss from the surface and surface oxidation. Hence, the QDs remain relatively free from degradation. The as-prepared QD solution contains other reaction products and precursors which need to be removed for analysis and experiments. The QDs were cleaned twice with excess isopropanol (IPA) at IPA:QD solution of 2:1 (v/v), added to the crude QD solution which precipitates the particles, but the by-products remain dissolved. The mixture was centrifuged at 4000 g for 10 min. The QD pellet was dispersed in Milli-Q water in the desired concentration (1-5 µM).

2.2. Ligand exchange with electron acceptor Quinone ligand

The electron-accepting quinone compound (Q2NS) was synthesised according to the method described by Harvie et al. [45]. The molecule consists of a quinone group which is the electron acceptor conjugated to a disulphide linker via click chemistry (Figure 2-3). The disulphide bond
allows the sulphur to form a thiolate bond with the cadmium of the QD surface. A clean solution of QDs in Milli-Q water (1-5 µM) was sonicated under vacuum to remove any dissolved gas and stored in an oxygen-free glove box. Q2NS in dimethyl sulfoxide (DMSO) (Thermo Fisher Scientific) was added to the QD solution (Q2NS:QD = 20:1 molar ratio) and left overnight under N₂ atmosphere in the dark. The resultant solution was cleaned twice with excess IPA (IPA:QD = 5:1 v/v) and was resuspended in Milli-Q water. This is the quinone-based redox-active QDs (RA-QDs). The effective binding of the Q2NS ligand to the QD surface was confirmed by the PL quenching of the QD emission using fluorescence spectroscopy. The quenching was considered to be effective for cellular uptake experiments when >99%.

Figure 2-3. The schematic of the Q2NS compound with electron-accepting quinone group conjugated.

2.3. QD characterisation

2.3.1. UV-Vis NIR spectroscopy

As described in the section 1.2, the electronic transition occurs from the valence band to the conduction band when the photons are absorbed by the QDs. These transitions lead to the formation of absorption bands. The ultra-violet/visible/near-infrared (UV-Vis-NIR) absorption spectroscopy gives the measure of the absorption of light as a function of wavelength. QDs show many electronic transitions in this range of the electromagnetic spectrum, hence absorption spectroscopy is important in investigating their optical properties. The absorbance of the sample was measured against a “blank” reference which is the solvent or the dispersal medium of the sample. The absorption spectra were recorded by using a beam splitter to divide the incident light into two which was passed through the sample and the blank in identical cuvettes. The absorption spectrum of the sample was generated by subtracting the absorbance of the blank. UV-Vis-NIR spectroscopy of the diluted nanocrystal solutions was
recorded with Cary 5000, Agilent Technologies and Lambda 35, Perkin Elmer. The concentration of the QD solution was determined from the absorbance and the position of the first exciton absorption maxima as described by Yu et al. which will be described in detail in section 3.1 [5]. The absorbance of the colloidal QD dispersion is proportional to its concentration and Yu et al. calculated the molar extinction coefficient (ε) and determined the concentration using the Beer-Lambert law:

\[ A = \varepsilon c L \] (2.1)

where, \( A \) is the absorbance, \( c \) is the molar concentration and \( L \) is the path length of the light through the sample.

2.3.2. Fluorescence Spectroscopy

The steady-state photoluminescence (PL), or fluorescence, spectroscopy has two main modes of operation: emission spectrum and excitation spectrum. The former is more common when the excitation wavelength is fixed and the emission intensity as a function of wavelength is acquired. On the other hand, excitation spectra can be collected by sequentially exciting through a wavelength range, but this time fixing the emission wavelength and collecting the fluorescence intensity. In practice, the sample was placed in a cuvette (quartz or plastic) and was illuminated constantly with a collimated beam of light. The wavelength of the excitation beam was controlled by a monochromator (Figure 2-4 left-hand side). The emitted light from the sample passed through another monochromator, typically fixed at 90° to the excitation source which minimised the excitation light reaching the detector. The light which had passed through the ‘emission’ monochromator was incident on a detector where the intensity was measured. A reference signal was measured from the excitation directly to account for the fluctuations of excitation intensity and the wavelength-dependent intensity of the light source. The emission spectra of the QD solutions were recorded by FLS 980, Edinburgh Instruments and LS 55, Perkin Elmer (Figure 2-4). As the QDs have a broad excitation range, the diluted samples were excited at fixed wavelengths (within 360-400 nm) significantly lower than the first absorption maximum.
2.3.3. PLQY determination

Photoluminescence Quantum Yield (PLQY) for a fluorescent sample is the percentage of the ratio of the number of photons emitted to the number of photons absorbed. To accurately measure the PLQY, it is essential to be able to record all the emitted and the absorbed photons by the sample. This was achieved by using an integrated sphere, whose inner surface is covered in highly reflecting white coating. PLQY of the QDs was measured by FLS 980, Edinburgh Instruments using integrated sphere (SM4, Edinburgh Instruments Ltd.). The excitation beam entered the integrating sphere through a small port and was incident on the sample using a reflecting mirror (Figure 2-5). The light emitted from the sample and the light that was not absorbed reflects several times arbitrarily on the white reflecting surface of the sphere. Ultimately, all the light was incident on the baffle, used for separating entry and exit ports, and emerged out of the sphere through another small port and finally to the detector. The reduction in the excitation peak intensity of the nanocrystal samples was measured against
that of that blank solvent. This reduction in the excitation peak intensity corresponds to the absorbance by the nanocrystals. The emission peak was measured and its integrated ratio with the difference of excitation intensity was represented as PLQY in percentage.

![Figure 2-5. Schematic of the integrating sphere. The excitation beam was incident on the sample with a reflecting mirror. The light emitted from the sample and the non-absorbed incident light reflected arbitrarily in the sphere which finally emerged from the emission port to the detector. (Figure adapted from the FLS 980 series reference guide, Edinburgh Instruments manual).](image)

2.3.4. PL lifetime

The PL lifetime is the characteristic time that the electron remains in the excited state before recombining with the valence band hole. The lifetime of QDs is typically ~10s of ns but can be as large as hundreds of ns for some particle type. The sample, in the cuvette, was excited with a short pulse laser (typical pulse width ~90 ps @ 10 MHz) and the time between excitation and detection of emission was measured at a fixed wavelength for a large number of pulses via a photomultiplier. This is the principle of time-related single-photon counting (TCSPC). The measurement was stopped when a large number of events had been detected (5000-10,000 peak counts) which can be set to the duration of the measurements, maximum count for a given time or was user-defined. The emission intensity was plotted as a function of time post-excitation, where the intensity from the ensemble decays exponentially. However, since there
can be many decay processes, each with a different rate, they generally form the fit to the data shown in equation 2.2.

\[ I_{Fl} = y_0 + \sum A_i e^{-t/\tau_i} \]  

(2.2)

Here \( y_0 \) is a constant, \( \tau_i \) are fluorescence lifetimes, and \( A_i \) are the corresponding amplitudes. By fitting equation 2.2 to the lifetime data, it is possible to identify time constants associated with certain recombination processes. The best practice is to fit the data to a minimum number of exponential decay terms, i.e., start with a monoexponential, biexponential, then triexponential functionals until a satisfactory fit is made. It is rare that greater than a triexponential fit is applied as it has seven parameters that are fitted and thus the certainty and confidence in each parameter are increased. The PL lifetime of the diluted QD samples was measured using FLS 980, Edinburgh Instruments using an EPL-475 diode pulsed laser (Edinburgh Instruments).

2.3.5. Electron microscopy of QDs

Optical microscopies have a limited resolution and are unable to image NPs. This is because the diffraction limited resolution of an optical microscope is estimated by the Abbe limit as:

\[ d = \frac{\lambda}{2 n \sin \theta'} \]  

(2.3)

Where, \( d \) is the minimum resolvable distance, \( \lambda \) is the wavelength of the light, \( n \) is the refractive index of the medium, and \( \theta' \) is the half convergence angle of the focus of the lens. The term \( n \sin \theta' \) is called the numerical aperture of the lens and \( \sim 0.9 \) for typical practical lenses. Even for the smallest visible wavelength of \( \sim 380 \text{ nm} \), the resolution achieved is \( >200 \text{ nm} \). Hence, optical microscopes are unable to visualise NPs. Higher resolution for NPs imaging can be achieved by using electron beams. From the wave-particle duality, the de Broglie wavelength of an electron with momentum \( p \) can be defined as:

\[ \lambda = \frac{\hbar}{p} \]  

(2.4)

where, \( \hbar \) is the Planks constant. Hence, the resolution of imaging with electron beams would depend on their momentum. Bright field Transmission Electron Microscopy (TEM) along with
scanning electron microscopy, is one of the two major modes of imaging using the electron beam. The electron source is the cathode, typically a field emission gun (FEG) kept at a high potential with the anode of 50-200 kV or more. Electrons were accelerated at this high potential and were focused by a pair of condenser lenses to a tight beam (Figure 2-6a). The TEM was kept at low pressure ($10^{-4} - 10^{-5}$ Pa) using vacuum pumps to avoid collision of the electron beam with air molecules. The beam passed through an aperture and was incident on the sample. The electrons will either absorb, scatter or pass straight through the sample (Figure 2-6b). The samples are imaged mostly through scattering at high resolution as they appear darker against the transmitted beam. The transmitted beam was focused on a charge-coupled-device (CCD) detector and the bright field image was constructed. The resolution of the image will depend on the wavelength of the electron beam.

Figure 2-6. Simplified schematics of a) TEM and b) the electron-matter interactions occurring from the incident electron beam on the sample.

The electron beam can eject the inner orbital electrons from the atoms in the sample creating a hole. Higher orbital electrons fill the hole in the inner orbits by releasing X-rays which are characteristics of the sample element. Energy Dispersive X-ray (EDX) spectroscopy is the study of the emitted X-ray spectra from the sample to identify and quantify the elemental composition.
The electrons scattered at high angles can be collected to generate dark-field images of the sample in the scanning transmission electron microscopy (STEM) mode. The electron beam was focused into a fine spot to scan the sample in a raster pattern. The high angle scattered electrons were collected by the high-angle annular dark-field (HAADF) detector which forms a ring around the electron beam. STEM mode is advantageous for imaging biological samples with materials like QDs, due to higher contrast in the dark field.

For the TEM analysis of the QDs and NPs, dilute solutions of the samples (~1 µM) were drop cast on the copper grid with holey carbon film (Agar Scientific) and allowed to dry in air. TEM imaging was performed using FEI Tecnai TF20 and FEI Titan Themis Cubed 300. EDX spectroscopy of the nanocrystals was recorded with AZtec EDX system, Oxford Instruments.

2.4. Microfluidic device fabrication

2.4.1. Master wafer fabrication

The microfluidic cross-slot devices were made in two steps: the manufacture of the negative master wafer followed by the device casting using polydimethylsiloxane (PDMS) polymerization. The negative master wafer was made from SU8 2025 with 25 µm thickness on a silicon substrate as shown in Figure 2-6. SU8 is an epoxy-based photoresist material that gets cross-linked when exposed to UV radiation while the unexposed parts can be dissolved and washed. The silicon substrate was cleaned with Decon90 (surface active cleaning agent), piranha solution (3:1 v/v mixture of sulphuric acid and 30 % hydrogen peroxide) and Milli-Q water, followed by drying at 180-200 °C. The SU8 was spin-coated on the substrate for 10 min at 500 rpm and baked at 55 °C for 30 min. The wafer was gradually cooled to 20 °C. The microfluidic designs were etched on the wafer by direct-write laser lithography using a 2 µm UV-laser of wavelength 375 nm with 300-400 mJ/cm² intensity (MicroWriter ML™, Durham Magneto Optics). The wafer was baked again to 55 °C for 30 min and cooled, allowing the SU8 to cross-link. The wafer was developed with ethyl lactate (C₅H₁₀O₃) solvent (EC solvent) for ~2 min and washed with IPA (~1 min) to remove the non-crosslinked photoresist, i.e., the areas that were not exposed to the UV light. This was followed by hard baking at 180 °C for 15 min to remove any cracks in the SU8.
The device height was measured using the Stylus Profiler (Bruker Dektak). It uses a mechanical probe to perform a line scan on the wafer surface to acquire the surface topology, giving the height of the device channels. The design of the device used for the experiments in this thesis is described in section 2.4.3.

![Figure 2-6. Schematic of the steps involved in the fabrication of the silicon master wafer of the microfluidic devices.](image)

### 2.4.2. PDMS device fabrication

The cross-slot PDMS microfluidic devices were made from the negative master wafer in steps shown in Figure 2-7. The polymer and the cross-linking oligomer were mixed at a 1:10 ratio (v/v) and centrifuged at 4000 rpm for 1 min. The curing agent contains a platinum-based catalyst that supplements the formation of 3-dimensional Si-CH₂-CH₂-Si cross-linkages. This mixture was poured on the master wafer, which was placed in a desiccator, under vacuum, for 30 min to remove air bubbles. The PDMS was cured by baking at 75 °C for 1 h. The PDMS mould was carefully removed from the master wafer and holes were punched for the inlets and outlets of the microfluidic devices. The PDMS and the glass were placed in the plasma-cleaning chamber (Zepto, Diener electronics) and plasma-treated for 1 min of O₂ at 0.8-1 mbar. The PDMS was bonded to a glass slide to complete the device by oxygen plasma treatment. This technique is called plasma bonding where both the PDMS and the glass slide are exposed to oxygen plasma which makes the surfaces extremely clean facilitating the bonding process.
Plasma treatment of PDMS exposes the silanol groups (Si-OH) at the surface which forms strong covalent bonds when in contact with glass (Si-O-Si). The linking process produces water molecules which are removed by baking at 70 °C for >1 h.

Figure 2-7. Schematics showing the steps involved in the fabrication of the PDMS microfluidic devices. The steps shown are a) the PDMS moulding from the master silicon wafer, b) removal of the PDMS mould from the master wafer, c) hole punching of the inlets and outlets of the device, d) the oxygen plasma treatment of the PDMS mould and the glass substrate and e) the completed device after the binding of the PDMS mould and the glass substrate.

2.4.3. The cross-slot device

The cross-slot microfluidic device as shown in Figure 2-8, has a single inlet followed by a filter made up of an array of rhombus-shaped pillars with 50 µm separation between them [181]. This arrangement was capable of trapping any object bigger than 50 µm, such as debris or cell clumps and prevent blocking of the device. The inlet split into two channels and was redirected to intersect at a junction of two inlets channels flowing towards each other and two orthogonal outlets channels. This is called the extensional-flow junction (Figure 2-8c) where the cell deformation occurred due to the motion of the suspension fluid. The channels width and height at the extensional-flow junction were 35 and 25 µm, respectively. The samples flow through the outlets after passing the extensional-flow junction which expanded in width and was collected from the outlets with the help of plastic tubing.
2.5. Live cell experiments

2.5.1. Cell culture

All cell culturing was performed in a Class II A1 Biosafety cabinet. The cells were seeded in 75 or 25 cm² flasks and grown in a moisture-controlled incubator at 37 °C with 5% CO₂. The cells were sub-cultured when they reached 70-80% confluency.

2.5.1.1. MCF7 cells

MCF7 are adherent breast cancer cells and were obtained from the European Collection of Authenticated Cell Cultures (ECACC catalogue no. 86012803) as frozen stock. The MCF7 (Michigan Cancer foundation-7) was isolated from a 69-year-old patient in 1970. They were cultured in Dulbecco’s Modified Eagles Medium (DMEM) (Sigma) supplemented with 10%
Foetal Bovine Serum (FBS) (Sigma), 2 mM glutamine (Thermo Fisher) and penicillin 100 units/ml streptomycin 100 µg/ml (Sigma). Penicillin-streptomycin was added to prevent both gram-positive and gram-negative bacterial infections. MCF7 cells were sub-cultured every 3-4 days. The media was removed and the cells were washed with Phosphate Buffer Saline (PBS). Trypsin (TrypLE, Thermo Fisher Scientific) was added to the flask and incubated for 2 min at 37 °C with 5% CO₂. Trypsin, which is a proteolytic enzyme, causes cell dissociation from the flask by breaking down the proteins responsible for adhesion. The flask was gently tapped to detach the cells from adhesion to the surface. A small amount of growth media was added to deactivate the trypsin and the cells were pipetted several times to avoid the formation of cell aggregates. The cells were seeded 1-in-4 by volume in new flasks and volume was made up with DMEM culture medium.

2.5.1.2. T47D and MDA-MB-231 cells

T47D and MDA-MB-231 are adherent breast cancer cells and were provided from St. James’ University Hospital, Leeds. T47D was isolated from a 54-year-old patient from a pleural effusion with an infiltrating ductal carcinoma (ECACC catalogue no. 85102201). MDA-MB-231 was isolated from a 51-year-old patient (ECACC catalogue no. 92020424). They were cultured in RPMI-1640 medium (Sigma) supplemented with 10% FBS, 2 mM glutamine and penicillin 100 units/ml streptomycin 100 µg/ml. They were sub-cultured every 2-3 days in the similar manner described in section 2.5.1.1. with RPMI-1640 culture medium.

2.5.1.3. MCF10A cells

MCF10A are non-malignant human breast epithelial cells that were provided from St. James’ University Hospital. The MCF10A (Michigan Cancer Foundation – 10A) cells were isolated from a 36-year-old female. These cells display some features of normal breast epithelium. The media composition for this cell line was adopted from Satheesha et al. and represented in table 2.1 [244]. The stock Epidermal Growth Factor (EGF) (Peprotech) was suspended at 100 µg/ml in Milli-Q water and the aliquots were stored at -20 °C. Hydrocortisone (H-0888, Sigma) was suspended at 1 mg/ml in 200 proof ethanol (99.5 % anhydrous, Sigma) and stored at -20 °C.
Cholera Toxin (C-8052, Sigma) was suspended in Milli-Q water at 1mg/ml, allowed to reconstitute for 10 min and stored at 4 °C. Insulin (I-1882, Sigma) was dissolved in Milli-Q water containing 1% glacial acetic acid at 10 mg/ml. The solution was shaken, allowed to reconstitute for 15 min and stored at -20 °C. For every type of medium, the additive components were premixed and passed through sterile 0.2 μm filters before adding to DMEM/F-12 medium. The cells were sub-cultured every 2-3 days, similar to the description in section 2.5.1.1 with the growth medium described in table 2-1.

<table>
<thead>
<tr>
<th>Component</th>
<th>Growth medium</th>
<th>Resuspension medium</th>
<th>Assay medium</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMEM/F-12</td>
<td>500 ml</td>
<td>40 ml</td>
<td>50 ml</td>
</tr>
<tr>
<td>Horse Serum (Invitrogen)</td>
<td>25 ml (5%)</td>
<td>10 ml (20%)</td>
<td>1 ml (2%)</td>
</tr>
<tr>
<td>EGF</td>
<td>100 μl (20 ng/ml)</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Hydrocortisone</td>
<td>250 μl (0.5 mg/ml)</td>
<td>--</td>
<td>25 μl (0.5 mg/ml)</td>
</tr>
<tr>
<td>Cholera toxin</td>
<td>50 μl (100 ng/ml)</td>
<td>--</td>
<td>5 μl (100 ng/ml)</td>
</tr>
<tr>
<td>Insulin</td>
<td>500 μl (10 μg/ml)</td>
<td>--</td>
<td>50 μl (10 μg/ml)</td>
</tr>
<tr>
<td>Penicillin-Streptomycin 100x solution (Invitrogen)</td>
<td>5 ml</td>
<td>0.5 ml</td>
<td>0.5 ml</td>
</tr>
</tbody>
</table>

*Table 2-1. Media compositions for MCF10A cells.*

2.5.2. Freezing and storage of cells

To store the cell for future use, the cells were first trypsinised when 70-80% confluent. The cell viability was measured using Trypan blue dye (Thermo Fisher Scientific), which is unable to pass through the membrane of live cells. The dead cells can absorb the dye due to their compromised cell membrane. The haemocytometer is a counting chamber having engraved grids on the surface, which allows the number of cells to be counted in a known volume. The viability was calculated in percentage of the ratio of the live cells to the total cells counted. Cell freezing was performed only if the viability was > 95%. They were suspended in respective growth media with 5% DMSO. The cells were transferred to cryotubes (~1 ml) at a concentration of ~1×10⁶ cells/ml, measured using a haemocytometer. The cells were gradually frozen in an IPA bath container, kept overnight in the -80 °C freezer. Finally, the cells were transferred and stored in a liquid nitrogen container until further use. For reviving the cells back from the frozen state, they were thawed to room temperature and dispersed in T25
culture flasks with 5 ml media. The cells were allowed to adhere in incubation at 37 °C with 5 % CO₂ atmosphere for 3 h. After the cells had been attached, the DMSO containing media was replaced with fresh culture media.

2.5.3. Toxicity studies of cells with QDs

Cadmium-based QDs are known to be carcinogenic and toxic to cells [245]. It was therefore necessary to investigate the toxicity of these QDs to the cell lines (MCF7, T47D, MDA-MB-231 and MCF10A) used for experiments in this thesis. The viability assays were performed for both QDs and RA-QDs. Cells were seeded in 96 well plates (clear bottom Costar 96-well) at 5000 cells/well with 200 µl of the respective culture media. The cells were treated with either QD or RA-QDs at different concentrations (0 to 10 µM) and incubated at 37 °C with 5% CO₂ for 18 h (N = 5 wells each). The media with excess QDs were removed and the wells were washed twice with PBS and finally replaced with 100 µl fresh culture media.

The cell viability was measured according to the MTT (3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide) assay using the Vybrant MTT Cell Proliferation Assay kit (Thermo Fisher Scientific). The presence of NADPH-dependent cellular oxidoreductase enzymes in the cytoplasm reflects on the number of viable cells present. These enzymes are capable of reducing the MTT to its insoluble formazan. Each well with 5000 cells, pre-exposed to quantum dots as mentioned above, were treated with 12 mM MTT solution prepared in sterile PBS. The plate was incubated at 37 °C with a 5% CO₂ for 4h during which, MTT was converted to formazan. The formazan was also dissolved in 50 µl DMSO and incubated for 10 min at 37 °C with 5% CO₂ atmosphere. The absorbance was measured at 540 nm using a plate reader (SpectraMax M5, Molecular Devices). The viability of the treated cells was measured against the control cells without any treatment, which was considered to have 100 % viability.

2.5.4. Cell deformation analysis and QD uptake

For the deformation experiments, the cells were detached from the culture flask by trypsinisation as described earlier in section 2.5.1.1. The cells were pelleted by centrifuging at
100 g for 5 min. Cells at a concentration of 0.5-1 × 10⁶ cell/ml were resuspended in the running buffer consisting of Dulbecco’s Phosphate Buffer Saline (DPBS, Sigma) with 0.5% (w/v) methylcellulose (MC, Sigma) and passed through a cell strainer (40 µm pore size, Fisher Scientific Ltd.) to ensure monodispersity of the cells in the buffer. MC increases the viscosity of the PBS considerably (from ~1 cP to ~33 cP). The cells were loaded into a syringe and passed through the cross-slot device by a syringe pump (PHD ULTRA™ Syringe pump, Harvard Apparatus) at different flow rates (Q =25 to 175 µl/min). The syringe was connected to the microfluidic device using a fine boring polythene tubing (Smiths Medical™). The deformation of the cells was visualised and imaged/video recorded with a high-speed camera mounted on the inverted microscope (Nikon Eclipse Ti).

For the QD uptake experiments, the QDs were cleaned with IPA and resuspended in water. They were sterilized by passing through a 0.2 µm Acrodisc 25 mm syringe filter. The cells were prepared for squeezing in DPBS with 0.5% MC in a similar manner as described earlier. 100 nM QDs were added to the cells suspension before passing through the cell strainer. The cells were deformed through the cross-slot device at different flow rates and incubated with the QDs for 15 min at room temperature, with a total QD exposure time of 30 min. Cells were pelleted by centrifugation (100 g for 5 min) and washed twice with DPBS by centrifugation at 100 g for 5 min, to remove any excess QDs. Finally, the cells were suspended in their respective culture media or DPBS for further analysis. For the viability studies, the cells were treated in the same manner with different concentrations of QDs (0 to 5 µM), followed by the MTT assay described in section 2.7.

2.6. Confocal microscopy of cells

Confocal microscopy has the advantage over the traditional epifluorescence microscopy for fluorescence imaging with improved resolution, by blocking out light from the out-of-focus planes using a pinhole. Epifluorescence microscopes detect light from the entire depths of the sample, as such, even the out of focus regions are imaged. The pinhole of the confocal microscope, block the out-of-focus PL emissions, which results in improved resolution for a small depth of field and reduced background fluorescence (Figure 2-9). This also allows high-resolution 3-dimensional imaging by stacking the 2-dimensional images from the different
planes of the sample. DMi8 (Leica) confocal microscope (with the z-focus resolution of \(\sim 0.05 \mu m\)) was used for imaging the cells with QDs and the preparation of the cell sample for imaging is described in the next section.

![Simplified schematic representation of the operation of the confocal microscope. Light from the focal plane (green) passes through the pinhole to the detector whereas light from the other planes (pink) are blocked off.](image)

### Figure 2.9. Simplified schematic representation of the operation of the confocal microscope. Light from the focal plane (green) passes through the pinhole to the detector whereas light from the other planes (pink) are blocked off.

#### 2.6.1. Confocal analysis of QD uptake

The cells were deformed with QDs and washed, as described in section 2.5.4, were suspended in 200 \(\mu l\) culture media in 8 well cover-glass incubation chambers (Lab-Tek II, VWR International). The chamber was mounted on the confocal microscope (DMI8 Leica) for simultaneous fluorescence and bright field imaging of the cells. The samples were irradiated with 488nm/552nm lasers depending on the emission wavelength of the QDs and were imaged using 10x objective lenses. The intensity of the fluorescence from each cell was measured using customised MATLAB script, which detected the cells as circles using the function “imfindcircles” from the bright field image which were overlayed to the corresponding
fluorescent images. The total fluorescence emission intensity was measured from each of the cell traces. For each sample, >2000 cells were considered and the total fluorescence intensity was averaged.

2.7. Toxicity studies of cells deformed with QDs

The cell viability is typically measured by incubation in Trypan blue dye as mentioned in section 2.5.2. However, Trypan blue cell viability measurement depends on the staining of the dead cells with the compromised cell membrane, which allow the diffusion of the dye. However, the cells deformed through the cross-slot device have a compromised cell membrane, and the longevity of these pores is not yet established. As such, we choose the MTT assay to measure the cell viability of the deformed cells with QD uptake.

The cells were deformed at different flow rates (25-175 μl/min) with either 100 nM QDs or RA-QDs. The cells were washed twice in DPBS and resuspended in their respective culture medium. They were seeded in 96 well-plate (clear bottom Costar 96-well) at 5000 cells/well (N=5 wells). The plate was incubated at 37 °C with 5% CO₂ for 18 hours and the MTT assay was performed as described above in section 2.5.3. For the viability study of the cells deformed with QDs using the cross-slot microfluidic device, the total QD exposure time was limited to 30 min.

2.8. Electron microscopy of cell sections

Cells were deformed and collected as described before in section 2.5.4. with 100 nM QDs at a flow rate of 100 μl/min. After washing twice with DPBS to remove excess QDs, the cells were fixed with a freshly prepared 2.5% glutaraldehyde solution in 0.1 M phosphate buffer (PB) overnight. The cells were washed twice for 30 min with PB and fixed in 0.1% osmium tetraoxide for 1h. The cells were pelleted and washed twice with PB to remove the excess osmium tetraoxide. The cells were now dehydrated by treating in ascending concentrations of alcohol (20%, 40%, 60%, 80% and twice with 100% ethanol) for 30 min each.

The cells were then embedded in resin for making the microtome sections. Firstly, the cells were treated with 2 changes of propylene oxide for 20 min each, followed by incubation in
50%-50% araldite-propylene oxide solution overnight. The cells were subsequently incubated in 75%-25% araldite-propylene oxide for 3 h and fresh neat araldite for 3-8 h. The cells were transferred into fresh araldite which was allowed to polymerize at 60 °C overnight. The resin-embedded cells were made into thin slices (90-100 nm) using an ultramicrotome (Reichert Jung Ultracut E). The cell sections were placed onto TEM copper grids with carbon film for electron microscopy analysis. Both TEM and STEM techniques were used to image the cell sections using FEI Tecnai TF20.

2.9. Quantification of QD uptake in cells by ICP-MS

It is essential to physically quantify the number of QDs in the cells in order to determine the effectiveness of membrane disruption via hydrodynamic deformation in the cross-slot microfluidic device. Inductively coupled plasma mass spectrometry (ICP-MS) is a technique used for the detection of trace elements in biological samples [246]. The liquid sample is desolvated, vaporised, atomised and finally ionised by the inductively coupled plasma. These ions on reaching the mass analyser are subject to the time-varying electric field. Only a particular mass-to-charge (m/z) ratio of the ions result in a stable flight trajectory at specific combinations of alternating current (AC) and direct current (DC) potentials. A mass filter quadrupole separates ions based on their m/z ratios and the electron multiplier detector counts the incident ions for quantification.

For the ICP-MS sample preparation, a large number of MCF7 cells (~27-43 million cells each) were deformed through the cross-slot microfluidic device with 100 nM CdTe/CdS QDs at different flow rates of 0, 50, 100 and 150 ul/min. A negative control sample was also prepared with MCF7 cells with no QD treatment. The cells were washed and dispersed in DPBS in the same manner as described in section 2.5.4. The cells were pelleted by centrifugation at 4000 g for 10 min and digested in 1 ml aqua regia (3:1 v/v mixture of hydrochloric acid and nitric acid). The acid digestion of the cells was assisted by heating the sample at 90 °C for 2 h. Samples were diluted with Milli-Q to a final volume of 10 ml. Any undissolved components were removed by centrifugation at 4000 g for 30 min.
The cadmium in the cells was quantified using the ICP-MS (Perkin Elmer Elan DRCE) with Perkin Elmer s10 auto-sampler. The MS measurements were taken at m/z 111 at an estimate of 20 ppt of Cd. The quantification was performed against a calibration curve made using Cadmium Standard for ICP/MS, Caritas PPT Grade, SPEX CertiPrep™ (Fisher Scientific) with 100 ppt, 1 ppb, 10 ppb and 100 ppb of Cd.

2.10. Cyclic voltammetry of RA-QDs

When the electron in the QD gets excited to the conduction band, radiative recombination will not occur if the electron gets extracted by an electron-accepting ligand. As a general rule, the lowest unoccupied molecular orbital (LUMO) of the electron-accepting ligand should lie below the QD conduction band [247]. Hence to investigate the effective quenching of the QDs using the Q2NS molecules, it is essential to estimate where the LUMO of the quinones lies with respect to the CdTe/CdSe QD band alignments.

Cyclic voltammetry (CV) is an electrochemical technique used to measure the oxidation and reduction processes of a species [248]. It can measure the reduction potential which is the potential energy an electron must have to reduce the species. The redox species in solution is immobilised on the working electrode surface and CV measurement of the redox potential is performed conventionally with respect to the standard hydrogen electrode (SHE). A reference electrode is maintained at a constant potential and the potential difference of the working electrode along with a counter electrode is measured against it. The counter electrode is a conductive metal emersed in the same solution as the working electrode. Current is measured for the working electrode for several forward and backward potential scans. From the CV plot, the anodic and the cathode peaks are identified, and the reduction potential ($E^\circ$) is given as:

$$E^\circ = \frac{E_{pc} + E_{pa}}{2} \tag{2.5}$$

Where, $E_{pc}$ and $E_{pa}$ are the cathodic and anodic peaks, respectively. The CV for the RA-QDs was performed on a working electrode having a 100 nm gold layer on glass, which was incubated with a solution of 1 mM 6-mercaptohexanol and 0.2 mM 6-amino-1-hexanethiol in ethanol to impart a net positive charge to the electrode surface. They form a self-assembled monolayer which was gently rinsed with water. 1 µM solution of RA-QDs (Q2NS:QD = 20:1
molar ratio) in HEPES buffer (pH 7.2, 50 mM) was incubated with the electrode for 1h to immobilise the RA-QDs on the electrode (Figure 2-10). The CV was performed to obtain the reduction potential against a mercury/mercurous sulphate reference electrode at a scan rate of 50 mV/s. CV was also performed for QDs without the quinones with the same conditions, as a negative control.

![Figure 2-10. Immobilisation of RA-QDs the gold electrode. RA-QDs have a mixed population of TGA and Q2NS ligands and are electrostatically immobilised on the electrode which has a monolayer of self-assembled 6-mercaptohexanol and 6-amino-1-hexanethiol mixture.](image)

2.11. NAD⁺/NADH and NADH measurement in cells from standard kit

To compare the reducing environment of the different breast cell lines, it is essential to know the ratio and the quantity of one of the major redox couples in cells: the NADH/NAD⁺. The NAD/NADH Quantification Kit (Sigma Aldrich) was used to determine the NADH/NAD⁺ ratio and the NADH levels in the different breast cell lines. To make the standard curve of NADH, 10 µl of 1mM NADH standard was diluted with 990 µl NADH/NAD extraction buffer to prepare a 10 µM standard solution. 0, 2, 4, 6, 8 and 10 µl of the standard was added to wells in a 96-well
plate (Thermo Scientific) to produce 0-100 pmole/well standard in duplicates. NADH/NAD extraction buffer was added to each well to bring the volume to 50 µl.

The cells were brought to 70-80% confluency and were detached by trypsinisation (TrypLE, Gibco). The viability of the cells was checked with Trypan blue (Thermo Fisher Scientific) and the cell concentration was measured using a haemocytometer. Only cells with a viability > 95% were considered for the experiment. They were washed with cold DPBS and pelleted at 2000 rpm for 5 min. NAD+/NADH extraction was performed with the extraction buffer (400 µl per 2X10^5 cells) followed by 2 cycles of freeze/thawing on dry ice of 20 min each and vortexed. This was followed by vortexing the cells for 10 s and centrifuging at 13,000×g for 10 min to remove any insoluble materials. The cells could contain enzymes that can rapidly consume NADH, as such, the samples need to be deproteinised. This was achieved by filtering the samples through a 10 KDa cut-off spin filter (Amicon® Ultra-4 Centrifugal Filters, Merck). For the NADH and NAD_total detection, 50 µl of the sample extract was added in N =5 wells each. For the NADH detection, 200 µl aliquots of the sample extracts were heated at 60 °C for 30 min in a water bath and quickly cooled on ice, decomposing the NAD in the process. Any precipitates were removed by centrifugation at 2000 rpm for 5 min. 50 µl of the sample extract was added N =5 wells each.

Master reaction mix was prepared with 2 µl NAD Cycling Enzyme Mix and 98 µl NAD cycling buffer for each well. The concoction was added and mixed thoroughly by pipetting. All NAD in the NAD_total reaction will be converted to NADH by the NAD Cycling Enzyme Mix. The samples were incubated for 5 min at room temperature and 10 µl of the NADH developer was added to each well. The cells were incubated at room temperature for 4 h. The well plates were incubated for 4 h at the end of which 10 µl of the Stop Solution was added to each well and the absorbance was measured at 450 nm in the plate reader (SpectraMax M5, Molecular Devices).

The background value obtained from the blanks (0 pmole NADH) was subtracted from all readings. The NADH and NAD_total were determined from the standard curve and a new standard curve was set up each time the assay was run. The NADH and concentrations were expressed as pmole/10^6 cells. The ratio of NAD+/NADH was determined as follows:
\[
\frac{NAD^+}{NADH} = \frac{NAD_{\text{total}} - NADH}{NADH}
\]

2.12. AAPH treatment of cells deformed with QDs

To monitor the change in the photoluminescence of the RA-QDs in cells with alteration of the redox state of the cells, 2,2'-Azobis(2-amidinopropane) dihydrochloride (AAPH) was used to generate chemically-induced ROS in the cells. The Cells deformed with redox-active QDs were imaged under the confocal microscope according to the methods described in sections 2.5.4 and 2.6.1. The cells in suspension were continuously imaged for 30 min to check the stability of the PL emission. AAPH solution in Milli-Q water was added to the cell suspension to alter the redox state of the cells gently from the side of the imaging chambers as to not disturb the cells at a final concentration of 30 mM. The cells were further imaged for 30-45 min. As controls, cells incubated with redox-active QDs were also treated and imaged in the same manner without deformation. In addition, images of the cells were taken in the same manner for cells deformed or incubated with QDs having no quinones for comparison.

2.13. Imaging of adhered cells

Adhered cells in the culture flasks were washed with DPBS and treated with their respective FBS-free culture media containing 1µM Hoechst 33342 (nuclear stain, Thermofisher) and 1 µM mitotracker green (for mitochondria staining, Invitrogen) for 30 min. The cells were washed again twice with DPBS followed by deformation with QDs and RA-QDs as according to the methods described in sections 2.5.4 and 2.6.1. After the cleaning of the cells post deformation with DPBS, they adhered to an 8-well incubation chamber (Lab-Tek II, VWR International) pre-treated with 1 µM poly-L-lysine for 24 h. The cells were incubated at 37 °C with 5 % CO₂ atmosphere overnight to allow the adhesion in their respective culture media.

For the cells treated with RA-QDs, AAPH was added to the culture media at a final concentration of 30 mM to monitor the change in the PL-emission of the RA-QDs with the altered redox state of the cells.
2.14. **FDM microscopy of MCF7 cells with calcein**

It has been reported that there is a volume exchange incurred by the cells when deformed through microfluidic constrictions during the intracellular delivery of large macromolecules [249,250]. The cells lose their intracellular fluids by structure-induced compression which was demonstrated by the drop in the cell volume during squeezing. The volume was regained when the cells take in the suspension fluid post-deformation. This ‘convective’ volume exchange drives intracellular delivery. Although, volume loss is indicative of the outflow, the release of intracellular fluid has not been demonstrated so far during membrane disruption. Additionally, it would be interesting to see how the loss of cellular fluid occurs for the shear-induced deformation of cells. For this purpose, the high-speed frequency-division multiplexing (FDM) confocal microscope was used to detect the loss of intracellular fluids through the fluorescence measurements of cytoplasmic stain, calcein from the cells, during and after deformation via the cross-slot microfluidic device.

For traditional approaches of fluorescent microscopy, increasing the scan scanning speed would mean shorter pixel dwell time, which results in the reduction of the signal-to-noise ratio. For The FDM microscope developed by the Goda group (Figure 2-11a), this problem was overcome by integrating a spatially distributed, broadband, spatial dual-comb (SDC) and quadrature amplitude modulation (QAM) [251]. The SDC beam illuminated the sample that allowed the acquisition of broadband high-resolution spectra with high signal-to-noise at high speeds.

Briefly, the SDC beam was generated by splitting a continuous laser beam into two by a half-beam splitter (HBS) as shown in Figure 2-11b. One of the beams (comb 1) was frequency-shifted by an acousto-optic deflector (AOD) and diffracted. These diffracted beams have multiple beam components, propagating in different directions and having different optical frequency shifts. The second beam (comb 2), with the help of an acousto-optic frequency shifter (AOFS) was frequency-shifted which was again passed through another AOD for a second frequency-shifting and finally diffracted. Combs 1 and 2 were recombined at a second HBS to produce a discrete beam array, with beams having different beat frequencies, that is the spatially distributed dual frequency comb. The spatially distributed frequency comb is displayed in Figure 2-11c, showing the driving signals of the AODs and AOFS. In this frequency-
domain, the AODs have a modulation bandwidth of $\Delta f$ and a tone spacing of $\delta f$, such that $\Delta f = (n - 1) \delta f$, where $n$ is the number of tones. The frequency shift was set to be $> (n + 1) \delta f$, so that combs 1 and 2 did not overlap. The two frequency combs overlapped in the spatial-domain at the second HBS. They formed a linearly aligned array of focal spots after passing the objective lens. Pairs were formed at each focal spot by the closest comb lines, the second closest comb lines, and so on. In this way, the comb beam had $n$ comb lines with a modulation bandwidth of $2\Delta f$, which was double the bandwidth of the AODs.

QAM was employed in the FDM-based system to obtain the spectral efficiency of the standard point-scanning confocal microscopy. It is a technique to double the effective bandwidth by combining two amplitude-modulated signals. In QAM, two beams were prepared with a phase difference of $\pi/2$ using the two AODs, with one set to linearly polarise at 45° and the other right circularly polarise (Figure 2-11d). They were combined at the HBS, where the vertical (in-phase) and the horizontal (quadrature) components of the QAM-SDC beam were extracted by the polarisation beam splitter. The target sample was illuminated by the QAM-SDC beam and the in-phase and the quadrature components were simultaneously measured by a photodetector and digitised.

The QAM-SDC beam generation is shown in Figure 2-11e. A non-polarising HBS was used to combine the two combs spatially, with both in-phase and quadrature beams generated. The FDM microscope shows a maximum frame rate of 16,000 frames/s for confocal fluorescence imaging and is only limited by the fluorescence lifetime of the fluorophores. Hence, the FDM has wide applications with high-speed confocal imaging for high throughput flow cytometry. Recently, the Goda group has made improvements on the FDM by integrating with time-division multiplexing that allows single-pixel microscopy at an even higher frame rate of 32,000 frames/s [252].
Figure 2-11. The FDM confocal fluorescence microscope. (a) Simplified schematic of the microscope. (b) The spatial dual-comb (SDC) beam generator. (c) The two frequency combs having the optical frequency domain and the radio frequency domain of the SDC beam. (d) The QAM-SDC beam generator. (e) The in-phase and the quadrature components of the QAM-SDC beam which illuminates the sample, where the inset shows the equally spaced frequency comb lines. Reprinted with permission from [251] © The Optical Society.
2.14.1. Cell preparation and deformation at stagnation point

MCF7 cells were incubated with 1 µM calcein-AM (AM: Acetoxymethyl) (Cambridge Bioscience) in DPBS for 30 min at 37 °C with 5% CO₂. The non-fluorescent calcein-AM is a membrane-permeable dye which converted into fluorescent calcein by esterases in the cells through cleaving of the AM group. The cells were washed with DPBS and detached using a trypsin dissociation reagent. The cells were suspended in the running buffer (PBS with 0.5% (m/v) methylcellulose) and passed through a 30 µm cell strainer. The cells were deformed through the cross-slot device at flow rates of 5 and 10 µl/min. The ultrafast confocal FDM microscope was used to visualise the fluorescence intensity from the cells passing through the stagnation point (Figure 2-12).

![Figure 2-12. Schematic showing the outflow of calcein from the cells through the membrane pores on deformation by the cross-slot microfluidic device.](image)

Customised MATLAB script was used to extract the binary files, which when converted to .tiff files, were cut into individual frames. These individual frames were put together as a video (.avi files) so that the deformation of the cell at the stagnation point could be visualised. This was performed for the fluorescence channels as well as the bright field. A merged video by overlapping the bright field and the fluorescence channels were also generated. The images have distortions and altered fluorescence due to the inherent properties of the FDM. The pixel distortion occurs in these images due to the velocity scan profiles of the beam comb. This distortion causes the pixel at the end of each frame to be extended and squeezed at the centre.
along the x-direction and was corrected using the same MATLAB code. A customised Python code was used to analyse the fluorescence from the cells in each frame by combined tracking of the cells in the bright field and the fluorescent channels fitted with an ellipsoid. In addition to the velocity scan correction, correction due to the fluorescence lifetime effect of the fluorophore and the distortion due to motion of the cells were also made using the same Python code. The details of all the corrections steps are described in chapter 5. The total fluorescence intensity from the cells was measured for each step of the corrections to observe and trace the effect of these improvements.

2.14.2. Imaging cells post deformation

MCF7 cells with 1µM calcein-AM prepared as above were deformed through the cross-slot device at a flow rate of 100 µl/min flow rate and imaged at two regions of interest (Figure 2-13) post-deformation which were 750 µm apart in the microfluidic channel (end-to-end). The images were corrected for the distortion due to the scanning velocity profile and the effect due to the lifetime of the fluorophore. The total fluorescence intensity from the cells was measured for a population of cells at each position and was compared to observe the leakage of calcein from the membrane pores between the two regions.
2.15. **Au-PEG-FITC NPs for cellular uptake**

To investigate the effect of particle size on the cellular uptake by hydrodynamic deformation in the cross-slot microfluidic device, Au NPs of different sizes were synthesised. A fluorescent tag, FITC-PEG-SH (FITC: Fluorescein isothiocyanate, PEG: Polyethylene glycol) were conjugated with these particles (max absorbance 495 nm, Emission: 515-520 nm., Mol wt. 3400 Da, NANOCS). The smallest Au NPs (Batch A) were prepared by rapid injection of NaBH₄, a reducing agent into the mixture of HAuCl₄·3H₂O and Na-citrate in Milli-Q under vigorous stirring [253–255]. Two batches (Batches B and C) of the larger Au NPs were synthesised using the well-known Turkevich method [256–258]. By varying the amount of sodium citrate added dropwise to the boiling Au-precursor (HAuCl₄·3H₂O), the size of the particles was controlled. The molar ratio of the Au-precursor to sodium citrate used for the synthesis of these Au NPs were 1:1.94 and 1:1 for batches B and C, respectively. The Au NPs were pelleted by centrifugation at 15,000 g, the supernatant removed and the particles were redispersed in Milli-Q. The absorbance spectra of the ×10 diluted colloidal solution were used to determine the particle concentration. The surface plasmon resonance peaks were used to determine the amount of Au for optical density, OD = 1. For the conjugation with the fluorescent tag, the gold nanoparticle dispersion (OD=1) was added dropwise into the aqueous solution of FITC-PEG-SH (250 µg/mL) in a 1:1 volume ratio and left under overnight magnetic stirring in the dark. The Au-PEG-FITC NPs (Figure 2-14) was then washed through three cycles of centrifugation (5000 g for 10 min) to remove free FITC-PEG-SH and redispersed in Milli-Q. The particles were characterised using TEM, UV-vis and fluorescence spectroscopy. Dynamic light scattering (DLS) was also employed to measure the hydrodynamic size of the particles (Zetasizer Nano ZSP). The final redispersion was adjusted to OD =1 for further use. MCF7 cells were deformed with 10 nM of the different Au-PEG-FITC NPs at different flow rates (Q = 0 -150 µl/min), washed twice with DPBS and resuspended in DMEM culture medium. Confocal images of the cells with the fluorescent Au NPs were taken in the same manner as the QDs, described in section 2.6.1.
2.16. CdSe Quantum rod synthesis and characterisation

2.16.1. The Quantum rod synthesis

The CdSe QRs were synthesised according to the method described by Shieh et al. [228]. The cadmium precursor was prepared by dissolving 0.114 g (0.89 mmol) of CdO, 0.43 g (0.155 mmol) of n-tetradecylphosphonic acid (TDPA) in 7 g of trioctylphosphine oxide (TOPO) which melted at 50 °C, giving a wine-red coloured solution. The mixture was degassed with nitrogen under reflux for 3 h. The mixture was gradually heated to ~300 °C, where it turned into a clear solution, indicating the formation of the Cd-TDPA complex under reflux as shown in Figure 2-14. The mixture was further heated to 340 °C to ensure the complete formation of the Cd-TDPA complexes and then gradually cooled and maintained at 260 °C. The Se-precursor was prepared by dissolving 78.96 g (1 mmol) of Se powder in 5 ml trioctylphosphine (TOP) and heated to 120 °C. The hot Se-precursor was injected rapidly into the Cd-TDPA complex solution in sequential steps of 0.5 ml, every 3-5 min. The number of injections determined the aspect ratio of the QRs and the duration between injections controlled the overall size. The reaction mixture was rapidly cooled in an ice bath so that the QRs could maintain their shape, preventing the rounding of the particles. The control QDs were also synthesised in the same manner, except the Se-precursor was injected all at once with the same total reaction time. The synthesised QRs were stored at room temperature until further use. The QR solution was cleaned by centrifugation with excess ethanol at 30 °C at 4000 g for 5 min. The QR pellet was suspended in the desired solvent (chloroform or hexane) for further use and analysis.
2.16.2. ZnS shell growth on QRs for surface passivation

1 ml of the QR as-prepared stock solution was cleaned by centrifuging with excess ethanol (ethanol:QR = 10:1 v/v) at 4000 g for 5 min. The pelleted QRs was suspended in 10 ml octadecane and 3 ml TOP. 1 mmol Zinc diethyldithiocarbamate was dissolved in 3 ml oleylamine (keeping the molar ratio between Se and Zn as 1:1). The QR solution and the Zn precursor were mixed and heated to 120 °C for 2-4 h under reflux. The reaction mixture was gradually cooled to room temperature and cleaned as described earlier in the previous section.
2.16.3. CdCl$_2$ treatment of QRs surface passivation

The QRs were cleaned with excess ethanol (ethanol:QR = 10:1 v/v) by centrifuging at 4000 g for 5 min. The pelleted QRs were suspended in toluene and maintained at 60 °C in a capped vial. The solution was degassed with nitrogen for 1 h. 0.33 M CdCl$_2$ stock solution was made by dissolving 0.3 g (1.64 mmol) of CdCl$_2$ powder and 0.033 g (0.12 mmol) TDPA in 5 ml oleylamine at 100 °C. The solution was degassed for 30 min at 100 °C with nitrogen and gradually cooled to 60 °C (Figure 2-16). The CdCl$_2$ stock solution was added to the QR solution in toluene by rapid injection under stirring (with concentrations calculated to 96 – 192 Cl$^-$ ions/nm$^2$ of the Q rod surface) in the oxygen-free glove box. The reaction was allowed for 15 min at 60 °C with constant stirring. The mixture was gradually cooled to room temperature and stored in the oxygen-free glovebox. The optical properties of the QRs with the CdCl$_2$ treatment was compared to the negative control in which the Q rods were treated in the same manner with the same volume of oleylamine but without the CdCl$_2$.

![Figure 2-16. Schematic of the experimental setup for the CdCl$_2$ treatment of QRs showing the initial deoxygenation of the QRs at 100°C and the subsequent injection of CdCl$_2$ solution at 60°C.](image-url)
2.16.4. Characterisation of QRs

The QRs optical characterisation was performed with UV-Vis absorption spectroscopy with Lambda 35, Perkin Elmer and fluorescence spectroscopy were performed using the FLS 980, Edinburgh Instruments using quartz crystal cuvettes. The Fluorescence spectra, lifetime and the PLQY were recorded similarly as described earlier for QDs in section 2.3. The QRs were analysed with respect to solvent blanks for the optical characterisations. A dilute solution of the QRs was drop cast on copper grids with holey carbon film and air-dried. The TEM of the QRs were performed FEI Tecnai TF20 and FEI Titan Themis Cubed 300 TEM.

2.16.5. Transfer into the aqueous phase with amphiphilic polymer

The amphiphilic polymer, poly(maleic anhydride-alt-1-tetradecene), 3-(dimethylamino)-1-propylamine derivative (PMAL) was dissolved in chloroform. The QRs were cleaned as described earlier in section 2.16.1. and dispersed in low concentration in the PMAL containing chloroform at different PMAL: QR ratios (10³ – 4x10⁴). The mixture was vigorously stirred for 2 h followed by sonication for 1h. The solution was allowed to naturally evaporate overnight with an open cap in the fume hood. Once dry, the precipitate was resuspended in Milli-Q water and sonicated for 30 min (Figure 2-17). The excess unbound PMAL were removed using 20 KDa cut-off ultrafiltration units (CENTRISART-1, Sigma Aldrich) by centrifugation at 2000 g for 1h.

![Figure 2-17. Schematic of the steps showing the conversion of hydrophobic QRs in chloroform into hydrophilic QRs in water by the treatment with amphiphilic polymer PMAL.](image-url)
3. Non-endocytic uptake of QDs by cell deformation

Endocytosis limits the functional capability of NPs in cells, as such, it is essential to seek other effective methods of non-endocytic delivery in live cells. Here, cytosolic delivery of QDs was investigated by shear force-induced hydrodynamic cell deformation of MCF7 cells to produce membrane disruption using the cross-slot microfluidic device.

This chapter contains details on the synthesis and optical characterisations for the CdTe/CdS core/shell QDs. The size of the QDs were determined from the TEM analysis. The toxicity study of QDs for MCF7 cells was performed with MTT assay and the lethal dose at 50 % (LD$_{50}$) was determined. Deformation index ($D$I) gives the degree of the stretching of the cells by the shearing forces of the moving fluids and was measured as a function of the flow rate of the cell suspension through the cross-slot microfluidic device. A comparison of cell viability was made for MCF7 cells deformed with and without QDs at different flow rates. The total fluorescence intensity of the QDs from the cells is indicative of the degree of intracellular delivery. The relative total fluorescence intensity was measured using confocal microscopy to investigate the uptake of QDs as a function of flow rate. STEM images of cell sections were analysed for cells deformed with QDs to investigate the nature of the particle uptake.

The non-endocytic QD uptake using the cell deformation technique was subsequently used to introduce the redox-active QDs in the cytoplasm of different cell lines (chapter 4) and to investigate the membrane disruption and leakage of intracellular materials (chapter 5).

3.1. Characterisation of CdTe/CdS QDs

The CdTe/CdS core/shell QDs stabilised with TGA (Figure 2.1) were synthesised according to the methods described in section 2.1. To demonstrate the range of emission of these QDs, the CdTe cores were grown under reflux between 30 min and 24 h which gave a wide range of photoluminescence (PL) emission maxima from 538 to 616 nm (Figure 3-1a). The CdS shell were further grown for 7 h with the final PL emission maxima at 625 nm. This shows that the emission of the QDs is easily tunable to the desired emission. Unlike the hydrophobic CdTe QDs that takes a considerably short time to grow (~1-10 min), the growth of these hydrophilic
particles take longer [259]. However, the hydrophilic QDs can be readily used for biological applications. The PL emission and the absorption spectra for the QD growth with time are provided in Appendix 9.1. A plot of the PL maxima wavelength and the first excitonic absorbance peak wavelength shows a similar trend in the redshift with growth time (Figure 3-1b). Additionally, it can be observed that with the shell growth, there is a further redshift. Exponential growth curves were applied to fit the core and shell growth separately using: \( y = y_0 + A e^{-x/\tau} \). The time constant \( \tau \) for the CdTe core growth were 5.4 \( \pm \) 0.8 h and 3.0 \( \pm \) 0.8 h for the emission peak and the first absorbance maxima, respectively (\( R^2 > 0.98 \)). For the CdS shell growth \( \tau \) increased to 7.1 \( \pm \) 3.8 h and 4.4 \( \pm \) 3.4 h for the respective emission and first absorbance peaks (\( R^2 >0.95 \)). Here, the data is represented as mean \( \pm \) standard deviation (S.D).

The absorbance and emission spectra for the dataset is provided in appendix 9.1.

It was observed that the longer wavelength emitting QDs showed higher PLQY, which increased significantly with the shell growth (Figure 3-1c). It could be understood that the bigger QDs have fewer surface traps as the larger surface can accommodate more passivating ligands with less spatial hindrance compared to the smaller QDs. The maximum PLQY obtained for these QDs particles was \( \sim \)57\% for particles with the emission peak at 616 nm. It has been previously reported that the larger water-soluble colloidal CdTe QDs stabilised with TGA have higher photoluminescence efficiency of up to 72.6 \% for QDs with the emission peak at 651 nm [260].

The full-width-half-maximum (FWHM) of the emission peak initially increased rapidly with QD size and becomes steady. The width of the emission peak is indicative of the polydispersity of the particles, with more polydisperse QDs showing larger emission width. Since the FWHM remains relatively steady at 57 \( \pm \) 1 nm, it implies that the growth of the particles was uniform and indicated the suppression of the Ostwald ripening (dissolution of smaller particles for deposition on larger ones) with time. Recently, very narrow band (FWHM \( \sim \)11.7 nm) emission in the red region for CdTe QDs have been obtained by programmed dropwise precursor addition, significantly suppressing the Ostwald ripening [261].
Figure 3-1. Monitoring the growth of the CdTe/CdS QD with TGA capping with the duration of growth under reflux. a) QDs with the duration of growth ranging from 30 min to 31 h showing PL emission from green to red b) the comparative position of PL emission and the first absorbance peaks with growth duration c) PLQY and d) FWHM of the emission peak. e) QD size as a function of growth duration as determined from the first absorbance maxima using the method described by Yu et al [5].

The concentration of the colloidal QD solution was determined from the first excitonic absorbance peak using the empirical relations described by Yu et al. [5]. The molar extinction coefficient of the QDs at the first absorbance peak depends strongly on the particle size. The particle size was determined using the empirical fitting function:

$$\begin{align*}
D &= (9.8127 \times 10^{-7}) \lambda^3 - (1.7147 \times 10^{-3}) \lambda^2 + (1.0064) \lambda - 194.84
\end{align*}$$  \ (3.1)

where $D$ (nm) is the diameter of the QDs and $\lambda$ (nm) is the first excitation wavelength. For simplicity, it was approximated that the QDs are only made of CdTe. Figure 3-1e shows the
increase of QDs with time under reflux having exponential growth fitting. The molar extinction coefficient ($\varepsilon$) for the first excitonic transition was determined using:

$$\varepsilon = 10043 \ (D)^{2.12} \quad (3.2)$$

Typically, the $\varepsilon$ for the CdTe/CdS QDs ranged between 70,000 to 200,000. Finally, the concentration of the QD solution was obtained by using Lambert-Beer’s law

$$A = \varepsilon CL \quad (3.3)$$

Here, $A$ is the absorbance at the peak position, $C$ is the concentration (moles/L) of the quantum dots in solution and $L$ is the beam path length (1 cm for these experiments).

Typical absorbance and PL emission spectra of the QDs with the core and shell growth of 1 h each is shown in figure 3-2a. The PL emission peak is at 561 nm with an FWHM of ~57 nm. The first exciton absorbance peak is at 527 nm, giving a Stokes shift of 34 nm. The typical transient PL lifetime decay curve of the core/shell QDs show bi-exponential decay behaviour, fitted to equation 2.2 (Figure 3-2b). The time constants from the fit are $\tau_1 = 6.7 \pm 0.07$ ns and $\tau_2 = 29.2 \pm 0.23$ ns with corresponding amplitudes of $A_1 = 0.57$ and $A_2 = 0.39$ ($R^2 >0.998$) (exponential decay fits $R^2$ values- mono: 0.984, bi: >0.998 ). $\tau_1$ represents the combination of the fast electron capturing processes by the surface traps and defects which leads to non-radiative recombination with valence band holes. The longer time constant $\tau_2$ represents the process of the radiative recombination of the exciton, responsible for the PL emission.

![Figure 3-2](image)

*Figure 3-2. Typical optical behaviour of the CdTe/CdS core/shell QDs stabilised with TGA. a) Absorbance and PL emission spectra and (b) PL decay curve with the red line as the biexponential fit ($R^2$>0.99).*
The TEM images show that the CdTe/CdS core/shell QDs (1 h core and 1 h shell growth) are roughly spherical in shape (Figure 3-3). The particles were sized manually using ImageJ by fitting an ellipse to the QDs. Both the major and minor axes were measured and averaged over 200 QDs. The average size of the QDs is $2.9 \pm 0.9$ nm (mean ± SD) which correlates with the particle size determined from the absorption spectra (~2.8 nm) estimated using the empirical function described by Yu et al. as shown above in equation 3.1 [5]. The histogram of QD size from the TEM images was fitted to a normal distribution (Figure 3-3 inset).

Figure 3-3. Typical TEM images of the CdTe/CdS QDs with inset showing the particle size distribution along with fitted normal curve.
3.2. Toxicity of QDs to MCF7 cells

The toxicity of the MCF7 cells to the treatment of CdTe/CdS QDs stabilised with TGA ligands was performed according to the method described in section 2.5.3. Cells were seeded in 96-well plates and treated with different concentrations of QDs (0-10 μM). After an 18 h incubation, the cells were washed twice with DPBS and the MTT assay was performed as described in section 2.5.3. The viability was measured with respect to the control cells which did not receive any treatment. The study showed that the cells remain viable above 80 % at 100 nM QD concentration. Further increase in the QD concentration caused a drop in the viability with the LD$_{50}$ value at ~670 nM. The cytotoxicity of the CdTe QDs is mainly reported due to ROS production, GSH depletion, formation of TeO$_2$ and CdO rather than the release of free cadmium [262]. As the viability of the cells decreased rapidly beyond the 500 nM QD concentration, further experiments were performed at 100 nM QDs unless stated otherwise.

Figure 3-4. The viability of MCF7 cells as a function of CdTe/CdS QD concentration. The cells were incubated with QDs for 18 h and viability was measured using MTT assay in 96-well plates (n = 3 with 5 wells for each sample). The data is expressed with S.E. and the dose-response fitting curve is used ($R^2$ =0.99).
3.3. Microfluidic cell deformation

The cells were deformed through the cross-slot microfluidic device (Figure 2-8) as described in section 2.5.4. The method was high throughput, by which a few 100s to 1000 cells/min was treated, depending on the flow rate and the concentration of the cells, facilitated by a high-speed camera [181]. The cells suspension in the device maintained a constant speed over the inlet channels (~750 µm) before entering the extensional-flow junction. From the videos captured by the high-speed camera, the cells entering the field of view (FOV) was observed from one of the inlets (Figure 3-5). The cells approached the extensional-flow junction along the straight channel in a partially deformed state, where the cell assumed a bullet shape. This occurs due to the shear viscous forces from the channel walls [263]. At the extension-flow junction, the opposing fluids from the two inlets intersect, slowing on collision and hence generated a stagnation point at the centre of the junction, where the cells temporarily stopped. Here, the cell was under the influence of the compressive inertial force due to the incoming fluid from the inlets and the shearing force due to the fluid moving around the edges (Figure 1-15). The inertial force tends to squeeze the cells at the centre of the motion. The shearing forces around the edges tend to stretch the cells at their peripheries. The combined action of these two forces caused the cells to deform. Depending on the viscosity and the rate of flow of the fluid, one of these forces will dominate. For low viscous fluids, the inertial force dominates, and the high viscosity of the fluid leads to a shear force-dominated regime (Figure 1-16). The degree of deformation of the cells depends upon the balance of these forces [181]. For the inertial dominated regime, the same degree of deformation is obtained at much higher flow rates compared to the shear dominated regime at increased fluid viscosity.

The cells leave the extensional-flow junction through one of the outlets, where they remained partially deformed before regaining their shape. It is important to make a note here that not all cells go to the stagnation point. Some cells (~5-10%) slip around the edges and are not deformed to the same degree as compared to the cells at the stagnation point. However, since we cannot separate these cells for the QD uptake study, all cells were considered for the DI measurements, regardless of them not making it to the stagnation point.
Figure 3-5. High-speed camera images stages of the MCF7 cells passing through the extensional-flow junction of the cross-slot microfluidic device at 100 µl/min flow rate. (a) The cell enters the FOV from one of the inlets and b-d) maintains a bullet shape. e) The cell deforms by the action of the moving fluid at the stagnation point and f-h) and exits through one of the outlets.

With the introduction of 0.5 % (w/v) methylcellulose (MC) in DPBS, the viscosity of the suspension fluid increases from ~1 cP to 33.0 ± 0.3 cP, as such, the deformation of the cells is in the shear dominated regime ($Re < 11$) [181]. All experiments in this thesis were performed in this condition. The cells at the stagnation point deformed into an ellipsoidal with the cells being stretched by the shearing forces of the moving fluid at the stagnation point. With increasing flow rates, the ellipsoidal shape of the cells became more pointed at the two edges (Figure 3-5e). This suggests that the cells are being more stretched near these points that could potentially lead to greater membrane disruption at these two diametrically opposite regions on the cell membrane, which would require further investigation. The degree of cell deformation as measured through $DI$ steadily increased with the flow rate ($Q$) initially and then plateaued around 125 µl/min flow rate. From the curve of the mean $DI$ as a function of $Q$, exponential decay function was fitted ($R^2 > 0.98$) with the maximum $DI$ observed to be ~1.58 for these MCF7 cells at the flow rate of 175 µl/min (Figure 3-6a). The maximum $DI$ from the curve fitting ($DI_{max}$) was determined using equation 3.4 which is the exponential fit function used for the datasets in Figure 3-6a.

$$DI = A.e^{-Q\tau} + DI_{max} \quad (3.4)$$

It is a mono-exponential decay function with amplitude $A$, time constant $\tau$ and offset $DI_{max}$. This was used to find the extrapolated parameter $DI_{max}$ (~1.6) which represents the maximum fitted deformation of the cells as a function of $Q$. The resistance to greater deformation at
higher flow rates can be attributed to the combined action of the viscoelastic properties of the cells and the cytoskeleton. Actin disruption of the cellular cytoskeleton for SW480 cells with latrunculin-A have shown increased $DI$ in the shear regime, which is indicative of the contribution of actin towards cell stiffness and the consequent resistance to deformation [181].

Assuming that the volume does not change during deformation, and the shape of the cells can be approximated to an ellipsoid, the change in the surface area of the cell was calculated using the measured $DI$ (Figure 3-6b). The ratio of the height and the width of the cells at deformation was obtained from the mean $DI$ for different flow rates, which was used to calculate the mean surface area of the deformed cells. This was compared to the surface area of the undeformed spherical cells with the same volume, to calculate the increase in the cell surface area upon deformation. It was observed that the percentage change in the cell area on deformation increases linearly with the $DI$. It was also noted that all experimental values of $Q$, except 25 $\mu$l/min show more than a 2% change in the surface area. There are reports from membrane model-based studies that membrane poration can occur when the surface area of the lipid bilayer membrane is stretched by 2% [264]. Hence, cell deformation using the cross-slot microfluidic device could generate cell membrane pores to allow diffusive uptake of QDs.

![Figure 3-6. Deformation of the MCF7 cells in a cross-slot microfluidic device in the shear regime ($\mu \sim 33$ cP). a) $DI$ as a function of $Q$ with data expressed as mean ± SE averaged for $N = 3$ repeats with ~200 cell events for each data point. b) percentage change in the surface area of the cell with respect to the measured $DI$ assuming no volume loss and the cell shape can be approximated to an ellipsoid in the deformed state Linear fit is represented with a red line ($R^2 >0.99$). The dashed lines represent the 2% change in cell volume with corresponding $DI \sim 1.4$.](image-url)
3.4. Viability of cells on deformation and QD uptake

MCF7 cells were deformed through the cross-slot microfluidic device at different flow rates of up to 175 µl/min, with and without QDs. The viability of the cells was measured using the MTT assay as described in section 2.5.3. For cells deformed without QDs, the viability did not seem to be affected by flow rate and remains above 85%. This suggested that despite the cells being subject to deformation, they are capable of recovery at these flow rates.

When the cells were deformed with 100 nM QDs, the results showed that at lower flow rates (up to 125 µl/min), the viability remained ~80%. However, from $Q = 150$ µl/min and above, the viability dropped steadily to ~60% for $Q = 175$ µl/min. It has to be noted that the total exposure time of the cells to the QDs was 30 min for these experiments, in contrast to the toxicity study involving 18 h incubation discussed in section 3.2. This was chosen because the total exposure time of the cells with the QDs was no longer than 30 min for the deformation experiments. This decrease in viability can be attributed to the toxicity caused by the higher uptake of QDs. The CdTe QDs are known to be toxic to the MCF7 cells at higher concentrations [62]. Additionally, it also suggests that there is an increase in the membrane porosity of the cells, hence leading to higher QD uptake. In spite of the deformation index remaining constant at higher flow rates, the cell membrane porosity could be higher to allow greater uptake of QDs. The viability of the cells at $Q = 100$ µl/min is comparable with and without QDs, as such, this flow rate was chosen for further single flow rate experiments.

Figure 3-7. The viability of MCF7 cells deformed through the cross-slot microfluidic device with and without 100 nM QDs. The viability was measured using MTT assay in 96-well plates ($n = 3$ with 5 wells for each sample). The data is expressed with SE.
3.5. Confocal imaging of cells and measurement of fluorescence intensity

The cells were deformed with 100 nM QDs through the cross-slot device at different flow rates as described in section 2.5.4. The cells were washed twice with DPBS to remove the excess QDs and dispersed in DMEM culture medium. Confocal images of the cell suspension (Figure 3-8) in incubation chamber wells (Lab-Tek II, VWR International) were taken and while maintained at 37°C as described in section 2.6.1.

The confocal images were analysed using a customised MATLAB script, using the "imfindcircles" function to trace the cell outline in the bright field images, which identified cells as circles from the bright field images (circularity up to 0.9 was tolerated). The contrast of the bright field images was increased to make the outline of the cells clearly visible against the white background of the bright field images. The range of the size of the circle traces was adjusted to fit in most of the cells in the images (Figure 3-8c and d). It can be seen from the fitted traces that some of the cells with circularity below 0.9 were not fitted by the MATLAB script. Very large cells with radii beyond 15 µm were ignored. It can also be seen from the that the script can identify few regions with circular trace fits in the image which does not contain cells. These artefacts were removed manually as they are easy to identify, since the have no or very little fluorescence (<1% of the typical measurement). The circular traces of the cells from the bright field image were projected onto the corresponding fluorescence image. The MATLAB script now integrated the total fluorescence intensity from each of the circles, which corresponded to the QD uptake in the individual cells. The data was export from the script giving the cell radius and the corresponding total fluorescence intensity from the cell in an excel file.

From the analysis of the confocal images of the MCF7 cells deformed with QDs, it was observed that the total integrated fluorescence intensity from the cells increased with the increase in the flow rate (Figure 3-9). This indicates that with increasing deformation, the QD uptake increases. It was observed that the mean uptake of the QDs increased steadily and slowed down for higher Q values. A log10-dose-response guideline fitting was done using equation 3.2 for the average total PL emission (U) per cell, deformed with 100 nM QDs as a function flow rates for the dataset in Figure 3-9.
\[ U = A_1 + \frac{(A_2 - A_1)}{1 + 10^{\log(x_0-x)p}} \]  

(3.2)

here, \( A_1 \) and \( A_2 \) are the baseline response (bottom) and the maximum response (top) of the curve respectively. \( \log(x_0) \) is the \( Q \) when the \( U \) value is in-between \( A_1 \) and \( A_2 \), and \( p \) is the Hill-slope of the curve \((R^2 > 0.98)\).

Figure 3-8. Typical confocal images of MCF7 cells used for QD uptake analysis. a) Cells incubated and b) Deformed at \( Q = 100 \mu l/min \) with 100 nM QDs. FL = fluorescence, BF = bright field channels and merged channels using ImageJ. c) A typical BF confocal image of MCF7 cells with the corresponding d) circular trace fits using the MATLAB script for the measurement of the total fluorescence intensity from each cell.
A conventional method of defining delivery efficiency in literature is the fraction of the cells that take up the cargo above a threshold, which is typically the uptake of the top 5% of the control (incubated) group [163]. This threshold of the top 5% is estimated to account for the endocytic delivery, surface binding and autofluorescence. Applying this method to analyse the uptake efficiency from the total PL emission of the cells, we obtain a maximum delivery efficiency of ~34% at the flow rate of 150 μl/min as shown in figure 3-9b (at Re <11). The delivery efficiency increases with the flow rate which correlates with the mean total PL intensity from cells in Figure 3-9a. The Chung group reported ~25% delivery efficiency for 3-5 kDa dextran in MCF7 cells in the inertial flow regime at Re = 189 using the cross-slot device. They report almost 100% delivery efficiency of these dextran particles for HEK293 cells at this inertial regime. Lee et al. have also reported intracellular delivery efficiency up to 35% for QDs using the constriction based microfluidic deformation of HeLa cells [163].

![Figure 3-9. a) Mean total fluorescence emission from the cells at different flow rates. The dotted line represents a log_{10}-dose-response guide curve (R^2 > 0.98). b) The intracellular delivery efficiency of QDs with flow rate according to the method described by Lee et al [163]. Data is expressed as mean ± SE with N =3 repeats having >4000 cells each in total.](image)

The cell incubated with the QDs will uptake mostly through the endocytic pathways. According to the scatter plot of the integrated total fluorescence intensity in cells with cell area, it is observed that the distribution of uptake with the cell area is linear (R^2>0.91), suggesting that larger cells tend to uptake more particles (Figure 3-10a). This is because there is potentially more surface area for QDs to interact for larger cells. From the scatter plots it was seen that
the QDs uptake gradually deviated from the linear endocytic uptake behaviour with increasing flow rate (Figure 3-10b-h). From the scatter plot for $Q = 50$ µl/min, it was observed that there are two different populations of the uptake, indicating the possible presence of the two different uptake mechanisms. There should be a presence of another mechanism of QD uptake in addition to the endocytic processes. Beyond $Q = 50$ µl/min, the second mechanism of uptake dominated over the endocytic methods. Comparing this to the deformation indices of the cells with flow rates (Figure 3-6a), it was seen that with the increase in the deformation of the cells, the uptake of the QDs increased.

With increasing deformation, there is an increase in the cell surface area that could lead to higher membrane porosity (Figure 3-6b). However, as discussed earlier, the deformation index plateaued after a certain high $Q$ (~125 µl/min), with the same degree of deformation even with increased speed of the cell suspension through the device. The QDs uptake increased even though the $DI$ plateaued. This indicates that there is an increase in the membrane porosity at higher flow rates despite similar deformations. This implies that the membrane disruption is higher with increasing flow rates, irrespective of the $DI$. As seen earlier, higher uptake of QDs also corroborates the decreased viability of the cells at higher flow rates. Further investigation is necessary to interpret the relation between membrane disruption, flow rate and particle uptake.
Figure 3-10. Density scatter plots of the Total fluorescence emission intensity from the cells using confocal images, deformed through the cross-slot microfluidic device with 100 nM QDs. a) Cells with no deformation ($Q = 0 \mu l/min$, incubated control) with linear fitting represented by the black line ($R^2>0.91$). b-h) Cells deformed at different flow rate ($Q = 25$ - $175 \mu l/min$). The black line represents the linear fitting as a guideline for the data set with the red line as the linear fit for $Q = 0 \mu l/min$ as reference.
3.6. QD quantification in cells using ICP-MS

To estimate the number of QDs delivered to cells with cross-slot microfluidic deformation, the ICP-MS analysis to quantify the cadmium from the cells was performed according to the method described in section 2.9. The calibration curve using the standard cadmium showed linear distribution (R² >0.99) with a known amount of cadmium (Figure 3-11a). The cadmium concentration for each of the samples was estimated from this calibration curve. The value of the blank cell sample (no QDs) was subtracted from the dataset to establish a baseline. The number of cells used in each of the samples is given in table 3-1. From the TEM images of these QDs (shown in appendix 9.4), the mean size of the QDs used for this experiment was ~4.0 ± 1.2 nm (48 h CdTe core and 5 h CdS shell growth, emission peak maxima ~625 nm). From the QD size, the mean volume of each QD was determined and this data was used to calculate the mean number of moles of cadmium in each QD as ~\((8.16 ± 0.1)\times10^{-2}\). Using this value and the data from the ICP-MS measurements, the average number of QDs/cells were calculated as shown in Table 3-1 and Figure 3-11b. The results show that the average uptake due to endocytosis (for 0 μl/min flow rate sample) is ~6.4 ± 2.7 million QDs/cell. This did not change significantly with deformation at a lower flow rate of 50 μl/min. However, at higher flow rates (100 and 150 μl/min) the average number of QDs/cell is >8 million, indicating increased uptake with membrane disruption. The data in Figure 3-11b is expressed with SD, which arises from the distribution of the QD particles size. As the particle size significantly affect the number of moles of Cd per particle, hence the SD is large. Summers et al. reported a mean uptake of ~2.4 million QDs/cell for 1 h incubation of 10 mM QDs for U-2 OS (ATCC HTB-96) osteosarcoma cells [265]. They quantified the QDs in cells through a combination of 3-dimensional whole-cell imaging using electron microscopy and fluorescence-based dose quantification using flow cytometry. Hence, the data from the ICP-MS analysis shows that the QD uptake is in the same order of magnitude as previously reported using a different technique. However, there are several differences such as the cell type, QD concentration and incubation period. Since the ICP-MS investigation was performed for a large number of cells for each sample set, the experiment extended over several passages of the MCF7 culture, which can bring some discrepancy in the nature of uptake. The trend of the QD uptake is also not consistent with the confocal image analysis with flow rate (Figure 3-9). Nevertheless, it gives us a broad estimate of the number of QDs delivered to the cells.
<table>
<thead>
<tr>
<th>Flow rate (μl/min)</th>
<th>Cd concentration (μg/L)</th>
<th>No. of cells (×10⁶)</th>
<th>No of QDs/cell (×10⁶)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.939</td>
<td>32.9</td>
<td>6.4 ± 2.7</td>
</tr>
<tr>
<td>50</td>
<td>1.583</td>
<td>27.1</td>
<td>6.4 ± 2.7</td>
</tr>
<tr>
<td>100</td>
<td>3.521</td>
<td>43.7</td>
<td>8.8 ± 3.7</td>
</tr>
<tr>
<td>150</td>
<td>3.146</td>
<td>41.6</td>
<td>8.3 ± 3.5</td>
</tr>
</tbody>
</table>

Table 3-1. Determination of the number of QDs/cell from ICP-MS for cells deformed with 100 nM QDs at different flow rates.

![Graphs](image)

Figure 3-11. ICP-MS analysis for the quantification of QDs delivered into cells by hydrodynamic deformation via cross-slot microfluidic device. a) The calibration curve for the estimation of cadmium concentration using an ICP-MS grade cadmium standard ($R^2 >0.99$). b) The average number of QDs/cell with flow rate. Data expressed as mean ± SD. SD arises from the distribution of the QD particle size measured from the TEM images (Appendix 9.4).

3.7. STEM images of cell sections

From the confocal image analysis, it was observed that there is an increase in the uptake of the QDs through deformation in comparison to the endocytic uptake. As such, there must be another mechanism in addition to the endocytic entry of the particles into the cells. This could be through the uptake of QDs via diffusion across the membrane pores of the deformed cells.

To investigate the nature of the QDs uptake, electron microscopy of the cells with QDs were performed. MCF7 cells were treated with QDs, either incubated or deformed ($Q = 100 \mu l/min$) with 100 nM QDs. Cells were fixed and embedded in resin as described in section 2.8. Microtome sections of the cells (~100 nm thick) were placed on copper grids with carbon film and imaged using FEI Tecnai TF20. STEM images were chosen over the TEM images for the cell
sections, as the contrast of the QDs within the cells were superior with the STEM technique (Appendix 9.2 and 9.3). From the images of the deformed cells, it was observed that the QDs are freely dispersed within the cytoplasm, in addition to the endosomal uptake (Figure 3-12). The free dispersion of the particles shows that there is non-endocytic uptake of QDs. There is also the presence of endocytic uptake of QDs in addition to the non-endocytic uptake for the deformed cells (Appendix 9.2). This corroborates well with the presence of two different populations of cells for the integrated total fluorescence intensity as seen in the scatter plots from the analysis of the confocal images (Figure 3-10c). On cell deformation through the cross-slot microfluidic device, the cells were stretched under the shearing force of the moving fluid which generated membrane pores. These membrane pores facilitated the diffusion of the QDs into the cytosol in a non-endocytic manner. From the STEM images of the cell sections incubated with the QDs, we can observe that the particles remain within endosomes in the cell cytoplasm. QDs entrapped in endosomes have limited functional capabilities within the cells as they do not directly interact with the cytoplasm. However, using the cell deformation method, the QDs come in direct contact with the cytosol and will be able to truly bio-sense in live cells. This method opens a potential for vector-free, non-endocytic delivery of nanomaterials to the cytoplasm for intracellular sensing in live cells.

It can be seen from the STEM images that there are aggregates of QDs with the cells (the third panel in Figure 3-12a). However, these aggregates are not enclosed in endosomes. These aggregates were possibly formed in the running buffer prior to the uptake of the particles. Hence, care has to be taken that the QDs are always freshly prepared in the running buffers and the experiments are carried out immediately to minimize the formation of the QD aggregates.

It can also be observed that there are some freely suspended QDs within the nucleus (Appendix 9.2). This suggests that the QDs were able to pass through not only the cell membrane but also the nuclear membrane. It could be understood that during cell deformation, there is also a potential deformation of the nucleus, leading to the formation of pores on the nuclear membrane. However, nuclear membrane disruption studies are challenging and have not been undertaken for microfluidic cell deformation techniques so far. This future study can be crucial in understanding the nuclear membrane behaviour under mechanical stress for potential intra-nucleus sensing and labelling.
3.8. Concluding remarks

The deformation of cells through the cross-slot microfluidic device facilitated the non-endocytic uptake of QDs in the cytoplasm of MCF7 cells. Cell deformation generated transient membrane disruption, which allowed the intracellular diffusion of QDs. The method is high-throughput, vector-free, inexpensive, simple and easily reproducible.

CdTe/CdS core/shell QDs stabilised with TGA were synthesised and the concentration was determined from the first exciton absorbance peak. Their PL emission was highly tunable depending on the duration of the growth. Shell passivation enhanced the PLQY of the QDs significantly. HRTEM images showed that the mean QDs size was ~2.5 nm for 1 h core and 1 h shell growth. MCF7 cells were deformed through the cross-slot device in the shear dominated regime. The high viscosity of the cell suspension (~33 cP) caused the cells to stretch in a controlled manner at the extensional-flow junction at a low Reynolds number ($Re < 11$). The human breast cancer cell line MCF7 cells were chosen for these initial experiments due to its
highly reducing cellular environment, which would be of importance in the redox-sensing, discussed in chapter 4. MCF7 cells remain viable to ~ 85% for flow rates up to 175 µl/min. However, the viability dropped when deformed in the presence of 100 nM QDs at higher flow rates. This suggests that there was increased uptake of QDs at higher flow rates as the particle toxicity increases. With the increasing flow rate, the $DI$ of the cells increased up to $Q = 125$ µl/min, beyond which the change was insignificant. In spite of increasing the shearing force by the faster motion of the cell suspension, the degree of deformation did not change, which suggests that the cells opposed the deformation due to the shearing forces. This could be attributed to the combined action of the viscoelastic properties and cytoskeletons of the cells [181].

From the confocal images of the cells deformed with 100 nM QDs, it was observed that the uptake depends strongly on the flow rate. The QD uptake increased with the increasing flow rate of the cell suspension through the device. Although the degree of deformation of the MCF7 cells was not seen to change significantly at higher flow rates, the QD uptake increased, suggesting that other factors such as pore size, pore density and/or repair mechanism could be affected, which could be investigated in the future. Scatter plots for QD luminescence from the cells at different flow rates suggests the presence of the second mechanism of particle uptake in addition to the endocytosis.

From the ICP-MS analysis for the quantification of cadmium from the cells deformed with the QDs, it was observed that the average number of QDs delivered to the cells is in the order of a few million. The number of QDs/cell increased for higher flow rates (100 and 150 µl/min) but remained similar to the incubated cells for deformation at a lower flow rate (50 µl/min). The SD arising in the number of QDs/cell from the distribution of QD size was significantly large and the experiment needs to be repeated to have confidence in the data. STEM images of the cell sections confirmed the non-endocytic uptake of the QDs using the deformation in the cross-slot microfluidic device. The QDs diffused through the membrane disruptions and were scattered in the cytoplasm, free from endosomes. This result can be suitable for the non-endosomal delivery of many cytosolic sensors through a method that is vector-free, reliable and reproducible. Additionally, there was evidence of QD dispersed in the nucleus. Hence, there is a potential for intra-nuclear delivery and sensing using the cross-slot microfluidic cell deformation.
4. Redox-sensing in live cells by Quinone conjugated QDs

Many of the cellular processes depend on its redox state. Redox regulation is vital in understanding the health of the cells. In breast cancer cells the redox state is indicative of the degree of malignancy and sensing the redox in live cells can provide information in understanding the progression of the disease. In this chapter, the non-endocytic delivery of redox-sensitive RA-QDs into the cytoplasm of breast cancer cells using deformation by the cross-slot microfluidic device is discussed. The RA-QDs were made by conjugating a quinone ligand on the CdTe/CdS core/shell QD surface. They are found to be PL-quenched in the oxidised form of the quinone (Figure 1). However, the quenching is reversed when the quinone is reduced. Hence, the QD emission is sensitive to the oxidation-reduction of the quinone, making it suitable for redox sensing in cells. Breast cancer cells with different reducing cytoplasmic environments (ER+ cells: MCF7 and T47D; ER- cells: MDA-MB-231) were chosen along with a non-malignant breast epithelial cell line, MCF10A. The viability of each of the cell lines was tested for varying concentrations of both QD and RA-QDs. The luminescence of the RA-QDs in the cells was studied in comparison to the cells with QDs having no quinones for uptake at different flow rates through the cross-slot microfluidic device. Using confocal microscopy, a comparison was made between different cell lines on how the RA-QDs can sense the redox states. To investigate the response of the RA-QDs from cells with the chemical alteration of the redox state, the cells were treated with AAPH to generate ROS. This permitted the monitoring of the change in the cells’ redox potential in response to external chemical stimuli.

4.1. Redox active QDs

The RA-QDs were prepared according to the method described in section 2-2. The quinone ligand (Figure 2-3) binds to the CdTe/CdS QD surface through the formation of a thiolate bond between the Cd and the S on the ligand. The resultant QD surface has a mixed population of Q2NS and TGA ligands. It is expected that the number of Q2NS molecules per QD follows a Poissonian distribution. The electron-accepting Q2NS ligands in their oxidised state have the capability of capturing the conduction band electron in an ultrafast process (2-8 ps) [45]. The
electron gets excited to the conduction band by the absorption of the sufficiently energetic incident photon. This electron gets rapidly captured by the oxidised quinone, mediated through a surface electron trap state, in a process that can outcompete the band-edge cooling, radiative and non-radiative recombinations (Figure 1-19a). The electron ultimately recombines with the valence band hole in a non-radiative process. As such, the PL emission of the QD is quenched, effectively switching the QD “OFF”.

Figure 4-1 shows that the quenching efficiency increased with the increasing Q2NS:QD molar ratio. With Q2NS:QD = 1:1, it was observed that the integrated PL emission dropped to nearly half and a further increase in the Q2NS made quenching more significant. At the 10:1 ratio and beyond, the quenching was >99% and was considered that the QD had been switched ‘OFF’. The increasing number of Q2NS on the QD surface improved the chance of electron capture. Further increase in the quinone quantity lowered the QD emission but the difference became smaller. Also, a further addition to the number of quinone ligands to the QDs would be difficult due to the steric hindrance in the arrangement of these ligands on the QD surface as Q2NS are much larger than the TGA ligands. The PL emission peak of the RA-QDs showed a blue shift with increasing Q2NS ligands (Appendix 9.5). This is because the longer wavelength emitting larger QDs can accommodate more Q2NS ligands compared to the smaller QDs. Hence, the quenching of the larger QDs was more efficient.

![Graph showing PL emission and quenching efficiency](image)

**Figure 4-1.** The effect on the fluorescence emission of the CdTe/CdS QDs with the increase in the Q2NS ligands. a) PL emission spectra showing a drop in the total emission intensity of the QDs with increasing Q2NS. b) Percentage change in the quenching of the QD emission as a function of the Q2NS:QD molar ratio. The data points are fitted with an exponential decay curve ($R^2 > 0.99$).
The PL lifetime decay curve of the QDs changed significantly with the addition of these quinone ligands (Figure 4-2). The RA-QDs showed a better tri-exponential fitting ($\tau_1 = 0.37 \pm 0.07$ ns, $\tau_2 = 1.9 \pm 0.1$ ns and $\tau_3 = 10 \pm 1$ ns) with the quinones as compared to the biexponential fit for the QDs ($\tau_1 = 1.7 \pm 0.9$ ns, $\tau_2 = 11 \pm 1$ ns) (Exponential fit $R^2$ values- QD mono: 0.982, bi: 0.993; RA-QD mono: 0.98, bi: 0.985, tri: 0.999). This shortest lifetime component for the RA-QDs refers to the ultrafast transfer of electrons to the quinones mediated by the ‘hot’ surface trap states. The remaining longer lifetime decay components correspond to the surface trapping of the electrons and the radiative recombination, which are similar to the case of the QDs without the quinones.

![Figure 4-2. PL lifetime decay curves for the QD and redox-sensitive RA-QDs in the oxidised form for Q2NS:QD = 20:1 molar ratio. The black line for the QD curve represents the bi-exponential fit and the red line for the RA-QDs is the tri-exponential fit ($R^2 >0.99$).](image)

The quenching of the QDs is reversible when the quinones are reduced using a concoction (10% w/v sodium dithionate and 10% w/v sodium ascorbate) of strong reducing agents [45]. In the reduced form of the quinones, the rapid electron trapping mechanism through the hot trap state is no longer available, as such, the radiative electron-hole recombination was restored with PL emission. Hence, effectively the RA-QDs were switched back “ON” (Figure 1-19b). It was also observed that the fluorescence emission intensity of the RA-QDs was higher with a red-shifted peak on reduction. In addition, the lifetime is also longer suggesting that the particle emission is more stable after reduction. This could mean that following the reduction of the quinone ligands, the electron-hole recombination becomes more efficient, suggesting that the quinone ligands have a role in quenching the surface traps. It is difficult to understand
how the different ligands arrange themselves on the RA-QD surface. It could be understood that there is ligand exchange where some of the TGA is replaced with Q2NS. Hence, there is a mutual accommodation of these ligands eliminating more surface traps, which needs to be confirmed with further investigations.

The PL emission switching behaviour of the RA-QDs depending on the redox state of its quinone ligand is suitable for studying the redox state in live cells. For the RA-QDs experiments in cells, Q2NS:QD molar ratio of 20:1 was chosen with >99% PL emission quenching in the oxidised form of the quinone.

4.2. Cyclic Voltammetry of the RA-QDs

The reduction potential of the RA-QDs was measured according to the method described in section 2.10 to estimate the LUMO level of the oxidised Q2NS. Q2NS:QD at a molar ratio of 20:1 sample were prepared in HEPES buffer (pH 7.2, 50 mM) and incubated with the electrode for 1 h. The particles were immobilised on the gold electrode electrostatically due to the interaction of the negatively charged TGA on the QD surface and the net positive charge from the self-assembled monolayer of 6-mercaptohexanol and 6-amino-1-hexanethiol on the electrode (Figure 2-10). The potential was scanned both forward and backward (as seen by the multiple numbers of curves in Figure 4-3a) at a controlled rate (50 mV/s). The chemical reversibility denotes the stability of the particles on reduction and subsequent oxidation [248]. The reduction potential of RA-QD was calculated at -0.59V vs mercury/mercurous sulphate electrode, which corresponds to 50 mV vs SHE. The control QDs having no quinones, prepared in the same manner did not show the presence of the oxidation and reduction peaks, unaffected by the treatment and hence unable to sense the redox state in cells. Converting The redox potential to the vacuum level, the estimated LUMO of the Q2NS is at -4.55 eV. This value lies within the bulk bandgap of both CdTe and CdS as shown in Figure 4-3b. The bandgaps will be wider for QDs compared to the bulk materials. Hence, the Q2NS ligand behaved as the electron-accepting ligand, which captured the excited electrons from the conduction band of the QD donor.
4.3. Uptake and response to RA-QDs by MCF7 cells

As mentioned before, the MCF7 cells are ER+ breast cancer cells having a higher reducing cytoplasmic environment compared to other breast cancer cells. As such, this cell line was chosen for the preliminary experiments to study the effect on the luminescence of the quenched RA-QDs through non-endocytic microfluidic delivery. These cells should have a higher capacity to reduce the RA-QDs to restore the photoluminescence. RA-QDs were prepared as described before with the molar ratio Q2NS:QD of 20:1. The PL emission of the QDs was quenched with the total intensity dropping by ~99%, confirmed by PL spectroscopy (Figure 4-4a). 100 nM quenched RA-QDs were delivered to the MCF7 cytoplasm by cross-slot microfluidic deformation at a flow rate of $Q = 100 \, \mu\text{L/min}$ and the confocal images were taken for the cells suspended in DMEM culture medium as described in section 2.5.4.

The images showed that the quenched RA-QDs were switched "ON" inside the cells (Figure 4-4b). This shows that the quinone ligands were reduced, preventing the rapid capture of excited electrons from the conduction band by the ligand. This allowed the recombination of the electron-hole pair, restoring the PL emission of the QD. The reduction of the quinone ligand shows that the RA-QDs are interacting with and hence sensing the reducing environment of the cell.
The unquenched QDs without the quinones were also deformed with the cells in the same manner for comparison. The images were analysed using MATLAB as described in section 2.6.1. and 3.5. For the cells incubated (no deformation) with RA-QDs, it was seen that the fluorescence emission from the cells was comparable to the cells with QDs incubated at the same conditions (Figure 4-4c). This implies that the endocytic uptake of the RA-QDs also reduced the quinone ligands. The scatter plots of total integrated PL emission from cells with cell area for this dataset is provided in Appendix 9.7. Studies have shown that the endosomes show acidic pH in live cells [266–268]. As such, the endosomes possess the capability to reduce the quenched RA-QDs. The cells deformed with RA-QDs showed higher luminescence than the incubated cells, suggesting these particles are interacting with the reducing cytosol, in addition to the endosomal reduction. Evidence of both forms of uptake can be seen in the confocal images with the presence of aggregated and diffused emission (figure 4-4b and Appendix 9.8).

It was observed that the quenched RA-QDs appeared more luminescent than the unquenched QDs on cell deformation uptake (Figures 4-4d, Appendix 9.7 and 9.8). This could be due to the enhancement of the fluorescence emission of the RA-QDs on reduction as seen spectroscopically, reported earlier by Harvie et al. [45]. Additionally, there could be preferred surface trap passivation in the cellular environment for the RA-QDs, which would need further investigation.

Since the RA-QDs are switched ‘ON’ inside the cells giving higher luminescence by deformation uptake, this strongly supports that there is non-endosomal interaction of the RA-QDs with the cytosol. This establishes new possibilities for live cell cytoplasmic sensing through deformation uptake of functional nanomaterials. The sensing capability of the RA-QDs in the reducing cellular environment would be suitable to compare between cells having different redox environments.
Figure 4-4. The uptake of quenched RA-QDs by MCF7 cells. a) PL emission of QD and RA-QD (molar ratio Q2NS:QD = 20:1) with figure inset showing the same under UV light, b) The confocal images of the cells with the quenched RA-QDs showing the restoration of the QD emission after reduction of the quinone ligands in the cells, c) the relative mean PL intensity emission of the cell incubated or deformed with 100 nM QD/RA-QDs (data expressed as mean ± SE) and d) relative scatter plots of the total PL emission intensity from the cells deformed with 100 nM QDs and RA-QDs at $Q = 100 \mu l/min$.

4.4. Viability of different cell lines deformed with QDs and RA-QDs

Different cell lines have different levels of redox state in the cytoplasm. Breast cancer cells are of particular interest depending on the presence of estrogen receptors (ER). These proteins bind to the hormone estrogen that could promote the growth of the cells and their presence can affect the reducing environment of the cytosols. ER+ cells such as MCF7 and T47D show higher reducing cytoplasm, whereas ER- cells like MDA-MB-231 show relatively lower reduced state which is regulated by the redox couples (NADH/NAD+$^+$, NADPH/NADP+$^+$, and GSSH/2GSH).
In comparison, the non-malignant breast cell line MCF10A have further low reducing cytosol [206]. To investigate the sensing capability of the RA-QDs for the reduced state of the cells, it is essential to observe their photoluminescent behaviour in these different cell lines.

Before proceeding with the redox-sensing of these cells, it was necessary to test the viability of these cell lines with both QD and RA-QD. As controls for each uptake experiment of the RA-QDs, uptake of QDs without the quinones was undertaken. The viability of the cells was tested with these two different QDs for 18 h incubation as a function of concentration (0.001-10 µM) as described in section 2.5.3. All measurements were compared to cells with no treatment, considered to be at 100% viability.

The viability as a function of concentration for both QD and RA-QD for different cell lines are shown in Figure 4-5. A dose-response curve was fitted to all datasets for consistency, with $R^2$ ranging between 0.88 to 0.98. The comparative LD$_{50}$ of the different cell lines to the QDs and RA-QDs are presented in Table 4-1. For MCF7 cells, the viability remains above 70% for concentrations up to 0.2 µM for both particles, which dropped significantly on further increments. The LD$_{50}$ for QD and RA-QD are 1.19 and 0.41 µM respectively, suggesting that the toxicity increases with the introduction of the quinone ligands for this cell line. However, for T47D cells, which is also an ER+ breast cancer cell line, the viability for RA-QDs was higher compared to the QDs, with LD$_{50}$ = 3.2 µM for RA-QDs compared to 2.6 µM for QDs. Overall, the T47D cells seem to show better viability for both the particles compared to the other cell lines, suggesting it is more resistant to the particle toxicity. At 0.5 µM concentrations of RA-QDs, the viability of the T47D cells remained above 80% which was not observed for other cell lines. For the ER- cell line MDA-MB-231, the RA-QD showed significantly higher viability (>90%) compared to the QDs (~70%) at lower concentrations up to 0.2 µM. However, the viability rapidly dropped for RA-QDs with LD$_{50}$ = 0.93 µM lower than that of QD at ~1.93 µM. The non-malignant MCF10A cells show more toxicity towards both the particles with viability not going over 80% for all concentrations. This cell line was most affected for particle toxicity; however, they are more viable at higher concentrations than the cancer cells (LD$_{50}$ = 1.87 and 2.58 µM for RA-QD and QD, respectively).
Figure 4-5. Comparative viability of cells as a function of concentrations of QDs and RA-QDs for a) MCF7 (b) T47D (c) MDA-MB-231 and (d) MCF10A cell lines. Data expressed as mean ± SE for N=3 repeats. The LD₅₀ was estimated from the dose-response fitting (Red lines for QD and Black like for RA-QD). The R² for the fittings varied between 0.95 to 0.986.

Figure 4-6a shows comparative viability curves for all cell lines treated with QDs. The cancer cells show better viability compared to the non-malignant MCF10A cells at lower concentrations. A similar comparison was made for the viability of cells with RA-QDs as shown in Figure 4-6b. The fitted curves are more dispersed compared to the curves for QDs with no particular trend between cell lines. All further experiments with these different cell lines for both the QDs were performed at 100 nM concentration which is well below all the LD₅₀ values.
Figure 4-6. Viability of different cells with concentrations of a) QDs and b) RA-QDs Data expressed as mean ± SE for N=3 repeats. The LD$_{50}$ was estimated from the dose-response fitting (Red lines for QD and Black like for RA-QD). The $R^2$ for the fittings varied between 0.95 to 0.986.

<table>
<thead>
<tr>
<th>Cell line</th>
<th>LD$_{50}$ (μM) QDs</th>
<th>RA-QDs</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCF7</td>
<td>1.19</td>
<td>0.41</td>
</tr>
<tr>
<td>T47D</td>
<td>2.6</td>
<td>3.2</td>
</tr>
<tr>
<td>MDA-MB-231</td>
<td>1.95</td>
<td>0.93</td>
</tr>
<tr>
<td>MCF10A</td>
<td>2.58</td>
<td>1.87</td>
</tr>
</tbody>
</table>

Table 4-1. LD$_{50}$ of the different breast cell lines for QDs and RA-QDs determined from the dose-response fittings as shown in Figure 4-5.

4.5. DI of the breast cell lines versus flow rate

The degree of deformation of the cells through the cross-slot microfluidic device would determine the degree of membrane disruption and consequently the uptake of particles. Hence, it is crucial to compare the deformations of the different cell lines for a better understanding of the uptake behaviour. The deformation indices of the cell lines were measured according to the method described in section 2.5.4 from the videos captured by the high-speed camera. Cells were deformed between 25 to 175 μl/min flow rate in the running buffer of DPBS with 0.5% (w/v) MC. The high-speed videos of the cells at the extensional-flow junction of the cross-slot microfluidic device revealed that the deformation behaviour of the
cell lines was similar except for the T47D cell line. The DI increased for MCF7, MDA-MB-231 and MCF10A cell lines with flow rate with their values plateauing at higher flow rates (Figure 4-7). Other than MCF7 showing more stiffness at lower flow rates, the exponential decay curve fitting for MCF10A and MCF7 cells suggests very a similar nature of deformations, with $DI_{\text{max}}$ of 1.57 and 1.58 respectively ($R^2 >0.98$). This similarity in deformation is favourable as it helps in comparison of the QD uptake by these cell lines. The MDA-MB-231 cells show similar DI to MCF10A at lower flow rates. However, the DI slightly increases at $Q = 175$ µl/min with the exponential decay curve fitting showing $DI_{\text{max}} = 1.63$ ($R^2 >0.97$).

The T47D cell line, however, does not show an exponential growth of the DI at these flow rates. The curve fitting for this dataset is best represented by a linear fit ($R^2=0.95$). Moreover, the DI of these cells was much higher compared to the other cell lines, suggesting they are more stretchable, potentially leading to higher membrane porosity, subject to further investigations. The DI for T47D could plateau at higher flow rates >175 µl/min which was not undertaken for this current study. Scatter plots of DI as a function of the width (size) of the cells suggest that smaller cells tend to deform more for all cell lines (Figure 4-8). Larger cells show higher resistance to deformation potentially due to a larger cytoskeletal network.

![Figure 4-7. DI of the different breast cells lines as a function of the flow rate of the cell suspension through the cross-slot microfluidic device (μ ~33 cP). The curve fittings are exponential decay for MCF7, MCF10A and MDA-MB-231 cells and linear for T47D cells. Data is expressed as mean ± SE with N repeats= 3 and each data point having >200 cells.](image)
Figure 4-8. Scatter plots for the DI of the different cells lines with the width (size) of the cells for a) MCF10A, b) MCF7, c) MDA-MB-231 and d) T47D cells for $Q = i) 50$, ii) 100 and iii) 150 $\mu l/min$ flow rates of the cell suspension through the cross-slot microfluidic device. $N = 3$ repeats with each sample having >200 cells in total.
4.6. Comparative photoluminescence of Redox QDs from different cell lines

As seen from section 4.3, the quenched RA-QDs are capable of switching “ON” when the Q2NS ligand is reduced, demonstrating that they are sensitive to the redox environment in cells. Here, we put the RA-QDs to test, as to whether it is capable of sensing the difference in the redox states of different live breast cancer and one non-malignant cell lines. To study the luminescent response of RA-QDs in different cells, cross-slot microfluidic deformation was performed at different flow rates in the presence of 100 nM RA-QDs as described in section 2.6.1. The cells in suspension were imaged using the confocal microscope and the total integrated PL emission from the cells were measured using MATLAB as described earlier in section 2.6.1 and 3.5. As a control for the redox response from cells through the uptake of RA-QDs and its photoluminescence, cells were also deformed with QDs having no quinone ligands, imaged, and analysed in the same manner.

In Figures 4.9 and 4.10, luminescence from cells deformed with either QD or RA-QDs have been expressed as the percentage change in the mean total fluorescence intensity, which is the increase in the emission from the cells as compared to the control cells ($Q = 0 \mu l/min$) incubated with the respective particles for the same duration. The emission of both RA-QDs and QDs increased with the flow rates for all cell lines. This is expected as with the increasing flow rate, the deformation increases leading to an increase in membrane porosity. Higher deformation allows for more particle diffusion into the cells as established from our previous results. The ER+ cell lines (MCF7 and T47D) showed higher relative photoluminescence for the RA-QDs with increasing flow rates, suggesting that the quenched RA-QDs are efficiently switching ‘ON’ (Figure 4.9). Similar to the observation in section 4.3, the RA-QD displayed higher fluorescence emission compared to their QD counterpart from the MCF7 cells. The other ER+ cell line, T47D also showed similar enhanced photoluminescence for RA-QDs in comparison to the QDs. Hence, the quinones are more efficiently reduced for these ER+ cells and the QD emission was restored. As mentioned earlier, the increase in the RA-QD emission on reduction in comparison to the QDs was also reported spectroscopically [45]. The MCF7 cells show similar uptake and luminescence of RA-QDs and QDs for flow rates up to $Q = 100 \mu l/min$ (figure 4.10a). However, at $Q = 150 \mu l/min$, the RA-QD emission was significantly higher (~48%) compared to the QDs, suggesting that the reduction of the RA-QDs was more efficient at higher shearing stress on
the cells. However, there is not enough evidence to support this theory and require further detailed examination. T47D cells showed significantly higher relative luminescence from the RA-QDs (Figure 4.12b). This correlates with the higher DI of T47D cells compared to other cell lines. This suggests that T47D cells have higher particle uptake potentially due to higher membrane porosity, subject to further investigations.

Figure 4-9. Comparative percentage change in the total fluorescence emission intensity using confocal images of the cells in suspension for different cells lines with flow rates through the cross-slot microfluidic device for cells deformed with 100 nM a) RA-QDs and b) QDs. Data represented as mean ± SE for N = 3 repeats for each data point having a total of >5000 cells.

The ER- cell line, MDA-MB-231 showed relatively lower fluorescence emission from the cells with RA-QDs compared to the ER+ cells (figure 4.9). Their luminescence was also lower compared to the same cells deformed with QDs under the same conditions (Figure 4.10c). This suggests that the quinone ligands on the QDs surface are not fully reduced in the MDA-MB-231 cells. The relatively lower reducing environment in these cells compared to the ER+ cells may not be sufficient to efficiently reduce the quinones, as such the RA-QD emissions are not fully restored.

The non-malignant cell line MCF10A showed the lowest PL emission upon deformation uptake of the RA-QDs (Figure 4.9). The cytoplasm of these benign cells is less reducing than that of the cancer cell lines. Hence, their quinone reducing capability is low and the emission of the RA-QDs were not fully restored. MCF10A cells deformed with control QDs showed relatively higher PL emission compared to the RA-QDs under the same conditions, suggesting that the reduced
luminescence of RA-QDs was the consequence of inadequate quinone reduction (Figure 4.10d). From these results, it can be seen that RA-QDs are sensitive to the difference in the redox state of the live cells.

Figure 4-10. Comparative percentage change in the total fluorescence emission intensity using confocal images of the cells in suspension deformed with 100 nM QDs/RA-QDs with flow rates of the cell suspension through the cross-slot microfluidic device for (a) MCF7 (b) T47D (c) MDA-MB-231 and (d) MCF10A cell lines. Data represented as mean ± SE for N = 3 repeats for each data point having a total of >5000 cells.

For imaging adhered cells, the different cell lines were treated with 1µM Hoerscht 33342 (nuclear stain, Thermofisher) and 1 µM mitotracker green (for mitochondria staining, Invitrogen) for 30 min as described in section 2-13. The cells incubated and deformed at 100 µl/min with RA-QDs were washed and adhered in 8-well incubation chamber (Lab-Tek II, VWR International) pre-treated with 1 µM poly-L-lysine. They were incubated for 24 h at 37 °C with
5% CO₂ atmosphere with their respective culture media. The confocal images of the cell show the distribution of the RA-QDs in adhered cells with respect to the nucleus and the mitochondria (Appendix 9-10).

4.7. Redox alteration with AAPH treatment

With establishing the efficient sensing of cellular redox state by RA-QDs, delivered through cell deformation, it is now essential to study how these particles respond to the chemically-induced change of the cellular redox state. It is known that the treatment with AAPH induces oxidative stress by generating ROS [269,270]. As such, the cytoplasmic redox potential changes significantly with AAPH treatment, as reported previously using a different nanosensor [271]. The MCF7 cells were deformed with 100 nM RA-QDs at $Q = 100 \, \mu\text{l/min}$ through the cross-slot device. The cells were imaged using a confocal microscope for 30 min to account for any fluctuation in the PL emission. AAPH was added to the cell suspension to a final concentration of 30 mM and further imaged for ~30 min. The total fluorescence intensity from the cells were measured using the MATLAB script described in section 2.6.1. and 3.5.

With the AAPH treatment, the luminescence of RA-QDs from the cells dropped rapidly (within ~1 min) indicating a significant change in the cytoplasmic redox potential (Figure 4-11a). The total mean PL intensity dropped by ~32% and became steady with time (~15 min post-treatment). For the deformed cells, the drop in the PL emission is attributed to the effect of AAPH on both endosomal and cytoplasmic RA-QDs. As a control to the experiment, MCF7 cells were subjected to the same treatment without deformation, in which they were simply incubated with RA-QDs for the same duration. For these cells, it was observed that the drop in RA-QD luminescence was even higher (~38%). This implied that the AAPH treatment seems to affect the endosomal redox state more significantly than the cytoplasmic redox potential. Also, in both cases, it was observed that the PL-emission dropped in stages which could imply that the ROS generated by the AAPH treatment occurs in stages and can be investigated further in detail.

To confirm that RA-QDs’ response to the AAPH treatment is due to the changes in the redox state of the cells, control experiments were performed where the cells were subjected to a
similar treatment using QDs without quinones. We observed that the QD emissions dropped a maximum of 8.6% and 9.55% for deformed and incubated cells, respectively (Figure 4-11b). Although there is a drop in the photoluminescence of the QDs on AAPH treatment, it is not as significant as in the case of the cells treated with RA-QDs. This suggested that the response in the drop of RA-QDs luminescence from the cells was attributed to the change in the redox potential of the cells. The drop in PL emission of QDs in cells with AAPH treatment could be speculated as the effect of the ROS generated in the cells to alter the passivating capacity of the TGA ligands.

![Graph showing fluorescence emission intensity over time](image)

*Figure 4-11. Mean fluorescence emission intensity using confocal images of MCF7 cells in suspension over time with 30 mM AAPH treatment for cells treated (deformed/incubated) with 100 nM a) RA-QDs and b) QDs. Data represented as mean ± SE for >1000 cells for each dataset.*

To compare the behaviour of RA-QDs in non-malignant cells with cancerous MCF7 cells, MCF10A cells with RA-QDs were subjected to a similar AAPH treatment are described earlier. It was observed as shown in Figure 4-12, that the drop in the emission from the cells was much higher in the deformed cells than the incubated cells (46.8% and 36.9%, respectively). This suggests that the AAPH affects the cytoplasmic redox more than the endosomes of the non-malignant cells. Additionally, the stepwise drop in the PL-emission as seen for the MCF7 cells was not observed in the case of MCF10A cells. Although the cells remained alive, their health was compromised for the observed duration with noticeable blebbing. The non-malignant MCF10A cells are not as robust or resistant to ROS generation by AAPH as the carcinogenic MCF7 cells.
Figure 4-12. Mean fluorescence emission intensity using confocal images of MCF10A cells in suspension over time with 30 mM AAPH treatment for cells treated (deformed/incubated) with 100 nM RA-QDs. Data represented as mean ± SE for >1000 cells for each dataset.

4.8. Concluding remarks

In this chapter, the quinone ligand-based RA-QDs was used for sensing the reducing cellular environment of human breast cells. The RA-QDs delivered in the cytoplasm using the cross-slot microfluidic deformation can effectively make comparisons between the different redox states of various breast cancer and non-malignant breast cell lines. RA-QDs can also detect the chemically-induced change in the cytoplasmic redox state of the cells.

The RA-QDs were prepared by introducing a quinone ligand Q2NS on the QD surface. The Q2NS in the oxidised form can rapidly capture the excited electrons in the conduction band, effectively switching ‘OFF’ the PL emission of the QDs. The quenching of the QDs depended on the number of quinone molecules on its surface showing ~99% drop in photoluminescence for the molar ratio of Q2NS:QD = 10:1 or higher. The quinone in its oxidised form rapidly captured the excited conduction band electrons via a ‘hot’ surface trap state. This electron capture process was faster than the radiative recombination, as such quenching of the QD emission occurred. The redox potential of the RA-QDs was 50 mV vs SHE, measured using cyclic voltammogram which is in the range of the cellular redox levels. The LUMO of the oxidised
Q2NS lie within the bandgap of the bulk CdTe and CdS, which established its role as an electron acceptor for the QD quenching. The quenching was, however, reversible and was restored when the quinone was reduced [45]. The reduced form of the quinone no longer had the rapid electron capture mechanism and the RA-QDs is switched back ‘ON’. This reversible switching of the RA-QDs was suitable for redox sensing in live cells.

The RA-QDs were delivered into the MCF7 cells through cell deformation in the cross-slot microfluidic device. These quenched QDs were switched ‘ON’ inside the cells showing that they interact with the reducing cellular environment. Endocytically delivered RA-QDs through incubation also restore their emission, demonstrating that the endosomes have reducing acidic pH. The luminescence was higher for cells that were deformed compared to the cells incubated with RA-QDs which was due to the uptake through non-endocytic diffusion of particles in addition to the endocytic uptake. This shows that the RA-QDs, freely dispersed in the reducing cytoplasm are also switched ‘ON’. Hence, cytoplasmic redox sensing was achieved through cell deformation uptake of RA-QDs.

To compare the redox state of different breast cancer cell lines, firstly, the viability of the cells as a function concentration of RA-QDs and control QDs were tested. The non-malignant MCF10A breast cells showed higher toxicity (viability <80%) for the particles at 18 h incubation, however, its LD$_{50}$ (1.87 µM) was higher compared to MCF7 and MDA-MB-231 breast cancer cell lines (0.41 and 0.93 µM, respectively). T47D cells showed high cell viability for both particles suggesting it was comparatively more resistant to QD toxicity. This was performed to confirm that the concentrations of the QDs and RA-QDs used for the investigations are well within the accepted limits of the cell viability. The cellular uptake experiments were conducted within 30 min at 100 nM QD/RA-QD concentration, during which the cells remained healthy.

From the $DI$ measurements of the different cell lines as a function of flow rate through the cross-slot microfluidic device, it was observed that the degree of cell deformations for MCF7, MDA-MB-231 and MCF10A cells were very similar. This could subsequently mean that the degree of membrane porosity is similar and is advantageous in making comparisons for the particle uptake. T47D cells showed higher $DI$ for the same range of flow rates, suggesting a potentially higher degree of membrane disruption and uptake which would require further investigation.
NADH/NAD⁺ standard assay was performed to compare the levels of the redox couples in these breast cells (Appendix 9.9). However, the data did not show the expected trend as projected by the literature [213]. This could indicate the inadequacies of the standard measurement of NADH/NAD⁺ level in live cells which need to be validated with further repeats and more extensive investigation.

From the confocal microscopy analysis, the relative emission of RA-QDs from the different cells upon uptake through deformation at different flow rates were analysed. It was observed that the ER+ cells (MCF7 and T47D) show higher particle luminescence compared to the ER- (MDA-MB-231) and the non-malignant (MCF10A) breast cells. The difference is greater for the higher flow rates. This is indicative of the higher reducing cellular environment of the ER+ cells producing a more efficient reduction of the quinones on the RA-QDs compared to the ER- and non-malignant cells. In the case of T47D, the higher PL-emission from the cells could also be manifested from its higher DI which needs further investigation. Comparatively, the uptake of QD without quinones does not show this trend, verifying that the RA-QD luminescence from cells was the outcome of the reduction efficiency of the cellular environment. Hence, RA-QDs can operate as redox-sensitive probes in live cells. However, it is necessary to further investigate the correlation between deformation and the degree of membrane disruption for the different cell lines for making more precise conclusions.

MCF7 cells treated with RA-QDs (both deformed and incubated) were put under chemically-induced oxidative stress by AAPH treatment. It showed a rapid drop in the photoluminescence of the RA-QDs from both forms of uptake (incubation and deformation). This is indicative that AAPH affects the redox state in both the cytoplasm and the endosomes of live cells. This showed that the RA-QDs are sensitive to changes in the redox state of the cells. In comparison, the control QDs without quinones did not show a significant change in their luminescence from the cells on AAPH treatment. Similar treatment of the non-malignant MCF10A cells also demonstrated a drop in the RA-QD photoluminescence, with the alteration of the cellular redox state. The RA-QDs can effectively sense the cellular redox potential and its alterations that could have potential applications in stem cells, primary cells and other model cell lines. Additionally, the next challenge would be to separate the PL emission signals from the endosomes and the cytoplasm. This could in theory be achieved by using redox-sensitive
ligands that can switch the PL emission of the QDs within a narrow pH range, capable of differentiating the cytoplasmic and endosomal uptakes.
5. Membrane disruption and fluid motion

The hydrodynamic stretching of the cells using the cross-slot microfluidic device generates short-lived membrane pores that allow the diffusion of QDs into the cytoplasm. To have a deeper insight into how the uptake occurs, it is essential to understand the behaviour of the cell during deformation, particularly the motion of fluids through the pores. In this chapter, the behaviour of the intracellular fluids during and after cell deformation and the direction of fluid motion across the membrane pores, using the high-speed confocal FDM microscope was investigated.

MCF7 cells were stained with calcein which labels the cytoplasm and deformed through the cross-slot microfluidic device at 5 and 10 µl/min flow rates in order to capture a large number of frames per event. High-speed confocal images of cell deformation were taken using an FDM microscope at the extensional flow junction. FDM enabled high-speed imaging of the cells which were used to quantify the change in the calcein fluorescence during the deformation event.

The FDM images were affected by several inherent factors, such as the scan velocity of the laser beams, the lifetime of the fluorophore and the motion of the cells with respect to the scanning beams. These factors cause image distortions and affect the fluorescence output, as such, image corrections were performed to enable quantification of the results. The analysis showed that there was a drop in the total emission intensity from the cells as they deform through the cross-slot device. This implies that there was an outflow of intracellular materials from the transient membrane pores. A simulation was designed to estimate the distortion in the cell images due to its motion with respect to the scanning beams of the FDM and its effect on the fluorescence intensity measurements.

Cells deformed at the higher flow rate \( Q = 100 \) µl/min, were imaged post deformation at different regions along the outlet channel using a static scanning arm and the motion of the cell through the channel. This again showed a drop in the PL intensity, confirming the leakage of intracellular material and a possible drop in cell volume. Therefore, cell deformation causes material flow in both directions across the transient membrane pores, as confirmed by the calcein leakage and QD uptake results. The bi-directional flow of materials across the transient membrane pores on deformation can be crucial in understanding the cellular behaviour under
mechanical stress. It can give more insight for future studies of uptake applications in sensing, imaging and membrane dynamics.

Uptake of Au NPs of different sizes with FITC fluorescent tags showed that there is sized dependent uptake with flow rate. This is indicative of the size of the transient membrane pores through which the particles can diffuse into the cytoplasm.

5.1. FDM microscopy of cells stained with calcein

To understand the uptake mechanism of QDs by cells through cell deformation using the cross-slot microfluidic device, it is important to understand the dynamics of the fluid across the transient membrane pores. The process of cell deformation is high throughput in which thousands of cells are deformed every second. Cells deform very rapidly (~1 ms) at the extensional flow junction and exit through the outlets where they recover. With the FDM microscope, we visualised the cell deformation and track the PL intensity at up to 16,000 frames/s.

MCF7 cells were incubated with 1 µM calcein-AM for 30 min which is a fluorescent dye used to label the cytoplasm of live cells. The quenched calcein-AM is membrane permeable, which is converted to fluorescent calcein by the cleavage of AM group by esterases in the cells. The cells were detached by trypsinisation, resuspended in the running buffer (DPBS + 0.5% MC) and deformed through the cross-slot microfluidic device at flow rates of 5, 10 and 50 µl/min as described in section 2.15. The deformation events were captured with the ultrafast confocal FDM with both bright field and fluorescence imaging.

The event capturing in the FDM was triggered when the fluorescence was detected in the field of view (FOV) by the moving cells. The image capturing was done by an array of 100 scanning beams moving across the FOV from along the x-direction. The scanning beams were incident on the sample by the moving galvanic mirror, which swung back and forth in the FOV. As such, images were captured in alternating directions. As the galvanic mirror oscillated, the beams at rest at one end of the FOV accelerated and gained a maximum velocity at the centre and slowed down before coming to stop at the other end. The direction was reversed in the next
scan. The motion of the scanning mirror was described by its velocity ($v_b$) and position ($x$) using the following equations:

$$v_b(t, \theta) = v_{\text{max}} \sin(2\pi t \times f + \theta) \ [\text{m/s}] \quad (5.1)$$

$$x(t, \theta) = \int_0^t v(t', \theta) \, dt' \quad (5.2)$$

Here, $t$ is the time in the scan direction; amplitude scan velocity of the laser beam, $v_{\text{max}}$ (=2.3 m/s); $\theta$ is the initial phase shift in the velocity waveform which describes the position of the scanning beams when the event is triggered and the $f$ is the scanning frequency ($7.93 \times 10^3$ Hz). The pixel rate in the scan direction for the FDM was 4101562.5 Hz.

Hence, equation (5.1) can be written as:

$$v_b(\text{vertical pixel}, \theta) = 2.3 \times \sin \left(2\pi \frac{\text{pixel index}}{4101562.5} \times 7.93 \times 10^3 + \theta \right) \ [\text{m/s}] \quad (5.3)$$

A distortion of the images was produced due to the variation of the scanning speed, the correction of which is described in detail later. An event, which was a series of images taken as the cells moved in the FOV, were captured as binary files (.FIRE) that were converted to 16-bit images (.tif format) using a MATLAB script. The raw images were generated as long strips of frames joined to each other. The frames were separated into individual images using the MATLAB script, by reading and applying the initial phase $\theta$ of the scanning mirror from an excel file, recorded during the event capture with the help of equation 5.3 (Figure 5-1). When an event was triggered by the entry of the cell in the FOV, the scanning mirror could be in any position, which was described by the recorded initial phase angle $\theta$. The positions to extract and cut the individual frames from the joined strips were determined using equation 5.2. The extracted images had 21-22 and 11-12 frames per event for the flow rates $Q$ =5 and 10 µl/min, respectively. The contrast of the images was enhanced to better visualise the cell in the FOV.

This format of the MATLAB script could only extract every odd frame from the individual event and needed improvements to obtain all the frames. Artefactual events, which were mostly triggered by fluorescent cell debris or multiple cells in the FOV were removed manually. The first and the last few (1-2) frames were rejected from analysis (depended on individual events) as they only captured the cells partially. For $Q$ = 50 µl/min, it was seen that the number of frames per event was 4-5. On rejecting the frames having partial cell capture, the remaining frames (2-3) were not sufficient enough to give a proper trend in the change of fluorescence
through the passage of cells in the FOV. Hence, this dataset was not considered for analysis. Once the individual frames were separated, several corrections were made to the images which are described in detail below.

![Image](image.png)

**Figure 5-1.** Frame extraction of an FDM event from a typical raw image file having multiple frames joined together. Individual frames are extracted from the scan velocity profile and the initial phase (θ) of the velocity when the event was triggered.

5.1.1. Corrections of image distortion due to the nonlinear (sinusoidal) scan

As mentioned in the previous section, the scanning velocity of the laser beam array was controlled by the motion of the galvanic mirror which moved back and forth in the x-direction. This caused distortion to the images generated. The velocity of the laser beam array was lowest at the edges of the field of view (FOV) and maximum at the centre. This caused the pixel to be elongated at the edges and compressed at the centre. Figure 5-2a shows a raw uncorrected frame of a typical event, after the frame separation from the merged strip, for the cell in the extensional flow junction. It can be seen that the channels appear wider along the x-direction, clearly depicting the distortion.

Using a Python code, the cells were detected from the images by grey-scaling, filtering, thresholding, finding the contours (using cv2 python module). A bilateral filter (cv2.bilateralFilter) was applied to the image to smooth out the random noise and make the cell detection more reliable. Adaptive threshold was applied to calculate the threshold based on the average intensities across the multiple regions of the image. This means the code found
areas in the FOV that are brighter than the area directly surrounding it. This was helpful in
determining the edge of the cell. Now, an ellipse was fitted to the contour (a basic check for
size and circularity was applied to prevent fitting artefacts). The ellipse was generated by fitting
a polygon with number of sides >10 and smoothening the edges. The fitting was performed on
each frame to track the cell throughout the event. The ellipse was fitted for both bright field
and fluorescence images and the average position and size of the cells were determined from
the fits of both channels (Appendix 9.15). The total PL intensity (from the fluorescent channel)
of the calcein emission from inside the fitted ellipse was measured by masking the image and
summing the pixel intensity.

Figure 5-2. a) A typical FDM uncorrected raw image of MCF7 cells stained with calcein at the
extensional flow junction of the cross-slot microfluidic device (bright field (BF), fluorescent (FL)
and merged channels). The normalised total fluorescence intensity scatter trace plots from the
cells before the corrections for b) 5 and c) 10 µl/min flow rates. Each point represents the
position of the cell during its motion in the FOV. The colour of the point represents the
normalised total PL-intensity from the cells with respect to the scale bar on the bottom right of
the figure. The arrows indicate the direction of flow.

The PL intensity scatter trace plots for $Q = 5$ and 10 µl/min are shown in Figure 5-2a and b
respectively for the uncorrected raw images. The distortion of the images was clearly visible as
the channel widths appeared wider along the x-direction compared to that along the y-
direction. The scatter trace for each event was constructed by measuring the PL intensity from the fitted ellipse for the cell at every alternative frame with a position assigned to the centre of the fit. We observe the cells enter the FOV from the inlets with high PL intensity and as the cells moved through the junction, the intensity dropped for both the flow rates. The pixels distortion can contribute towards this fluorescence drop effect as the ellipse tracking the cells would predict more pixels at the edges and fewer at the centre. Hence, the pixel distortion correction was necessary.

Additionally, it is to be noted that more cells are entering from the upper inlet compared to the lower one. This discrepancy could have occurred purely due to the statistical distribution of events or the slight preferential flow from the upper inlet which was not detectable during the experiments.

The correction of the images due to the distortion caused by the scan velocity profile is termed as ‘squaring of the pixels’. To perform this, an image of a graticule was taken with the FDM to measure the degree of distortion as a function of position. A graticule had equidistant parallel lines and the distortion of the distance between the lines at different regions on the FOV gave the degrees to which the images are distorted. The distortion was measured and a spline function was fitted (smoothening the fitting to avoid discontinuities) for the correction which was applied to all images for squaring of the pixels, using the same MATLAB script as mentioned earlier in section 5.1. Figure 5-3a shows the same images as in Figure 5-2a after the correction has been applied to ‘square the pixels’. It was observed from the corrected image that all channels are of similar widths. The pixel count for the corrected images was 110 pixels along the x-direction and 100 in the y-direction, instead of the 259×100 pixels for the FOV in the uncorrected images. Additionally, improvements were made to the MATLAB code such that all frames were extracted instead of only the odd frames in the previous version of the code. With the extraction of all the frames, it was observed that the odd numbered frames were flipped by 180° compared to the even numbered frames. This is because the direction of the scan is reversed for alternating frames. The MATLAB script inverted the odd numbered frames along the x-direction, such that, all the frames had the same orientation. The images for the event were saved as .tiff files which was also converted to .csv files by merging the different frames to produce a video of the event.
Figure 5-3. a) A typical FDM image of MCF7 cells stained with calcein after the scan velocity profile related distortion correction of a cell at the extensional flow junction of the cross-slot microfluidic device (bright field (BF), fluorescent (FL) and merged channels). The corrected normalised total fluorescence intensity scatter trace plots from the cells for b) 5 and c) 10 µl/min flow rates. Each point represents the position of the cell during its motion in the FOV. The colour of the point represents the normalised total PL-intensity from the cells with respect to the scale bar on the bottom right of the figure. The arrows indicate the direction of flow. d) Comparative normalised total fluorescence intensity from a typical event before and after the scan velocity related distortion correction.
Figure 5-3b and c show the normalised total fluorescence intensity scatter trace plots for $Q = 5$ and $10 \mu l/min$, respectively after the correction to the scan velocity related distortion. It can be observed that the cell positions are significantly more spread through the FOV compared to the uncorrected plots. The cells showed a significant drop in the total PL intensity measured for a single event in comparison to the uncorrected image (Figure 5-3d). However, it was observed that there is a decrease in the PL intensity down the y-direction for the cells entering from the upper inlet. This trend is not observed for the cells entering from the lower inlet. This discrepancy relates to the spatial effect on the FDM images from the lifetime of the fluorophore, the correction of which is described in the following section.

5.1.2. Corrections to PL intensity due to the lifetime effect of the fluorophore

If the fluorescence lifetime of the fluorophore is comparable to the dwell time of the pixels, there is a decrease in the signal-to-noise ratio (SNR) from the images. The majority of the fluorescence emission occurs after the dwell time and would not contribute to the image contrast. The FDM is capable of very fast fluorescence imaging (~16,000 frames/s). However, in spite of the fast scans, the pixel dwell time is longer than that of the conventional confocal fluorescence microscopy, as the imaging speed is characterised by the QAM-SDC beam modulation bandwidth, described in section 2.14. The FDM gives an improved SNR and hence compensate for the decreased fluorescent signal due to the fluorescence-lifetime limit. However, the frequency bandwidth is limited by the fluorescence lifetime which is characterised by the spatial frequency response function as [251]:

$$R(y) = \frac{e^{i \arg (1-2\pi i \tau y)}}{\sqrt{1+(2\pi \nu \tau y)^2}}$$  (5.4)

Here, $\tau$ is the fluorescence lifetime of the fluorophore and $\nu$ is the modulated frequency of the scanning laser beam. Equation 5.4 indicates that $R(y)$ degrades the optical transfer function along the y-direction. $\nu$ varies from ~4 to ~400 MHz which were in one-to-one correspondence with the 100 pixels along the y-direction. In other words, the $n^{th}$ laser beam had a frequency of $(4 + 4n)$ MHz (Figure 5-4a). Figure 5-4b shows the absolute value of the $R(y)$ for calcein with fluorescence lifetime $\tau = 2.9$ ns. Using the same Python code as mentioned earlier in section
5.1.1., the correction function was applied across the FOV along the y-direction by multiplying the measured fluorescence intensity with the corresponding amplitude of the absolute value of \( R(y) \) for all images.

![Diagram](image)

**Figure 5-4.** Correction on the FDM microscope images due to the lifetime effect of the fluorophore. a) Schematic of the FOV with cell in the extensional flow region of the cross-slot microfluidic device as a function of modulation frequency along the y-direction. b) The amplitude of function \( R(y) \), which is the correction functions curve for the FDM images as a function of the modulation frequency for calcein (\( \tau = 2.9 \text{ ns} \)).

Figures 5-5a and b represent the scatter trace plots (\( Q = 5 \) and 10 µl/min, respectively) for the total photoluminescence from the deformed cells after applying the correction to the intensity due to the fluorescence lifetime effect of the fluorophore. This correction was applied in addition to the previously corrected images for the distortion (squaring of the pixels) due to the effect of the scanning velocity profile. Here, the drop in PL intensity from the cells entering from the upper inlet was not as significant as without the lifetime correction (Figure 5-3). However, for the cells entering from the lower inlet, there was a drop in the PL intensity as the cells move through the extensional flow region. This is consistent with the trend observed for the cells entering from the upper inlet. If the fluorescence intensity of the calcein from the cells should change with deformation, it should have the same trend regardless of the port of entry. Hence from this correction, the consistency with the expected result can be observed. However, the actual trend will only be clear after all the corrections have been made to the dataset, which is described in the following section.
Additionally, several further modifications and improvements were made to the Python code for better detection and tracking of the cells. From the previous scatter trace plots shown in Figure 5-3, it was observed that there is a presence of artefacts detected by the code, such as objects from the no-flow regions. These were the regions in the FOV where the PDMS channel walls are located. These artefacts were removed from detection by imposing spatial restrictions and thus disregarding any data in the regions that are not within the channels. From the trace of a typical single event, as shown in Figure 5-5c with the fluorophore induced lifetime correction, we observed that there was an overall drop in the total PL intensity measured from the cells in addition to the drop observed after the scan velocity profile correction.

Figure 5-5. The normalised total fluorescence intensity scatter trace plots for the FDM images of MCF7 cells stained with calcein with the scan velocity profile correction and the lifetime effect of the fluorophore correction from the cells deformed through the cross-slot microfluidic device for a) 5 and b) 10 µl/min flow rates. Each point represents the position of the cell during its motion in the FOV. The colour of the point represents the normalised total PL-intensity from the cells with respect to the scale bar on the right of the figure. The arrows indicate the direction of flow. c) Comparative normalised total fluorescence intensity from a typical event before and after the lifetime effect correction for calcein (τ = 2.9 ns).
Typical normalised total fluorescence intensity traces of the cells at $Q = 5$ and $10 \mu l/min$ are shown in Figure 5-6. The photoluminescence steadily dropped for both the flow rates as the cells deform through the extensional flow region. This implies there is an outflow of intracellular fluid from the transient membrane pores generated by the hydrodynamic deformation.

**Figure 5-6.** Normalized total fluorescence intensity from a typical single-cell event as observed through the FDM at the extensional flow region of the cross-slot microfluidic device with stained with calcein at a) $5 \mu l/min$ and b) $10 \mu l/min$ flow rates. The solid red lines represent exponential decay fits ($R^2 > 0.96$).

### 5.1.3. Corrections to cell distortion due to cell motion

The final corrections to the FDM images for the cells deformed through the cross-slot microfluidic device were due to the motion of the cells with respect to the scanning beam. As the cells move through the extensional flow junction, the velocity of the cells changes as it enters and exits the FOV according to the velocity profile (Figure 1-8) described by Armistead et. al [181]. The cells initially have a constant velocity in the straight inlet channels and slow down at the extensional flow junction where they deform. After coming to a stop at the stagnation point, the cells accelerate again towards the outlets and maintain a constant velocity through the straight outlet channels. The velocity of the fluid along the straight channels depends on the flow rate of injection ($\sim 0.05$ and $\sim 0.1 \text{ m/s}$ for $Q = 5$ and $10 \mu l/min$, respectively). The relative motion between the FDM scanning beams and the moving cells distorts the cell shape. As described earlier, the velocity of the scanning beam ($v_b$) also changes
with respect to the position on the FOV as described in equation 5.3. The scanner velocity is at a maximum at the centre of the FOV \(v_b = 2.3 \text{ m/s}\) and decreases at the edges (simple harmonic oscillator). As the scanning velocity slows down at the edges of the FOV, the cell velocity becomes comparable to the scanning beam velocity. Hence, the cell distortion was highest at the left and right edges of the FOV.

The distortion of the cells depended on the relative direction of the cell motion and the scanning beam. For the cells moving perpendicular to the beams, the distortions can be described by the illustrations in Figure 5-7a and b. As the array of laser beams scan across the x-direction, the cell in motion would have travelled along the y-direction. As a result, any motion along the y-direction stretched the cells. If the cells are moving along the direction of the scanning beams (x-direction), they appeared to be either elongated or compressed in the same direction depending upon the direction of the scan. If the cell moved in the same direction of the scan, they appear elongated (Figure 5-7c). If the motion of the cell was opposite to the scanning beam, the cells appeared compressed (Figure 5-7d). The total distortion of the cell in the FOV would be a combination of both the distortions in x- and y-directions.

![Figure 5-7. Schematic of the FDM image distortion due to cell motion with respect to the scan directions when the cells move a) perpendicular and down, b) perpendicular and up, (c) parallel and left, and d) parallel and right to the scan direction (the dashed lines showing the actual cell size).](image-url)
The corrections for the cell distortions due to the relative motion of the cells with respect to the scanning laser beams was approximated using the following expressions:

\[
D_{x_i} = D_{x_i}^m \times \left[ 1 - \left( \frac{v_{x_i}}{v_b(x)} \right) \right] \tag{5.5}
\]

\[
D_{y_i} = D_{y_i}^m - \left( \frac{v_{y_i} \times D_{x_i}^m}{v_b(x)} \right) \tag{5.6}
\]

Here, \( D_{x_i} \) and \( D_{y_i} \) are the corrected cell diameters, \( D_{x_i}^m \) and \( D_{y_i}^m \) are the measured cell diameters along the x- and y-directions, respectively for the \((i+1)\)th frame of the event. \( v_b(x) \) was the scanning beam velocity profile with respect to the position, \( x \) on the FOV as described in equation 5.3. \( v_{x_i} \) and \( v_{y_i} \) represented the cell velocity components along x- and y-directions for the \((i+1)\)th frame. In equation 5.6, the second term is always positive because whether moving up or down along the y-axis, and the scanner left to right, all caused the cell to be elongated in the y-direction. In the case when \(|v_b(x)|\) is much greater than the modulus of the cell speed, the measured diameters tend towards the actual cell diameter. The cell velocities were determined by the change in the cell’s position between \(i\)th and \((i+1)\)th frames and the time between them.

As mentioned earlier, the scanning beams moved and captured in both +x and -x directions, as such, the cell distortion correction along the direction of the beam will also depend on the direction of the scanner; however, this has to be is accounted for both \(v_b\) and \(v_{x_i}\) because they are vectors. The direction of the scanning beam was determined for the first frame of every event from the initial phase \(\theta\) and substituting this value into equation 5.1 to determine the scanner direction (positive or negative) at \(t=0\) s. A positive scanner velocity means the scanning beam direction is left to right for the first frame; and if \(v_b<0\), this means the scanning beam is moving the right to left (negative) for the first frame. From this knowledge, the direction of the scanner was determined for each subsequent frame and it is trivial to ensure the sign of the scanner velocity is in the correct direction. If the scanning beam and the cell are moving in the same direction (Figure 5-7c), the distortion would result in the elongation of the cell, and thus the second term in equation 5.5 would be subtracted from the measured diameter. Similarly, if the cell and the scanning beams are moving opposite to each other (Figure 5-7d), the cells
would be contracted, but the second term in equation 5.5 would be negative and thus would increase the measured diameter. Equation 5.6 takes the modulus of the second term because regardless of the direction of motion of either the cell or the scanner, the cells will be elongated in the y-direction. The image distortion corrections in both x- and y-directions were applied to all images which had already been corrected for the image distortion due to the scanning velocity profile and fluorophore lifetime effect correction.

Figures 5-8 show the normalised fluorescence scatter trace plots \((Q = 5 \text{ and } 10 \, \mu \text{L/min})\) before and after the correction to the distortion due to cell motion with respect to the scanning laser beam. It can be observed that the overall trend to the decrease in the emission intensity from the cells does not change significantly with the distortion correction. However, due to the corrections, the scatter points are much more compact and closer to each other in the FOV. In addition, with the improvements to the detection of cells, there are more points in the FOV and the events at the edges with partial cells have been removed. It must be noted that the images have also been corrected for velocity profile distortion and the fluorophore lifetime effects. Hence, Figure 5-8b are the final corrected scatter trace plots for the MCF7 cells stained with calcein, deformed through the cross-slot microfluidic device and imaged using the FDM. The plots show a decrease in the fluorescence intensity as the cell deform at the extensional-flow junction due to the leakage of intracellular materials from the transient membrane pores.
Figure 5-8. The comparative normalised total fluorescence intensity scatter trace plots for the FDM images of MCF7 cells stained with calcein, before and after the cell motion distortion corrections. The scan velocity profile correction and the lifetime effect of the fluorophore corrections were performed for all plots prior to the analysis. a) The uncorrected and b) corrected scatter plots for distortion due to cell motion for \( Q = 5 \) and 10 µl/min, respectively. Each point represents the position of the cell during its motion in the FOV. Each point represents the position of the cell during its motion in the FOV. The colour of the point represents the normalised total PL-intensity from the cells with respect to the scale bar on the right of the figure. The arrows indicate the direction of flow.

Typical events of cell deformation captured using the FDM is shown in Figure 5-9 \( (Q = 5 \) and 10 µl/min), with and without the distortion correction due to cell motion. The cell area without correction \( (A^m) \) was determined using:

\[
A^m = \frac{\pi}{4} \times D_{x_i}^m \times D_{y_i}^m
\]  

(5.7)

Similarly, the cell area after the distortion correction \( (A) \) due to cell motion was determined as:

\[
A = \frac{\pi}{4} \times D_{x_i} \times D_{y_i}
\]  

(5.8)

With the correction to the distortion due to cell velocity with respect to the scanning beam velocity, it was seen that the fluctuations in the cell area between alternative frames have been
reduced for both $Q = 5$ and $10 \text{ µl/min}$. The fluctuations arise due to the distortion of the cell which is dependent on the direction of the scanning beam as demonstrated in Figure 5-7c and d. Since the direction of the scanning beam alternates, the fluctuations in the measured cell area also fluctuates between alternating frames. Although the distortion corrections have not completely removed the fluctuations, they have been reduced. The normalised integrated fluorescence from the cell for this particular event at $Q = 5 \text{ µl/min}$ was not affected by the corrections. However, for $Q = 10 \text{ µl/min}$ events, the PL intensity from the cell shows reduced fluctuations, much like the cell area with the corrections. The distortion corrections are theoretically expected to have a higher impact on the events at a higher flow rate ($Q = 10 \text{ µl/min}$) as the distortion will be much larger with the increased speed of the cell through the FOV.

Figure 5-9. Typical events of cell deformation captured using FDM, with and without the cell motion distortion correction for MCF7 cells stained with 1 µM calcein, deformed through the cross-slot microfluidic device. Plots for $Q = 5 \text{ µl/min}$ with the frame number showing a) the change in the cell area, b) the normalised fluorescence intensity and for $Q = 10 \text{ µl/min}$ with c) change in cell area and d) the normalised fluorescence intensity, with and without the correction to distortion due to cell motion.
The comparative normalised fluorescence intensity for the entire dataset, with and without the correction to distortion due to cell motion, as a function of the distance travelled in the FOV is given in Figure 5-10. It is the combined overall fluorescence intensity of the cells though the FOV for the same datasets that has been described in the scatter trace plots in Figure 5-8. For both flow rates, the distortion correction lowered the overall rate of drop of the normalised fluorescence measured. For $Q = 5 \mu$l/min events, the mean drop in measured fluorescence changed from 2.26 %/μm to 1.72 %/μm with the correction over the distance travelled by the cells in the FOV (~23.9 % change). The change was more significant (~45.2 %) for the $Q = 10 \mu$l/min events, with the mean drop rate in the normalised fluorescence intensity from the cells changing from 3.23 %/μm to 1.77 %/μm after distortion corrections. The greater change for the faster flow rate with the distortion corrections correlates with the theoretical understanding that the distortion would be higher for faster moving cells.

![Figure 5-10](image)

*Figure 5-10. Normalised mean total fluorescence intensity of Calcein luminescence from MCF7 cells from the FDM images as a function of distance travelled in the extensional flow region of the cross-slot microfluidic device for a) 5 µl/min and b) 10 µl/min flow rates, with and without the correction for the distortion due to cell motion. Data expressed as mean ± SD (N >350 events). These plots are derived from the scatter trace plots shown in Figure 5-8.*

The overall change in the final corrected normalised fluorescence intensity for the MCF7 cells stained with calcein captured using the FDM, deformed through the cross-slot device, as a function of the distance travelled in the FOV is given in Figure 5-11. The cells deformed at $Q = 5 \mu$l/min can be imaged closer to the edges of the FOV as compared to that at $Q = 10 \mu$l/min.
due to the slower motion of the cells. The mean rate of drop of fluorescence intensity with distance was similar for the two flow rates (1.72 \%/\mu m for $Q = 5$ and 10 \mu l/min, respectively). This suggests that the degree of poration of the cells at these flow rates were similar, leading to a similar outflow of intracellular materials from the transient membrane pores. Additionally, it also confirmed that the drop in the luminescence intensity of calcein from cells was not dominated by photobleaching. If photobleaching was dominant, then the drop in the intensity would be much higher for the slower flow rate as they have a longer laser exposure time. The hydrodynamic deformation of cells in the cross-slot microfluidic device rapidly generates transient membrane pores through which there is a leakage of intracellular material. There will be a volume loss incurred by the cells on deformation, which is recovered by taking up the surrounding fluid. As seen from the earlier results (Chapter 3), the uptake of the surrounding fluids leads to the non-endocytic delivery of QDs. These findings are indicative of the bi-directional model of diffusion across the transient membrane pores.

![Figure 5-11](image_url)

*Figure 5-11. Comparative normalised mean total fluorescence intensity from MCF7 cells stained with calcein as a function of distance travelled in the extensional flow region of the cross-slot microfluidic device from the FDM images for a) 5 \mu l/min and b) 10 \mu l/min flow rates. Data expressed as mean ± SD (N >350 events).*
5.1.4. Simulation to measure the distortion due to cell motion in FDM

To have a better understanding of the distortions produced by the cell motion, a simulation was designed using Python code to visualise the motion of the cell in relation to the variable scanning beam velocity. The code simulated the cell motion from the inlet to the extensional flow junction and exit from the outlet. This was achieved by constructing a circle and analysing its distortion for varying cell speed against the scanning beams. The scanning of the circle was done in both directions along the x-axis to replicate the FDM imaging conditions; however, for simplicity the cell speed was kept constant. In this simulation, the circle’s position is determined with respect to time \( t \) from its centroid coordinate by stepping the time \( t \) by a uniform step, \( \Delta t \). The simulated scanner moved across the FOV using Equation 5.9.

\[
x(t) = \frac{x_{\text{max}}}{2} + \frac{x_{\text{max}}}{2} \sin (\omega t + \phi)
\]

(5.9)

Here, \( x_{\text{max}} \) was the FOV width (in pixels) to give the centre and amplitude of the scanning line. The position of the scanner in the x-direction can be determined by the time \( t \), and the angular velocity of the scanner. For each time point, the scan line position is determined and if that line passed through the edge of the circle the pixels passing through the circle were coloured green. This is simple to achieve as the equation of a circle along with its central position can be determined with a few lines of code. The simulation steps forward one-time point (which moves the circle) and the scanner x-position (using Equation 5.9) and again tests whether the scanner line and the circle (cell) intersect- if they do those pixels are coloured green (line top to bottom of the circle). A frame was completed when \( \omega t + \phi = n\pi \), where \( n \) is a positive integer, and was saved. The image of the distorted circle formally underwent thresholding, contouring, and fitting to an ellipse. The speed and direction of the cell, the time step and the scanner frequency (speed) could all be modified. The simulation was conducted for a ‘cell’ radius of 14 pixels. The time step was calculated to ensure the scanner ‘scans’ each line of the image (all 100 pixels). Distortions around the edges were omitted when the entire cell was not visible in the FOV. Importunately the simulation models the scanning as an oscillator and can allow the ‘cell’ motion to follow any path defined.

For \( Q = 5 \mu l/min \), the maximum cell velocity is \(~0.05\) m/s, which is \(~2\%) of the scanning beam velocity (2.3 m/s). The pixel distortion from the simulation measured a maximum of \(~7\%\)
distortion in the cell area. The change in the pixel size of the circle with the scan along with the cell position in the FOV are shown in figure 5-12a and b. Similarly, for the maximum cell velocity of ~0.1 m/s which is for \( Q = 10 \mu l/min \) (~4% velocity of the scanning beam), the maximum distortion in the cell area was ~8.2%. It was noted that as the cell enters the stagnation point and towards the outlet, the cell radius fluctuates along the x-direction. This is the effect of the change in the direction of the scanning beams. From the plots for the position of the cells in the FOV, we observe that the frame number decreased with the increasing flow rate as expected (Figure 5-12b and d). It is our understanding that these distortions are for the maximum cell velocities which occur in the straight channels of the device (inlets and the outlets). However, at the extensional flow junction, which is the FOV for the FDM experiments, the cells slow down considerably coming to stop at the stagnation point and exits through the outlet. Hence, the cell speed was a lot lower in the FOV, as such the distortions will be smaller.

From the simulations, when the circle goes to the centre of the FOV and begin to move along the ‘+’ x-directions, the radius of the circle fluctuates along the x-direction as seen in Figure 5-12 a and b. This oscillation occurs due to the relative motion between the scan direction and the circle (cell) motion. If the scan is along the ‘+’ x-direction and the cell also moves in the same direction along x-axis, the image of the circle elongate. On the other hand, if the motion of the circles remains along ‘+’ x-direction, however, the scan is along ‘−’ x-direction, the circle becomes compressed. This is similar to the imaging conditions of the cells in the FDM.
Figure 5-12. Results of the simulation of the cell distortion due to the motion of the cells with respect to the scanning beam velocity for a circle of radius 14 µm. a) the radii in x- and y-direction and b) the position of the circle for a maximum cell speed ~ 2% of the scan velocity which is equivalent to the $Q = 5 \mu l/min$ data. c) the radii and d) the position of the circle in the FOV for maximum cell speed ~4% of the scan velocity, equivalent to $Q = 10 \mu l/min$ data.

To further observe the extent of the distortion for higher flow rates, the simulation was conducted for cell speeds equivalent to 7, 10 and 20 % of the scanning beam velocity. These correspond to $Q = 17, 24$ and $48 \mu l/min$ flow rates, respectively. Figure 5-13 show the cell radii in both x- and y-directions in the FOV for the simulations. We observed that the fluctuation in the cell size became greater for these flow rates compared to that in Figure 5-12. The cell area distortion showed exponential growth with the increasing flow rates under this simulation (Figure 5-13d). Hence, it implies from the simulation that at lower flow rates of the FDM experiments ($Q = 5$ and $10 \mu l/min$) the distortion is relatively lower as corroborated from the actual experimental data.
Figure 5-13. Results of the simulation of the cell distortion due to the motion of the cells with respect to the scanning beam velocity for a circle of radius 14 µm. a) Typical images of the simulated circle showing distortion, moving at a cell speed of 7% of the scan velocity. The cells move downwards for images i-iv and across towards the right for images v-viii. The cell radii in x- and y-directions for cell speed equal to b) 7, c) 10 and d) 20% of the scanning beam speed. e) the percentage distortion in the area of the cell as measured by the simulation of cell distortion with respect to the flow rate. The fitting curve (red line) is an exponential growth with $R^2 > 0.99$.

5.2. FDM of Calcein intensity in cells post-deformation

We have seen that there was a leakage of intracellular material on hydrodynamic deformation of the cells at the extensional flow junction of the cross-slot microfluidic device. The deformation generates transient membrane pores very rapidly through which the diffusion occurs. However, the membrane pores should remain active post-deformation as it facilitated the uptake of QDs. To understand the membrane pore dynamics with time and its effect on the leakage of intracellular material, MCF7 cells stained with 1 µM calcein were imaged using
the FDM microscope post-deformation at the outlet channel at $Q = 100 \mu l/min$ as described in section 2.16.2.

This experiment was performed by imaging cells immediately after the deformation at the extensional flow junction along one of the outlet channels at regions 1 and 2 separated by 750 $\mu m$ (end-to-end) as shown in Figure 2-11. The imaging process was triggered by the fluorescence in the FOV and single images of a large number of cells (>2800 cells each) were taken at these two regions. Here, the beams scan in only one direction giving raw bright field and fluorescent images for the cells with calcein as shown in Figure 5-14.

The images were generated assuming the flow speed was constant (0.952 m/s). Artefacts such as multiple cells in an image and image capture due to fluorescent cell debris were removed manually before analysis. Similar to the raw images as seen in the extensional flow junction, these single snapshot images are also distorted due to the scanning beam velocity profile and the luminescence was affected by the fluorophore lifetime. Here, since the cell flow speed was constant, these image dimensions were corrected by simply using the following equations:

$$Horizontal\, FOV\, (\mu m) = \frac{Horizontal\, pixel\, number \times flow\, speed\, (m/s)}{pixel\, scan\, rate\, (MHz)} \quad (5.11)$$

$$Vertical\, FOV\, (\mu m) = 0.84\, (\mu m) \times vertical\, pixel\, number \quad (5.12)$$

Here, Horizontal FOV refers to the direction of the cell flow (x-direction) and the vertical FOV is the direction of the beam alignment (y-direction). The pixel scan rate of the FDM during these experiments was 4.1015625 MHz. For the raw images, the number of pixels was 252 and 100 in x- and y-directions, respectively. Hence, the dimensions of the FOV were 58.5 $\mu m$ and
84 µm in the x- and y- directions, respectively. Figure 5-15 show the images of the cells in Figure 5-14 after these corrections were made.

![Figure 5-15. Typical FDM images of the MCF7 stained with calcein cells with the distortion corrections (Bright field, FL channel and merged) post deformation at a) region 1 and b) region 2. The arrows represent the direction of flow.](image)

With the pixel distortion corrections, the cells appear to be more rounded. However, for region 1, which is closer to the stagnation point, we can see the reminiscence of the deformation as the cells have not fully recovered. The $DI$ of the cells was measured by considering an elliptical fit for the cells using a phyton code. The $DI$ was calculated from the ratio of the major and the minor axes of the fitted ellipse. From figure 5-16a, we observe that the $DI$ of the cells at region 1 is $\sim 1.25$ and become more circular with $DI \sim 1.14$ at region 2, where they showed more recovery of their shape.

The correction due to the fluorescence lifetime effect of the fluorophore was also performed for these images as described earlier using equation 5.4. The raw fluorescence intensity of the images was multiplied with the amplitude of the function $R(y)$ in correspondence to the pixel index along y-direction for a lifetime value of $\tau = 2.9$ ns for calcein. The total fluorescent
intensity from the cells was measured using the same python code at these two regions by assuming elliptical fitting for the cell in the bright field image, tracing the ellipse to the corresponding fluorescent image and measuring the total intensity.

The distance between these regions on the microfluidic device is ~750 µm and the time taken to travel between them would be ~0.8 ms for $Q = 100$ µl/min. From Figure 5-16b, there is a drop in the mean total fluorescence intensity from the cells between region 1 to region 2 of 4.73%. This implies that there is leakage of calcein from the cells post-deformation. The membrane pore remains active after the deformation and continuing leakage of intracellular material. This shows that although the formation of membrane pores is rapid during deformation, they do not immediately close and remain active for a period of time. The scatter plots of the total PL intensity from the cells with respect to cell size show more scattered size distribution in region 1 (Figure 5-16c and d). This could be due to the higher deformed state of the cells in region 1 as compared to region 2, where the cells regain their spherical shape.

It could be understood that the majority of the uptake could take place when the cell regains its volume post deformation by the uptake of the extracellular fluid. The cell suffers a loss of volume at deformation due to the expulsion of intracellular material. The cells subsequently recover in volume by the uptake of the suspension fluid through the pores which have been described as volume exchange in previous studies of microfluidic cell deformation [272].
Figure 5-16. FDM analysis of MCF7 cells stained with calcein, post deformation at regions 1 and 2 (\( Q = 100 \mu l/min \)). Comparative a) DI, b) mean total fluorescence emission intensity from the cells for the two regions (Data expressed as mean ± SE). The 2-sample t-test showed the p-values for the pair were <0.001. The scatter plots show the total fluorescence intensity from the cells as a function of cell area for regions c) 1 and d) 2.

5.3. Uptake of Au-FITC particles by cell deformation

To have insight into the nature of membrane poration by hydrodynamic deformation of cells using the cross-slot microfluidic device, it is essential to know the size of the pores through the uptake of larger particles. Uptake of differently sized particles by the cells as a function of the flow rate through the device would give indications of the pore size. A previous study has shown uptake of dextran-FITC particles of various sizes by deformation through the cross-slot microfluidic device [170]. However, the uptake of inorganic NPs, which can have the
advantages of easily tunable size and surface functionalisation, had not been demonstrated [273–275].

Colloidal Au-PEG-FITC NPs of different sizes were synthesised according to the methods described in section 2.17. The smallest Au NPs for the uptake experiments (Batch A) were synthesised by the rapid injection of the reducing agent, NaBH₄ into a mixture of sodium citrate and HAuCl₄·3H₂O in Milli-Q water under vigorous stirring [253–255]. Larger Au NPs (Batches B and C) were synthesised using the well-known Turkevich method as described in section 2.16.2 [256–258]. By varying the amount of sodium citrate added dropwise to the boiling Au-precursor (HAuCl₄·3H₂O), the size of the particles can be controlled. Table 5-1 gives the molar ratio of the Au-precursor to sodium citrate used for the synthesis of these batches of Au NPs. The Au NPs were pelleted by centrifugation at 15,000 g, the supernatant was removed and the particles were redispersed in Milli-Q water. The absorbance spectra of the ×10 diluted colloidal solution were used to determine the particle concentration (Figure 5-17a). The surface plasmon resonance peaks were used to determine the amount of Au for absorbance =1. To conjugate the Au NPs with the fluorescent PEG-FITC, 1 ml of 250 µg/ml PEG-FITC was added to the colloidal Au NPs solution with an amount equivalent to an absorbance of 1 and incubated overnight under stirring in the dark. Excess unbound PEG-FITC were removed by centrifugation at 15,000 g which remained in the supernatant. The pelleted Au-PEG-FITC NPs were resuspended in Milli-Q water. The wavelength (λₘ) of the surface plasmon resonance peak is also indicative of the size of the particles [276]. Batch A shows the lowest λₘ at 506 nm, with 528 nm for batch B and highest for batch C at 548 nm, showing the difference in the size among batches.

<table>
<thead>
<tr>
<th>Batch</th>
<th>HAuCl₄:Sodium Citrate Molar Ratio</th>
<th>Hydrodynamic size from DLS (nm)</th>
<th>Particle diameter from TEM (nm)</th>
<th>Absorbance Peak (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1:0.66</td>
<td>16 ± 6</td>
<td>4.3 ± 1.6</td>
<td>506</td>
</tr>
<tr>
<td>B</td>
<td>1:1.94</td>
<td>55 ± 14</td>
<td>43.3 ± 8.6</td>
<td>529</td>
</tr>
<tr>
<td>C</td>
<td>1:1</td>
<td>79 ± 23</td>
<td>77.5 ± 11.8</td>
<td>548</td>
</tr>
</tbody>
</table>

Table 5-1. Comparative table of the Au-FITC particles used for the uptake study in MCF7 cells using microfluidic deformation experiments showing the ratio HAuCl₄:sodium citrate during the synthesis to control the particle size, hydrodynamic size from DLS, particle diameter from TEM (mean ± SD.) with the corresponding wavelength for absorbance peak maxima.
The normalised fluorescence emission spectra of the Au-PEG-FITC NPs are shown in Figure 5-17b. The emission peak wavelength was observed ~507 nm for all the batches. The PL emission of the particles will depend on the number of PEG-FITC ligands on the particle surface. Since Batch A was significantly smaller, it will be accommodating fewer fluorescent ligands as compared to batches B and C. Hence, the PL emission per particle would depend on the number of the ligand attached to the NPs surface. As such, over the population of particles, Batch C would be the brightest, followed by Batch B and finally Batch A.

The hydrodynamic particle size was determined using the DLS as shown in Figure 5-17c. Batch A shows a hydrodynamic size with maxima at ~16 nm and having a narrow distribution peak compared to its TEM images giving a mean size of ~4.3 ± 1.6 nm (Figure 5-18a). This showed that the conjugation of PEG-FITC ligands increases the hydrodynamic radius of these particles significantly. Batches B and C show the hydrodynamic size peaks from DLS at ~55 and ~79 nm, respectively. The peak width for the size distribution increased with the particle size between different batches.

The particle size of the different batches of Au-PEG-FITC was determined from the TEM images (Figure 5-18). The particles are not perfect spheres, such as, the diameter was measured in two perpendicular directions for each particle and averaged over a large number of NPs. The size distribution histogram fitting curves (log-normal) shown in Figure 5-18d gives the average size of the NPs ~ 4.3 nm, 43.3 nm and 77.5 nm for Batches A, B and C respectively (Table 5-1). The size distribution was significantly narrow for Batch A as compared to Batches B and C. This correlates with the size distribution as seen from the DLS measurements. The DLS...
measurements show a larger particle size for all the batches in comparison to the TEM analysis. This is due to the presence of the PEG-FITC ligand which increases the hydrodynamic size of the particles.

![TEM images](image)

Figure 5-18. TEM images of the Au-FITC NPs of different sizes used for the uptake study in MCF7 cells using microfluidic deformation experiments for a) batch 'A', b) batch 'B' and c) batch 'C'. d) Size distribution histogram of the Au-FITC NPs from the TEM images with log-normal fitting curves.

MCF7 cells were treated with different sized 10 nM number concentration of Au-PEG-FITC NPs (Batches A, B and C) in buffer (DPBS + 0.5% MC w/v) as described in section 2.15. The cells were deformed through the cross-slot microfluidic device at different flow rates ($Q = 0-150$...
μl/min), washed twice with DPBS to remove the excess NPs and suspended in DMEM culture media. 8-well incubation chambers (Lab-Tek II, VWR International) were used to image the cells using the confocal microscope. The typical confocal images of cells deformed hydrodynamically through the cross-slot microfluidic device with the different sized Au-PEG-FITC NPs are shown in Figure 5-19 in comparison with the control cells which were incubated without deformation for the same duration. The images showed uptake of the NPs of different sizes for the control incubated cells ($Q = 0 \mu l/min$) which is through the endocytic pathways. For the deformed cells, the smallest Au-PEG-FITC particles (Batch A), show increasing PL-intensity with flow rate through the microfluidic device (Figure 5-19a). However, the change in the PL-intensity for the other NPs (Batches B and C) from the cells with deformation was not evident from the visual inspection of the confocal images (Figure 5-19b, c).

Figure 5-19. Typical confocal images of MCF7 cells deformed with 10 nM number concentration Au-PEG-FITC NPs at $Q = 0 \mu l/min$ (incubated control) and 100 μl/min flow rates through the cross-slot microfluidic device for different sized NPs at a) 4.3 nm (Batch A), b) 43.3 nm (Batch B) and c) 77.5 nm (Batch C) particle sizes.
The comparative analysis of the confocal images to measure the PL intensity from the cells deformed with Au-PEG-FITC NPs of different sizes using MATLAB code (Section 2.6.1) is shown in Figure 5-20. From the percentage change in the mean PL intensity as a function of flow rate, it was observed that the uptake of the smallest NPs (Batch A) followed a similar trend as the QDs with the increase in uptake with flow rate. However, the rate of percentage increase of PL intensity from cells for the Batch A NPs (~33% at $Q = 150 \, \mu l/min$) was much lower than the QDs (~83% at $Q = 150 \, \mu l/min$). The hydrodynamic size of the QDs could be much smaller than these NPs (~16 nm), as such, the uptake of QDs across the membrane pores can be higher. It is important to note that the DLS measurement of QDs was not carried out due to their small size (~2.5 nm), which would result in improper scattering results. In addition, the wavelength of the incident laser (633 nm) used to study scattering in DLS overlaps with the PL-emission wavelength of the QDs (500-700 nm), as such, the results would not have been reliable.

![Graph showing percentage change in PL intensity from confocal images](image)

**Figure 5-20.** Comparative percentage change in the total PL emission intensity from confocal images of MCF7 cells with flow rate through the cross-slot microfluidic device for cells deformed with 10 nM number concentration Au-FITC NPs of different sizes (Batch A = 4.3 nm, Batch B = 43.3 nm and batch C = 77.5 nm). Data represented as mean ± SE for $N = 2$ repeats for each data point having a total of >3200 cells.
For the Au-PEG-FITC NPs with bigger sizes (Batch B and C), the increasing trend in uptake with increasing flow rate was not observed. Batch B showed a small increase in the particle uptake up to \( Q = 100 \mu l/min \), beyond which there was no significant change with increasing flow rate. For batch C, which was the largest NPs used for the experiments (~79 nm hydrodynamic radius), the increase in the uptake with flow rate was less than 5% even at higher flow rates. As such, the larger particles did not show a significant increase in the uptake with the deformation of cells through the cross-slot microfluidic device. This implies that the membrane pores are not large enough to allow significant diffusion and non-endocytic uptake of these larger NPs. For the same flow rate, uptake of smaller particles was higher which is attributed to the size of the membrane pores. Larger particles were not able to diffuse through the smaller pores into the cell cytoplasm. For the larger NPs (Batch B and C), the uptake increases up to \( Q = 100 \mu l/min \) flow rate, beyond which there is no notable increase. This implies that the size of the pore at different flow rates/deformation has a certain maximum value, which could be investigated in greater detail in future studies.

From the scatter plots of the fluorescence emission intensity from the cells deformed with Au-PEG-FITC NPs (Figure 5-21) as a function of cell area, larger cells tend to uptake more particles which were also observed for the QDs (Figure 3-10). The scatter plot for the emission intensity for cells deformed with Batch A NPs showed an increasing trend with flow rate (Figure 5-21). For Batch B, the scatter plot showed a less significant change with increasing flow rates. The incubated control scatter plot (\( Q = 100 \mu l/min \)) for this sample showed a small population deviation (~5%) from the normal uptake trend, which could be an anomaly. The scatter plots for Batch C did not show any significant change from the control incubated samples, implying that the change in uptake was not significant with cell deformation. Overall, more evidence is needed to support the findings with more repeats and the inclusion of a wider range of particles sizes in the study.
Figure 5-21. Density scatter plots of the Total fluorescence emission intensity from the confocal images of MCF7 cells deformed through the cross-slot microfluidic device with 10 nM number concentration Au-FITC NPs of various sizes (Batch A= 4.3 nm, Batch B= 43.3 nm and batch C= 77.5 nm) at $Q = a) 0 \mu l/min$ (incubated control) b) 50, c) 100 and d) 150 $\mu l/min$ flow rates.
5.4. Concluding remarks

In this chapter, we have investigated the membrane poration by hydrodynamic deformation of cells in the cross-slot microfluidic device through the outflow of intracellular materials from the transient membrane disruptions. Membrane poration by cell deformation is a rapid process and an ultrafast confocal FDM microscope was used to study the leakage of the cellular materials from the transient pores. MCF7 cells were stained with the cytoplasm label calcein and deformed through the cross-slot microfluidic device at low flow rates of $Q = 5$ and $10$ µl/min. The deformation events were imaged at the extensional-flow junction with the FDM for both bright field and fluorescence channels. The slower flow rate ($Q = 5$ µl/min) gave 30-31 frames for the deformation events, whereas 10-12 frames were obtained for the deformation events at $Q = 10$ µl/min.

The FDM images needed corrections due to the inherent properties in the operation of the microscope. The images are procured by an array of laser beams which scans the FOV to-and-fro along the x-direction. The scanning beam had a simple harmonic oscillator velocity profile, with the scan rate faster at the centre of the FOV and slower at the edges. This caused image distortion along the x-direction with pixels being compressed at the centre and elongated at the edges. This correction termed as ‘squaring of the pixels’ were performed with the help of an FDM image of a graticule that has evenly spaced parallel lines. The distortion on the FDM image of the graticule was fitted with a spline function and applied all the images of the cells to square the pixel using a custom MATLAB script. The correction results in the decrease in the total PL intensity measured from the cells.

The fluorescence lifetime of the fluorophore limits the frequency bandwidth of the signal of the image, which is characterised by the spatial frequency response function as shown in equation 5.4. To correct the fluorescence image for this effect due to the lifetime of the fluorophore, the measured fluorescence was multiplied with the amplitude of the decay function in equation 5.4 along the y-direction using a custom Python code. The lifetime effect correction also lowered the total PL intensity measured from the cells.

The final correction to the FDM images was for the distortion produced in the cell shape due to the relative motion of the cells with respect to the scanning laser beams. Cells get elongated along the y-direction due to their motion perpendicular to the scanning beams. The cells will
get elongated or contracted along the x-direction depending on whether they move in the same direction as the scanning beams or against them. The corrections to these distortions were approximated according to equations 5.5 and 5.6 in both x- and y-directions respectively and applied to all images using the same Python code. The corrections showed that the fluctuations in the cell area and the fluorescence measured dependent on the direction of the scans, were reduced. There was also a reduction in the rate of drop of fluorescence intensity with the corrections with respect to the distance travelled by the cells in the FOV. A simulation was also designed to mimic the cell deformation and it showed that the maximum cell deformation is ~8.2% for the higher flow rate \( Q = 10 \mu l/min \) which correlates with the experimental results.

Finally, with all the corrections made to the FDM images of cells at the extensional-flow junction of the cross-slot device, it was observed that there was a drop in the fluorescence intensity from the cells with deformation. The calcein luminescence dropped from the cells on deformation, suggesting there was an outflow of intracellular materials from the transient membrane pores, generated by the hydrodynamic cell stretching. The transient membrane pores, which caused the uptake of QDs as seen in the earlier chapters, also allowed the leakage of cytoplasmic materials. Hence, the flow of materials across the membrane pores is bidirectional which supports the diffusion model. It is also indicative of combined actions of diffusion and convectional flow via solution exchange about the transient membrane pores as proposed by Kizer et al. [170]. The cells initially undergo volume loss during deformation with the expulsion of the cytoplasmic materials from the transient membrane pores. As the cells recover their original volume with the influx of extracellular surrounding fluid, through which non-endocytic uptake of NPs was facilitated through the diffusion and convection-driven delivery [272].

To further demonstrate the loss of intracellular material through the transient membrane pores by hydrodynamic deformation in the cross-slot microfluidic device, single images of MCF7 cells post-deformation along the outlet channel were taken using the FDM. Cells stained with calcein and deformed at \( Q = 100 \mu l/min \) were imaged at two regions in the outlet channel separated by 750 \( \mu m \). The images were corrected for the distortion due to the scanning velocity profile and the effect of the fluorophore lifetime similar to the events at the extensional-flow junction. It was seen that there was a drop of ~4.73% in the integrated
fluorescence intensity from the cells between regions separated by less than 0.8 ms duration, suggesting that there was a volume loss by the outflow of intracellular materials from the transient pores. The volume loss occurs rapidly and continues post-deformation even though the cells begin to regain their original shape. This indicates that the membrane pores remain active post deformation which can facilitate the intracellular delivery of nanomaterials. For future FDM studies, cells could be imaged at more regions further away from the extensional flow junction, post-deformation to understand the longevity and the repair kinetics of the membrane pores.

To have an understanding of the size of the membrane pores, MCF7 cells were deformed in the presence Au-PEG-FITC NPs of different sizes as a function of flow rate in the cross-slot microfluidic device. Smaller NPs (hydrodynamic size ~16 nm) exhibited linear uptake with flow rate, indicating that the size of the pores did not have any effect on the particle delivery. This result showed that the majority of the membrane pores are larger than these particles. However, the uptake of larger particles (hydrodynamic sizes ~55 and ~80 nm) did not increase with the flow rate beyond $Q = 100 \mu$l/min. This indicates that the pores have a size distribution that decreased for larger size, hence preventing the uptake of bigger particles. As the uptake did not increase with the higher flow rate ($Q = 150 \mu$l/min), this suggested that the increase in the deforming shear force did not have an effect on the maximum pore size. This also correlates with the results of the deformation index measurements which does not increase at higher flow rates for MCF7 cells. Hence, for similar $DI$, regardless of the flow rate of the cell suspension, the maximum pore size remains fairly constant. However, we have observed that the QD and smaller NPs uptake increases with flow rate (Figures 3-9 and 5-20). This implies that there are other factors governing membrane poration and hence the uptake of particles. It can be speculated that these factors can be the longevity of the pores and the average number of membrane pores on the cells. Additionally, the PL intensity could have distribution for the Au NPs in the same batch, which can affect the total fluorescence measured. The basis of a model to describe the mechanism of membrane poration and uptake of particles was attempted which is described in future works (section 8.1).
6. Enhancement of quantum yield of CdSe QRs

6.1. Background

QRs have optical properties which can be advantageous for biosensing and bioimaging such as linearly polarised emission, wider absorption cross-section, narrow emission spectra and higher extinction coefficient compared to their spherical QD counterparts. However, due to their large surface-to-volume ratio, the PLQY of QRs are very low (~1%) owing to the presence of a large number of surface traps. This chapter focuses on the enhancement of the photoluminescence efficiency of CdSe QRs with the potential for application as biological probes.

CdSe QRs stabilised with the hydrophobic TDPA ligands were synthesised by rapid sequential injections of Se-precursor into the hot Cd-TDPA complex mixture. The aspect ratio of the rods increased with the increasing number of injections. Two approaches were considered for enhancing the PLQY of the rods: epitaxial ZnS shell growth and chloride ion treatment. The surface trap passivation by ZnS shell was performed using a single-molecule precursor Zn(DDTC)$_2$, in a safe and simple method at a relatively low temperature of 120 °C. The PLQY significantly increased up to ~79% for the CdSe/ZnS and remained stable in storage. The chloride ion treatment to passivate the surface traps of the CdSe QRs was performed using CdCl$_2$ giving a maximum PLQY of ~75%. However, these chloride ions treated QRs did not show photoluminescence stability over time.

The CdSe/ZnS QRs were made hydrophilic by encapsulation with an amphiphilic polymer, a PMAL derivative. Successful transfer of the rods from chloroform to aqueous phase was demonstrated. Although optimisation and complete characterisation of these hydrophilic CdSe/ZnS QRs remains incomplete, they have the potential for biological applications which can be explored in the future.
6.2. Quantum Rod Synthesis and characterisation

The CdSe QRs were synthesised according to the method reported by Shieh et al. and described in section 2.17.1. [228]. The Cd-TDPA complex in the organic solvent TOPO was formed by heating the precursor mixture above 320°C in a three-neck flask under a nitrogen atmosphere. The formation of the Cd-TDPA complex was indicated by the change in the colour of the mixture from opaque deep wine red to clear transparent light yellow. The precursor was cooled down to 260°C gradually over 1.5 h and maintained at this temperature for the rest of the synthesis. The Se -precursor was made by dissolving 1 mmol Se in 5 ml of TOP. The solution was maintained at 120°C which facilitated the dissolving of the Se. Sequential injections of 0.5 ml Se -precursor was added to the Cd-TDPA complex rapidly every 3-5 min. The formation of the CdSe seed was indicated by the change in the colour of the mixture from clear light yellow to opaque dark red. The first injection forms the spherical seeds of CdSe and with the limited Se -precursor available at every subsequent injection, the growth of the wurtzite CdSe nanocrystals was favoured in the \langle 002 \rangle direction, leading to the formation of rods.

The total growth time for the rods ranged between 18 to 35 min depending on the interval between each injection (3 to 5 min) and the number of injections (6 to 7). For a typical synthesis, samples were extracted before every injection to monitor the growth of the rods. All samples including the final QR solution was rapidly quenched in an ice bath to prevent rounding of the particles. The QRs were cleaned by centrifugation by two cycles of washing with ethanol and suspended in hexane or chloroform for analysis. The samples show a visible change in colour with every injection as it goes from orange to deep red (Figure 6-1a). Under UV-light, the emission of the samples shows a significant redshift with every injection from yellow to deep red (Figure 6-1b).
6.2.1. Optical characterisation of CdSe QRs

Figure 6-1. QRs at different stages of Se -precursor injections under a) visible light and b) UV-light. c) PL and the UV-vis spectra of the QRs at different stages of growth. Solid lines and dotted lines represent absorbance and emission spectra, respectively. d) the wavelength of the lowest energy fluorescence emission peak and the first absorbance maxima with the number of Se-precursor injections (the guidelines for the data are exponential decay curves).

From the PL emission spectra of the QR with 3 min injection intervals, it was observed that there was a presence of two peaks (569 and 581 nm) after the first injection. This suggested that there was variation in the seed sizes at this stage of the synthesis. Also, from the UV-vis absorption spectra after the first injection, high baseline absorbance was observed which indicates the presence of aggregates. Further, it was seen from the PL spectra that there were multiple peaks between the 2nd and the 3rd injections, suggesting that there are particles of different sizes at the different stages of the formation of the rods (Figure 6-1c). The injections were producing new seeds in addition to the elongation of the existing ones at this stage. However, the peaks merge into one after the 4th injection, which indicated the process of Ostwald ripening, which is the disintegration of the smaller particles contributing to the growth of the larger ones within the reaction mixture. By the 5th and 6th injections, the particles
showed a narrow emission peak (FWHM = 36 nm after the 6th injection) with Gaussian distribution suggesting the presence of monodispersed particles. The lowest energy emission peak maxima show significant initial redshift with Se-precursor injections which slowed down for a higher number of injections (Figure 6-1d). From the UV-Vis spectra, it was observed that there is a redshift in the position of the first absorbance maxima with the increasing number of Se-precursor injections.

The PL lifetime decay curves for the QR samples at different stages of Se-precursor injection were taken (Figure 6-2a) and the normalised PL-intensity was fitted to a bi-exponential decay function:

\[ I = \gamma_0 + A_1 e^{-t/\tau_1} + A_2 e^{-t/\tau_2} \quad (6.1) \]

\( \tau_1 \) and \( \tau_2 \) are the time constants with \( A_1 \) and \( A_2 \) as the corresponding amplitudes. The results of the exponential fits (R² values for mono and bi-exponential fits are given in Appendix 9.18, Table 9-1). The time constants are plotted in Figure 6-2b as a function of the number of Se-precursor injections. The shorter time constant (\( \tau_1 \)) is indicative of the excited electron capturing event from the conduction band by the surface traps on the QR surface. The surface traps rapidly take away the electrons which ultimately make their way to the valence band to recombine with the holes in a non-radiative process. \( \tau_1 \) recorded at the first injection (~6.4 ± 0.1 ns) was relatively high due to the different seeding sizes and the scattering events also observed in the UV-vis spectra. This value dropped to ~4.3 ± 0.1 ns for the 2nd and the 3rd injections which are contributed by QRs of different sizes as seen previously from the PL emission spectra (Figure 6-1a). \( \tau_1 \) finally settled at ~2.4 ± 0.3 ns as the particles become more monodispersed. The longer time constant (\( \tau_2 \)) represents radiative recombination of the exciton pair. The \( \tau_2 \) values decreased similar to the case of \( \tau_1 \) from ~34.9 ± 0.3 ns at 1st injection to 25.9 ± 0.2 ns for the 3rd injection. Although the \( \tau_2 \) keep decreasing slightly with the increasing number of injections, they remained fairly constant ~18.5 ± 0.9 ns after the 4th injection. From Figure 6-2c which shows the decay amplitudes with the number of injections, \( A_1 \) fluctuated initially due to the reasons mentioned above and after the 4th injection, when the particles become more monodispersed, it had an increasing trend. This is due to the increase in the surface defects with the increasing aspect ratio of the QRs. As the QRs elongated, the higher number of surface defects promoted more non-radiative capture of
excited electrons. Overall, $\tau_1$ was significantly quicker than $\tau_2$ which indicates that the electron capture by the surface traps is a faster process compared to the radiative recombination. Also, $A_1$ ($\sim 0.62$) for the final QR product was larger than $A_2$ ($\sim 0.38$) which showed that the electron capture by the surface traps was a more favoured process.
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**Figure 6-2.** a) The normalised PL decay traces of the QRs at different stages of Se-precursor injections. The solid lines represent the actual traces and the dotted lines represents the bi-exponential decay fits ($R^2 > 0.99$ for all cases). b) Lifetime decay constants and c) decay amplitudes of the bi-exponential fits with the number of Se-precursor injections. Data expressed as mean ± SD.

Similar to the QRs synthesised with sequential Se-precursor injections at every 3 min as shown in Figure 6-1, QRs were also synthesised at 5 min injection intervals with the typical final UV-vis and PL emission spectra shown in Figure 6-3. The emission peak was very narrow (FWHM = 31 nm) with Gaussian distribution ($R^2 > 0.99$) which also suggests that the particles are very monodispersed. From the photoluminescence efficiency analysis of the QRs using the integrating sphere as described in section 2.3.3., we observe that the PLQY of all the QRs was <1%. This low PLQY of the CdSe suggests that it is not a suitable practical use unless the surface traps are passivated.
6.2.2. TEM analysis of QRs

The TEM images taken using FEI Tecnai TF20 as seen in Figure 6-4 show monodispersed CdSe QRs in two different syntheses. From the analysis of the images, it was observed that the growth of the rods was controlled mainly by the number of Se-precursor injections into the Cd-TDPA complex and the interval between the injections. The number of injections controls the aspect ratio of the QDs and the intervals between the injections determine their overall size. The change in the aspect ratio of the QRs with a different number of injections was demonstrated in the next section (6.3.1).

For the two different QRs synthesised with the same number of injections (6), the size of the rods was seen to be affected by the injection intervals which is summarised in Table 6-1. The rods are thicker for the longer intervals between injections which indicates that the initial seeds in the first few injections are larger compared to the shorter intervals. However, the aspect ratio of the rods remains the same for these two different syntheses. Hence, the size and the aspect ratio of the QRs can be controlled easily, implying that this method is very consistent and the particle size and shape can be tuned as desired. The presence of tripods and tetrapods can also be seen in the TEM images amidst the QRs, but their number is very small (<2 %). Elemental mapping using the HAADF-STEM/EDX shown in Figure 6-4c exhibited an even distribution of Cd and Se throughout the rods.
Figure 6-4. TEM images of CdSe QRs for six Se-precursor injections at intervals of a) 3 min and b) 5 min with i) dark field images, histograms of the ii) length, iii) width and iv) aspect ratio of the rods (N >500 each). c) Elemental mapping of the QRs with i) bright field and the corresponding ii) Se, iii) Cd and iv) merged maps.
Table 6-1. Analysis of the TEM images of CdSe QRs for six Se-precursor injections at intervals of 3 min and 5 min. Data represented as mean ± SD.

<table>
<thead>
<tr>
<th>No. of particles analysed</th>
<th>Se injection intervals (min)</th>
<th>No. of injections</th>
<th>Length (nm)</th>
<th>Width (nm)</th>
<th>Aspect ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>576</td>
<td>3</td>
<td>6</td>
<td>17.1 ± 3.5</td>
<td>4.1 ± 0.4</td>
<td>4.2 ± 0.9</td>
</tr>
<tr>
<td>549</td>
<td>5</td>
<td>6</td>
<td>21.8 ± 6.7</td>
<td>5.2 ± 0.6</td>
<td>4.2 ± 1.2</td>
</tr>
</tbody>
</table>

6.3. Enhancement of the fluorescence yield of the QRs

As mentioned in section 6.2.1, the PLQY of the CdSe QRs are very low (<1%), making them inefficient for practical use. This is due to the presence of a large number of surface traps that rapidly capture the electrons in the conduction band, prohibiting the radiative recombination. The spherical CdSe QDs synthesised using the same protocol but with a single injection of the total Se-precursor showed higher PLQY (~5.6%) compared to that of the QRs (0.7%) for the same duration of particle growth. The comparative optical characterisation between these CdSe QDs and QRs are given in Appendix 9.17. This was because the QRs have a much higher surface-to-volume ratio compared to the QDs, as such, more surface traps are available for the excited electrons. However, with unique optical properties of the rods over the dots, such as linearly polarised emission and wider absorption cross-section make them highly desirable for many applications. Hence, it is essential to enhance the quantum yield of the QRs to make them more attractive for practical applications. Two different methods for the quantum yield enhancement of the CdSe QRs were attempted which are described in detail below. For the purpose of demonstrating the use of QRs of different aspect ratios, the PLQY enhancement investigations were performed on rods grown for a total of 21 min with 7 Se-precursor injections administered every 3 min.

6.3.1. ZnS Shell Passivation

The epitaxial growth of the ZnS shell on the CdSe QRs was performed according to the method described in section 2.17.2 (Figure 6-6). Zn(DDTC)$_2$ was used as a single-molecule precursor in a method that is simple and safe. Assuming that the initial QR synthesis is 100% efficient, the concentration of the QRs were determined by using the mean particle size obtained from the TEM analysis. The surface area of the QRs was estimated and enough Zn(DDTC)$_2$ was used for
the shell growth to give two monolayers on the QR surface. Zn(DDTC)$_2$ was added to the as-prepared CdSe QR solution under a nitrogen atmosphere and maintained at 120°C. It was observed that the colour of the reaction mixture began to change from dull dark red to very bright red within ~15-20 min. Sample extractions were made every 30 min to track the growth of the ZnS shell. At the end of the growth (3 h), the sample was cooled to room temperature and stored in the as-prepared solution. The CdSe/ZnS core/shell QRs were cleaned by two cycles of washing with ethanol and dissolving in hexane/chloroform for further use.

![Figure 6-5. Schematic showing the ZnS shell growth on the CdSe QRs using zinc diethyldithiocarbamate.](image)

From the PL emission spectra, it was observed that the emission intensity of the QRs increased significantly with the ZnS shell growth (Figure 6-7a). The increment in the total emission for the first 30 min itself was >2000% compared to the core CdSe QRs. With further shell growth, there was a gradual increase in the PL emission intensity up to ~2349 % compared to the untreated rods. This indicated that the majority of the surface traps are passivated within the first 30 min of shell growth. Additionally, there is a redshift for the emission peak maxima from 620 nm to 630 nm with the shell growth. However, the emission peaks do not show any broadening by shell passivation, with the FWHM (~37 nm) remaining constant throughout the shell growth. Hence, the particle monodispersity was not affected by the addition of the ZnS shell. The PLQY of the QRs show significant improvement with the ZnS shell, from 1.7 % for the CdSe cores to ~79 % for the 3 h shell growth sample (figure 6-7b). Furthermore, the PLQY of the CdSe/ZnS QRs was measured at ~53 % after six months of storage in the as-prepared solution. Although there was a drop in the photoluminescence efficiency of the core/shell QRs in long term storage, the PLQY value remained relatively high. This drop could be caused by the gradual loss of the passivating surface ligands with time, which could be investigated in the future.
Figure 6-6. ZnS shell growth on the CdSe QRs. a) PL emission spectra, b) PLQY, c) UV-Vis absorbance spectra and d) normalised PL decay traces of the CdSe/ZnS core/shell QRs with the duration of shell growth. In b) the points are fitted to exponential decay curve \((R^2 > 0.988)\) and the inset shows the CdSe core and CdSe/ZnS (3h shell growth) QRs under UV illumination. In d) the solid lines represent the actual traces and the dotted lines represents the bi-exponential decay fits \((R^2 >0.99\) for all cases). e) Lifetime decay constants and f) decay amplitudes of the bi-exponential fits with the number of Se-precursor injections. Data expressed as mean ± S.D.

Figure 6-7d represents the PL intensity decay traces with the growth of the ZnS shell on the CdSe QRs. The decay traces were fitted to bi-exponential decay curves as shown in equation 6.1 with \(R^2 >0.99\) for all the datasets \((R^2\) values for mono and bi-exponential fits are given in Appendix 9.18, Table 9-2). The traces show a much slower decay trend with the addition of the ZnS shell. \(\tau_1\) which represents the capture of excited electrons from the conduction band by the surface traps, increased from \(~2.3\) ns for the CdSe cores to \(~6.0 \pm 0.6\) ns for the CdSe/ZnS core/shells (Figure 6-7e). This suggests that the surface trapping process becomes much slower with the addition of the ZnS shell. Additionally, the drop in the amplitude \(A_1\) and the consequent increase of \(A_2\) with the shell growth indicated that the surface trapping was less favoured in comparison to the radiative recombination (Figure 6-7f). The radiative recombination time constant \(\tau_2\) also increased with the shell growth from \(~11.5\) ns of the cores to \(~22 \pm 1\) ns for the core/shells. This increase can be attributed to the charge separation by
the localisation of excited electron in the ZnS shell and the overall increase in the size of the QRs [277].

From the TEM images of the CdSe and CdSe/ZnS QRs as seen in Figure 6-7, it was observed that the rods maintained their overall morphology with the shell growth. The CdSe core QRs were synthesised with seven Se-precursor injections at 3 min intervals, as such the aspect ratio is higher (5.7 ± 0.9 ns) compared to the rods discussed in the previous section with six injections (4.2 ± 0.9 ns). With the shell growth, the aspect ratio on average did not change (5.7 ± 0.9 ns) as seen in table 6-2. The mean width of the rods increased by 0.4 nm suggesting that the ZnS deposition on the side of the rods cannot be more than a single monolayer. However, the mean length increased by ~2.7 nm, indicating that there was a preferential growth of the ZnS shell at the ends of the QRs. In some cases, the rods appeared to be more bulging at the ends which could indicate the partial rounding of the particles at the ends on shell growth. However, since the QRs were not perfectly smooth rods and tend to be undulating. It is possible that a form of annealing is required to create a smooth shell or perhaps a higher shell growth temperature, these would require further studies.

<table>
<thead>
<tr>
<th>Sample</th>
<th>No. of particles analysed</th>
<th>No. of injections</th>
<th>Length (nm)</th>
<th>Width (nm)</th>
<th>Aspect ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>CdSe core</td>
<td>413</td>
<td>7</td>
<td>21.4 ± 2.7</td>
<td>3.8 ± 0.4</td>
<td>5.7 ± 0.9</td>
</tr>
<tr>
<td>CdSe/ZnS core/shell</td>
<td>336</td>
<td>7</td>
<td>24.1 ± 2.8</td>
<td>4.2 ± 0.4</td>
<td>5.7 ± 0.9</td>
</tr>
</tbody>
</table>

Table 6-2. Analysis of the TEM images of CdSe QRs synthesised with seven Se-precursor injections at 3 min intervals, with and without the ZnS shell. Data represented as mean ± SD.
Figure 6-7. TEM images of a) CdSe core QRs and b) CdSe/ZnS core/shell QRs with histograms of length, width and aspect ratio (N >300 each). The histograms are presented with normal distribution.
6.3.2. Cl’ ion Passivation

An efficient method of passivating the surface traps for the excited valence band electrons is by treatment of the particles with chloride ions [238]. The halide ions occupy the positively charged electron traps on the particle surface through electrostatic and ionic interactions, as such, the non-radiative decay pathway becomes suppressed. The QRs were treated with CdCl$_2$ in combination with TDPA (Figure 6-8) according to the method described in section 2.18.3. The dual action of the chloride ions and the TDPA ligand efficiently passivated the surface traps. Two different concentrations of Cl’ ions in oleylamine (96 and 192 Cl’ ions/nm$^2$ of the QR surface) were used to investigate the surface passivation. Similar to the approximation described in the previous section, the concentration and the mean surface area of the CdSe QRs were calculated by assuming the synthesis of the rods is 100 % efficient with the help of the TEM image analysis. The total surface area of the QRs in solution was calculated and was treated with 96 or 192 Cl’ ions/nm$^2$ of the QR surface. The control samples were treated in the same manner with the same solvent composition but without the CdCl$_2$.

![Figure 6-8. Schematic showing the passivation of the surface traps on the CdSe QRs with the TDPA-CdCl$_2$ treatment.](image)

From the PL emission spectra, it was seen that the emission of the CdSe QDs was significantly enhanced by the treatment of CdCl$_2$-TDPA (Figure 6-9a). Higher Cl’ ion concentration showed a greater increase in the PL intensity with >1500 % and >2600 % increase for 96 and 192 Cl’ ions/nm$^2$ of the QR surface, respectively compared to the untreated rods. There is a blue shift in the emission peak maxima with the chloride ion treatment from ~612 nm to ~606 nm. The
PLQY of the rods also increased significantly with a maximum attained at \( \sim 75\% \) for the 192 Cl\(^-\) ions/nm\(^2\) of the QR surface sample (Figure 6-9c). For the 96 Cl\(^-\) ions/nm\(^2\) treatment of QRs with and without TDPA, the PLQY increased to \( \sim 48\% \) and 43\%, respectively. This suggests that there was a combined action of both the Cl\(^-\) ions and the TDPA ligands in the passivation of the surface traps. Hence, the halide surface passivation of the QRs gave significant enhancement in the photoluminescence. Further increase in the chloride ion concentration could enhance the PLQY but the difficulty in cleaning the QRs post-treatment to remove the excess CdCl\(_2\) would be cumbersome. The PLQY of these treated QRs dropped significantly when exposed to the atmosphere from \( \sim 75\% \) to \( \sim 27\% \) within 24 h. The Cl\(^-\) ions oxidised readily with atmospheric exposure and suppressed their capacity to passivate the QR surface traps. It was also observed that the cleaning of the Cl\(^-\) ions treated QRs show a drop in the photoluminescence efficiency compared to the as-prepared solution (Figure 6-9d). This is due to the removal of the Cl\(^-\) ions and the TDPA ligands during the cleaning process, which lowers the passivated state of surface traps.

From the normalised PL intensity decay curves shown in Figure 6-9e, it was observed that the Cl\(^-\) ions treatment of the CdSe QRs gave a much slower decay trend compared to the untreated rods (\( R^2 \) values for mono and bi-exponential fits are given in Appendix 9.18, Table 9-3). \( \tau_1 \) increased from \( \sim 1.5\) ns for untreated QDs to \( \sim 7.4\) ns for 192 Cl\(^-\) ions/nm\(^2\) of QR surface, suggesting the slowing down of the non-radiative electron capturing process by the surface traps (Figure 6-9f). The increase in \( \tau_2 \) with the chloride ion treatment can also be attributed to the trap passivation. Similar to the ZnS shell passivation, the amplitudes associated with the decay time constants, \( A_1 \) and \( A_2 \) are also affected by the treatment. \( A_1 \) decreases and \( A_2 \) increase with increasing chloride ions which indicates that the recombination becomes more favourable compared to the surface trapping of charge. From the TEM images as shown in Figure 6-10, the Cl\(^-\) ions did not have a considerable effect on the general morphology of the CdSe QRs.
Figure 6-9. Cl\textsuperscript{−} ion treatment of the CdSe QRs. a) PL emission spectra (inset: QRs under UV-light), b) UV-Vis absorbance spectra and c) PLQY of the untreated, 96 and 192 Cl\textsuperscript{−} ions/nm\textsuperscript{2} of QR surface. d) PLQY of the Cl\textsuperscript{−} treated CdSe rods 24 h post-treatment with and without cleaning.
e) Normalised PL intensity decay traces of the Cl\textsuperscript{−} treated QRs. The solid lines represent the actual traces and the dotted lines are the bi-exponential fits ($R^2 > 0.99$ each). e) Lifetime decay constants and f) decay amplitudes of the bi-exponential fits with the number of Se-precursor injections. Data expressed as mean ± SD.
6.4. Phase transfer in water

The transfer of the QRs into the aqueous phase is essential for any potential biological application. The CdSe/ZnS core/shell QRs were chosen for the conversion from hydrophobic into hydrophilic rods, due to their superior stability when exposed to the atmosphere as compared to the chloride ion treated QRs as shown in the above sections. These CdSe/ZnS QRs were treated with different concentrations of the amphiphilic polymer PMAL (Figure 6-11) according to the method described in section 2.18.4. The air-dried QRs after the PMAL treatment was dispersed in Milli-Q water, sonicated for 30 min and filtered before analysis.

The PMAL monomers have amphiphilic domains, which arrange themselves around the QRs such that the hydrophobic chains organise themselves towards QRs and the hydrophilic domains orient outwards. It was observed that the transition into the aqueous phase by the PMAL wrapping of the CdSe QRs was successful with the highest PL emission obtained for PMAL:QR molar ratio of 10,000:1 (Figure 6-12). From the PL emission spectra, it was observed that the total PL intensity of the QRs decreased with the increasing PMAL beyond the PMAL:QR ratio of 10,000. This could be indicative of the formation of larger aggregates that tend to self-quench or the formation of multilayers of PMAL surrounding the QRs, which would need further investigations. Additionally, there was a blue shift with the PMAL addition to the
emission peak of the QRs, which could be indicative of the loss of larger particles due to aggregation.

![Schematic showing the encapsulation of the CdSe/ZnS core/shell QRs with the amphiphilic PMAL to convert from hydrophobic to hydrophilic particles.](image)

The PLQY of the QRs with 10,000:1 PMAL to QR molar ratio was ~14 % which was a drop from the control QRs (~41 %) in chloroform which were treated in the same manner without the polymer. The overall PLQY of the QRs dropped from ~74% of the hydrophobic QRs during this treatment. This decrease in the photoluminescence efficiency of the CdSe/ZnS QRs could occur due to the rigorous treatment during the polymer encapsulation process that could lead to ligand loss and surface oxidation. Regardless, the QRs are transformed into the aqueous phase as shown in the insets of Figure 6-12b and c. The transition from the hydrophobic state of the QRs in chloroform into the aqueous phase was demonstrated under the UV light (Inset of Figure 6-12c), although the method would need improvements.
Figure 6-12. Conversion of hydrophobic CdSe/ZnS QRs in chloroform into and hydrophilic rods. a) The fluorescence emission spectra (b) total integrated emission and (c) PLQY of the hydrophilic QRs with different PMAL:QR ratios. The control QRs with PMAL:QR = 0 represents the hydrophobic QRs in chloroform for comparison. The insets of b) and c) show the transition of the QRs from the hydrophobic state in chloroform to aqueous phase in white and UV-light, respectively.

6.5. Concluding remarks

In this chapter, CdSe QRs were synthesised and characterised using optical spectroscopies and TEM. The aspect ratio of the rods could be controlled by introducing limited Se-precursor sequentially into the reaction mixture containing the Cd-TDPA complex. Limiting the amount of Se in the reaction mixture allows the preferential growth of the particles along the \langle 002 \rangle \text{ direction post-nucleation. From the initial nucleation of the CdSe seeds in the first few Se-injections, there was polydispersity observed in the particle growth as seen by the presence of multiple PL emission peaks. However, with the increasing number of injections, the rods became more monodispersed with the final product showing a narrow emission peak (FWHM}
~31-35 nm), which also corroborated from the TEM image analysis. The aspect ratio of the QRs was controlled by the number of Se-precursor injections, while the thickness was controlled by the intervals between these injections, with longer intervals resulting in thicker rods.

Since the PLQY of these CdSe rods is very low (~1 %), two methods to enhance the photoluminescence efficiency was adopted. The epitaxial ZnS shell growth using a single-molecule precursor Zn(DDTC)$_2$ was simple, easy and safe compared to the use of other zinc precursors such as diethylzinc. The PLQY of the CdSe/ZnS core/shell QRs significantly increased with a maximum of ~79 % obtained for 3 h shell growth. PL intensity lifetime decay traces also indicated that the non-radiative capture of excited electrons from the conduction band was suppressed with the ZnS shell passivation. These particles were stable in storage and with atmospheric exposure. The other method of surface passivation attempted was the chloride ion treatment of the rods. These negatively charged ions can occupy the positive surface electron trap sites, which suppresses the non-radiative electron capture. A PLQY of up to ~75 % was obtained with the Cl$^{-}$ ion treatment. However, the value dropped significantly (~27 %) within 24 h when exposed to the atmosphere. Additionally, the cleaning of the rods post-treatment also lowered the light conversion efficiency. The cleaning of the Cl$^{-}$ ions treated rods and handling in atmospheric conditions could be improved in future studies.

CdSe/ZnS core/shell QRs were chosen for conversion into aqueous phase due to their better performance under atmospheric exposure compared to the Cl$^{-}$ ions treated rods. These QRs were treated with an amphiphilic polymer PMAL which rendered these hydrophobic rods into hydrophilic by encapsulation. The hydrophobic chains of the PMAL arrange themselves towards the rods while the hydrophilic ends arrange outwardly towards the water. QRs were successfully transformed from chloroform into the water with the best result obtained for PMAL:QR = 10,000:1 molar ratio. This is promising from the perspective of biological applications of these QRs. However, there was a drop in the PLQY with this conversion which could be due to loss of particles via aggregation, loss in surface passivation due to rigorous treatment or the role of the polymer in suppressing the emission which could be investigated in the future.
7. Conclusion

The aim of this project was to investigate the membrane disruption by shear force induced hydrodynamic cell deformation in a cross-slot microfluidic device to enable cytosolic uptake of QDs for live cell redox sensing. The work was split into three key sections: investigating the nature of QD uptake with cell deformation, redox sensing in live breast cells using the deformation method for delivery of redox-sensitive QDs and investigating the behaviour of cellular fluids and uptake of larger particles with deformation. Additionally, efforts were made to enhance the photoluminescence efficiency of QRs with the potential for biological applications.

In chapter 3, the preliminary focus was given to establishing the relationship between QD uptake and the degree of cell deformation in the cross-slot microfluidic device. CdTe/CdS core/shell QD passivated with TGA was used for the uptake experiments. The QDs show highly tunable emission, photostability and high PLQY of up to ~57 %. The cell deformation was performed using the cross-slot microfluidic device operated in the viscous force-dominated shear-regime. The Reynolds number for the flow of cell suspension fluid was kept low (\( Re < 11 \)) to have controlled cell deformation at increased viscosity (~33 cP). The human breast cancer cell line MCF7 cells were chosen for establishing the deformation-induced QD uptake in consideration for its particularly high reduced cellular environment, which would be of importance in the redox-sensing aspect. The viability of these cells remained high (~85 %) even at a large flow rate (175 μl/min) of the cell suspension through the device. The DI of the MCF7 cells increased with the flow rate and plateaued at higher flow rates. This suggests that even with the increasing shearing force to deform the cells at higher flow rates, the cells resist opposes its stretching due to its viscoelastic properties and the action of the cytoskeleton [181].

From the confocal images of the cells deformed at different flow rates with QDs, it was observed that the PL emission from the cells increased with flow rate. This suggests that there is an increase in the membrane disruption which allowed higher particle diffusion into the cytoplasm. Hence, there is a presence of another mechanism of particle uptake in addition to the endocytosis. Additionally, there was also a drop in the cell viability at higher flow rates
when deformed with QDs. This is also evidence of enhanced uptake as the QD toxicity increases.

ICP-MS analysis to quantify the amount of cadmium for the cells with QDs showed that the uptake of QDs by endocytosis was in the order of a few million QDs per cell, which increased with deformation at higher flow rates (100 and 150 μl/min). However, the deviation in the result was significant and the experiment needs to be repeated to have confidence in the data.

From the STEM images, it was clear that the delivery of QDs through the cross-slot cell deformation was non-endocytic. The QDs were freely dispersed in the cytoplasm which suggests passive diffusion of the QDs through the transient membrane disruptions in addition to the endocytosed particles. Establishing the non-endocytic nature of QD delivery was key for further application of the method in live cell redox sensing. The hydrodynamic shear force-induced method of cell deformation for the non-endocytic uptake of QDs using the cross-slot microfluidic device was high-throughput, vector-free, inexpensive, simple and reproducible.

Chapter 4 was dedicated to investigating the redox sensing in different human breast cells using the quinone modified RA-QDs, delivered via cross-slot microfluidic cell deformation. The redox-sensitive RA-QDs were prepared by the introduction of the electron-accepting quinone-based Q2NS ligands which showed quenching of the QD emission by ~99% for Q2NS:QD molar ratio of 10:1 and higher. The quenching transpired by the ultrafast capture of the excited conduction band electron by the quinone ligand via a ‘hot’ surface trap state [45]. This electron capture was faster than the radiative electron-hole recombination. However, in the reduced form of the Q2NS, the electron capture mechanism is suppressed and led to the restoration of the QD PL emission. This reversible quenching of the RA-QDs makes it suitable for sensing the reduced cellular environment. Cyclic voltammetry analysis showed that the LUMO of the Q2NS in the oxidised state lies within the bandgap of the CdTe and CdS bulk materials, making it capable of electron capture from the conduction band of the QD.

The RA-QDs were delivered into the MCF7 cells by membrane disruption produced by cross-slot microfluidic cell deformation. From the confocal microscopy, the quenched RA-QDs showed PL emission from within the cells, suggesting that the Q2NS ligands were reduced in the cellular environment. Endocytic delivery of the oxidised RA-QDs also showed restoration
of the PL emission which demonstrated the reducing capabilities of the low pH endosomes. However, the emission from the deformed cells was higher due to the additional uptake of endosome-free RA-QDs.

The viability of the different human breast cancer cells (MCF7, T47D and MDA-MB-231) along with a non-malignant human breast cell MCF10A were tested for different concentrations of the QDs and RA-QDs. This was to ensure that the RA-QD concentration used for the investigations was within the acceptable limits of cell viability. $DI$ measurements showed that the MCF7, MDA-MB-231 and the MCF10A cells had similar deformations with flow rates. T47D had higher $DI$s compared to the other cell lines, which could reflect on the difference in the degree of membrane disruption, which could be investigated in the future.

From the confocal microscopy images of cells deformed with RA-QDs, it was observed that the ER+ cells (MCF7 and T47D) showed higher PL emission compared to the ER- (MDA-MB-231) and the non-malignant (MCF10A) cells. This was indicative of the higher reducing cellular environment of the ER+ cells compared to the other cell lines. This trend was not observed for the QDs without the quinones. Hence, it shows that the difference in the PL emission of the RA-QDs was the outcome of the degree of reduction efficiency by the cellular environment. However, in the case of T47D the increased PL emission could arise from the higher $DI$ of the cells, which could lead to higher membrane disruption. It would be important to investigate the correlation between cell stiffness, membrane porosity and the corresponding particle uptake with deformation of different cell lines.

To observe the response on the RA-QDs from the cells upon change of the redox state, MCF7 cells deformed with RA-QDs were treated with AAPH, which generates ROS. A drop in the PL emission of the RA-QDs was observed which showed that they are sensitive to the change in the redox state of the cells. The drop in photoluminescence was seen for both incubated and deformed cells, which was indicative of the effect of AAPH on both cytoplasm and the endosomes. MCF10A cells treated in the same manner also showed the drop in the PL emission of the RA-QDs.

From the results obtained in chapters 3 and 4, it is clear that there is non-endocytic delivery of QDs using cell deformation via the cross-slot microfluidic device. The deformation generates transient membrane disruption which allows the QDs to enter the cytoplasm free from
endosomes which strongly suggest passive diffusion of particles across the membrane pores. Hence, there should be evidence of bi-directional flow across the membrane pores to support the diffusion-based uptake argument. Hence in Chapter 5, we investigated the outflow of intracellular materials on deformation using the high-speed confocal fluorescence FDM microscope. The MCF7 cells were stained with calcein which is a membrane-permeable dye capable of staining the whole cell. The cells were deformed through the cross-slot device at 5 and 10 μl/min flow rates and high-speed images of the cell deformation were captured using the FDM were captured. Several corrections to the acquired FDM images were made for the removal of pixel distortion due to the inherent scanning velocity profile of the FDM laser, the effect of the fluorescence lifetime of the fluorophore on the photoluminescent output with respect to the position on the FOV, and finally due to the relative motion between the cell and the scanning beams. The corrected images revealed a drop in the PL intensity of calcein from the cells as they deform. This was indicative of the outflow of intracellular fluid from the transient membrane disruptions generated by the hydrodynamic cell deformation. This result along with the non-endocytic uptake of QDs support the bi-directional flow across the membrane pores according to the diffusion process. Cells undergo volume loss during deformation by the leakage of intracellular fluids and ultimately regains their volume by the uptake of suspension fluid which also facilitates the non-endocytic QD delivery.

Cells were also imaged post-deformation using the FDM at two different regions of the microfluidic device outlet. The comparison of the PL-intensity showed a drop in the fluorescent intensity (~4.7 %) at the region further away from the extensional flow junction. This suggests that the membrane disruptions are actively leaking intracellular fluids post-deformation. The membrane pores remain active even after the cells have regained their shape which enables the particle uptake.

Delivery of NPs (Au-PEG-FITC) of different sizes was attempted by hydrodynamic deformation of MCF7 cells in the cross-slot device. The smaller NPs (hydrodynamic size ~16 nm) were readily delivered into the cells, with a linear increase in measured PL intensity from cells with increasing flow rate. However, the larger particles (hydrodynamic size ~55 and ~80 nm) did not show a significant increase in uptake with increasing flow rates, suggesting that the mean membrane pore size has an upper limit close to the size of these larger particles. There could be other factors governing the uptake and the consequent photoluminescence measured from
the cells, such as the distribution of PL intensity among the NPs in the same batch, pore size and density distribution. Further investigation is necessary to make appropriate conclusions regarding the nature of uptake of larger NPs and the membrane pore size. An attempt to model the membrane poration and uptake of particles was made, which is described in future works (section 8.1).

In Chapter 6, the enhancement of the PLQY of the CdSe QRs was investigated by epitaxial ZnS shell growth and chloride ion treatment. Some of the unique properties of the QRs such as linearly polarised emission, wide absorption cross-section and narrow emission spectra make them highly desirable for various applications. However, the QRs have a very low photoluminescence efficiency (< 1%) due to the presence of a large number of surface traps as the surface-to-volume ratio of the rods are high compared to the QDs. Hence, for the purpose of the application, it is essential to improve the PL efficiency. For the ZnS shell growth for passivation of the surface traps, enhancement in the PLQY of up to ~79 % was obtained for the CdSe/ZnS core/shell QRs. The particles showed stability over time with exposure to the atmosphere. TEM images show the undulating surface of the QRs on shell growth which could be smoothened in future investigations by annealing the rods at a high temperature. The chloride ion treatment of the CdSe QRs resulted in the PLQY enhancement of up to ~75 %. However, the particles could not sustain their photoluminescence efficiency with exposure to the atmosphere.

The hydrophilic conversion of the CdSe/ZnS core/shell QRs was performed using an amphiphilic polymer PMAL. These polymers can organise themselves around the QRs with the hydrophilic ends outwardly arranged. The transfer to the aqueous phase was demonstrated by the treatment of QRs in chloroform with PMAL and ultimately redispersing them in water. A loss in the photoluminescence efficiency was observed during this transfer which can arise due to the rigorous treatment of the particles during the exchange. Hence, there is much scope for further optimisation and improvement in the quality of the hydrophilic QRs, which have the potential for biological applications. They could be utilised in a study to investigate the uptake of particles of different shapes and size using the microfluidic cross-slot device.
8. Future works

8.1. Model for membrane disruption and particle uptake via cross-slot microfluidics

We have demonstrated the intracellular uptake of QD and Au-FITC NPs via membrane disruption by hydrodynamic deformation of cells by the shearing force of the moving fluid in the cross-slot microfluidic device. Additionally, we have also shown that there is an outflow of intracellular materials from these pores using the high-speed confocal images captured by the FDM microscope to visualise the drop in calcein PL intensity from the cells. Since there is the motion of fluids and particles across the membrane in both directions, diffusion is likely to be the mechanism of uptake across these transient membrane pores. Here, an attempt to use the diffusion model to mathematically understand the uptake of NPs has been made.

![Figure 8-1. Schematic showing a membrane pore of radius $r_p$ generated by the applied tension $T$ for the membrane with thickness $l$. $z$ is an arbitrary distance through the membrane from the outer surface.](image)

Let us assume that membrane pores are generated when the cells are deformed hydrodynamically in a cross-slot microfluidic device and the QD uptake in the cells take place through passive diffusion across the cell membrane pores. Let us consider a pore on the cell membrane of radius $r_p$ formed due to the tension $T$ caused by the hydrodynamic stress on the cell at the cross-slot junction. Let $l$ be the cell membrane thickness and $z$ be distance through the membrane pore from the outer cell surface. Assuming that the diffusion is in a steady state and there is no accumulation of the QDs in the $dz$ layer:

\[
\text{Diffusion rate of QDs, } J = A(j|_{z} - j|_{z+dz}) = 0
\]  

(8.1)
where, \( A \) is the area of the pore, \( j = \) diffusion flux of QDs. Also, \( A \) is a function of time since the pores will be repaired by the cells in due time.

Dividing equation 8.1 by the volume of the section:

\[
\frac{A(j|z)-j|z+dz)}{A[(z+dz)-z]} = 0
\]

\[-\frac{\partial j}{\partial z} = 0 \quad (8.2)\]

We know, from Flick’s first law of diffusion, the rate of diffusion is proportional to the particle concentration gradient, as:

\[-j = D \frac{dc}{dz} \quad (8.3)\]

Where, \( c \) is the concentration of QDs and \( D \) is the diffusion coefficient of the QDs across the membrane

Therefore, from equation 8.2 and 8.3:

\[D \frac{d^2c}{dz^2} = 0 \quad (8.4)\]

Integrating equation 8.4:

\[c = a + bz \quad (a, b \text{ are constants of integration})\]

Boundary conditions:

at \( z = 0 \) (outside the cell) \( c = c_0 \)

at \( z = l \) (inside the cell) \( c = c_l \)

Hence, \( c = c_0 + (c_l - c_0) \frac{z}{l} \quad (8.5)\)

Substituting in equation 8.3:

\[j = \frac{D}{l} (c_0 - c_l) \quad (8.6)\]

Considering that the QD concentration inside the cell is time dependent:

\[c_l = c_l(t) \]

Using the expression of concentration derived for the diffusion of magnesium ions through membrane pores by electroporation described by Bier et al., the differential equation of \( c_l(t) \) as a function of time can be written as [278]:
\[
V \frac{\partial c_i(t)}{\partial t} = A_s P_m (c_0 - c_i(t))
\]  \hspace{1cm} (8.7)

Where, \( A_s \) and \( V \) is the surface area and the Volume of cell, \( P_m = P_o e^{-\frac{t}{\tau}} \) is the membrane permeability. Here, \( P_o \) is the membrane permeability at \( t = 0 \) (at deformation). \( \tau \) is the characteristics time for pore closure (time for 63% of the pores to seal)

Integrating equation 8.7:

\[
\int \frac{dc_i(t)}{c_i(t) - c_o} = -\frac{A_s P_m}{V} \int dt
\]

\[
c_i(t) - c_o = e^{\frac{A_s P_m}{V} t}
\]

Let us consider

\[
\tau_L = \frac{V}{A_s P_m}
\]  \hspace{1cm} (8.8)

Which is relaxation time for intracellular QD concentration if no pore sealing were to take place. Hence:

\[
c_i(t) = c_o + e^{-t/\tau_L}
\]  \hspace{1cm} (8.9)

Now, flux of QDs through a pore, \( J = j \cdot A(t) \)

Hence, total uptake of QDs through this pore, \( g = \int_0^{t_t} j \cdot A(t) dt \)  \hspace{1cm} (8.10)

where, \( t_t \) is the pore duration. Let there be \( N \) number of pores generated on the cell membrane on deformation. Also, let us consider the mean pore area on the cell membrane be \( \bar{A}(t) \). Therefore, the total QD uptake through the cell membrane on deformation:

\[
G = N \int_0^{t_t} j \cdot \bar{A}(t) dt
\]  \hspace{1cm} (8.11)

From equation 8.6:

\[
G = N \int_0^{t_t} (c_0 - c_i(t)) \bar{A}(t) dt
\]

From equation 8.8:

\[
G = N \int_0^{t_t} (c_0 - c_o + e^{-t/\tau_L}) \bar{A}(t) dt
\]

\[
G = N \int_0^{t_t} e^{-t/\tau_L} \bar{A}(t) dt
\]  \hspace{1cm} (8.12)
Boundary conditions: at \( t = 0 \) \( \bar{A}(t) = \bar{A}_{\text{max}} \); pore size is maximum at deformation
at \( t = t_t \) \( \bar{A}(t) = 0 \); cells completely repair pores at time \( t_t \)

From Stoke-Einstein’s equation for passive diffusion of large solutes in continuous solvents:

\[
D = \frac{K T}{6 \pi \mu r_{QD}}
\]

Where, \( K \) is the Boltzmann’s constant, \( T \) the Absolute temperature, \( \mu \) is the dynamic viscosity and \( r_{QD} \) is the mean radius of QDs.

Hence:

\[
G = \frac{N K T}{6 \pi \mu r_{QD}} \int_0^{t_t} e^{-t/\tau_L} \bar{A}(t) \, dt
\]

For simplicity, let us assume that the pores are circular. Therefore:

\[
\bar{A}(t) = \pi \bar{r}_p(t)^2
\]

where, \( \bar{r}_p(t) \) is the mean pore radius on the membrane at time \( t \).

Hence equation 8.14 can be written as:

\[
G = \frac{N K T}{6 \pi \mu r_{QD}} \int_0^{t_t} e^{-t/\tau_L} \bar{r}_p(t)^2 \, dt
\]

Equation 8.16 was simplified by using the following conditions:

at \( t = 0 \) \( \bar{r}_p = \bar{r}_{pmax} \); maximum pore radius at deformation
at \( t = t_t \) \( \bar{r}_p = 0 \); pores are repaired at time \( t_t \)

\( G = 0 \) when \( r_{QD} > \bar{r}_{pmax} \); no uptake of particles larger than the pores.

Let us now consider the two different conditions of the pore closure dynamics. Firstly, the cell radius decreases linearly with time and secondly, there is an exponential drop in the pore size for simplicity.

**Case I:** Assuming \( \bar{r}_p \) decreases linearly with time:

Let \( \bar{r}_p(t) = \bar{r}_{pmax} - mt \)

where, \( \bar{r}_p(t) = 0 \) at \( t = t_t \)
Hence: \[ m = \frac{\bar{r}_{p_{\text{max}}}}{t_t} \] (8.18)

Substituting this in equation 8.16:

\[
G = \frac{NKT}{6\mu tr_QD} \int_0^{t_t} e^{-t/t_L} (\bar{r}_{p_{\text{max}}} - mt)^2 \, dt
\]

\[
G = \frac{NKT}{6\mu tr_QD} \bar{r}_{p_{\text{max}}}^2 \int_0^{t_t} e^{-t/t_L} (1 - \frac{t}{t_t})^2 \, dt
\]

\[
G = \frac{NKT}{3\mu tr_QD} \frac{\bar{r}_{p_{\text{max}}}^2}{t_t^2} e^{-\frac{t}{t_L}} \left[ \frac{r_c^3}{p^3} + \frac{3tr_c^3}{p^2} + 27t_t \right] \tag{8.19}
\]

Now from equation 8.8:

\[
\tau_L = \frac{V}{A_cP} = \frac{4}{3\pi r_c^3} = \frac{r_c}{3p}
\] (8.20)

where \( r_c = \) radius of cell

\[
G = \frac{NKT}{3\mu tr_QD} \frac{\bar{r}_{p_{\text{max}}}^2 e^{-3Pt/t_c}}{t_t^2} \left[ r_c^3 + \frac{3tr_c^3}{p^2} + 27t_t \right]
\] (8.21)

Let \( N\pi \bar{r}_{p_{\text{max}}}^2 = N\bar{A}_{\text{max}} = A_T \) (total pore area on cell membrane at deformation)

Therefore: \[
G = \frac{KTc_0}{3\pi\mu tr_QD} A_T e^{-3Pt/t_c} \frac{r_c^3}{t_t^2} \left[ r_c^3 + \frac{3tr_c^3}{p^2} + 27t_t \right]
\] (8.22)

**Case II:** Assuming \( \bar{r}_p \) decreases exponentially with time

Let \( \bar{r}_p(t) = \bar{r}_{p_{\text{max}}} e^{-at} \) (8.23)

Substituting in equation 8.16:

\[
G = \frac{NKT}{6\mu tr_QD} \bar{r}_{p_{\text{max}}}^2 \int_0^{t_t} e^{-t/t_L} e^{-2at} \, dt
\]

\[
G = \frac{NKT}{6\mu tr_QD} \frac{\bar{r}_{p_{\text{max}}}^2}{2a + 1/t_L} e^{-(2a + 1/t_L)t_t}
\] (8.24)

Substituting from equation 8.8:

\[
G = \frac{NKT}{6\mu tr_QD} \frac{\bar{r}_{p_{\text{max}}}^2 r_c}{2ar_c + 3p} e^{-(2a + 3p/r_c)t_t}
\] (8.25)
This mathematical concept for the uptake of QDs and NPs need to be tested and improved. Additionally, for the total uptake of particles, we have to consider the delivery through the endocytic pathways. This would give an additional term added to the right-hand side of the uptake equations of \( \mathcal{G} \). Several factors have not been considered in this hypothesis, such as the initial volume loss of the cells during deformation, the role of viscosity, the effect of the surface charge of the cargo NPs, the extensive contribution of endocytosis on the uptake, distribution in the pore density and size at different regions of the cell and many more. Not to mention, there could be flaws in the assumptions and overlooking of errors in the mathematics. Nevertheless, building upon this model could be an elegant piece of work.

8.2. Microfluidic device optimisation and additional features

Further optimisation in the design of the microfluidic device would ensure a more efficient delivery of particles. As mentioned in Chapter 3, all cells did not go through the centre of the extensional flow junction as some of the cells (5-10%) tend to follow the slipstream around the edges of the cross-slot. This creates a discrepancy in the measurement of the \( DI \) as these cells passing around the edges were not properly deformed like the ones at the stagnation point. However, they could not be avoided from analysis, as the cells collected had a population of both cells entering the stagnation point and those which did not. To ensure that all cells enter the stagnation point of the extensional flow junction, viscoelastic or inertial flow focusing could be introduced in the design of the device [279]. However, the flow-focussing could be flow rate dependent in the cross-slot device, as such, it could be tedious to design devices for each flow rate. Additionally, more features could be added to the device, such as cell trapping or sorting sections after the deformation in the cross-slot. These features could enable further treatment of the cells post-deformation, which can be useful in understanding the cellular recovery and behaviour.
8.3. Applications of non-endocytic delivery by hydrodynamic cell deformation

The cross-slot microfluidic based-method to generate membrane disruption via the shearing force of the moving fluids can be used for the non-endocytic delivery of various functional NPs and macromolecules. The work based on the delivery of Au-PEG-FITC NPs investigated in Chapter 6 remains incomplete. Further investigation on the nature of the uptake via STEM imaging of cell sections is necessary to establish the non-endocytic delivery of NPs larger than QDs. Chung group has demonstrated the delivery of DNA nanostructures in the inertial regime using the cross-slot device [170]. Due to the low Reynolds number, there would be more control over the deformation and the membrane disruption of the cells in the shear dominated regime. Transfection, which is the delivery of DNA and RNA could be attempted through this method in a more controlled manner. Other cargo could include protein complexes, macromolecules, antibodies and NPs with varying morphology and compositions. The applications of these deliveries could lead to live cell sensing, imaging, intracellular targeting, therapies, gene control and editing [128]. It is also necessary to investigate the correlation between the degree of cell deformation and membrane disruption for the different cell lines. Higher deformation does not translate to a higher degree of membrane disruption as it could differ between cell lines and experimental conditions.

8.4. Insight on cellular mechanics and membrane disruption

Cytoskeleton disruption is known to alter the deformation of the cells through the cross-slot microfluidic device [181]. Consequently, the membrane disruption and the particle uptake will be affected. It would be interesting to investigate the change in the membrane porosity with deformation with disruption of the actin, microtubule and the intermediate filaments. Latrunculin-A, which is an actin-disrupting drug produced more deformation in SW480 cells compared to the untreated cells in the cross-slot device in the shear regime [181]. This could indicate generation of larger membrane pores or higher pore density with the cytoskeleton disruption, hence leading to enhanced particle uptake.

Calcium ions play an important role in the repair of the membrane pores and consequently the uptake of NPs [165]. The modification of the microfluidic cross-slot device (with cell traps) to
accommodate controlled exposure to NPs and calcium ions post-deformation can help understand the kinetics of the membrane repair mechanisms and uptake.

Deformation of the nucleus using hydrodynamic forces have generated interest in understanding its behaviour with respect to the whole cell deformation [183]. The nucleus is stiffer than the rest of the cells, as such, the disruption of the nuclear membrane for delivery of functional NPs is a challenge and generating interest. From the STEM images shown in Figures 3-12 and 9-2, there is evidence of intracellular delivery if the QDs in the nucleus. Hence, the cross-slot microfluidic deformation of the cells can potentially cause nuclear membrane disruption, allowing the particle diffusion. A thorough investigation is necessary to characterise the uptake of NPs by the nucleus via cell deformation. High resolution electron microscopy combined with high-speed confocal fluorescence FDM microscopy could be the key in determining the deformation and uptake in the nucleus through cell deformation.

8.5. RA-QDs for redox sensing

The Q2NS can successfully quench the QD emission, which is restored upon its reduction in breast cancer and non-malignant cells. The data suggests that it is sensitive to the different reducing environments of the ER+, ER- and the benign cells. This redox sensing capability of the RA-QDs could be applied to investigate the other known cell line models, stem cells and primary cell lines. For example, the colorectal cancer cell lines SW480, HT29 and SW620, which are cells at different stages of carcinoma from primary, advanced primary to metastasised, obtained from a single patient represent an ideal model to study the disease progression through the redox states [183,279]. Quantification of the redox potential in the cytoplasm of the live cells using the Q2NS can be possible via Raman spectroscopy with the effective conjugation of Q2NS on Au-NPs for surface-enhanced Raman signalling [281].

Cellular spheroids and on-chip vasculatures models can represent solid tumours for microfluidics experiments [282]. The redox state can vary significantly in cellular spheroids depending on the location of the cell. The cells in the interior of the spheroids are oxygen and nutrients deprived compared to the cells on the surface, which can affect their redox state. RA-QDs could be suitable probes for monitoring the 3-dimensional redox state of the cells in
these structures. The challenge would be the effective delivery of the RA-QDs to the interior of spheroids.

Since the RA-QDs were being reduced in both the cytoplasm and the endosomes, the next step in designing the redox-sensitive ligands would be to make them sensitive to the small changes in the pH, so that the PL emission from the cytoplasm and the endosome can be differentiated.

8.6. High PLQY QRs

The photoluminescence efficiency CdSe QRs were enhanced significantly with the ZnS epitaxial shell growth and chloride ion treatment. However, the optimisation of the surface trap passivation using these methods would require further investigation and improvements can be made for both techniques. For the ZnS shell growth, the surface of the QRs could be smoothened by annealing the particles at a high temperature. The growth of multiple ZnS monolayers layers and its effect on the PLQY can be further investigated. For the chloride ion passivation of the QR surface traps, the main challenge would be to sustain the photoluminescence efficiency with time in the presence of the atmosphere. This could require optimising the chloride ion and TDPA ligands population on the QR surface that would give a stable configuration.

The high PLQY QRs can have potential use in optoelectronics for solar cells and lasing devices. Their ability to form superstructures and superlattices can be utilised to obtain highly polarised emissions. They could be used in LED displays for their ability to form an aligned state with the liquid crystal molecules [283]. The hydrophilic QRs could be ideal for investigating directional emissions from biological systems using polarisation microscopy. The study of the excited state dynamics of these highly photoluminescent QRs can generate experimental and theoretical interests.
9. Appendix

9.1. QD characterisation

Figure 9-1. a) PL emission spectra, b) absorbance spectra and c) The first absorbance maxima as a function of the PL emission maxima for the growth of CdTe/CdS QDs under reflux for the data expressed in Figure 3-1. d) Energy dispersive X-ray spectrum of the CdTe/CdS QDs.
9.2. STEM images of MCF7 cells deformed QDs
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Figure 9-2. STEM images of MCF7 cells deformed with 100 nM CdTe/CdS QDs through the cross-slot microfluidic device at 100 μl/min flow rate, with evidence of QDs dispersed in the nucleus.
9.3. TEM images of MCF7 cells deformed with QDs

Figure 9-3. Bright field TEM images of MCF7 cells deformed with 100 nM CdTe/CdS QDs through the cross-slot microfluidic device at 100 μl/min flow rate.
9.4. TEM images of QDs used for the quantification in cells using ICP-MS

Figure 9-4. A typical TEM image of the CdTe/CdS core/shell QDs used for cellular delivery quantification through ICP-MS via hydrodynamic deformation using the cross-slot microfluidic device.
9.5. Blue shift of the PL emission peak of RA-QDs

![Graph showing PL emission peak of RA-QDs with different Q2NS:QD molar ratios]

Figure 9-5. The PL emission peak of the RA-QDs with different Q2NS:QD molar ratios

The PL emission of the RA-QDs with different Q2NS:QD molar ratio fitted to a Gaussian peak shows a blue shift with increasing quinone. The fitted guideline ($R^2 > 0.99$) is the dose-response curve given as:

$$y = A_1 + \frac{(A_2 - A_1)}{1 + 10^{\log(x_0-x)p}}$$

9.6. Fixing cells with Glutaraldehyde deformed with RA-QDs

MCF7 cells deformed through the cross-slot microfluidic device at 100 μl/min flow rate with 100 nM RA-QDs were fixed with the treatment of 2.5 % glutaraldehyde with 30 min of incubation. Confocal images of the cells were taken before and after the fixing as shown in Figure 9-4. The images show that on the treatment of glutaraldehyde the PL emission of the RA-QDs in the cells increased. This is due to the further reduction of the RA-QDs by the glutaraldehyde. This indicates that the RA-QDs are not fully reduced in the MCF7 cytoplasm and would need further investigation to enhance their emission within the cells by chemically enhancing the reducing environment of the cells.
Figure 9-6. Confocal images (FL and merged FL-bright field) of MCF7 cells a) before and b) after fixing with 2.5 % glutaraldehyde treatment.
9.7. Scatter plots for the cells incubated and deformed with QDs and RA-QDs

Figure 9-7. Scatter plots for the total PL emission intensity from the MCF7 cells when (a) incubated with 100 nM QDs (b) deformed at 100 µl/min with 100 nM QDs (c) incubated with 100 nM RA-QDs and (d) deformed at 100 µl/min with 100 nM RA-QDs for the data represented in Figure 4-4. molar ratio Q2NS:QD for RA-QDs= 20:1.
9.8. Confocal fluorescence images of cells with RA-QDs

Figure 9-8. Confocal fluorescence images of MCF7 in suspension deformed through the cross-slot microfluidic device at 100 μl/min flow rate with 100 nM of a) QDs and b) RA-QDs for the data represented in Figure 4.4.

Figure 9-9. Confocal fluorescence images of MCF7 in suspension deformed through the cross-slot microfluidic device at 100 μl/min flow rate with 100 nM RA-QDs.
9.9. Comparison of breast cells for NADH/ NAD\(^+\) using standard assay

The NADH/NAD\(^+\) ratio in the cytoplasm is highly influenced by glycolysis, which is the primary mechanism of energy production in cancer cells. NAD\(^+\)/NADH along with the other redox couples as mentioned in sections 1.7.2 and 1.7.3 are responsible for the reducing environment of the cells.

As described earlier in section 2.11, the colorimetric method to quantify NADH along with NADH/NAD\(^+\) ratio using the standard assay was performed against the calibration curve with standard NADH (Figure 9-10). The standard NADH at different concentrations (0-100 pmole) was treated in the sample manner as to the cell samples in 96-well plates as described earlier. The calibration curve from the endpoint reaction for standard NADH shows that the absorbance increases linearly with concentration as shown in Figure 4-9 (R\(^2\)>0.99). The quantification of NADH for the different breast cell lines was calculated against the calibration curve.

![Figure 9-10. Calibration curves for the absorbance of the standard NADH with concentration with linear data fitting (R\(^2\)> 0.99).](image)

From Figure 9-11 it was observed that for all the breast cell lines investigated, similar levels of the NADH/NAD\(^+\) ratio was measured using the standard assay [206]. Additionally, the NADH levels in the ER+ cells are expected to be higher compared to the ER- and the non-malignant
cells. However, it was seen that the NADH levels for the cells were also similar with the exception of T47D cells, show a lower value (Figure 9-11b). These results do not correlate with the overall findings in the literature and could point to the inadequacy of the standard assay [213]. However, repeats of the experiment are necessary to validate this claim.

Figure 9-11. The standard assay measurement of a) NADH/NAD⁺ ratio and b) NADH for the different cell lines. Data expressed as mean ± SD with N = 5 wells per sample.
9.10. Confocal Images of cells adhered with RA-QDs

Figure 9-12. Confocal images of adhered MCF10A cells a) incubated and b) deformed with 100 nM RA-QDs at 100 μl/min flow rate. Red channel: RA-QDs, green channel: mitotracker and blue channel: Hoechst 33342 nuclear stain.
Figure 9-13. Confocal images of adhered MDA-MB-231 cells a) Incubated and b) deformed with 100 nM RA-QDs at 100 μl/min flow rate. Red channel: RA-QDs, green channel: mitotracker and blue channel: Hoechst 33342 nuclear stain.
Figure 9-14. Confocal images of adhered T47D cells a) Incubated and b) deformed with 100 nM RA-QDs at 100 μl/min flow rate. Red channel: RA-QDs, green channel: mitotracker and blue channel: Hoechst 33342 nuclear stain.
Figure 9-15. Confocal images of adhered MCF7 cells a) Incubated and b) deformed with 100 nM RA-QDs at 100 μl/min flow rate. Red channel: RA-QDs, green channel: mitotracker and blue channel: Hoechst 33342 nuclear stain.
MCF10A cells were pre-treated with mitotracker and Hoechst 33342 for the staining of the mitochondria and the nucleus, respectively. The cells were treated with 100 nM RA-QDs either by incubation or deformation through the cross-slot microfluidic device at 100 μl/min. The cells were further incubated for 15 min and washed twice with DPBS. They were adhered to 8 chamber LABTEK-II which were pre-treated with poly-L-lysine. The cells were incubated for 24 h at 37 °C under 5 % CO₂ atmosphere. The cells were imaged using the confocal microscope. Regions of interest (ROIs) were identified (Figure 9-16) which showed photoluminescence from the reduced RA-QDs. The cells were treated with 30 mM AAPH which generates oxidative stress in the cells. The cells were monitored for the next 30 min and the integrated fluorescence intensity from the ROIs were measured with time using ImageJ.

Figure 9-16. Confocal images of adhered MCF10A cells treated with 30 mM AAPH a) Incubated and b) deformed with 100 nM RA-QDs at 100 μl/min flow rate. Red channel: RA-QDs, green channel: mitotracker and blue channel: hoechst 33342 nuclear stain. The scale bar applies to all images. The labelled circles represent the region of interest where the integrated PL-intensity was measured before and after the AAPH treatment.
It was observed that the photoluminescence of the RA-QDs dropped for the ROIs with the addition of AAPH with time due to the increasing oxidative environment of the cells (Figure 9.17). The intensity kept dropping with time, indicating that there was increasing ROS generation with the cells struggling to recover its redox state. However, the overall drop in intensity showed that there is no significant difference in the emission of the RA-QDs from the incubated and the deformed cells. This could perhaps suggest that the RA-QDs dispersed in the cytoplasm for the deformed cells became enclosed in endosomal vesicles during the 24 h incubation. A more in-depth analysis would be interesting to understand the fate of the particles post-cytosolic delivery.

![Graph showing the mean percentage drop in the RA-QD integrated fluorescence intensity from the region of interests](image)

*Figure 9.17. The mean percentage drop in the RA-QD integrated fluorescence intensity from the region of interests (labelled in Figure 9-14) from the adhered MCF10A cells incubated and deformed (100 μl/min flow rate) with 100 nM RA-QDs.*
9.12. Optical spectroscopy of cells with calcein

![Figure 9-18](image)

*Figure 9-18. Fluorescence a) emission spectra and b) lifetime time decay traces of Calcein-AM in DPBS solution and from the MCF7 cells (1×10^6 cells/ml) incubated with 1 μM calcein-AM for 30 min and dispersed in DPBS.*

9.13. Cell deformation with calcein

MCF7 cells were stained with 1 μM calcein and deformed through the cross-slot device at 100 μl/min. The cells (200 μl cell suspension) were collected in the incubation chambers (8 chamber LABTEK-II) and immediately imaged with the confocal microscope at the end of 3 min to the onset of cell collection. Cells were imaged every minute for 35 min or more. Control cells with Calcein but not deformed were also imaged for the same length of time. The fluorescence intensity from the cells was measured using the customised MATLAB as described in section 2.6.1. We observed that initially there are fewer cells at the bottom of the incubation chamber as most of them are still in suspension. The cells settle down to the bottom in about 3 min and the number of cells in the FOV remains fairly constant over the duration of observation. We observe that the PL intensity from the deformed cells is much lower than the control cells, which suggests that there is leakage of intracellular material from the deformed cells (Figure 9-19). However, as time progresses, the deformed cells regain their fluorescence intensity but not quite reaching the level of the control cells. This could be due to the recovery of the redox state in the cell cytoplasm and cleaving of the unreacted calcein-AM within the cells, which could be investigated in the future.
Figure 9.19. Normalised mean total fluorescence intensity from MCF7 cells stained with 1 µM calcein as a function of time post-deformation through the cross-slot microfluidic device at \( Q = 100 \, \mu\text{l/min} \) (Black line) in comparison with the cells without deformation (red line). The data expressed as mean ± SE for with >200 cells each and \( N = 3 \) repeats.

9.14. Multiple deformation of cells stained with calcein

Figure 9.20. Mean integrated total fluorescence intensity from MCF7 cells stained with 1 µM calcein over multiple deformations through the cross-slot microfluidic device at 100 µl/min flow rate. Data expressed as mean ± SE.
9.15. Determination of calcein FL intensity from cells by analysing FDM images

Figure 9-21. FDM images (bright field and fluorescence) of a typical event with MCF7 cells stained with 1 μM calcein passing through the FOV. The traces detected by fitting an ellipse to the average cell position in the bright field and the fluorescence images were projected onto the corresponding fluorescence image and the total fluorescence intensity was measured.

9.16. Distribution of calcein intensity from MCF7 cells in regions 1 and 2 using FDM

Figure 9-22. Histograms for the total integrated Fluorescence intensity of MCF7 cells stained with 1 μM calcein measured from the FDM images at regions 1 and 2 post-deformation (100 μl/min) for the datasets presented in Figure 5-16.
9.17. Comparison of CdSe QDs and QRs

Figure 9-23. Comparative fluorescence (a) emission spectra (normalised) b) PLQY and c) lifetime time decay curves of CdSe QDs and QRs (6-sequetial injections of Se-precursor every 3 min) with the same total duration of growth (18 min).

9.18 Exponential decay fits for the QRs

<table>
<thead>
<tr>
<th>R² values</th>
<th>1st injection</th>
<th>2nd injection</th>
<th>3rd injection</th>
<th>4th injection</th>
<th>5th injection</th>
<th>6th injection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monoexponential fit</td>
<td>0.97384</td>
<td>0.96686</td>
<td>0.96825</td>
<td>0.95975</td>
<td>0.95937</td>
<td>0.95134</td>
</tr>
<tr>
<td>Biexponential fit</td>
<td>0.99485</td>
<td>0.99492</td>
<td>0.99442</td>
<td>0.99324</td>
<td>0.99335</td>
<td>0.99434</td>
</tr>
</tbody>
</table>

Table 9-1: The $R^2$ values for mono- and bi-exponential decay fits for the fluorescence lifetime decay curves of the CdSe QRs with the number of Se-precursor injections.

<table>
<thead>
<tr>
<th>R² values/Shell growth</th>
<th>0 h</th>
<th>1 h</th>
<th>2 h</th>
<th>3 h</th>
<th>4 h</th>
<th>5 h</th>
<th>6 h</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monoexponential fit</td>
<td>0.97842</td>
<td>0.98548</td>
<td>0.98551</td>
<td>0.98681</td>
<td>0.98691</td>
<td>0.99682</td>
<td>0.99668</td>
</tr>
<tr>
<td>Biexponential fit</td>
<td>0.99930</td>
<td>0.99961</td>
<td>0.99928</td>
<td>0.99973</td>
<td>0.99983</td>
<td>0.99993</td>
<td>0.99991</td>
</tr>
</tbody>
</table>

Table 9-2: The $R^2$ values for mono- and bi-exponential decay fits for the fluorescence lifetime decay curves of the CdSe/ZnS QRs with duration of ZnS shell growth.

<table>
<thead>
<tr>
<th>R² values/ Cl⁻ ions per nm² QR surface</th>
<th>0</th>
<th>96</th>
<th>192</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monoexponential fit</td>
<td>0.96452</td>
<td>0.98105</td>
<td>0.99388</td>
</tr>
<tr>
<td>Biexponential fit</td>
<td>0.99938</td>
<td>0.99963</td>
<td>0.99998</td>
</tr>
</tbody>
</table>

Table 9-3: The $R^2$ values for mono- and bi-exponential decay fits for the fluorescence lifetime decay curves of the CdSe QRs with Cl⁻ ion treatment.
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