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Abstract

Despite exposure to extreme conditions, extremophilic organisms have developed a

range of mechanisms to survive these detrimental perturbations to their solvent environ-

ment. In this thesis we study how extremes of pressure and salinity affect the aqueous

environment with which extremophiles interact. To do this we employ a combination

of neutron scattering with computational modelling to examine the perturbations to

water structure, and nuclear magnetic resonance to examine the perturbations to water

dynamics. We first examine perturbations to water structure and dynamics by simple

monovalent model potassium halide salts and find that we can extract atom scale in-

formation which we can link to bulk measurable thermodynamic properties. We then

use neutron diffraction to study the organic osmolyte TMAO in solution, which is used

by high pressure adapted organisms to protect their biochemistry and find that it can

preserve the structure of water against pressure induced perturbations. We then study

aqueous magnesium perchlorate, a salt which is found in high concentrations in the

Martian regolith, and likely in the surface lakes, and show that it induces a pressure-like

effect on water structure. We then show that TMAO can also resist this pressure-like

structural perturbation in the same way it can resist pressure induced structural per-

turbations. Finally, we investigate how magnesium perchlorate hinders biomolecular

self-assembly by studying the amino acid glycine and the stability of the model protein

I27. These fundamental insights help us to understand how observed adaptations in

extremophilic organisms help them survive, with implications in medical and industrial

settings.
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Chapter 1

Introduction

When one begins to consider the subject of biology, one is immediately overwhelmed

by the various different length scales this encompasses [6]. At its largest, the biological

field of ecology considers how groups of organisms interact with their environment, and

therefore its length scale can be considered to occupy the whole biosphere of Earth.

At its intermediate length scale it considers individual plants and animals through the

fields of zoology and botany, from the giants of blue whales and redwood trees to micro-

scopic tardigrades and phytoplankton. Finally, at it smallest length scale, it considers

the fundamental processes vital to life through the field of molecular biology, such as

transcription and translation to build proteins from the genetic code built into DNA

[7]. However, despite the vast array of sizes, there exists a single molecular species that

underpins them all, and without which biological organisms and phenomena as we know

them could not exist: water.

Indeed, liquid water is vital to life at all length scales [8, 9], performing a number

of roles from providing the largest natural environment on Earth to the driving force

behind biological molecule self-assembly [10]. In this thesis we will focus on its most

fundamental relationship with biology: its interaction with molecules relevant to life,

such as proteins, ions, and osmolytes. More specifically, and as the title would suggest,

we will concern ourselves with how these interactions are perturbed in extreme envi-
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ronments. The variety of extreme environments on Earth in which life is still capable

of thriving is truly awe inspiring [11]. Even in the harshest of conditions, subjected to

extremes of temperature, pressure, pH, salinity, radioactivity, often simultaneously, life

has been able to adapt and persist. This has lead to the classification of organisms that

thrive under such extreme conditions as “extremophiles”. Not only do these present

an exciting area of study for pure scientific intrigue, a detailed understanding of their

biological adaptations has profound implications in both medical and industrial research

[12–16]. Fundamental insight into the interactions between water and biomolecules in

extreme environments is therefore an extremely important and timely issue, as the ever

expanding reach of humanity means that now more than ever these unique environments

are under threat.

This first chapter will outline some of the key principles and background theory of the

work covered in this thesis. In section 1.1 we will outline the basic principles of protein

formation and folding. This serves as a useful tool to outline various covalent and non-

covalent interactions present in molecular biology and how they are intimately connected

to water. We will then give examples of some of the mechanisms that extremophiles use

to survive perturbations to their aqueous environments by extreme conditions through

protein adaptations and the use of protecting organic osmolytes in section 1.2. Next we

will discuss the nature of liquid water in section 1.3, before discussing ways of monitoring

perturbations to water structure and dynamics in sections 1.3.1 and 1.3.2. Finally we will

present the aims and objectives of this thesis in section 1.4. Following this chapter we

will describe the background theory and application of the various experimental methods

used in this research in chapter 2, before presenting the key results in chapters 3 - 6.

1.1 Protein Structure and Folding

One of the many mechanisms extremophiles employ to survive perturbations to their

aqueous environments is by the modification of their proteins, which allows them to

be both stable and suitably flexible in order to carry out their biological roles [17]. In

order to understand the significance of these adaptations, we must first define proteins
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themselves. Proteins are naturally occurring chains of molecules called amino acids or

peptides which fold into clearly defined 3D structures due to their interaction with their

aqueous environment [18]. This structure is determined by their amino acid sequence

and defines the role of the protein. The various roles performed by biological proteins

are extensive and can include, but are certainly not limited to: catalysis, mechanical

support, force mediation, enzymatic activity, molecular transport, and replication [19].

1.1.1 The Covalent and Non-covalent Interactions that Govern Protein

Structure

Figure 1.1.1: The structure of a single amino acid, featuring a common backbone
consisting of an amine group (NH2), a carbonyl group (COOH), and a central backbone
carbon covalently bound to a single hydrogen and a side chain group (R). The chemical
structure of this side chain group defines the species of the amino acid.

Amino acids themselves are relatively simple molecules which all consist of a common

backbone comprising of an amine group (NH2), a carbonyl group (COOH), and a central

carbon which is covalently bound to a single hydrogen and side chain group (R). This

basic structure is shown in figure 1.1.1. The chemical structure of this side chain then

defines the species of the amino acid. There are 20 naturally occurring amino acids

which go on to form every protein species in existence. A diagram displaying these 20

amino acids is presented in figure 1.1.2. Here the amino acids are displayed as they would

occur as monomers in solution at neutral pH. Under these conditions amino acids take

their zwitterionic form, hence the carbonyl group becomes deprotinated and donates a
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hydrogen to the amine group, rendering the two oppositely charged.

Figure 1.1.2: The 20 naturally occurring amino acids grouped according to the char-
acter of their side chains. Non-polar side chains are shown in green, polar side chains
are shown in yellow, positively charged side chains are shown in blue, and negatively
charged side chains are shown in red.

Proteins are then formed from amino acids through many dehydration synthesis

reactions between the amine and carbonyl groups, which forms a peptide bond between

the amino acids and releases a water molecule [20]. This forms the long chains of amino

acids which defines the protein’s primary structure. Once the proteins primary structure

is formed the side chains and remaining backbone NH and CO groups can then interact

with groups on other amino acids in their proximity to form secondary structure elements,

including α-helices, and parallel/anti-parallel β-sheets. Secondary structures elements

can then interact through hydrophobic interactions, ionic bonds, hydrogen bonds, and

disulphide bridges, which causes the protein to fold into its tertiary structure. A diagram
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of this process is displayed in figure 1.1.3. In the case of large proteins, tertiary structures

can also go on to interact and form quaternary structures.

Figure 1.1.3: The classification of the structures present in folded proteins. Amino
acids form a peptide bond between their amine and carbonyl groups, releasing a water
molecule, to form peptides. The sequence of amino acids defines the proteins primary
structure. Individual amino acids in the peptide chain then go on to interact with
other nearby amino acids to form the protein secondary structure. These secondary
structure elements then interact through various means to form the protein tertiary
structure. Maltose binding protein is shown as an example protein which contains the
three secondary structure elements described in this figure [21] (PDB code: 7MQ7).

Understanding the interactions between secondary structure elements which stabilise

the folded structure of proteins is of crucial importance if one wishes to understand how

extremophile proteins are able to maintain structure and flexibility in their aqueous

environments, and as such they will now be overviewed. One of the most prevalent

interactions that both stabilises the tertiary structure of the protein and the secondary

structure elements themselves is hydrogen bonding. Hydrogen bonds occur when a
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hydrogen is covalently bound to another host element that has a large electronegativity

difference between it and the hydrogen, such as nitrogen or oxygen. As such the electrons

in the bond are pulled closer to the host element, rendering the hydrogen more positively

charged and the host element more negatively charged. The bond is therefore relatively

polar. This positively charged hydrogen can then be electrostatically attracted to another

negatively charged neighbouring atom type either within the same molecule or on another

molecule in its proximity. The hydrogen can therefore be thought of as being shared

between the host atom and the neighbouring atom, and behaves rather like a bond,

hence it is called a hydrogen bond [22]. Water, containing two OH groups, can form

a network of hydrogen bonds, and can form hydrogen bonds with solvent exposed CO,

NH, OH, and SH groups on the protein. These have shown to be potentially crucial in

protein folding in turn regions of protein structures, where the formation of a turn is

mediated by a single water molecule which forms a hydrogen bond with two NH groups

located either side of the apex of the turn [23]. The mediation of turns in this way also

allows the remaining amino acid sequences either side of the turn to come into close

enough proximity to form β-sheets.

In the case of α-helices, the backbone NH group on one amino acid forms a hydrogen

bond with the backbone CO group on the amino acid four amino acids ahead in the

sequence [24]. In the case of β-sheets, the backbone NH group of one amino acid forms

a hydrogen bond with the backbone CO group of an amino acid on the neighbouring

strand. Due to the large variety of different conformations this can take and atomic

species involved, hydrogen bonds can occupy a broad range of bonding energies. They

are often very short lived, on the order of picoseconds in the case of hydrogen bonds in

liquid water [25–27], but can also persist for much longer, such as the hydrogen bonds

that hold together DNA molecules which can last for hundreds of years [28, 29]. Hydrogen

bonding between water molecules will be overviewed in greater detail in section 1.3.

Ionic bonds function through a similar mechanism. In this instance groups of atoms

located on the side chains of amino acids that have an overall charge are electrostatically

attracted to groups of atoms on a nearby side chain that have an overall opposite charge

[22]. The greater difference in charge between the two interacting groups means that
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they are stronger than hydrogen bonds, but occur less frequently. As both ionic and

hydrogen bonds are driven by favourable electrostatic interactions, water molecules will

also orient a single hydrogen towards a negatively charged group, in the same way it

would towards a hydrogen bond accepting CO group, or away from a positively charged

group, in the same way it would away from a hydrogen bond donating NH group. The

strongest class of bonds within protein structures are disulphide bonds. These occur

between the side chain SH groups of two appropriately placed cysteine amino acids. The

two groups are then oxidized and form a covalent chemical bond between the two sulphur

atoms [30].

These three classes of intrapeptide interactions would therefore, in principle, persist

regardless of the environment of the protein once they are formed, as they depend only on

the chemical makeup of the interacting groups. However, the forth class of interactions,

hydrophobic interactions, occur as a direct consequence of the interactions between the

peptide chain and its aqueous environment. Consider a particle introduced into water.

In order to accommodate this particle the water molecules must organise themselves

around the particle, and as such are interacting with it through electrostatic and van

der Waals interactions [31]. In the case where the particle is either positively or nega-

tively charged, the surrounding water molecules will interact with the particle through

favourable enthalpic electrostatic interactions by orienting their polar OH groups away

from or towards the particle respectively. These favourable enthalpic electrostatic inter-

actions mean that the particle can be introduced into water relatively easily, and as such

the particle can be classified as “hydrophilic”. It is this reason why salts, which dissolve

into their constituent charged ions when introduced into water, exhibit high solubilities

[28].

Let us now consider the case where the particle is uncharged and nonpolar. Because

of this characteristic, the water molecules around the particle will have no tendency to

orient their polar OH groups towards or away from the particle, and there is very little in

the way of favourable enthalpic electrostatic interactions. However, the water molecules

must organise themselves around the particle nevertheless, and this induced ordering

of the water molecules means that there is an associated entropy penalty which is not
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compensated by enthalpic interactions. The importance of balances between enthalpy

and entropy will be discussed shortly. This also comes at the expense of breaking hydro-

gen bonds that existed between water molecules prior to the introduction of the particle

which are not compensated for by the formation of new favourable enthalpic electro-

static interactions between the particle and the surrounding water molecules [31–34].

The introduction of an uncharged non-polar particle into water is therefore energetically

unfavourable. As such they exhibit low solubilities, and are referred to as “hydropho-

bic”. In reality this is a slight misnomer, as they are not really hydrophobic, so much

as hydrononchalant. Hydrophobic solutes can therefore minimise this entropy penalty

by clustering together in solution, as this requires fewer water molecules to hydrate the

solutes. This is explained schematically in figure 1.1.4. This is the origin of the hydropho-

bic interaction. Amino acids with long non-polar side chains, such as those featuring

many CH bonds which are non-polar due to the low electronegativity difference between

carbon and hydrogen, cluster their side chains together in the core of the protein so as

to minimise their contact with water and drive protein folding.

Figure 1.1.4: A schematic illustration of two hydrophobic solutes clustering together
in solution to minimise the entropy penalty associated with their hydration.

1.1.2 Free Energy Changes in Biomolecular Self-Assembly - Protein

Folding

The final folded structure of a protein, referred to as its native state, and its folding

pathway are therefore defined by its amino acid sequence [20] and its interaction with

its aqueous environment, however the mechanism by which a protein spontaneously

adopts its native conformation based on its amino acid sequence is still not completely

understood. The process of protein folding can be discussed in terms of the difference

in Gibbs free energy between its folded and unfolded state. The Gibbs free energy is
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a general measure of the thermodynamic stability of a given state [18], and therefore a

process will occur spontaneously if the difference between the Gibbs free energy of the

starting state and the final state is negative. The Gibbs free energy change associated

with a particular transition is given by equation 1.1.1, where ∆G is the change in Gibbs

free energy, ∆H is the change in enthalpy, T is absolute temperature, and ∆S is the

change in entropy.

∆G = ∆H − T∆S (1.1.1)

The change in Gibbs free energy therefore contains two components: enthalpy and

entropy. Enthalpy is a measure of the interactions between particles in a given state,

such as the breaking or forming of hydrogen bonds between water molecules or within a

protein. Like Gibbs free energy, it also contains two components: the change in internal

energy of the system ∆E, and the work done on the system at constant pressure P∆V .

The change in enthalpy is therefore expressed in equation 1.1.2.

∆H = ∆E + P∆V (1.1.2)

Entropy is a measure of disorder of a system, and is directly related to the total

number of possible conformations a system can occupy. It is expressed in equation 1.1.3,

where S is entropy, k is the Bolzmann constant (1.381 ×10−23 m2kgs−2K−1 [28]), and

Ω is the total number of accessible states.

S = k ln Ω (1.1.3)

In general then, a process will occur spontaneously if it can form a greater number

or more stable enthalpic interactions in its final state compared with its initial state, or

it becomes more disordered, as these result in a more negative ∆G. We can now return

to the concept of introducing a particle into water. The introduction of a particle results
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in an ordered hydration shell as water molecules reorient to accommodate the solute.

This ordering is entropically unfavourable, as the accessibility of different conformational

states is reduced, and therefore ∆S < 0. This means ∆G becomes more positive and

the particle will not easily be introduced into water. If the particle is charged the water

molecules can orient their hydrogens appropriately resulting in favourable electrostatic

enthalpic interactions, and therefore ∆H < 0. This compensates for the reduction in

entropy, and makes ∆G more negative, and hence the particle will be easily introduced

into water [31, 35]. When we consider protein folding this becomes a complex balancing

act between the two quantities arising from several different areas. These include, but

are not limited to: the enthalpically favourable formation of various intrapeptide bonds,

the enthalpically favourable formation of hydrogen bonds between the protein and its

solvent environment, the entropically favourable dehydration of hydrophobic side chains

by clustering them together in the core of the protein, and the entropically unfavourable

structuring of the protein, as an unfolded protein can adopt a greater range of conforma-

tions. This process can be simplified by considering protein folding/unfolding as a two

state process, where the folded and unfolded state are separated by an energy barrier,

as shown in figure 1.1.5.

Here we observe a simplified picture where a protein is forced from a folded to an

unfolded state by following some reaction coordinate, such as temperature, through a

rate limiting transition state. This transition state is the conformation with the highest

free energy along the folding pathway and is typically more reminiscent of an expanded

folded state than the unfolded state. In reality this process is much more complex, and

many proteins, particularly above about 100 residues, help direct their folding pathways

through a number of, usually thermodynamically unstable, intermediates [36, 37]. These

can occasionally be well characterised as they are stabilized through strong interactions,

such as disulphide bonds, however more often they are stabilized through hydrogen

bonding, such as the mediation of turns by a hydrogen bonded water molecule [23],

which cannot be trapped. A protein folding energy landscape can therefore be more

accurately thought of as a funnel shape [38], where the protein begins at the top of the

funnel in an unfolded and energetically unfavourable state, and moves down the funnel
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Figure 1.1.5: A schematic illustration of the change of free energy associated with
protein unfolding as one follows a particular reaction coordinate (temperature, pressure,
applied force, etc.). Here the folded and unfolded states are separated by an energy
barrier of magnitude ∆GTS corresponding to the formation of a transition state. The
difference in free energy between the folded and unfolded state is then ∆GUN . This
unfolding transition is then classified by two rate constants, ku and kf , which correspond
to the rate constants of unfolding and folding respectively.
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Figure 1.1.6: A 3D (left) and 2D (right) schematic illustration of the funnel shaped
energy landscape associated with protein folding. Reproduced from reference [38] Na-
ture Springer Ltd: Scientific Reports, ©2009.

through a series of folding intermediates. This is illustrated in figure 1.1.6. Through this

process the available conformations the protein can adopt become increasingly restricted

until the protein eventually arrives at its native folded state. The native state of the

protein is considered to have the lowest possible free energy, however it is also possible

that it is only the most stable conformation that is kinetically accessible.

1.2 Adaptations to Extreme Environments

The extremes of temperature, pressure, salinity, pH, etc. present in extreme environ-

ments means that water in extreme conditions is strongly perturbed, and therefore the

subtle balance of enthalpy and entropy that result in folded protein stability is also

strongly perturbed. Extremophiles therefore employ a range of strategies to keep their

proteins folded and appropriately flexible. In this section we will focus on two of these

methods: adaptations to the amino acid sequence of their proteins, and the accumula-

tion of protecting organic osmolytes. More specifically we will focus on three classes of

extremophiles that are particularly relevant to the results of this thesis: cold adapted ex-

tremophiles (psychrophiles), high salt concentration adapted extremophiles (halophiles),

and pressure adapted extremophiles (piezophiles).
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1.2.1 Adapting to a Cold Aqueous Environment - Pyschrophiles

Strictly speaking, psychrophilic organisms are classified as those which grow below tem-

peratures of 20 ◦C [17], however the true limit for psychrophilic organisms can be much

lower than this, such as microbial communities living within porous rocks in Antarc-

tic dry valleys which can reach -60 ◦C [39]. Low temperatures represent a number of

challenges to the fundamental processes required for living organisms. The reduction in

available thermal energy results in a less dynamic and more rigid solvent environment,

and means that proteins are less able to sample their available conformational space and

as such are less flexible [40]. This in turn means that classes of proteins such as enzymes

are far less efficient at lower temperatures due to reduced flexibility and the increased

difficulty in overcoming energy barriers related to catalysis [39].

Therefore the main challenge to be overcome by psychrophilic proteins is how to

maximise their flexibility so as to use what little thermal energy is available in the solvent

environment most efficiently. This is achieved through a number of modifications to the

amino acid makeup of their proteins. In a broad sense, all of these adaptations result

in a reduction of stabilising interactions within the protein. The first and perhaps most

obvious consequence of this is that psychrohilic proteins are less thermodynamically

stable and will unfold at lower temperatures than analogues from organisms that thrive

at more standard conditions (mesophiles) [41], however the nature of their environment

means that this disadvantage is of little concern. Another consequence of this is that

unfolding in psychrophilic proteins appears increasingly two state as their folding funnel,

as shown in figure 1.1.6 is effectively much shallower and folding intermediates are less

populated or skipped entirely.

These stabilising interactions are reduced by various amino acid substitutions re-

sulting in fewer or less stable enthalpic intraprotein iteractions, such as: a reduction in

the number of disuphide bridges, a reduction in the number of intraprotein electrostatic

interactions such as hydrogen bonds and interactions between aromatic residues, a de-

creased arginine content to inhibit the formation of salt bridges, and fewer and weaker

metal binding sites [42]. Stability is also reduced by increasing the entropy penalty asso-
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ciated with interactions between hydrophobic side chains and the aqueous environment,

and therefore a reduction in the hydrophobic effect. This is achieved through a reduc-

tion of the hydrophobicity of the protein core and an increased number of hydrophobic

residues on the surface of the protein.

Psychrophilic proteins are also allowed to be more flexible by extending their surface

loop regions through an increase in neutral/small amino acids and a reduction in proline

content. This increase in flexibility is particularly important around protein binding sites.

Increased flexibility of protein binding sites allows the solute of interest to bind with a

greater degree of complimentarity, resulting in a reduced activation of catalytic reactions

and an increase in the rate of substrate turnover [41]. This can be achieved through an

increase in glycine content at the binding site. The binding sites are also typically larger

while maintaining the residues that are principally responsible for catalytic activity.

1.2.2 Adapting to a Saline Aqueous Environment - Halophiles

Halophiles are defined as organisms which thrive in salt concentrations above 8.8 wt%

[11]. As introduced in section 1.1.1, salts dissolve into their constituent ions when dis-

solved in aqueous solution [28]. Proteins in such environments are therefore surrounded

not only by water molecules, but by a sea of dispersed charged ions. The observation that

salt species can cause proteins to aggregate and precipitate was made as early as 1888 by

Franz Hofmeister [43], who showed that high salt content caused the precipitation of hen

egg white lysozyme, and that the rate of precipitation was dependent on the salt species.

This lead to the first iteration of the “Hofmeister series”, which ranks anions and cations

by their ability to destabilise folded proteins. It has been long suggested that this is as

a result of the perturbation of the solvent environment due to the presence of the ions,

and has resulted in a host of studies considering the effect of “Hofmeister salts” on the

structure and dynamics of water [24, 44–52]. Since its first iteration it has been greatly

expanded, and it is now accepted that a simple order which describes an ion’s effect on

every protein or biomolecule based on its interaction with water is far from sufficient

[44, 53]. The ability of a particular ion species to stabilise or destabilise a protein is
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highly protein dependent and depends on the protein’s surface chemistry. It therefore

more appropriate to describe the Hofmeister series as a Hofmeister phase diagram, which

depends on various parameters such as the charge density, hydrophobic character, pH,

and ion concentration. A complete review of these phenomena goes outside the scope of

this thesis and therefore will not be discussed further.

Broadly speaking, it can be stated that the main issues regarding protein structure

and flexibility in highly concentrated salt environments primarily arise from two areas:

the screening of favourable electrostatic interactions required for protein stability such

as hydrogen bonding by the ions, and perturbations to hydrophobic interactions due

to the structural and dynamic perturbations to the solvent environment [17]. To resist

these issues, halophilic proteins typically contain a much higher proportion of acidic

residues on their surface relative to their mesophilic analogues [16, 54]. The role of

these acidic residues is not entirely clear, but a number of possibilities have been put

forward. One possibility is that the ions in solution strongly bind water molecules, and

the negative charge on the acid residues allows the protein to compete for hydration

and maintain the protein - solvent interactions that are responsible for protein folding.

It is also suggested that acidic surface residues increase protein surface hydration by

binding hydrated cations, which helps maintain water - protein interactions. This also

acts as a protective mechanism for stabilising electrostatic interactions in the protein.

The binding of cations to acidic residues means that the cations cannot preferentially

associate around hydrogen bonding or ionic interaction sites, and as such cannot screen

these interactions and allow the protein to remain folded.

High salt concentrations have been demonstrated to either enhance or reduce the hy-

drophobic effect depending on the salt species [45, 49, 55]. For example, Kim et al. [56]

demonstrated that the solubilities of the model hydrophobes methane (CH4) and ethane

(C2H6) are decreased by increasing NaCl concentration. The solubility of hydrophobic

moieties is dependent on how energetically favourable their hydration is, as discussed in

section 1.1.1, hence a reduction in solubility corresponds to an enhanced hydrophobic

effect as they will be more inclined to form hydrophobically associated clusters to min-

imise their hydration. This eventually leads to aggregation and precipitation, referred
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to as “salting out”. Halophilic proteins therefore combat this enhanced hydrophobic

effect at high salt concentrations in a similar manner to psychrophiles, by utilising fewer

and smaller hydrophobic residues in their hydrophobic core [16, 17]. This allows the

proteins to remain suitably flexible in concentrated salt environments. The enhanced

hydrophobic effect is also counteracted by the increase in acidic surface residues men-

tioned above, as electrostatic repulsion between negatively charged surface groups also

helps to enhance protein flexibility.

Unlike environmental externalities like pressure and temperature, which cannot be

escaped, high salt concentrations can be circumvented, and is a popular strategy utilised

by halophilic organisms [54]. One potential method of achieving this would be an uptake

of water into the cells, effectively reducing the salt concentration, however this is energet-

ically costly and as such is not employed. It is however common for halophilic organisms

to preferentially uptake potassium cations while expelling sodium cations. This allows

the cells to maintain a positive osmotic pressure inside the cells which allows for cell

expansion while avoiding detrimental effects of sodium cations to the stability of their

proteins. An alternative is rather than the uptake of ions, is the uptake of “compatible

solutes”, also known as osmolytes. These are organic molecules that stabilise the folded

structure of proteins and therefore improve their activity against denaturing externali-

ties [11, 57–61]. In a similar vein to the Hofmeister series, the observation that organic

osmolytes can stabilise protein stucture has prompted a host of studies into their pertur-

bations to the aqueous environment [2, 3, 62–67]. There are a wide variety of protecting

osmolytes, commonly employed examples include methylamines like trimethylamine N-

oxide (TMAO) and betaine, polyols such as glycerol or sorbitol, and amino acids and

amino acid derivatives such as glycine and ectoine. These function through preferential

exclusion from the protein surface [67–73] and therefore stabilise the hydration shell of

the protein so as to maintain the interaction with the solvent environment. These can

either be incorporated into the cell by extracting them from their immediate aqueous

environment, or synthesised within the cell itself. The fact that protecting osmolytes are

preferentially excluded from the protein surface means that their stabilising effects must

be mediated by several neighbouring water molecules, and therefore understanding their
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interaction with water is of crucial importance. The mechanism of the organic osmolyte

TMAO will be discussed in much greater detail in chapters 4 and 5.

1.2.3 Adapting to a High Pressure Aqueous Environment - Piezophiles

Piezophiles are those organisms which grow and function under high hydrostatic pressure,

such as the bottom of the deep sea [74]. Water in this environment is less well structured,

as neighbouring water molecules are forced closer together. However, within the range of

pressures that can naturally exist on Earth, higher pressure also results in increased wa-

ter dynamics, as increased electrostatic repulsion due to shorter intermolecular distances

result in a decreased viscosity and an increased self diffusion coefficient [75]. The inac-

cessibility to their native environment due to high pressure and the difficulties associated

with performing high pressure experiments, such as the need for robust sample holders

which often compromise signal quality, means that piezophilic proteins remain some of

the least investigated. The effect of high pressure on proteins causes them to compress.

Compression under extreme pressure is relatively modest, with proteins only becoming

approximately 1% more compact at 2 kbar [76, 77]. This is coupled with a tendency to

reduce oligomerisation, separating structures consisting of multiple associated proteins.

However beyond this, at approximatley 4 kbar [78] high hydrostatic pressure causes the

protein to unfold. This is primarily due to a shifted thermodynamic equilibrium where

proteins under pressure occupy more water molecules in the hydrophobic core of the

protein, disrupting the hydrophobic effect between side chains, and causing the protein

to unfold [79]. It is observed that an increase of the size of internal cavities through

site specific mutation of mesophilic proteins results in unfolding at comparatively lower

pressures.

The nature of piezophilic organisms means that they are often polyextremophiles,

adapted to deal with more than one extreme environmental stress, as they will inhabit

the sea cold floor or will gather around hot hydrothermal vents [80]. As such it is difficult

to comment on protein adaptations that are specific to piezophilic stability, nevertheless,

there are trends. Pressure denaturation can be resisted through the elimination of cavi-
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ties within the protein core [81], hence piezophilic proteins have a modified amino acid

sequence which allows for a more densely packed hydrophobic core, makes the protein less

compressible, and shifts the equilibrium back towards a totally dehydrated hydrophobic

core state [74]. A greater abundance of smaller hydrogen bond forming amino acids is

also observed, which is believed to aid in the formation of the dense hydrophobic core

by forming more intraprotein bonds. This also likely helps maximise the effects of cru-

cial protein - water hydrogen bonds to protein stability, as the increased dynamics in

pressurised water will result in shorter lived hydrogen bonds. Piezophilic proteins are

also observed to more frequently form multimers. This allows the individual protein

monomers to become more compact, isolates them further from their aqueous environ-

ment to prevent hydration of the hydrophobic core, and stabilises hydrogen bonding

within the protein monomers [17].

As discussed with halophiles, another popular mechanism by which piezophilic or-

ganisms are capable of thriving in their evironment is by the accumulation of organic

osmolytes [11, 82, 83], which have been shown to stabilise biomolecules against pres-

sure induced denaturation [68, 84, 85]. A particular example of this is demonstrated

by Yancey et al., who observed that the concentration of the osmolyte TMAO in the

muscle tissue of snailfish was linearly proportional to the depth from which the snailfish

was harvested, and therefore the pressure of its environment [86]. As discussed in sec-

tion 1.2.2, TMAO is preferentially excluded from the protein surface and therefore helps

stabilise the protein - solvent interactions, and must do so through several mediating

water molecules. It has been observed that TMAO can strengthen water - water hydro-

gen bonding and slow water molecule dynamics [3], counteracting the effects of pressure

and rendering it more similar to ambient water, promoting protein stability. The effects

of TMAO on water structure and dynamics will be discussed in much more detail in

chapters 4 and 5.

The modifications to protein structures in extremophiles are therefore all made such

that the protein can remain stable and flexible in response to perturbations to its solvent

environment. Environmental perturbations resulting in enhanced water - water hydrogen

bonding and slowed water dynamics are overcome by a reduction in protein stabilising

18



interactions. Environmental perturbations resulting in destabilised water - water hydro-

gen bonding and accelerated dynamics are overcome by an increase in protein stabilising

interactions. The next step in understanding the biological role of water in extreme

conditions is therefore to obtain a detailed understanding of the solvent environment, as

will now be attempted in section 1.3.

1.3 The Liquid State

Section 1.2 overviewed how extremophilic organisms modify their proteins and biochem-

istry to help overcome the challenges presented by extreme conditions. As the changes

in their environment through temperature, pressure, salinity, etc. are felt through their

interactions with their aqueous environment, it is crucially important to their investiga-

tion that one understands how these extreme conditions perturb the water surrounding

biomolecules. The study of water in general is an exceptionally long standing field of

study, and can be thought of as dating back to the ancient Greeks [9]. They too recog-

nised the importance of water and proposed that everything in the universe was made

by the combination of four different elements: earth, air, fire, and water, each of which

had their own geometric form. In the following two sections we will overview some of the

more recent results than the ancient Greeks managed, and examine how water structure

and dynamics are studied through a variety of techniques.

1.3.1 Monitoring Perturbations to Water Structure

The nature of liquid water means that its constituent molecules are always in relatively

close contact and interact through weak intermolecular forces which can break and reform

on short timescales, allowing it to flow [28, 87, 88]. The fact that the molecular matrix of

water is constantly in motion means that trying to visualise its structure is conceptually

difficult. Unlike crystalline solids, which exhibit long range order and can be described by

considering an individual unit cell, the weak intermolecular interactions between water

molecules means that it can only be described by its short range order [89].
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1.3.1.1 The Water Molecule

To understand this let us first consider the structure of the water molecule itself, as

displayed in figure 1.3.1. Its molecular formula is H2O, and as such it consists of two

hydrogen atoms covalently bound to a central oxygen atom. The OH bond length is

determined to be 0.96 Å and the HOH bond angle is calculated to be 104.5 ◦ [90]. Because

oxygen is much more electronegative than hydrogen it means that the electrons in this

OH bond are pulled closer to the oxygen, and as such the hydrogen is partially positively

charged δ+ and the oxygen is partially negatively charged δ− [31]. These partial charges

are estimated in the SPC/E model of water, which is shown to accurately model water

dynamics and structure [91], to be 0.4238e (where e is the unit of elemental charge equal

to the absolute charge on an electron/proton and calculated to be 1.602×10−19 C [28])

and -0.8476e respectively. The valency of oxygen means that the formation of water

results in two pairs of electrons located on the underside of the oxygen molecule. These

electron pairs are positioned normal to the plane containing the HOH bond, and as such

the charge distribution on the water molecule is roughly tetrahedral.

Figure 1.3.1: The molecular structure of the water molecule. Two hydrogen atoms
are covalently bound to a central oxygen with a bond length of 0.96 Å and a HOH
bond angle of 104.5 ◦. The electronegativity on the OH bond and the two pairs of lone
electrons on the oxygen render the hydrogens partially positively charged δ+ and the
oxygen partially negatively charged δ−.
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Table 1.3.1: Properties of water (H2O) and the structural analogue hydrogen sulphide
(H2S).

Property H2O H2S

Molar mass (g/mol) 18.02 34.081

Boiling point (K) 373.12 212.85

Melting point (K) 273.15 187.85

Specific heat capacity (con-
stant volume) (J mol−1 K−1)

74.539 26

The localised positive charge on the hydrogen atom and the localised negative charge

on the electron pairs on the oxygen atom mean that these can act as hydrogen bond

donors and acceptors respectively [31, 88]. This is the key property that causes water

to behave as it does and as such as been researched extensively [25, 75, 88, 92–98]. One

of the simplest methods to illustrate the importance of these interactions is to compare

some of the physical properties of water with the chemical H2S, which has an identical

chemical shape, but the lower electronegativity difference between hydrogen and sulphur

means that it is less able to form hydrogen bonds. These differences are summarised in

table 1.3.1 [31]. Here we observe that despite the increased size of H2S, and therefore

greater van der Waals interactions, the enthalpically favourable interactions through

hydrogen bonding result in water having higher melting and boiling points, and a higher

specific heat capacity as the presence of hydrogen bonds allows energy to be absorbed

through many more avenues. Several definitions of the precise nature of a water - water

hydrogen bond that consider various geometric, energetic, and topological criteria have

been suggested [88, 93, 99], and these are discussed in more detail in section 2.3.2.

1.3.1.2 Tetrahedrally Structured Liquid Water

The fact that a hydrogen bond arises due to the electronegativity difference between two

bound atoms means that they are highly directional. The roughly tetrahedral organi-

sation of the hydrogen bond donating (hydrogen atoms) and hydrogen bond accepting

(oxygen lone pairs) results in a roughly tetrahedral structure of liquid water. This is

illustrated in figure 1.3.2. Here we observe that the average distance between a water

molecule and a neighbour in its first hydration shell is approximately 2.8 Å and the
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average distance between a water molecule and a neighbour in its second hydration shell

is approximately 4.5 Å.

Figure 1.3.2: The tetrahedral structure of water arising from its hydrogen bonding
interactions with its neighbours. The average distance from a water molecule to another
water molecule in its first hydration shell calculated to be is 2.8 Å, and the average
distance from a water molecule to another water molecule in its second hydration shell
calculated to be is 4.5 Å [100].

The tetrahedral nature of water is well examined experimentally through neutron

and x-ray scattering [100–102]. These techniques allow for the production of site - site

radial distribution functions (RDFs or g(r)s). Radial distribution functions describe the

local density of a particular atomic species normalised to the bulk density as a function

of distance from a central atom species. In the case of a perfectly crystalline solid this

would therefore yield a series of evenly spaced sharp narrow peaks of constant intensity,

however in liquids there is only short range order as a result of steric hinderance and

weak intermolecular interactions, hence the RDFs will appear as a series of broader

peaks of diminishing intensity with increasing distance. An example of the water oxygen

- water oxygen (Ow - Ow) RDF calculated through neutron diffraction at 25 ◦C and

ambient pressure is displayed in figure 1.3.3. Here the peaks corresponding to the first
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and second hydration shells around a central molecule occur at approximately 2.8 and 4.5

Å respectively. This is indicative of the tetrahedral structure as it can be shown through

trigonometry that for four edge points points (E) arranged into a perfect tetrahedron

with a single point at the centre (C) (and therefore an ECE angle of 109.5 ◦), the ratio of

the distance between two edge points and the distance from the central point to an edge

point is equal to
√

8/3. This is in close agreement to the ratio of the second hydration

shell and first hydration shell distance.

Figure 1.3.3: The Ow - Ow RDF for liquid water at 25 ◦C and ambient pressure
calculated through neutron scattering.

1.3.1.3 The Two-State vs The Continuum Model of Liquid Water

The various anomalous properties of water that arise from its hydrogen bonded network,

such as its maximum density at 4 ◦C, high heat capacity, and low compressibility to

name a few [31, 75], mean that there have been several suggested models that describe

its structure [103]. Broadly speaking, these can be classed into two groups of models:

the two state model of water structure, and the continuum model of water structure.

The two state model, originally introduced by Wilhelm Röntgen in 1892 [104], describes
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water as an equilibrium mixture between more highly ordered low density tetrahedrally

hydrogen bonded domains of water molecules, reminiscent of the structure of hexagonal

ice, dispersed in a matrix of higher density less ordered more weakly hydrogen bonded

molecules [105]. By comparison the continuum model initially put forward by Bernal

and Fowler [106] describes water as a fully interconnected network of water molecules

interacting through hydrogen bonds of various strengths and geometries.

Experimental evidence does exist which supports the idea of the two state model

of liquid water. Liquid water can be supercooled such that it remains liquid below

its typical freezing temperature by slowly cooling ultrapure water [107]. In principle

water can exist as a liquid to approximately 150 K, however this is difficult to observe

experimentally as homogeneous nucleation usually takes place and the liquid freezes [31].

In supercooled water we observe that as temperature is reduced towards -45 ◦C that the

isothermal compressibility and isobaric heat capacity become very large and seem to

diverge towards infinite values. This can potentially be explained by a phase transition

between the two states, however it can also be indicative of a spinodal point where

liquid water can no longer exist. X-ray scattering experiments on supercooled water

droplets were also suggested to point to the existence of a liquid-liquid transition in water,

consistent with the two state model [108], however this has been subsequently disputed

[109]. Raman spectroscopy and infrared spectroscopy studies, which are sensitive to the

frequencies associated with bond stretching and bending in aqueous solutions observe

the emergence of isobestic points in the spectra of liquid water with varying temperature

[75, 110]. Isobestic points are defined as points at which a series of spectral lines cross,

and are typically indicative of a shifting equilibrium between two states. Their existence

can therefore be interpreted as the existence of a dynamic equilibrium between the two

states of water. The deconvolution of the Raman spectrum of pure water into five

Gaussian sub-peaks is also consistent with the two state model [111]. However, the

existence of distinct regions of high and low density water described through the two

state model would require density fluctuations in the liquid equal to approximately 25%

compared with the bulk density, where experimental evidence from neutron scattering

suggests that density variations in liquid water are on the order of 4% [112], and fails
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to capture significant areas of low or high density. Recently Shi et al. used neutron

scattering to suggest why such a disparity in the literature may exist and show that,

while they are able to capture characteristics of a high density (HDL) and low density

(LDL) phase of liquid water, that “LDL and HDL are the macroscopic phases of water

that can exist only below the second critical point, so it is not appropriate to regard

liquid water as a mixture of LDL and HDL, which is widely used in the literature” [113].

This lower density fluctation is more consistent with the continuum model proposed

by Bernal [106]. This is also well supported by molecular dynamics studies by Swiatla-

Wojcik et al. [93], who tested a series of hydrogen bonding definitions between water

molecules and demonstrated a smooth transition between hydrogen bonded clusters of

water molecules. A similar study by Kumar et al. also tested several different hydrogen

bonding definitions [88] and observed in all instances that water is better described by a

continuum model than a two state model. Bandyopadhyay et al. [114] also used molec-

ular dynamics to study variations in the void space (the space between the first and

second hydration shells around a water molecule) of water molecules with different num-

bers of hydrogen bonded neighbours. This showed that tetrahedrally bonded molecules

have a larger void space than water molecules with more neighbours, but that increasing

temperature caused a smooth transition between the two regimes, consistent with the

continuum model. It can also be demonstrated that the isobestic points observed in Ra-

man spectroscopy, and thought to be indicative of a two state model, can be explained

by a continuum model, provided that the fluctuations in temperature and pressure are

less than 100 K and 104 atm [75]. A compromise between the two models is suggested by

Nucci et al. [50] through temperature excursion infrared spectroscopy measurements on

aqueous salt solutions. This suggests that all water molecules are hydrogen bonded and

there is an equilibrium between water molecules with relatively linear hydrogen bonds

and more bent hydrogen bonds. The applications of different externalities (pressure,

temperature, solute addition, etc.) then shifts this equilibrium. This gives rise to a

bimodal distribution of hydrogen bonding angles centred at roughly 12 ◦ and 50 ◦. This

corresponds well with the results of Kumar et al. [88].
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Figure 1.3.4: The phase diagram of water. Figure taken from reference [118].

1.3.1.4 Pressure and Temperature Variation

Regardless of which model one chooses to employ, perturbations to water structure as a

result of different externalities are well observed through a variety of scientific techniques

[75, 100, 115–117]. The nature of water can be described by its phase diagram, presented

in figure 1.3.4 [118]. Here we observe several key features about pressure and temperature

variation of water. Firstly, water can exist as either a solid, liquid, gas. In this thesis

we limit ourselves to discussion of the liquid state of water. At ambient conditions (1

atmosphere of pressure), water exists in its liquid state between 0 ◦C (273.15 K) and

100 ◦C (373.15 K). However, with increasing pressure, water can remain in liquid state

until its critical point at 647 K and 22.064 MPa, beyond which the liquid and vapour

states are indistinguishable [28]. At low temperatures water will form solid ice, however

the exact crystal structure of this ice can take a great many forms depending on the

pressure conditions. These are also illustrated in figure 1.3.4.
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Arguably the easiest perturbation to water structure to monitor experimentally is

variations of temperature. Increasing temperature, unsurprisingly, has been shown to

decrease the tetrahedriality of the hydrogen bonded network as more thermal energy is

available to overcome hydrogen bonding between water molecules [93, 110, 111, 119].

As such water at higher temperatures exhibit fewer and weaker hydrogen bonds per

molecule than water at lower temperatures [75, 93]. It is also shown to decrease the

structural correlations as a function of distance, particularly beyond the third hydration

shell [115, 120]. These perturbations are well observed through a variety of techniques

including: neutron scattering [115], dielectric spectroscopy [75, 121], NMR [75, 122],

molecular dynamics (MD) [93, 102], and x-ray scattering techniques [102, 122]. This

temperature increase is coupled with a decrease in density and an increase in the distance

between water molecules [119, 122].

An externality which is more difficult to access experimentally, but is equally im-

portant to the phase diagram of water, is pressure. Hydrogen bonding between water

molecules results in it having an unusually low compressibility [31, 112], however its

structure can still be perturbed by the application of sufficiently high pressures. The

primary effect of pressure application is a compaction of the second hydration shell into

the first, which has observed by both neutron [115] and x-ray scattering [123]. X ray

scattering data of liquid water at pressures from 1 bar up to 7.7 kbar by Okhulkov et al.

are presented in figure 1.3.5. Here the collapse of the second hydration shell into the first

is reflected by a gradual decrease in intensity and inward movement of the second peak in

the water - water RDFs. MD simulations have shown that this results in an unchanged

position of the first peak in the Ow - Ow RDF due to steric effects, but that the orienta-

tional order of the water molecules in the first hydration shell is significantly diminished

as the first hydration shell coordination is increased [64]. At sufficiently high tempera-

tures as pressures, the compaction of water structure along with the increased thermal

energy available to water molecules means that water begins to behave increasingly like

a non-interacting conventional liquid [31, 124].
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Figure 1.3.5: The water - water RDFs calculated by x-ray scattering at various
pressures. RDFs vertically shifted for clarity. Figure taken from reference [123].
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1.3.1.5 Salt Addition

As discussed in section 1.1.1, the introduction of solute particle into water means that

the water network must reorganise so as to accommodate the particle [31, 125]. One of

the most important and prevalent solute species to life on Earth are salts, which dissolve

into their constituent ions in aqueous solution. The organisation of the water molecules

around a charged ion is dependent on the sign of the charge (negative or positive), the

magnitude of the charge, and the size of the ion. In the case of negatively charged anions,

water molecules will achieve favourable enthalpic interactions by orienting a positively

charged hydrogen towards a central anion, and in the case of positively charged cations

they will tend to orient both hydrogens away from the cation. [126–129]. One of the key

observations from the study of the structure of aqueous salt solutions is that the effect

of ions on water structure is very similar to the effects of increasing pressure, namely

an inward movement of the second peak in the Ow-Ow RDF [130, 131]. For example, a

neutron study by Winkel et al. on aqueous LiCl suggested that this pressurising effect at

a molar ratio of 1 LiCl ion pair to 40 water molecules resulted in a structural perturbation

to water equivalent to the application of approximately 3 kbar [132]. A more extreme

example of this, Mg(ClO4)2, at a concentration of 44 wt% can perturb water in a similar

manner to the application of approximately 3 GPa. This is well illustrated by the neutron

scattering study of Lenton et al. [133]. In figure 1.3.6 we report the spatial density

functions (SDFs) for pure water at ambient conditions, for pure water at 400 MPa, and

for pure water in 44 wt% Mg(ClO4)2. SDFs can be thought of a 3D visualisation of RDFs,

and not only show the distances at which neighbouring water molecules can be found, but

also their orientation with respect to a central water molecule. The yellow isosurfaces in

figure 1.3.6 correspond to the 30% most likely positions for neighbouring water molecules

around a central water molecule. Here we observe with increasing pressure or Mg(ClO4)2,

that the second hydration shell begins to compress into the first hydration shell. This

particular salt will be studied in much greater detail in chapters 5 and 6.

Broadly speaking, the effects of ions on the structure of water depend on the charge

density of the ion, that is the charge of the ion per unit volume. Simple monovalent
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Figure 1.3.6: The water - water SDFs calculated by neutron scattering for pure
water (a), water at 400 MPa (b), and water with 44 wt% Mg(ClO4)2. The yellow
isosurface contains the 30% most likely positions for neighbouring water molecules
around a central water molecule. Figure taken from reference [133].

ions such as Na+, K+, Cl−, etc. all result in a modest perturbation to the tetrahedral

structure of water as the ions are accommodated [126]. Here it is observed that the

lower charge density cation K+ shows a less well defined hydration structure compared

with Na+, indicated by the heights of the first and second peaks in the ion - Ow RDFs

and the distribution of dipole orientations of the surrounding water molecules. This

also results in a reduced pressure like effect, with the second hydration shell of the

Ow - Ow RDF being shifted inwards by lesser amounts in aqueous KCl than NaCl at

equivalent concentrations [127]. The same is observed for water hydrating monovalent

anions by studying the aqueous potassium halides KF, KCl, KBr, and KI. The hydration

structure monitored through the ion - Ow RDFs and distribution of hydrating water

dipole orientations becomes less well defined as the anion size increases as one moves

from F− to I− [128]. These particular salts will be investigated in much more detail in

chapter 3. Infrared spectroscopy studies on aqueous NaCl, NaBr, and NaI also suggested

weakened structural correlations between water molecules and the anion with increasing

anion size [134]. These are well reflected by thermodynamic measurements which suggest

that the enthalpy of hydration becomes less negative with increasing ion size [27, 35].

Interestingly, opposite trends to increasing pressure like perturbation with increasing

ion charge density are observed in the case of aqueous LiOH, NaOH, and KOH when

compared with NaCl and KCl. Here the pressure like perturbation was shown to be

greatest in the case of the KOH, rather than LiOH [131]. As all ions show a pressure
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like effect, and this effect is relatively similar between similarly charged ions, it would

seem that the specific order in which ions induce pressure like structural perturbations is

dependent of the species of the counterion. In the case of these two studies the difference

is likely due to the fact that OH− ions can form strong hydrogen bonds due to the dipole

moment on the ion, whereas Cl− interacts comparatively weakly with surrounding water

molecules [126, 127, 135].

In the case of extremely charge dense ions such as H+, which is a bare proton, the

pressurising effect can become so severe that not only does the second peak in the Ow

- Ow RDF shift inwards, but the first one does as well [136]. The effects of increasing

charge density of the ion on water structure are also well demonstrated by using x-ray

diffraction to study aqueous solutions containing divalent ions. Collins et al. examined

perturbations to water structure due to Li+, Na+, K+, Mg2+ and Be2+ cations and F−

and Cl− counterions [135]. Here the divalent cations show much more tightly bound

water molecules, and that this binding is tighter with decreasing ion size.

1.3.1.6 Addition of Other Solute Species - Alcohols, Amino Acids, and Os-

molytes

Other solute species induce similar changes to water structure. It has been shown through

neutron scattering that the simple amino acid glycine forms hydrogen bonds with sur-

rounding water molecules through its amine and carbonyl groups, and that the amine

- water hydrogen bonds are likely weaker than the carbonyl - water hydrogen bonds

[1]. Similar results are also observed for neutron scattering studies of aqueous single

amino acids like proline [137], and glutamine [138, 139], as well as dipepites [140], and

are also well reflected by results from machine learning [97]. Urea is another well re-

searched osmolyte due to its role as a protein denaturant, and has been shown to form

favourable hydrogen bonds with surrounding water molecules, stronger than water - wa-

ter hydrogen bonds, while leaving the bulk structure of water relatively unperturbed

[62, 63, 141, 142]. This is demonstrated by the Ow - Ow RDFs for pure water, aqueous

urea at a mol fraction of 0.05, and aqueous urea and TMAO at a mol fraction of 0.05
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Figure 1.3.7: The Ow - Ow RDFs in pure water, aqueous urea, and aqueous TMAO
at a solute mole fraction of 0.05 and a TMAO : urea ratio of 1 : 1. Figure taken from
reference [62].

and a urea : TMAO ratio of 1 : 1 calculated through neutron scattering by Meersman et

al., as shown in figure 1.3.7. Liquid - liquid hydrogen bonding has also been researched

through neutron scattering studies on aqueous alcohols. Here it is shown that while

both methanol and enthanol are capable of forming hydrogen bonds with water through

their OH group, that the two liquid species tend to segregate, resulting in water rich

and alcohol rich regions, as shown in figure 1.3.8. This segregation is observed to be

increased with reducing temperature [143, 144].

A particular solute which is of core interest to the study of extremophiles and this

thesis is TMAO, as pictured in figure 1.3.9. As mentioned in section 1.2, this protect-

ing osmolyte is utilised by extremophiles to resist the negative consequences of their

environment [57, 86, 145]. For this reason its effects in aqueous solution under ambient

conditions [70, 146] and in the presence of other externalities, such as pressure [64, 147]

and urea [62, 66], have been well studied. Various experimental methods, including

neutron scattering [2, 3, 62], molecular dynamics [70], x-ray spectroscopy [142, 146],

and dielectric spectroscopy [148] have identified that TMAO enhances the strength of

hydrogen bonding between water molecules. This is likely the origin of its ability to
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Figure 1.3.8: The structure of a mixed water (white spheres) - methanol (dark
spheres) calculated through neutron scattering and computer modelling. The two liq-
uids segregate into methanol rich regions and water rich regions, while remaining more
mixed in others. Figure taken from reference [144].

33



stabilise biomolecules against denaturing externalties. This occurs through the forma-

tion of a more ordered structure and strong hydrogen bonds between the TMAO oxygen

and approximately three neighbouring water molecules [64, 66, 70, 146, 149, 150] as a

result of the large dipole moment across the NO bond [148]. The formation of these

strong hydrogen bonds occurs while leaving the water structure relatively unperturbed

[2, 62, 66, 72].

Figure 1.3.9: A schematic illustration of the TMAO molecule with nitrogen (N),
oxygen (O), carbon (C) and hydrogen (H) atoms labelled. A large dipole moment
exists on the TMAO molecule due to the localised negative charge δ− on the oxygen
and the localised positive charge δ+ on the nitrogen.

Studies of aqueous TMAO under high hydrostatic pressure have demonstrated that

while the structure of water is sensitive to pressure, with the second hydration shell

collapsing into the first [115, 123], the hydration structure around the hydrophilic TMAO

oxygen and the hydrophobic TMAO methyl groups are much less sensitive [64, 72, 147].

The main effect of pressure around the TMAO molecule is an overall compaction of

water structure. This results in an increase in coordinated water molecules around

34



the hydrophobic groups [64, 72, 149], and an increase in coordinated water molecules

around the hydrophilic group while maintaining strong hydrogen bonds, where four fold

coordination becomes to become more common than ambient three fold coordination

[147, 149, 150]. This relatively rigid hydration structure results in a less compressible

overall solution [151] and suggests TMAO acts to resist large external pressures. This

hypothesis will be investigated in much more detail in chapter 4.

A pressure resisting affect by TMAO has also been observed in aqueous solutions

of Mg(ClO4)2, which perturbs water structure in a similar manner to a large external

pressure [2, 3]. Here water - water hydrogen bonding was shown to be more stable

in the presence of TMAO at constant Mg(ClO4)2 concentration. These results will

be discussed in much more detail in chapter 5. The competing effects on biomolecule

stability by TMAO and urea mean that this tertiary solution has also been well studied

[62, 63, 142, 152]. These studies suggest that urea and TMAO interact through both

direct hydrogen bonding between the urea amine groups and the TMAO oxygen, as

well as hydrophobic style association of urea around the TMAO methyl groups. It is

therefore easy to conclude that the stabilisation of biomolecules by TMAO against urea

is as a result of their direct interaction, leaving less urea avaiable to interact with the

biomolecule and cause denaturation. However, this conclusion must be taken with a

pinch of salt, as TMAO and urea are thought to act on biomolecules through opposite

mechanisms. Urea is thought to enrich at the protein surface [153, 154] whereas TMAO

is throught to be excluded from it [68, 69, 73]. Therefore any statements regarding

how TMAO and urea perturb biomolecule stability originating from studies that do not

contain a model biomolecule must be carefully evaluated.

1.3.2 Monitoring Perturbations to Water Dynamics

1.3.2.1 The Extended Jump Model

As the structure of liquid water is constantly changing, it is equally important to consider

the impact of different externalities of the dynamics of liquid water. In general dynamics
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in liquid water can be described through the extended jump model proposed by Laage

and Hynes [26, 155]. This states that water molecule dynamics consist of two compo-

nents, large angular jumps as a water molecule switches its hydrogen bonding partner

through a jump angle of approximately 68 ◦ called jump reorientation, and diffusion of

pairs of water molecules while maintaining their hydrogen bonds called frame reorien-

tation. The former relates to rotational motion of the water molecules in solution and

the latter is related to the solution viscosity. This jump orientation proceeds through an

intermediate conformation called the “bifurcated hydrogen”, where the switching water

molecule will temporarily form a hydrogen bond with two neighbouring water molecules

through a single hydrogen. A schematic illustration of this bond switching event taken

from snapshots of molecular dynamics simulations by Laage et al. [155] is shown in

figure 1.3.10. This is explained in greater detail in section 2.3.2.

Figure 1.3.10: A series of screenshots from molecular dynamics simulations of a
central water molecule switching its hydrogen bonding partner. This involves three
neighbouring water molecules. Hydrogen bonds between the three water molecules are
shown in green and hydrogen bonds between other water molecules in the simulation
that are not shown are shown in blue. In A, a water molecule(*) is hydrogen bonded
to another water molecule(a). In B, it then switches partners through the formation of
a bifurcated hydrogen, where hydrogen H* is shown to hydrogen bond to both Oa and
Ob. In C, the hydrogen bond between hydrogen H* and Oa is terminated and water(a)
diffuses away. Figure taken from reference [155].

1.3.2.2 Pressure and Temperature Variation

Unsurprisingly, increasing temperature results in increased dynamics of water molecules

due to the greater availability of thermal energy. This is reflected by a decreasing vis-

cosity, increased rotational motions, increased self-diffusion coefficient with increasing

temperature [75]. By comparison pressure variation on water dynamics is more complex.
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It is experimentally observed at low temperatures (275.4 K) that the viscosity of water

decreases with increasing pressure up to 100 - 200 MPa, before increasing again. At high

temperatures (373.2 K) the relationship is much clearer, and viscosity increases linearly

with pressure. Similar trends are observed for the self diffusion coefficient, where the

self diffusion coefficient does through maximum between 100 - 200 MPa before decreas-

ing again with increasing pressure, but at high temperature the self diffusion coefficient

decreases linearly with increasing pressure. These results are displayed in figure 1.3.11.

This relationship is explained by competition between two factors: increasing pressure

results in increased overlap of close-contact electron orbitals, which weakens the hydrogen

bonding structure and promotes flow. However, the compressed water structure means

that the local fluctuations in density responsible for hydrogen bond switching events [26]

are reduced, and jump reorientations occur less frequently, resulting in slowed dynamics

[124].

Figure 1.3.11: The variation of the self-diffusion coefficient of water (left) and the
viscosity of water (right) as a function of pressure at temperatures of 275.4 K and 373.2
K. Figure taken from reference [75].

1.3.2.3 Salt Addition

The structural organisation of water around charged ions is reflected in the dynamic

perturbations to water, and is again sensitive to ionic charge density. Perturbations to

water dynamics in the vicinity of solutes can be thought of as the sum of two components:

the strength of favourable electrostatic between the solute and the water molecules rela-
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tive to the strength of water - water interactions, and the excluded volume effect of the

solute [156]. In the case where the interactions between the solute and the surrounding

water are stronger than that between water molecules, it means that a water molecule

is in a more enthalpically stable state and therefore will be less likely to undergo a jump

rotation or diffuse away from the solute. The excluded volume also effect reduces jump

reorientations by reducing the likelihood that a water molecule will be appropriately

positioned for a hydrogen bond switching event to occur. This is well demonstrated by

viscosity measurements of aqueous solutions containing Zn2+, Cu2+, Fe3+, and Cr3+,

where Ma et al. demonstrated that the solution viscosity decreased with increasing ionic

charge density [117]. At high concentration, all ions are shown to retard water dynamics

[25], however at lower concentrations the effects of ions on water dynamics are more var-

ied. In the case of single ions, low charge density ions are shown to accelerate dynamics

and high charge density ions are shown to retard dynamics [87, 157]. For example, Kim

et al. observed a decreasing self diffusion coefficient for water in aqueous NaCl, but an

increasing self diffusion coefficient in aqueous CsI [158]. It is also worth noting here that

ions may perturb the two components of the extended jump mechanism differently. For

example, LiCl is observed to retard both the jump and frame reorientations, resulting in

reduced overall dynamics. However, NaBr is shown to marginally accelerate the jump re-

orientations while drastically slowing the frame reorientations. Hence, despite increased

rotational motion, the overall visocisity is increased and dynamics are reduced. The

opposite is true of NaI, where rotational motions are increased with a moderate increase

in viscosity, resulting in accelerated overall dynamics [157]. These results are displayed

in figure 1.3.12.

The simple rule of thumb that high charge density ions retard dynamics and low

charge density ions accelerate dynamics is no longer applicable once one begins to con-

sider larger polyatomic ions. 2D infrared spectroscopy measurements demonstrated that

the time constant associated with total randomisation of the hydrogen bond network

was increased from 1.7 ps to 4.8 ps in 6 M NaBr [159], consistent with NMR measure-

ments [157]. This was also compared with the time constant for aqueous NaBF4. The

absolute charge on the BF−4 ion spread over 5 atoms would suggest that it has very low
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Figure 1.3.12: The relative changes in the jump reorientation (blue) and the frame
reorientation (green) time in aqueous sodium and potassium halide salts. Slowed dy-
namics are shown by increased values in the + direction and vice versa. The circles
represent the relative contributions of each component at the maximum studied con-
centration. Maximum studied concentration displayed beneath circles. Figure taken
from reference [157].

charge density, however 6 M NaBF4 was shown to increase the time constant to 6 ps,

suggesting slower dynamics than in NaBr at equivalent concentration [159]. Conversely

the similarly charged polyatomic ion ClO−4 was shown to accellerate water dynamics

[160, 161]. It is suggested that a key feature to consider for polyatomic ions that is

not as important when one considers dynamic perturbations to water by single ions

is polarisability effects. A particularly interesting example of aqueous polyatomic ions

comes from the 2D infrared spectroscopy study of van der Post et al. [162], who studied

aqueous teraalkylammonium (N(alkyl)+
4 ) ions. These are ions that have an absolute

charge of -1, but contain four variable length hydrocarbon akyl chains covalently bonded

to a central nitrogen atom. Here it was observed that increasing the excluded volume

effect by increasing the alkyl chain length resulted in slowed dynamics with increasing

chain length. This is a particularly important observation as the hydrophobic effect, as

discussed in section 1.1.1, is shown to originate from unfavourable entropic interactions

between a hydrophobic solute and water. This reduced dynamics around a hydrophobic

entity therefore contributes to an increased entropy pentalty, as reduced dynamics means

that water molecules are less able to explore their available conformations.
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1.3.2.4 Addition of Other Solute Species - Alcohols, Amino Acids, and Os-

molytes

The different dynamics induced in surrounding water molecules by hydrophilic and hy-

drophobic entities can be studied using molecules that contain both hydrophilic and

hydrophobic moeties, such as amino acids. In general it is observed that dynamics of

hydrating water molecules are reduced around hydophobic surfaces due to an excluded

volume effect of the surface, but the added favourable enthalpic interactions between

water molecules and a hydrophilic surface reduce dynamics yet further [163, 164]. As

was the case for ions, the relative decrease in dynamics of the hydrating water molecules

around hydrophilic groups is dependent on the group species. Sterpone et al. used molec-

ular dynamics to investigate aqueous amino acids and determined that water rotational

dynamics are slowed by a factor between 1.1 - 1.4 around the amine group, but slowed

down by a factor of up to 3 around carbonyl groups [165]. This is also shown in other

hydrogen bonding species such as aqueous alcohols [166] and urea [167], where solute -

water hydrogen bonds are observed to be stronger than water - water hydrogen bonds,

resulting in a retarded water rotational and diffusive dynamics as a function of solute

concentration. The relative perturbations to dynamics has been shown to be crutially

important to thermodynamic parameters. Okouchi et al. showed through 17O NMR that

the entropy of hydration of a particular solute correlates well with the “dynamic hydra-

tion number” (DHN), as shown in equation 1.3.1 where nh is the coordination number

of the species, τhc is the rotational correlation time of a water molecule in the hydration

shell of the species (roughly equal for the time taken for the average angular deflection

of a water molecule to be one radian [168]), and τ0
c is the rotational correlation tme of

pure water. This observation is a particularly nice example of the importance of consid-

ering both structural and dynamic perturbations to water by solute addition [169]. This

correlation between DHN and entropy of hydration is also observed in aqueous alcohols

[170].

DHN = nh

(
τhc
τ0
c

− 1

)
(1.3.1)
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The relative slowdown of water rotational motion in aqueous TMAO was well char-

acterised in a combined molecular dynamics and terahertz spectroscopy study by Imoto

et al. [148]. Here it is observed that the rotational relaxation time (related to but not

equal to the rotational correlation times) for pure water is 1.76 ps. In aqueous TMAO

the rotational relaxation time is retarded around the hydrophobic groups to 2.18 ps, and

retarded yet further around the hydrophilic oxygen to 2.87 ps. This calculated through

the rotational correlation function, which quantifies how predictable the orientation of

a particular water molecule will be as a function of time. At time = 0 it therefore has

a value of 1 and as time approaches ∞ it decays towards 0. Faster dynamics therefore

correspond to a steeper gradient in Crot(t) and vice versa. This data is shown in fig-

ure 1.3.13. This again demonstrates that the combined effects of favourable enthalpic

interactions and excluded volume effects typically result in reduced dynamics of hydrat-

ing water molecules around hydrophilic groups compared with water molecules hydrating

hydrophobic groups, which have little in the way of favourable enthalpic interactions but

maintain the excluded volume effect. These results are in good qualitative agreement

with ab intio molecular dynamics simulations by Stirnemann et al. [65], who showed

a reduction in rotational dynamics of water molecules around the hydrophobic groups

of TMAO by a factor of 1.6, but a reduction in rotational dynamics of water molecules

around the hydrophilic oxygen by a factor of 4 - 5. Similar results are also reported by

the molecular dynamics studies of Usui et al. [171] and Xie et al. [167]. Interesting the

combined study of Imoto et al. showed that water was not only retarded in the hydration

shell of TMAO, but also in the bulk solution, where the rotational relaxation time slowed

from 1.76 to 1.83 ps. This suggests, consistent with the results from various structural

studies [2, 3, 70, 142, 146], that TMAO acts to enhance the hydrogen bonding between

bulk water molecules. This effect will be studied in much greater detail in sections 4 and

5, and the different range over which solutes perturb water structure and dynamics will

be commented on in chapters 3 - 5.
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Figure 1.3.13: . The rotational correlation function for water molecules in pure
solution (orange), bulk water in aqueous TMAO (green), water around the hydrophobic
regions of TMAO (blue), and water around the hydrophilic TMAO oxygen (red). Figure
taken from reference [148].

1.4 Aims and Objectives

One could easily spend a lifetime studying the perturbations to water and its interactions

with biomolecules under these conditions, however over the course of a four year PhD

one is unfortunately forced to narrow one’s focus. Hence in this thesis we will primar-

ily concern ourselves with two extreme environments: the high pressure environments

present in the deep ocean on Earth [172], and model versions of the subsurface lakes

recently discovered beneath the Martian south pole, which are suggested to contain the

salt Mg(ClO4)2 [173, 174]. The aims and objectives of this thesis are therefore as follows:

• In chapter 3 we will use a combination of neutron scattering, NMR, and thermody-

namics to obtain a detailed understanding of the perturbation to water structure

and dynamics as a result of the addition of simple monovalent biologically relevant

ions. These are studied as they are present in all known environments, regardless
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of additional extreme [11, 175, 176], and their simplicity serves as a good basis on

which to build the following results chapters.

• In chapter 4 we will then use neutron scattering to investigate the effects of large

external pressure on water structure, and we will determine whether the rigid hy-

dration structure and enhancement to water - water hydrogen bonding previously

observed by TMAO addition acts to resist this pressure induced perturbation.

• In chapter 5 we will use neutron scattering and NMR to examine the pressure-like

perturbation to water structure induced by Mg(ClO4)2, previously observed by

Lenton et al. [133], and investigate whether TMAO can also resist this style of

perturbation to water structure. We will also discuss the dynamic perturbations

to water as a result of the two solutes, and comment on how one can deconvolute

the roles of individual solute species in more complex tertiary aqueous solutions.

• Finally, we will consider the effects of Mg(ClO4)2 and TMAO on biomolecules in

chapter 6. This is done by examining the ability of the model amino acid to self-

associate in aqueous solution containing Mg(ClO4)2 through neutron scattering and

measuring the effect of Mg(ClO4)2 and TMAO the Gibbs free energy of unfolding

of the model β sheet protein I27.

In this way we will build a complete story that begins with the perturbations to water

structure and dynamics by simple ions, investigates the perturbation to water structure

and dynamics by extremes of pressure and more complex ions found in the Martian

regolith, examines how the osmolyte TMAO already employed by organisms to combat

extreme environments affects these perturbations, and finally demonstrate how the two

solute species Mg(ClO4)2 and TMAO perturb the interactions between biomolecules.
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Chapter 2

Materials and Methods

The ubiquity of liquid water on Earth and its vital relationship with molecular biology,

along with countless other areas of scientific inquiry, means that it is difficult to think of

an experimental technique that hasn’t been applied to its study, as discussed in section

1.3. In this next chapter we will overview the fundamental theory and application of the

principle techniques used in this thesis to monitor structural and dynamic perturbations

to water, namely: neutron diffraction, computational modelling, and nuclear magnetic

resonance. We will first discuss the phenomenon of diffraction and interference in general

in section 2.1 and 2.1.1, before going on to discuss now this theory specifically applies to

neutron diffraction in section 2.1.3. This will be expanded on further to overview the raw

data produced through neutron diffraction, the total structure factor, in section 2.1.4,

and its analysis through EPSR and additional analysis routines in sections 2.2.1-2.3.4.

We will then go on to overview how nuclear magnetic resonance can shed further insight

on aqueous sytems by first overviewing the fundamental theory of NMR in sections 2.4.1-

2.4.2. This technique can help verify the structural information gleaned through neutron

scattering and computational modelling, as discussed in section 2.4.3, and can be used

to investigate dynamic perturbations to water, as discussed in sections 2.4.4 and 2.4.5.

These perturbations go on to have significant effects to the structure and stability of

biomolecules. In this thesis we will specifically focus on perturbations to the protein I27
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and the 10 amino acid peptide CLN025. In sections 2.5.2-2.6 we will describe the pro-

duction and purification of proteins and peptides, before going on to describe how their

structure and stability is experimentally investigated through fluorescence spectroscopy

in section 2.7 and circular dichroism in section 2.8.

2.1 Diffraction

Diffraction is a fairly broad term which refers to the the ability of wavefronts to bend

around an obstacle or through an aperture. This occurs most effectively when the

object/aperture is of comparable size (within a few wavelengths) to the wavelength λ

of the incoming wave, as shown below in figure 2.1.1(a). In this case a parallel wave

will diffract through the aperture and become a circular wave, and the aperture will

effectively act as a new point wave source. However, in the case when the size of the

aperture is much larger than the wavelength of the incoming wave, as shown in figure

2.1.1(b) only the part of the wavefront which is within a few wavelengths to the edge

of the aperture will diffract and the remainder of the wave will continue unchanged

[28, 177].

Figure 2.1.1: The diffraction of a parallel wave of wavelength λ passing through
an aperture of size comparable to λ (a) and passing through an aperture of size much
larger than λ (b).
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It is for this reason that one can easily hear someone talking from around the corner

of a building, as the wavelength of sound is on the order of metres, and therefore diffracts

very effectively around an obstacle like a corner and a large portion of the wave reaches

the listener. However, one is unable to see the other person, as the wavelength of visible

light is only hundreds of nanometers and therefore does not diffract effectively around the

corner, and practically no light reaches the viewer from the source. It is this relationship

between the wavelength of the wave and the size of the object being studied that makes

diffraction such a useful probe of structure, as we can tune the wavelength of our probing

wave such that it is suitable to study structures of a given size. The following sections

will explore this in more detail and how it applies to using neutron diffraction to study

aqueous solutions.

2.1.1 Superposition

With the theory of how waves diffract around objects or through apertures firmly in

hand we can now begin to address what happens when two waves come together to

cause superposition. The principle of superposition states that: “when two or more

waves overlap, the resultant wave is the algebraic sum of the individual waves” [28].

This is illustrated in figure 2.1.2.

Figure 2.1.2: The algebraic sum (blue) of two individual waves (red dots and black
dashes) that are perfectly in phase (a) resulting in constructive interference and per-
fectly out of phase (b) resulting in deconstructive interference.

In this figure we observe the two most extreme cases of superposition. In figure
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2.1.2(a) we observe that if two waves of equal amplitude and frequency are perfectly

in phase (coherent) then the resultant wave is one of twice the amplitude at the same

frequency. This scenario is referred to as constructive interference. Conversely, in figure

2.1.2(b), if two waves of equal amplitude and frequency are perfectly out of phase, with

a phase difference equal to π, then the resultant wave has 0 amplitude. This scenario is

referred to as destructive interference.

We will now demonstrate how the phenomena of interference and superposition can be

exploited to reveal structural information about a sample. In the first instance consider

a crystal consisting of planes of atoms, shown in red, separated by a distance d, as shown

in figure 2.1.3.

Figure 2.1.3: Scattering of two coherent waves (blue) at an angle θ off planes of
atoms (red) separated by a distance d in a crystal. The extra distance travelled by the
bottom wave is shown in green.

We now consider two parallel coherent waves, shown in blue, incident on the crystal

at an angle θ relative to the atomic planes of the crystal. We observe that the top wave

is reflected off the atom in the top plane, and the bottom wave is reflected off the atom

in the bottom plane. We also notice that the bottom wave has had to travel an extra

distance, called the path difference, shown in green compared to the top wave. We can

show using trigonemetry that the path difference of the bottom wave is equal to 2d sin θ.

We then consider how the two emerging waves will interact with one another. If the path
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difference of the bottom wave is equal to an integer number of wavelengths λ, then the

two emerging waves will remain in phase with one another and constructive interference

will occur. This condition is represented algebraically in equation 2.1.1.

nλ = 2d sin θ (2.1.1)

This equation is known as Bragg’s law, named after the father and son team who first

derived it in 1913 at the University of Leeds [178]. They first observed the phenomenon

when directing coherent x-rays at mica crystals through an angle θ, and noticing that

the reflected radiation intensity would spike at regular intervals of sin θ. This therefore

allowed them to calculate the spacing between the atomic planes of the mica crystals,

and is a technique underpins the field of crystallography to this day. This equation also

helps us to understand the importance of tuning the wavelength of the incoming wave

to the size of the structural motifs, in this case the distance between planes of atoms,

if one wishes to gain meaningful insight into the sample. As an example let us consider

molybdenumKα x-rays (λ = 0.709 Å) incident on a sodium chloride crystal, where planes

of Na and Cl atoms are separated by a distance of 2.81 Å[28]. Applying Bragg’s law we

can determine that one will observe the first two instances of constructive interference

at scattering angles of 7.25 ◦ and 14.61 ◦. This is certainly a plausible experimental

setup that would allow molybdenum x-rays to determine the atomic spacing in a sodium

chloride crystal. One can now use Bragg’s law to explore the upper limit of wavelengths

that would be suitable for this experiment. In this case, with a lattice spacing 2.81 Å,

any wavelengths greater than 1.405 Å would render Bragg’s law unsolvable and would

not allow for determination of the atomic spacing. Conversely if one were to use gamma

rays (λ ≈ 10−12 m), then the first two instances of constructive interference would occur

at scattering angles of 0.1 ◦ and 0.2 ◦, which would require large separation between

crystal and detector and renders the experiment highly impractical. The short version

is this: if you want to look at things separated by distances of Å, use something with a

wavelength of Å.

A second example of the use of the relationship between superposition of waves
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and the structure of the diffracting objects can be found in Thomas Young’s double slit

experiment [179]. In figure 2.1.4 we observe a plane light wave of wavelength λ diffracting

through two narrow slits separated by a distance d. As described in section 2.1, the plane

wave diffracts through a narrow aperture resulting in two circular waves, hence each slit

essentially acts as a new point source of circular waves. The resultant pair of waves

then go on to interfere to create areas of constructive and destructive interference. The

areas of constructive interference are shown in red. If a screen is placed in front of the

resultant waves the areas of constructive interference will produce bright bands on the

screen separated by a distance of 2π
d . We therefore observe a reciprocal relationship

between the spacing of the slits and the resultant diffraction pattern. When the slits are

separated by a small distance, the resultant diffraction pattern is separated by larger

distances, as shown in figure 2.1.4(a), and vice versa, as shown in figure 2.1.4(b).

2.1.2 Reciprocal Space

This reciprocal relationship between the structure of the scattering object, in this case

a pair of slits, and the resultant diffraction pattern brings us neatly to the concept of

reciprocal space, also referred to as k-space or Q-space. To do this we will now describe

a wave by its wavevector k, given in equation 2.1.2.

k =
2π

λ
(2.1.2)

The difference between the wave incident on the slits ki and the total wave emerging

from the other slits kf is the exchanged wavevector Q, shown in equation 2.1.3.

Q = ki − kf (2.1.3)

We can now say that the spacing between the slits is related to Q by:
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Figure 2.1.4: The diffraction of a wave of wavelength λ through two narrow slits
separated by distance d. The resultant diffracted waves go on to interfere and produce
an interference pattern on a screen. The interference pattern is a series of bands
separated by a distance 2π

d .
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Q =
2π

d
(2.1.4)

One can now use the observations gleaned from the double slit experiment to explain

how one moves between the structure of the diffracting object to the eventual diffraction

pattern [180]. A pair of slits separated by a distance d can be described mathematically

by the aperture function, shown in equation 2.1.5. Here the pair of slits are described as

an amplitude A(x) equal to a pair of Dirac δ functions separated by a distance d
2 from

the centre, where x represents the distance along the screen containing the slits.

A(x) = δ

(
x− d

2

)
+ δ

(
x+

d

2

)
(2.1.5)

We can move from this equation to the eventual diffraction pattern by the use of a

Fourier transform, shown in equation 2.1.6, where ψ(Q) is the diffracted wave function,

ψ0 is a constant of proportionality, and i is the square root of -1.

ψ(Q) = ψ0

∫ ∞
−∞

A(x) exp(iQx)dx (2.1.6)

Armed with the knowledge that the integral of a Dirac delta function from −∞ to

∞ is equal to 1, we can rewrite equation 2.1.6 as equation 2.1.7.

ψ(Q) = ψ0

[
exp

(
iQ
d

2

)
+ exp

(
−iQd

2

)]
= ψ02 cos

(
Qd

2

)
(2.1.7)

One does not observe the diffracted wave function, but rather its intensity I(Q),

which is given in equation 2.1.8, where ψ(Q)∗ is the complex conjugate of ψ(Q).

I(Q) = |ψ(Q)|2 = ψ(Q)ψ(Q)∗ (2.1.8)

Hence we can finally say that the observed diffraction pattern as a result of a plane
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wave diffracting through a pair of narrow slits separated by a distance d is given by

equation 2.1.9.

I(Q) ∝
[
cos

(
Qd

2

)]2

∝ 1 + cos (Qd) (2.1.9)

This predicts that the observed diffraction pattern will be a series of evenly spaced

equally intense bands, as observed experimentally, and demonstrates that one can use

Fourier transforms of observed diffraction patterns to extract structural details of a

diffracting object.

2.1.3 Neutron Diffraction

We will now overview how neutrons can be used in diffraction experiments and why

they are a sensible choice for the study of aqueous solutions. To do this we will first

review a fundamental concept in physics: wave-particle duality. In 1923 Louis de Broglie

[181] demonstrated that particles and waves were not in fact separate entities, but that

a particle could exhibit wave like properties, and vice versa. The de Broglie hypothesis

states that the wavelength of a wave or particle of any sort is inversely proportional to

its momentum by a constant of proportionality equal to Planck’s constant, as shown in

equation 2.1.10.

λ =
h

p
=

h

mv
(2.1.10)

With this equation one can make the make the rather entertaining thought of guar-

anteeing a strike in bowling, by making the ball diffract through the approximately 1 m

opening at the end of a bowling lane like a plane wave and occupying the entire area

in which the pins are situated. However, for a 5 kg bowling ball to have a wavelength

of 1 m, and therefore diffract through the opening, equation 2.1.10 shows us that it

would have to be rolled at 1.33× 10−34 ms−1, and would therefore take 4.3× 1027 years

to traverse the 18 m bowling lane. In this sense, practice may be more practical than
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patience.

While this hypothesis is clearly not useful in everyday life, it becomes vital when

one wishes to study the structures on the molecular lengthscale, where structural motifs

are on the orders of Å. In this case neutrons become a very practical diffraction probe,

as the momentum of the neutron can be carefully tuned such that its wavelength is

comparable to the Å scale separations between atoms in a liquid. However, its benefits

extend beyond simply having a tunable wavelength, as we will now discuss.

The neutron is a a subatomic particle that is found alongside protons in the nucleus

of all atoms, with the exception hydrogen whose nucleus comprises of a single proton.

It was descovered in 1932 by James Chadwick [182] through the reaction of Beryllium

with alpha particles, resulting in the unstable carbon isotope 13C, which then decays

into 12C and a single neutron, as shown in equation 2.1.11. Some of the key properties

of the neutron, compared with protons and photons, are displayed in table 2.1.1.

9Be+4 He→13 C →12 C +1 n (2.1.11)

Table 2.1.1: Comparing key properties of neutrons, protons, and photons [28].

Property Neutron Proton Photon

Mass (MeV/c2) 939.6 938.3 0

Charge (e) 0 +1 0

Spin 1
2

1
2 1

Classification Baryon Baryon Boson

It is through these properties that we can begin to elaborate on what makes neutrons

a useful diffraction probe. They are electrically neutral, which allows them to penetrate

deeply into a sample in a way that charged particles like protons cannot, as electrostatic

interactions between charged particles and electron clouds around atoms and molecules

would cause charged particles to lose kinetic energy very quickly. They have an intrinsic

magnetic moment, given by their spin, which means they are sensitive to the magnetic
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domains in a sample, however this property is not useful for the investigations covered in

this thesis. Finally they are baryons, and therefore interact through the nuclear strong

force. This is the same force that holds the nucleus of atoms together, as without it

the strong electrostatic repulsion between the positively charged protons would cause

the nucleus to fly apart. It also means that neutrons will scatter off the nuclei of atoms

present in the sample, resulting in diffraction patterns which can then be related to

the structure of the sample through Fourier transforms as described in section 2.1.2.

Conversely photons, such as x-rays, will scatter off the electron clouds around the atoms

and molecules present in a sample as the photon is the mediating particle for electrostatic

interactions. In the next section we will explore neutron diffraction and obtaining the

resultant diffraction patterns in rigorous mathematical detail.

2.1.4 The Total Structure Factor

We will begin this explanation by considering a scattering event shown in figure 2.1.5.

Here an incident neutron with wavevector ki is incident upon a sample, undergoes a

scattering event and emerges at an angle θ and final wavevector kf before going into a

detector. The exchanged wavevector Q is then the difference between between the initial

wavevector and the final wavevector.

Figure 2.1.5: An incident wave of wavevector ki (black) scatters off a sample and
exits as wavevector kf (blue) through an angle 2θ into a detector. The exchanged
wavevector Q (red) is the difference between the incident and scattered wavevectors.
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For a neutron diffraction experiment it is necessary that the scattering event of the

incident neutron is completely elastic, which means that no energy is lost by the neutron

to the sample, and therefore the modulus of the incident and scattered wavevectors are

equivalent, as shown in equation 2.1.12:

|ki| = |kf | =
2π

λ
(2.1.12)

In this case trigonometry can be used to demonstrate that the exchanged wavevector

Q can be simply expressed in equation 2.1.13

Q =
4π sin θ

λ
(2.1.13)

We will now turn our attention to the detection of neutrons, and therefore the actual

measurable quantity of a neutron scattering experiment. The following derivations can

be found in greater detail than will be covered in this thesis in reference [180]. This

measurable quantity is known as the differential cross section dσ
dΩ , and relates to the

proportion of scattered neutrons per unit solid angle per unit time, and is expressed

in equation 2.1.14 where Rtot is the rate of neutrons scattering through the solid angle

(s−1) and in the case of purely elastic scattering is equal to Rel, N is the number of

scattering centres, and Φ is the incident flux (s−1m−2)

dσ

dΩ
=

Rtot
NΦdΩ

(2.1.14)

Let us now examine elastic scattering of a beam of neutrons of wavelength λ by a

single fixed atom in more detail, as shown in figure 2.1.6.
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Figure 2.1.6: Elastic scattering of a beam of neutrons of wavelength λ off a fixed
atom.

Here the incoming beam can be described as a complex plane wave in the form eikz

moving in the z direction. Upon scattering a single neutron will move outwards radially,

hence the component of the scattered wave in the r direction can be given by eikr.

Because the wave is scattering radially the number of neutrons per unit area will decay

with increasing distance r, hence the final scattered wave can be expressed as a wave

function shown in equation 2.1.15, where ψ0 is a constant of proportionality and f(λ, θ)

is a function that describes the likelihood of a particle of wavelength λ being scattered

at an angle θ.

ψf = ψ0f(λ, θ)
eikr

r
(2.1.15)

This f(λ, θ) function is better known as the “atomic form factor”, and is of vital

importance if one wishes to meaningfully interpret the resultant diffraction pattern from

a sample. In the case of neutron scattering this is very simple. As described in section

2.1.1, in order for a scattering experiment to be useful, the wavelength of the probe must

be comparable to the structural motifs, which in the case of the samples studied in this

thesis are on the order of Å (10−10 m). As discussed in section 2.1.3, neutrons interact

via the nuclear strong force, which operates on lengthscales of ≈ 10−14 m. Hence for
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an appropriately tuned neutron of wavelength λ ≈ 10−10 m scattering off an atomic

nucleus, the nucleus essentially acts as a point source and the neutron will scatter in all

directions with equal probability. Hence we can write the atomic form factor as shown

in equation 2.1.16, where b is a constant value known as the “scattering length” and the

- sign is added for convention.

f(λ, θ) = −b (2.1.16)

The value of b is isotope specific, its magnitude represents the strength of scattering,

and its sign represents whether the scattered wave is perfectly in phase or perfectly

out of phase with the incident wave. It also varies with atomic number with no easily

discernible trend. When this quantity is measured experimentally for a particular isotope

one observes that it adopts an average value and an associated standard deviation, as

shown in equation 2.1.17. The standard deviation originates from the relative orientation

between the overall spin of the nucleus, and the spin of the incident neutron, hence nuclei

with 0 overall spin show low standard deviations.

b = 〈b〉 ±∆b (2.1.17)

The fact that the neutron form factor adopts a single value with practically no

predictability for each isotope differs strongly from the form factor for x-ray diffraction,

which is given in equation 2.1.18. The origin of this difference lies in the nature of x-ray

scattering. X-rays, as photons, scatter off the electron cloud around an atom, whereas

neutrons scatter off the nucleus. The x-ray form factor is therefore proportional to the

atomic number Z, the classical radius of an electron re, and a function g(Q) which has

a value equal to unity at Q = 0 and decays towards 0 as Q→∞.

f(λ, θ) = Zg(Q)re (2.1.18)
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With a knowledge of form factors we can now begin to recover the scattering cross

section. If one pictures a spherical shell around an atom which is acting as a scattering

centre and performs a surface integral over the entire sphere to determine the scattering

rate, as shown in equation 2.1.19, one can then determine in the case of neutrons that

the scattering cross section is proportional to the scattering length squared, as shown in

equation 2.1.20.

R =

∫ π

2θ=0

∫ 2π

φ=0
|ψf |2dA (2.1.19)

σ = 4π|b|2 (2.1.20)

One can then deconvolute this further by considering the standard deviation of the

neutron scattering length. From equation 2.1.17 we can create the expression shown in

equation 2.1.21

〈
b2
〉

= 〈b〉2 + (∆b)2 (2.1.21)

This means that the scattering cross section σ can be deconvoluted into its coherent

and incoherent parts, as shown in equation 2.1.22.

〈σ〉 = σcoh + σincoh = 4π 〈b〉2 + 4π(∆b)2 (2.1.22)

It is here that we can now begin to understand the true power of neutron scattering,

compared with x-ray scattering, when one wishes to investigate the structure of aque-

ous samples. As shown in equation 2.1.18, the x ray scattering form factor is directly

proportional to the atomic number Z, hence low molecular weight elements, such as

hydrogen, will scatter very weakly in comparison to larger molecular weight elements,

such as oxygen. Therefore if one was to perform an x-ray diffraction experiment on pure
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water the signal would be dominated by the oxygen - oxygen correlations in the sample,

and would not be able to resolve detailed structural information about the relative ori-

entations of the hydrogen present in the sample. This is of crucial interest to us, as it

is these orientations that are responsible for important phenomena in aqueous solutions

such as hydrogen bonding.

We can now examine the coherent, incoherent, and total scattering cross sections,

as shown in table 2.1.2 for the iosotopic species studied in this thesis. Now we observe

that hydrogen is in fact a very strong scatterer of neutrons, however the majority of

this is incoherent scattering and will have to be corrected for post-experiment, as will

be discussed further in section 2.1.6. This means that neutron diffraction is much more

sensitive to hydrogen - oxygen and hydrogen - hydrogen correlations, and is therefore

much more informative about the structure of aqueous solutions.

Table 2.1.2: Coherent neutron scattering length bcoh, coherent neutron scattering
cross section σcoh, incoherent neutron scattering cross section σincoh, and total neutron
scattering cross section σ for hydrogen, deuterium, carbon, nitrogen, and oxygen taken
from Sears [183]. Hydrogen differs from its isotope deuterium by a single neutron.

Isotope bcoh (fm) σcoh (barn) σincoh (barn) σ (barn)

1H -3.74 1.76 80.27 82.03

2H 6.67 5.92 2.05 7.64

12C 6.65 5.56 0.00 5.56

14N 9.37 11.03 0.50 11.53

16O 5.80 4.23 0.00 4.23

Let us now return to the raw data of the neutron scattering experiment: the differ-

ential scattering cross section dσ
dΩ can be deconvoluted into its components arsing from

“self” scattering and “distinct” scattering, as shown in equation 2.1.23, were cα is the

concentration of atomic species α, bα is the scattering length of atomic species α and

Sαβ(Q) is the partial structure factor between atomic species α and β [184].
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(
dσ

dΩ

)
=

(
dσ

dΩ

)
self

+

(
dσ

dΩ

)
dist

=
∑
α

cαb
2
α +

∑
αβ≥α

(2− δαβ)cαcβbαbβSαβ(Q) (2.1.23)

The “self” contribution arises from scattering by a single nucleus, and therefore

provides no structural information and produces a featureless background signal which

also needs removing post-experiment. The “distinct” contribution arises from scattering

and interference from between pairs of atoms, and therefore does provide structural

information about the sample. This component is proportional to the “total structure

factor” F (Q), which can now be more easily rewritten in equation 2.1.24.

F (Q) =
∑
αβ

cαcβbαbβ(Sαβ(Q)− 1) (2.1.24)

From this equation one can see that the total structure factor is a weighted sum of

all the partial structure factors present in the system. These partial structure factors

are particularly useful when examining the structure in aqueous systems as Sαβ(Q) is

related to the radial distribution function between atoms α and β (gαβ(r)) via Fourier

transform, as shown in equation 2.1.25, where ρ is density.

Sαβ(Q) = ρ

∫ ∞
0

gαβ(r) exp (iQr)dr = 4πρ

∫ ∞
0

gαβ(r)
sinQr

Qr
dr (2.1.25)

The radial distribution function gαβ(r) gives the local density of atomic species β

at a given distance r from a central atomic species α normalised to the bulk density

of β. Therefore by definition gαβ(r) = gβα(r). In principle we can now deconvolute of

the total structure factor F (Q) shown in equation 2.1.24 and the extract the pairwise

radial distribution functions from the resulting partial structure factors S(Q) shown in

equation 2.1.25 to create a clear structural picture of a given sample by taking neutron

scattering data. However, like any simultaneous equation, one requires as least as many

different expressions describing the system as one has unknown variables in order to solve
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it. In this case our unknown variables are the individual S(Q) and the total expression

is F (Q). This therefore requires us to determine how many pairwise S(Q) are there

for a given aqueous system? It can be shown that for a system containing J different

atomic species that one can calculate the number of different pairwise interactions N

using equation 2.1.26.

N =
J(J + 1)

2
(2.1.26)

One can then exploit the isotope specificity of neutron scattering to obtain multiple

F (Q) describing a single system. As shown in table 2.1.2, different isotopes can have

markedly different coherent scattering lengths. As shown in equation 2.1.24, the F (Q) is

dependent on the coherent scattering lengths of the atomic species present in the sample.

Therefore, by simply performing an isotope substitution such as exchanging hydrogen

for its isotope deuterium, which is assumed to induce negligible structural change to

an aqueous system, one can obtain a vastly different F (Q) for an identically structured

system.

To explain this point further let us consider the example of a neutron scattering ex-

periment on pure water. Pure water contains two different atomic species, and therefore

N = J(J + 1)/2 = 3. The individual pairwise interactions are therefore oxygen-oxygen,

hydrogen-oxygen, and hydrogen-hydrogen. We therefore need 3 different F (Q) in order

to deconvolute all 3 pairwise S(Q). This could be easily done in the case of pure water

using hydrogen - deuterium substitution as one could prepare samples of H2O, D2O, and

HDO (where H is hydrogen and D is the isotope deuterium). In principle then, all one

needs to do to extract every individual S(Q) for a given sample is perform experiments

on N different isotope variants of the sample.

However, it is here where a problem arises. For more complex systems containing

many different atomic species J , N rises exponentially, and to deconvolute F (Q) would

require increasingly large numbers of isotopic variants. This is expensive, time consum-

ing, and in many cases likely impossible. Hydrogen deuterium substitution is widely used
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in neutron scattering for the reason that their coherent scattering lengths b are vastly

different, resulting in strongly differing F (Q), and this exchange can be done reasonably

easily. However, other isotope substitutions have significantly smaller effects and are

significantly more difficult to achieve. It is also more than likely that in doing many

different isotopic variants required for a complicates system one will end up with several

F (Q) that are essentially identical, and attempting to do a deconvolution over many

highly similar F (Q) will mean that the resultant S(Q) will be highly unreliable. We

therefore need a solution if we are not to be forever stuck investigating simple hydrogen

rich liquids and luckily, one is presented in section 2.2.

2.1.5 The Neutron Scattering Experiment

As discussed in section 2.1.3, neutrons were first discovered by James Chadwick [182]

through the reaction shown in equation 2.1.11. This was undoubtedly an incredible leap

forward for physics and had countless implications, however it is not a good method for a

neutron diffraction experiment as one requires a steady stream of neutrons of predictable

wavelength. There two principle methods by which a stream of neutrons are produced

for diffraction experiments: reactor sources and spallation sources [185].

Reactor sources produce neutrons via nuclear fission of heavy elements such as ura-

nium, thorium, or plutonium. Fission occurs as a result of a large parent nucleus splitting

into smaller daughter fragments due to the absorption of an incident neutron, as shown

in figure 2.1.7. The combined rest mass of the daughter nuclei is less than that of the

parent nucleus, and they both have higher binding energies per nucleon. This loss in

mass is then converted to energy through the relation E = mc2. The process also releases

neutrons. In the case of 235U an average of 2.7 neutrons are produced per fission event.

The reaction can then become self sustaining one of the neutrons produced in the fission

of a single 235U nucleus goes on to cause a second fission of another 235U nucleus. If

more than a single neutron per fission event goes on to cause a second event the system

will become “supercritical” and cause the reaction to run out of control. Conversely if

less than a single neutron per fission event goes on to cause a second event the system
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will become “subcritical” and the reaction will eventually stop. To help control this re-

actor sources make use of moderators, such as light water or graphite, which slow down

neutrons to a speed where they will be more likely to cause a fission reaction.

Figure 2.1.7: The process of nuclear fission. A parent nucleus absorbs a neutron and
decays into daughter nuclei, neutrons, and energy. Figure adapted from [186].

The remaining neutrons escape the reactor to be used in diffraction studies through

instruments situated around the reactor. The most powerful reactor source used for

scientific inquiry is the Institut Laue-Langevin (ILL) in Grenoble, France. This uses a

single element of uranium enriched with 93% 235U to produce a thermal neutron flux

of 1.5 × 1015cm−2s−1 and 58 MW of heat. In the case of reactor sources neutrons are

produced continuously over a range of energies. In order for the emerging neutrons to

be useful in diffraction experiments they must therefore be strongly monochromated so

they are of a predictable wavelength.

Spallation sources are more complex than reactor sources. In these cases a heavy

metal target, such as tungsten, is bombarded by high energy protons accelerated using

linear accelerators, cyclotrons, or synchrotrons, as shown in figure 2.1.8. This begins a

nucleon cascade within the target nucleus, causing the ejection of high energy neutrons

to be absorbed by other nuclei. This is then followed by a de-excitation which causes the

evaporation of many more lower energy neutrons to be used in diffraction experiments.

Through this reaction it is possible to produce 20-40 neutrons per incident particle

depending on the target material.
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Figure 2.1.8: The process of spallation. A parent nucleus absorbs a high energy
proton, first causing an internuclear cascade which releases high energy neutrons, then
causing evaporation of more low energy neutrons. Figure adapted from [186].

The ISIS neutron and muon source, UK, is a synchrotron based spallation source

where the experimental neutron scattering data presented in this thesis was gathered.

A schematic of this facility is shown in figure 2.1.9. Here H− ions are accelerated by

a linear accelerator from 665 keV to 70 MeV. They then pass through a thin sheet of

aluminia which strips the electrons from the H− ions and leaves bare protons. These are

then introduced into the sychrotron which bends the protons into a circular path using

focusing magnets and accelerates them further to 800 MeV. This also causes the beam

to separate into two bunches, each containing 2.5 × 1013 protons equivalent to 200 µA,

on opposite sides of the synchrotron. Once completed the beam is magnetically “kicked”

upwards by 1 ◦ out of the synchrotron and into the extracted proton beamlines. These

then guide the beam to tungesten targets, where the spallation reaction occurs and the

produced neutrons go outwards into the suites of instruments arranged radially around

each target station. It is the focussing of the proton beam into bunches that trigger

spallation events at regular intervals that makes ISIS a pulsed muon source.
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Figure 2.1.9: A schematic of the ISIS facility. Figure adapted from [187].

The advantage of generating pulses in this manner is that one now knows precisely

the moment of neutron formation. One can therefore monitor the time between the

neutron production at the target and the detection of an incident neutron at the instru-

ment and calculate its velocity and therefore Q according to equation 2.1.27. Here h is

Planck’s constant, m is the mass of the neutron, t is the time between proton pulses, L

is the distance from the target to the instrument, and t0 and L0 are instrument specific

constants.
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λ =
h(t− t0)

m(L− L0)
(2.1.27)

This means that the beam does not require monochromation, as the Q value for each

neutron is precisely known and the whole pulse can be used. The lag time between pulses

also gives the target materials time to cool, and they are therefore more efficient. This

is ultimately the limiting factor in power for both reactor and pulsed sources, as both

sources require significant cooling to prevent meltdown. However, pulsed sources are far

more complex and therefore less reliable than reactor sources, and at present generate

less flux than reactor sources like the ILL.

All the raw neutron scattering data acquired in this thesis was taken on the Near

and InterMediate Range Order Diffractometer (NIMROD) at the ISIS neutron and muon

source, shown in figure 2.1.10. This instrument is able to collect neutron data over a

wide Q range from 0.02-50.0 Å−1, corresponding to structures ranging from 0.1 to 300

Å. It has therefore been used to investigate structural properties of a host of systems,

including: deep eutectic solvents [188–190], porous ices [191, 192], 2D nano-materials

[193, 194], catalysis [195], confined fluids [196, 197], and aqueous solutions containing

biomolecules [1–3, 198].

This is made possible through 1098 detector elements covering scattering angles (2θ)

from 3.5 to 40 ◦. It also features a low angle detector bank containing a dartboard shaped

array of a further 756 detector elements to cover scatter angles from 0.5 to 2.2 ◦ [199]. It

is this wide range of detector angles which makes NIMROD a versatile instrument well

suited to the study of aqueous solutions containing water and larger biomolecules.

Each detector element consists of 22 layers of a ZnS lattice doped with Ag and

interspersed with 6LiF . These are sandwiched between 23 layers of glass and viewed

by two photomultiplier tubes. Upon the interaction of an incident neutron the reaction

shown in equation 2.1.28 takes place, producing helium, the hydrogen isotope tritium,

and energy.
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Figure 2.1.10: A schematic of the NIMROD instrument. Figure adapted from [199].

6Li+ n→4 He+3 H + 4.8MeV (2.1.28)

This energy then goes on to excite an electron and form an electron-hole pair. When

this electron-hole pair then reaches an Ag in the ZnS lattice it recombines, releasing a

photon [186]. This then travels into the photomultiplier tubes to increase the signal so

it can be counted, and the raw data finally to be acquired.

The last consideration is the sample holder itself. In this research we made use of

two sample containers: the flat plate cell and the high pressure cell depicted in figure

2.1.11. Both cells can be used to study aqueous samples at a range of temperatures by

heating/cooling the cells while in the neutron beam using a circulating water/oil pump.

Both cells are made of an alloy of titanium (Ti) and zirconium (Zr) at a molar ratio

of 7.16 : 3.438. This material is chosen as the coherent neutron scattering length of

Ti is -3.44 fm, and of Zr is 7.16 fm [183]. The coherent neutron scattering length of

the whole canister is then the weighted average of the coherent scattering lengths of

the constituent elements, therefore at the molar ratio employed the coherent scattering
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Figure 2.1.11: A schematic of the TiZr canisters used for neutron scattering exper-
iments. Experiments at ambient pressure were made using the 35 x 35 x 1 mm cans
(left). High pressure experiments were made using the high pressure cell (right), which
features five cylindrical bores containing the sample arranged in a flat plane, each 1.7
mm wide and spaced at 7 mm intervals.

length of the container is essentially 0 and the canister is effectively a null scatterer.

This minimises large signal arising from the sample container.

The main difference between the two cells is the flat plate cell is simply a hollow flat

plate into which the sample is filled, whereas the high pressure cell contains 5 capillaries

arranged in a plane into which the sample is filled so pressure can be applied. The high

pressure cell is also much thicker so as to withstand the high pressures (up to 5 kbar)

which can be applied to the sample. This means that while the high pressure cell can

explore a greater range of externalities, the ratio between the volume of sample and

the volume of the container in the beam is lower, and hence the experimental data will

require greater correction. Hence unless one is particularly concerned with the effects of

pressure on one’s sample, it is a more sensible choice to use the flat plate cell.

2.1.6 Data Correction - Gudrun

We now have the means to acquire data, the theoretical understanding of the relationship

between the observed diffraction pattern and the structure of the system, and the method
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of using isotopic substitution to produce many identically structured samples that each

produce a different F (Q). However, there still exists a hurdle to overcome. As discussed

in section 2.1.4, for the data to be meaningful only coherent scattering can be measured

and all scattering events must be completely elastic. However, as the ZnS detectors

detect all neutrons indiscriminately, it is inevitable that neutrons scattered through

incoherent and inelastic processes will be introduced into the data. We also must discard

any neutrons that have undergone multiple scattering events within the sample, as well

as the featureless background signal produced by self scattering which contains most of

the inelastic scattering. Finally we must remove any measured scattering arising from the

sample container. We therefore require a method of correcting the data post acquisition

to yield purely coherent elastic scattering data from the sample alone, and one such

solution is Gudrun developed by Alan Soper et al. [184]. In this section we will now

overview the method by which Gudrun functions. This is a highly complex process, and

so will not be described in full detail here. A complete explanation containing rigorous

mathematical detail can be find in reference [184].

In order to enable data corrections to take place Gudrun requires the following

datasets:

• Background - taken in the absence of any sample or container

• Vanadium standard - Vanadium has a very low coherent scattering cross section

(0.018 barns) but a high incoherent scattering cross section (5.08 barns) [183] and

can therefore be used for calibration

• Container - each sample container to be used in the experiment without any sample

present

• Sample - the experimental samples in the containers

These supply the raw material using which Gudrun can then begin correction. Its

first step is to identify any detectors that may be malfunctioning resulting in over or un-

derestimated counts. Gudrun achieves this by running PURGE. This begins by grouping
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detectors together into 18 groups and measures the ratio between counts between detec-

tors over a given timeframe, along with the standard deviation. Detectors that cause a

high standard deviation above a certain threshold are over counting, and are eliminated,

and detectors that cause a low standard deviation below a certain threshold are under

counting, and are also eliminated. This process is iterated with increasingly restrictive

thresholds until no more detectors are eliminated, and therefore the remaining data is

only being derived from correctly functioning detectors.

Gudrun then seeks to correct for attenuation. To do this one requires knowledge of

the total cross section for the materials of the sample and container. For most elements

the total cross section of a material σ(t)(λ) is the sum of the scattering cross section

σ(s)(λ) and the absorption cross section σ(a)(λ). So long as nuclear resonances are

avoided, the absorption cross section is linearly dependent on wavelength, and if the

constant of proportionality for each element is known, this can be easily calculated.

For most elements, and in particular larger elements, σ(s)(λ) is independent of the

wavelength of the incident neutron λ, however this is not the case with light elements with

significant inelastic scattering such as hydrogen and deuterium. In order to determine

σ(s)(λ) we can monitor the transmitted beam via a monitor detector placed directly

behind the sample. This signal is connected to σ(t)(λ) in the case of flat plane sample

container geometries by equation 2.1.29, where ρ is the sample density and L is the plate

thickness [184]. Gudrun can also do this correction without the use of a transmission

monitor by using the scattering cross sections reported in the Sears tables [183].

TRANS(λ) = exp (−ρσ(t)(λ)L) (2.1.29)

Gudrun then corrects for the intrinsic deadtime of the detectors. This arises from the

time resolution of the detectors. This means that two neutrons detected one after another

over a very short time period can be read as a single signal. Gudrun corrects for this by

monitoring the number of counts per µs and the number of pulses of neutrons received.

Following all these procedures means that the background can now be subtracted from
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the measured signal to yield the pure elastic coherent distinct scattering data from the

sample alone.

The last step is to put the data on an absolute scale. To do this the data is normalised

to the vanadium standard, as vanadium is a metal with a precisely known density that

does not require a container with a very small coherent scattering length (-0.38 fm [183]).

It is also a high mass element, meaning that inelastic scattering is fairly negligible, and

its attenuation properties are well known. This normalisation is shown in equation 2.1.30

[186].

Corrected result =
Sample data− Empty container

V anadium standard− Empty instrument
(2.1.30)

This whole process is then performed iteratively (typically 5 iterations) to yield the

final datasets for analysis. The number of iterations required is typically highly sample

dependent, where samples containing large quantifies of hydrogen, that are therefore

prone to significant inelastic scattering, often require a higher number of iterations. In

order to determine the “correct” number of iterations the procedure is iterated a different

numbers of times (3, 5, 7, 9...), and compared. When the data at low Q, where inelastic

scattering is most prominent, no longer changes significantly if the number of iterations

are increased, this is deemed to be sufficiently corrected without introducing errors due

to over-correction.

2.2 Empirical Potential Structure Refinement

We have now finally arrived at the point where we have datasets on a few isotopic

variants of our sample that have been corrected using Gudrun and so we have been

left with coherent elastic distinct scattering data on the sample alone. However, as

mentioned in section 2.1.4, we still have the problem that for a sample containing J

distinct atomic species we have N = J(J + 1)/2 different correlations, and therefore
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require N different F (Q) to successfully deconvolute all the constituent S(Q) and get an

accurate depiction of the structure of the aqueous system. This is often impossible if the

sample contains even a fairly modest amount of distinct isotopic species. To overcome

this final problem we turn to the technique developed by Alan Soper [200, 201], Empirical

Potential Structure Refinement (EPSR).

EPSR is a reverse Monte Carlo simulation based technique of analysing experimental

diffraction data. In short, diffraction data are taken on several isotopic variants of a par-

ticular sample. For samples containing water and other components that do not contain

hydrogen, and for which isotopic substitution is therefore likely to be costly and the

isotopes may not have considerably different b values, one typically takes three datasets:

H2O + other components, D2O + other components, and HDO + other components. If

the other components do contain hydrogen, such as the biomolecules that will be stud-

ied in this thesis, one typically does seven datasets: H2O + H-X, H2O + D-X, D2O +

H-X, D2O + D-X, HDO + H-X, HDO + D-X, and HDO + HD-X where X refers to

the additional component and H/D/HD refers to whether the component contains fully

hydrogen, fully deuterium, or an equal mixture of the two. This is only a rule of thumb,

and the required datasets are more often decided through difficulties and cost associated

with sample preparation.

A simulation is then built which matches the experimental components, concentra-

tion, and density. Theoretical scattering data can be produced from this simulation, and

the simulation is then refined against all the experimental scattering datasets until the

two match to an acceptable degree of accuracy. At this point the simulation is deemed

to be an accurate representation of the experimental sample, and can therefore be stud-

ied to determine the structures present in the aqueous solution. This means that one

does not need to take the full N datasets to still obtain all the different S(Q) present

in the sample. This process has been applied to understand the structure of a variety

of liquids such as: water at various temperatures and pressures [115], ionic liquids [202],

aqueous solutions of ions [126, 128, 131], alcohols [203, 204], and organic molecules such

as osmolytes [2, 3, 62, 141], amino acids [1, 138], and lipids [198, 205] to name a few.

It therefore serves as the core method for this thesis, and will be described in greater
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detail in the following sections.

2.2.1 Building the Simulation

Once one has acquired and corrected the data on isotopic variants of ones sample, the

next step is to build a simulation which matches the experimental sample. To do this one

requires knowledge of the concentrations of any solutes, and the density of the sample.

In this thesis density values were either taken from previous literature or measured

experimentally using an Anton Parr DMA 4100 M densitometer. Then one can begin

to build the molecules present in ones sample. EPSR does this by using Jmol, a Java

based program designed for the building of molecular structures. Within Jmol it is now

possible to draw out molecules, or open models acquired from literature sources, and

load them into EPSR where bond lengths and angles can be further modified. It is at

this point that the reference potentials describing each atom species are defined. This

reference potential consists of a Lennard-Jones and a Coulomb component, and will be

discussed in greater detail in section 2.2.3.

Next one has to fill the simulation box. The upper limit of ones box size is largely

dependent on the computing power one has available. A larger box size will gather more

statistics and better approximate an infinite system, but will run more slowly. EPSR also

only calculates structural correlations over a maximum distance of half the box width,

so if one wishes to investigate large scale structures, one will have to use a larger box

size. To mitigate the issues caused by a finite box size EPSR uses periodic boundary

conditions, where when a molecule exits one side of the box it immediately reenters from

the opposite side, to approximate an infinite system. For this research it was determined

that a reasonable compromise between box size and iteration time was approximately

5000 molecules, resulting in a cubic box of dimension approximately 55 Å.

Next one introduces the experimental data taken on the various isotopic variants of

the sample, and generates additional files describing the isotopic ratios and whether the

hydrogens are exchangeable. Finally EPSR writes a .inp file, which effectively serves as

a master file that runs the simulation. Here various general parameters can be modified.
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The simulation is now ready to proceed.

2.2.2 Monte Carlo

EPSR is a Monte Carlo based simulation procedure. This means that each molecule

within the box is individually moved at random. These movements can be whole molecule

translations, whole molecule rotations if the molecule is larger than a single atom, and

motions within the molecule such as side chain rotations. Following this movement the

potential energy of the system is calculated and compared with the potential energy of

the system prior to the movement, as described in equation 2.2.1.

∆U = Uafter − Ubefore (2.2.1)

If ∆U < 0 the move is accepted, but if ∆U > 0 the move is accepted with a

probability exp
(
−∆U

kT

)
, where k is the Bolzmann constant and T is temperature. This is

known as the Metropolis condition. Within EPSR the potential is the sum of two parts,

the reference potential, and the empirical potential. Hence the potential energy between

two atoms of type α and β would be expressed as shown in equation 2.2.2. We will now

explore these two potentials in greater detail.

Uαβ(r) = UEmpαβ (r) + URefαβ (r) (2.2.2)

2.2.3 Reference Potential

Within EPSR an intramolecular potential is used that controls the geometry of the

individual molecules. Atoms within a molecule are assumed to interact via a harmonic

potential, with each intramolecular distance controlled by the average distance dαβ and

a width wαβ. The total intramolecular energy of the system is then given by equation

2.2.3, where rα(i)β(i) is the separation distance between two atoms of species α and β
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within molecule i. The C term is a constant derived from the high Q data, and was kept

at its default setting of C/2 = 65 Åamu
1
2 .

Uintra = C
∑
i

∑
αβ>α

(rα(i)β(i) − dαβ)2

2w2
αβ

(2.2.3)

The width term of the potential depends on the set average distance between the

atom species and the mass of the atoms and allows them to adopt a broader range.

This allows for the natural fluctuation in bond lengths due to thermal fluctuations to

be accounted for without the need for individual Debye-Waller factors, which are likely

impossible to incorporate into EPSR. It is shown in equation 2.2.4.

w2
αβ = dαβ

(
MαMβ

Mα +Mβ

)−1
2

(2.2.4)

This potential does not include any similar harmonic constraints on bond angles, but

instead achieves this by employing the same distance potential. Atom B is bonded to

both atom A and atom C, and therefore forms the apex of bond angle ∠ABC. The

harmonic distance potential is applied to atoms A and C and therefore keeps the bond

angle about a fixed value.

We will now move on to describe the interatomic potential. As stated in section

2.2.1, the reference potential for each atom consists of a Lennard-Jones component and

a Coulomb component and can therefore be written as shown in equation 2.2.5.

URefαβ (r) = ULJαβ (r) + U qαβ(r) = 4εαβ

[(σαβ
r

)12
−
(σαβ
r

)6
]

+
qαqβ
4πε0r

(2.2.5)

The Lennard Jones component only significantly interacts at relatively short dis-

tances and is used to mimic the van der Waals interaction between atoms and molecules

[28]. Its general form can be observed in figure 2.2.1.
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Figure 2.2.1: The general form of the Lennard Jones potential as a function of dis-
tance. The corresponding values of σ and ε are shown on the graph.

Here it is shown that ε corresponds to the potential well depth and has units of

kJ/mol and σ corresponds to the distance below which the interactions between the

atom/molecule species begin to become repulsive and has units of Å. It is also known

as the van der Waals radius. The origin of this sharp increase in potential below σ is

due to steric repulsion between atoms/molecules due to the Pauli exclusion principle,

and its inclusion therefore prevents atomic overlap. The favourable potential well after

σ is due to the polarisation of the atoms/molecules resulting in favourable electrostatic

interactions between areas of net positive and negative charge. It can be shown through

differentiation that the most preferable distance with the lowest potential energy occurs

at the minimum at a distance of r = 2
1
6σ. Beyond this point the function decays until

at large distances it is negligible.

Within EPSR each atom species is assigned a σ and ε parameter that describe this

potential. So for two atomic species α and β described by σα, εα, σβ, and εβ, the terms

σαβ and εαβ in ULJαβ (r) are calculated according to the Lorentz-Berthelot mixing rules,

shown in equation 2.2.6 and 2.2.7.
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εαβ = [εαεβ]
1
2 (2.2.6)

σαβ =
1

2
(σα + σβ) (2.2.7)

The general form of the electrostatic component is simply Coulombs law [28], which

states that the electrostatic potential between two charged objects is inversely propor-

tional to the distance between the objects and directly proportional to the product of

their charges. Therefore the potential between two oppositely charged atoms/molecules

is attractive and for similarly charged atoms/molecules it is repulsive.

A Monte Carlo simulation using only this potential would evolve to look something

like the experimental sample, and therefore serves as a good base, but must be refined

yet further using an additional potential that describes the system more accurately. This

is the role of the empirical potential.

2.2.4 Empirical Potential

The empirical potential is named as such because it is derived solely from the differ-

ence between the supplied diffraction data and the theoretical scattering data from the

simulation. It does not derive from any physical principles. After trial and error, the

current form of the empirical potential in EPSR is a series of Poisson functions shown

in equation 2.2.8 and 2.2.9. Here the Ci values are real numbers and are derived from

the difference between the simulated and experimental data. They are therefore refered

to as “difference coefficients”. The iterative procedure of EPSR therefore improves the

fit between the simulated and experimental data and refines the potential by modifying

these values via the Monte Carlo route such that they attempt to approach 0. This will

be discussed in more detail in the following section. Finally σr is a width function and

ρ is the atomic number density of the system.
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UEP (r) = kT
∑
i

Cipni(r, σr) (2.2.8)

pn(r, σ) =
1

4πρσ3(n+ 2)!

( r
σ

)n
exp

[
− r
σ

]
(2.2.9)

Equation 2.2.9 is also useful for EPSR as it has an exact Fourier transform which

allows it to be expressed in Q space without introducing truncation artefacts. This is

shown in equation 2.2.10, where α = arctan (Qσ).

Pn(Q, σ) =
1

(n+ 2)(
√

1 +Q2σ2)(n+4)

[
2 cos (nα) +

(1−Q2σ2)

Qσ
sin (nα)

]
(2.2.10)

Hence the values for Ci are produced by fitting a series as shown in equation 2.2.11

to the experimental Q data. EPSR then performs a second Monte Carlo step based

off these values and the newly calculated empirical potential, and the process of fitting

begins again.

UEP (Q) =
∑
i

CiPni(Q, σQ) (2.2.11)

With these potentials now all determined we can give the final expression for the

probability that a whole molecule move or internal molecule structure change such as

a subgroup rotation is accepted. This is shown in equation 2.2.12. The intramolecular

potential is included in this acceptance because while whole molecule moves should not

in principle affect ∆Uintra, over a large number of moves round off errors can accumulate,

hence the simulation is more accurate if it is readdressed at every step.

Acceptance Probability = exp

(
−
[
∆Uintra +

1

kT
(∆URef + ∆UEp)

])
(2.2.12)
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We will now discuss the method of refining the potential in greater mathematical

detail. As described in section 2.1.4, for J distinct atomic species there exists N =

J(J+1)/2 different atomic correlations. We also showed that each total structure factor

for each different isotopic variant of the sample can be expressed as the weighted sum of

the partial structure factors, as shown in equation 2.2.13 where j represents a particular

atomic pair and wij is the weighting of the particular atomic pair calculated through

their relative concentration and neutron scattering length.

Fi(Q) =
∑
j=1,N

wijSj(Q) (2.2.13)

Equating this to equation 2.1.23, we can say that the individual weights can be

represented by equation 2.2.14 in the case of un-normalized data.

wij = (2− δαβ)cαcβbαbβ (2.2.14)

The weights will therefore form a matrix of dimension M×N , where N is the number

of distinct atomic correlations and M is the number of datasets. It is necessary to invert

this matrix to generate a perturbation to each of the site-site potential functions and

refine the simulation. This now presents a problem. The inversion of a non-square N×M

matrix is not trivial. We also need to determine how reliable each of the individual

datasets are. This issue is particularly problematic if one or several S(Q) are very

weakly weighted due to low concentration or neutron scattering lengths, and therefore the

calculated S(Q) will be highly unreliable. To address this EPSR introduces a confidence,

or feedback, factor f , which is between 0 and 1 that modifies the weights. This also helps

form a corresponding confidence factor in the simulation. This is described in equation

2.2.15 and essentially says that the data is accepted with confidence f and the simulation

is accepted with confidence (1− f).
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Figure 2.2.2: Expressing F (Q) using the modified weights matrix containing the
confidence factor f for the M datasets and the N distinct interatomic correlations.
Inverting this matrix can then yield each distinct S(Q).

f(x) =


fwij 1 ≤ i ≤M

(1− f)δ(i−M),j M < i ≤ (M +N)

(2.2.15)

The final result is a complete over-determined matrix made up of the modified weights

from the data and the simulation, and therefore has dimensions of N × (M +N). This

is shown visually in figure 2.2.2. This matrix is then inverted using an iterative Monte

Carlo procedure to allow for the determination of the difference coefficients following

each simulation iteration, and the empirical potential to be refined.

This process is iterated until the difference coefficients become essentially 0 and the

empirical potential no longer changes, or the amplitude of the empirical potential reaches

a predefined limit. At this point the simulation iterations can be accumulated to gather

meaningful statistics about the structure of the sample. The latter case is more often

used in experimental work, as without capping the amplitude of the empirical potential

it would become excessively large in its efforts to minimise the difference coefficients and

result in physically unreasonable structures.
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Within EPSR this is controlled by the value “EREQ”. EREQ simply measures

the difference between the highest and lowest points of a particular site-site empirical

potential and is therefore given units of kJ/mol. The choice of setting the value for EREQ

can be informed by the Metropolis condition stated in equation 2.2.1. The acceptance

of a particular molecular motion is dependent on the relative difference between the

change in potential energy as a result of the move and kT . At 300K this is equivalent

to approximately 2.5 kJ/mol. Hence if one were to set EREQ to be far lower than

kT , it would be unlikely to have any effect of successfully changing the structure in

the simulation. If it is much larger than kT , the simulation would begin to accumulate

unreasonable structures. Therefore a good rule of thumb is to set EREQ to be on the

same order as kT . For the research conducted in this thesis, EREQ values between 4 - 12

were typically employed as these are comparable to kT and yielded the highest quality

fits in each case.

In EPSR the quality of the fit between the simulated and experimental data is mea-

sured by the “R factor”. This is described by equation 2.2.16, where M is the number of

datasets, Di(Q) and Fi(Q) are the experimental and simulated structure factor for the

ith dataset, and nQ(i) is the number of Q values for the ith dataset. A perfect agreement

between experimental and simulated structure factors therefore yields an R factor = 0.

R =
1

M

∑
i

1

nQ(i)

∑
Q

[Di(Q)− Fi(Q)]2 (2.2.16)

2.2.5 Auxiliary Routines

We are now at the last step of our EPSR journey, where we have taken data, corrected it

with Gudrun, built a simulation, allowed it to equilibrate using the reference potential,

and then introduced the empirical potential to refine the simulation. After many itera-

tions with the empirical potential active what we should now have is a simulated box of

molecules whose structure is consistent with the experimental scattering data. This is

the main caveat of EPSR. It does not yield a single unique solution that is guaranteed
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to perfectly describe the experimental sample. What it produces is a simulation that

closely matches the corrected experimental data and is based on sensible starting pa-

rameters. It is also based on a Monte Carlo simulation, and therefore molecular motions

are performed at random and accepted with a probability based on the change in poten-

tial energy of the molecule at the new location, rather than in response to force fields

generated by neighbouring molecules as they are in molecular dynamics. In this respect

EPSR is weaker than molecular dynamics as individual molecular motions will more than

likely not be realistic and EPSR cannot follow dynamic processes, only yield ensemble

averaged structural information. However the advantage of EPSR is that the refinement

process means that EPSR is continuously comparing itself to real experimental data.

This means that, in principle, so long as the reference potential is vaguely sensible, the

empirical potential should mean that a good and consistent solution is always found.

Whereas molecular dynamics is based on force fields defined by the user which, while

based on experimental observations, means that the final simulation can vary strongly

with varying starting force fields.

At this point we can begin to accumulate statistics over thousands more iterations of

the EPSR simulation to extract relevant structural data. This can include the main tool

of EPSR, the radial distribution functions, which can now be generated by physically

measuring the distance between atoms in the simulation over many iterations to generate

smooth functions. However, a number of auxiliary routines are also included in EPSR

that can yield other relevant structural information. The ones employed in this thesis

are: COORD, CLUSTERS, and SHARM, which will now be explained.

The COORD routine calculates the coordination number of an atomic species β

around a central atom species α, where α and β can be the same or different. The

means of operation for this procedure is fairly simple. The user defines a minimum

radius rmin and a maximum radius rmax. The routine then counts how many atoms

of species β fall within this distance range around the central atom species α over the

whole simulation and produces a distribution of coordination numbers and an associated

standard deviation. In practice one tends to set rmin and rmax to correspond to the

local minima in the associated gαβ(r) so one can examine the coordination number in
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particular hydration shells.

The CLUSTERS routine is used to quantify association of molecules in solution in

a manner not dissimilar to COORD. Consider a molecule x containing atom α and

molecule y containing atom β. The user again sets an rmin and rmax for the distance

between α and β which typically corresponds to the locations of minima in gαβ(r). If

the two atoms fall within this distance then the molecules x and y are deemed to be part

of the same cluster. The routine then identifies all molecules in the simulation which

are also part of the same cluster and counts how large the cluster is. Finally the routine

creates a distribution of cluster sizes found in solution by calculating the normalised

probability of finding a cluster of a given size.

The final routine used in this thesis is SHARM. This is used to calculate the spacial

density functions of molecules around a central molecule species. These are effectively

the same as the radial distribution functions however they are expressed in 3D rather

than in 2D and therefore allow the structures present in the sample to more easily

visualised. In order to facilitate the description of this routine let us consider a water

molecule. The first step in this routine is to define the molecules of interest by their

rotational symmetry and molecular axes. In the case of a water molecule its rotational

symmetry is 2. SHARM defines the molecular axes by the user stating a central atom

type, in the case of a water molecule this would be the oxygen atom, which serves

as the origin of the x, y, z coordinate system containing the molecule. The user then

defines the yz plane which contains the central atom type and two other atom types

located in the plane. In the case of a water molecule this would be the two hydrogen

atoms. Finally the y axis is defined by stating an atom which the axis passes through,

hence the y axis is parallel to the bond between the central atom and this atom. In

the case of the water molecule this atom would be either of the two hydrogens. This

then allows the x and z axis to be defined as all three axes must be orthogonal. This

procedure is then repeated for the second molecule type of interest, for example choosing

water as the second molecule type allows the structure of pure water to be visualised.

With the molecular axes defined SHARM can then use the simulation to calculate the

spherical harmonic coefficients. This is a complex mathematical procedure and will not
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Figure 2.2.3: The spatial density function for pure water at ambient conditions.
The yellow isosurface contains the 30% most likely positions for neighbouring water
molecules around a central water molecule.

be explained in this thesis, however a full description can be found in reference [201].

The end result is the spatial density function, which shows the most likely positions of

neighbouring molecules relative to a central molecule type. An example of this for pure

water is shown in figure 2.2.3

Here the yellow areas are an isosurface which represent the 30% most likely positions

for neighbouring water molecules to occupy around a central water molecule. This prob-

ability cutoff can however be tuned to whatever the user sees fit. In this example of pure

water this allows the hydration structure to be more easily visualised and understood.

We notice that the first hydration shell consists of two areas of high probability located

directly above each hydrogen atom, and a second broader area of high probability located

directly below the central oxygen. These three areas represent the first hydration shell.

Using the water oxygen - water oxygen radial distribution function would also show this

hydration shell, however as it is only a 2D representation of the system it would only be

shown as a single peak and one would not be able to distinguish which areas around the

water molecule are hydrated more strongly than others. The second shell then fills in at

a larger distance in antiphase to the first hydration shell.

84



Figure 2.2.4: Flowchart depicting the general procedure followed when moving from
the raw neutron diffraction data to atomic resolution structural information.

2.2.6 EPSR Summary

The journey from raw diffraction data to final structural information on the sample

produced through EPSR is a long and arduous process that is bound to cause anyone

who needs to understand or report it in detail to go mad. In an effort to simplify this

understanding and avoid madness the process of EPSR can be shown in the flow chart

in figure 2.2.4.

EPSR is a beautiful technique that has helped to address a host of systems, as de-

scribed briefly in section 2.2. However, as versatile and detailed as it is in its current

form, there are some things that EPSR is not capable of doing. Its main weakness is

that it addresses every molecule in the simulation, so if one wishes to examine particular

microenvironments in EPSR in detail, measure the abundance of particular conforma-

tions of bonded molecules, or quantify phenomena relevant to aqueous solutions such

as hydrogen bonding, one requires an even more detailed tool. In the absence of one, I

have had to come up with my own. Its function and capabilities will now be described

in section 2.3 and the associated subsections.
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2.3 Custom Analysis Routine

The custom analysis routine employed in this thesis was designed to investigate very

particular conformations of molecules and microenvironments in EPSR simulations that

EPSR itself is not capable of calculating [2, 3]. This allows us to investigate subtle

differences between various aqueous solutions that would not be immediately obvious

using conventional EPSR analysis. It was written in Python and functions by first

reading in the .ato file produced by EPSR, which contains the Cartesian coordinates

of every atom present in the system. It then uses a series of cutoff distances between

particular atom types to populate lists that identify molecules in various conformations

including: molecules that fall within the first hydration shell of a central molecule,

molecules that are donating hydrogen bonds to a central molecule, and molecules that are

hydrogen bonded in particular conformations. The routine then uses the lists to calculate

bond angles, dipole angles, bond energies, and conformation abundances. Finally the

routine exports the key results to .csv files to they can be fitted and plotted further in

other programs such as Excel and Origin. This process will now be described in more

detail in the following sections.

2.3.1 Reading in .ato File

The routine begins by first reading in the .ato file produced through EPSR after each

iteration. All files produced by EPSR are relatively simple text files with different custom

extensions only applicable to EPSR. The format of the .ato file is described below [201].

The first two lines contain parameters used to control the whole simulation, then the

remaining lines describe the locations of individual molecules.

Line 1: Gives the number of molecules, width of the cubic box, and temperature

Line 2: Contains a series of parameters used for running the EPSR simulation, such

as the value for C/2, step sizes for molecular motions, etc.

Line 3: Gives the x, y, z coordinates for the centre of mass of the first molecule,
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along with other parameters that describe whether the molecule is tethered, how many

unsuccessful moves it has had until this point, and the molecule number. This line is

then followed by a series of other lines which describe the atoms in the molecule.

Line 4: Gives the atom type and its number within the molecule.

Line 5: Gives the x, y, z coordinates for the atom in the molecule relative to the

centre of mass of the molecule.

Line 6: Details which other atoms within the molecule the atom is bonded to and

their separations. Lines 4-6 are then repeated for every atom in the molecule.

Line 7-10: Details about rotational and dihedral groups present in molecule. Gives

the number of groups, their constituent atoms, and the axis about which the rotation

will take place or their dihedral angle as appropriate. For the small biological molecules

used in this thesis no head-group rotations were permitted. The lines 3-10 are then

repeated for every molecule in the system.

Line 11-15: Parameters for reference potentials of atom types, whether they are

exchangable, and atomic masses.

For the analysis code only lines 3 and 5 are important, as these allow for the calcu-

lation of the x, y, z coordinates for every atom present in the system. To extract these

the values lists are produced containing the line numbers corresponding to lines 3 and 5

of each constituent molecule. Using these numbers as a guide the code then reads in the

related x,y,z coordinates and appends these to new lists. The centre of mass absolute

coordinates and the atomic coordinates relative to the centre of mass of the molecule are

then added as appropriate to produce the final absolute atomic coordinates lists.

The nature of a simulated box of a molecules means that the molecules at the edge of

the system will inevitably be undercoordinated. EPSR avoids this problem by employing

periodic boundary conditions, however this is not included in this analysis routine. In

order to avoid this distorting potential results the edge cases are removed by creating a

new list only populated by water molecules whose x, y, or z coordinate does not lie within
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a distance corresponding to the width of a water molecule hydration shell (calculated

to be 3.38 Å through EPSR) from the edge of the box. Later in the routine when

bond angles, hydration energies, etc. are being calculated only these water molecules

are allowed to act as central molecules.

The code then calculates water molecules that lie within a central molecule’s hy-

dration shell. It does this by measuring the distance between a central atom and the

water oxygen for every other water molecule in the system. If this is below a threshold

value, typically corresponding to the width of the first hydration shell calculated through

EPSR, then this is deemed to be a hydration water molecule. For single atoms and water

molecules this can be done by specifying a single atom type. For molecules of a more

complex shape, such as trimethylamine N-oxide, the hydration shell is identified by using

the oxygen headgroup and methyl group carbons as central atoms, and then combining

the resultant hydration shells. The final result is for every constituent central molecule,

be it water, biological molecules, ions, etc., a list is produced containing the coordinates

of every water molecule in its first hydration shell. It is then these coordinates that are

used to calculate bond energies, angles, etc.

Water molecules that do not belong to the first hydration shell of another molecular

species (TMAO, ions, etc.) are classified as “bulk” water molecules. These are differ-

entiated to study whether the introduction of solutes perturbs the structure of water

outside their first hydration shell. This is of particular importance when one is studying

perturbations to water-water hydrogen bonding. If water molecules that lie within the

first hydration shell of a solute molecule/atom are allowed to act as central molecules

for further analysis, then strong interactions between the water molecule and the solute

can mean that the central water molecule can be in energetically unfavourable conforma-

tions relative to other neighbouring water molecules. This means that the water-water

interactions will be calculated as being less stable (higher interaction energy) than is

representative of the system.
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2.3.2 Hydrogen Bonding

In order to investigate hydrogen bonding in aqueous solution, one must first settle on

a definition for a hydrogen bond. Hydrogen bonding occurs when a single positively

charged hydrogen which is covalently bonded to a parent molecule is electrostatically

attracted to another negatively charged atom on a neighbouring molecule [28, 75, 93].

Hydrogen bonds can take a broad range of bonding energies and are often very short

lived, on the order of picoseconds [25–27], but can also persist for much longer, such as

the hydrogen bonds that hold together DNA molecules which can last for hundreds of

years [28, 29]. Because of these broad characteristics, pinning down an exact definition

of a hydrogen bond is difficult [206]. During the writing of this analysis routine several

definitions of hydrogen bonding were considered from previous literature.

Several simulation based techniques have used definitions of hydrogen bonding be-

tween water molecules which require the fulfilment of both distance and angular criteria.

For example, Galamba et al.. employed a definition that stated that two water molecules

would be considered hydrogen bonded if the distance between them was less than 3.3

Å and the O-OH angle θ, as described in figure 2.3.1, was less than 30 ◦. Other research

groups have used similar criteria [93, 96, 99, 114, 119, 207].

Figure 2.3.1: The O-OH angle used by Galamba et al. to define hydrogen bonding
between water molecules.
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Conversely rather than use geometric criteria, some have chosen to employ an ener-

getic cutoff, where two water molecules are deemed to be hydrogen bonded if their total

interaction potential energy is lower than a threshold value. Vibrational spectroscopy

by Auer et al. suggests a energy threshold of -12.9 kJ/mol [95], however other energetic

cutoffs have also been employed [27, 88, 93]. Others have also employed a topological

argument, where a pair of water molecules are deemed to by hydrogen bonded if the

distance between the oxygen on the central molecule and the hydrogen on the hydrating

molecule satisfies two conditions: the oxygen must be the nearest non chemically bonded

neighbour of the hydrogen, and the hydrogen is the first or second intermolecular near

neighbour of the oxygen [94, 96].

The hydrogen bond definition used in the analysis routine is most similar to the topo-

logical definitions and the geometric condition employed by Bandyopadhyay et al.. [114].

Here we say that a water molecule is hydrogen bonded to a central water molecule if

it simultaneously satisfies two criteria: the distance between the central water molecule

oxygen and the hydrating water molecule oxygen must be less than a distance corre-

sponding to the first minimum in the gOO(r), and the distance between the central

water molecule oxygen and the hydrating water molecule hydrogen must be less than

a distance corresponding to the first minimum in the gOH(r). A similar definition is

used when investigating hydrogen bonding between water molecules hydrating a central

TMAO molecule. In this case, the TMAO oxygen is treated as the central atom type,

rather than the central water molecule oxygen. This allows the definition of hydrogen

bonding to be more flexible and sample specific, as it is informed by the EPSR simulation

for each sample. The routine iterates this definition over every central molecule in the

box to identify each water molecule that is donating a hydrogen bond to each central

molecule in the system.

Once this condition is satisfied the analysis routine can count the number of hydrogen

bonds per central molecule, and calculate hydrogen bond angle θ distributions according

to the bond angle shown in figure 2.3.1. This is done according to equation 2.3.1, where

rOH is the OH bond distance (set at an average value of 0.96 Å within EPSR), rO−O

is the distance between the hydrogen bonded water molecule oxygens, and rO−H is the
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distance between the donor water molecule hydrogen and the central molecule oxygen.

This is done for every hydrogen bonded molecule pair and the results binned. In the

case of water-water hydrogen bonding, where many water molecules in each simulation

box mean that large numbers of statistics are gathered relatively quickly, the bin width

can be set as small as 0.5 ◦, but for TMAO-water hydrogen bonding, where far fewer

TMAO molecules means that statistics are not gathered as quickly, the bin width is set

to 2 ◦. These bin widths produce relatively smooth distributions over 20-30 iterations

of the analysis routine. The binned results are then normalised to the total number of

TMAO/water-water hydrogen bonds detected in the system so the resultant distributions

represent the probability of finding a hydrogen bond of angle θ between two hydrogen

bonded molecules.

θ = cos−1

(
r2
O−O + r2

OH − r2
O−H

2rO−OrOH

)
(2.3.1)

The routine then identifies the relative abundance of specific hydrogen bonded con-

formations. These serve as another way of monitoring structural perturbations in detail,

but are also included to try and obtain a fingerprint of what may be happening to the

dynamics in the system. It is suggested that when a water molecule switches its hydrogen

bonding partner that this goes through a less stable intermediate conformation [96, 155].

These routes that occur via hydrogen bonding intermediates are shown in figure 2.3.2.

By monitoring how frequently these intermediates are occurring we can therefore gain

potential insight into whether the dynamics of the system are increased or decreased,

as faster dynamics will result in more frequent bond switching and therefore a greater

abundance of hydrogen bonding intermediate conformations.
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Figure 2.3.2: A central water molecule switching its hydrogen bonding partners
through a cyclic dimer, bifurcated oxygen, and bifurcated hydrogen. Hydrogen bonds
are shown in green, molecular rotations are shown by black arrows, molecular diffusion
is shown by blue arrows.

2.3.3 Interaction Strength Calculation

The routine is then capable of calculating the interaction strength between molecules

under thee different conditions:

1. Pairs of molecules that are hydrogen bonded

2. Pairs of molecules that lie within each others first hydration shell

3. The total interaction strength between a central molecule and every other molecule

in its first hydration shell
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Once these cases are identified the interaction energy between two molecules is cal-

culated using the reference potential used in EPSR. The interaction energy is therefore

the sum of the van der Waals and Lennard Jones potential between each pair of atoms α

and β in both molecules, as described in equation 2.3.2. This means that the interaction

energy calculated is purely enthalpic.

UInt =
∑
α 6=β

[
ULJαβ (r) + U qαβ(r)

]
=
∑
α 6=β

[
4εαβ

[(σαβ
r

)12
−
(σαβ
r

)6
]

+
qαqβ
4πε0r

]
(2.3.2)

Applying this calculation to molecules that satisfy each of the three cases listed above

therefore corresponds to a different type of interaction energy:

1. The total interaction energy of the hydrogen bond

2. The total interaction energy between a central molecule and another molecule in

its hydration shell

3. The enthalpy of hydration

As previously, the final results are then collected, binned, and normalised for plotting

with bin widths set to 1 kJ/mol.

2.3.4 Bond and Dipole Angles

The final calculation done by the routine is the dipole angle distribution for water

molecules around a central molecule species. This is defined as shown in figure 2.3.3.

The dipole on an individual molecule is the vector which points from the area of net

negative charge to the area of net positive charge. In the case of the water molecule

this means that the dipole is parallel to the vector which originates at the oxygen and

bisects the two hydrogens, as shown by the white arrows in figure 2.3.3. The dipole

angle is therefore the angle between the vector which points from the central atom to
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the hydrating water molecule oxygen, and the vector corresponding to the hydrating

water molecule dipole.

Figure 2.3.3: Definition of the dipole angle for a water molecule around a central
molecule species shown for a potassium ion (purple), a chlorine ion (green), and a bulk
water molecule (red).

This is calculated for each water molecule that lies within the first hydration shell

of the central molecule species according to equation 2.3.3, where rX−O is the distance

between the central atom and the hydrating water oxygen (in the example in figure 2.3.3

X is either a central water oxygen, the K+ ion, or the Cl− ion), rOHH is the distance

between the hydrating water oxygen and the point exactly half way between the two

hydrating water hydrogens, and rX−HH is the distance between the central atom and

the point exactly half way between the two hydrating water hydrogens.

θ = cos−1

(
r2
X−O + r2

OHH − r2
X−HH

2rX−OrOHH

)
(2.3.3)

As always the results are then binned and normalised for plotting, in this case using

bin widths of 2 ◦.
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2.4 Nuclear Magnetic Resonance

To validate the structural information gained by neutron scattering and EPSR and

begin to consider dynamic perturbations to water alongside structural perturbations we

employ the technique of nuclear magnetic resonance (NMR) spectroscopy. This is a

technique which is sensitive to the magnetic moments of individual nuclei present in

the sample and whose signal is perturbed by the local environment in which individual

nuclei find themselves [168, 208]. It is also particularly sensitive to the signal generated

by hydrogen nuclei. It is therefore another powerful method to monitor structural and

dynamic perturbations on the atomic length scale and serves as a good compliment to

EPSR. The background theory and relevant NMR techniques will now be overviewed in

the following sections.

2.4.1 Spin

The phenomenon by which NMR is capable of function is due to the intrinsic angular

momentum of nuclei, refered to as “spin”. This is a quantum property and does not

relate to any physical movement of the particle itself [28]. Like energy, spin can be

shown to be quantised, and it can be demonstrated that the magnitude of spin adopts

discrete values according to equation 2.4.1 [168], where l is the “spin quantum number”.

Magnitude of spin angular momentum =
√
l(l + 1)~ (2.4.1)

In the case of fermions, such as protons, neutrons, and electrons, the l values can

be half integers (1
2 , 11

2 , 21
2 , etc.) whereas for bosons, such as photons and gluons, the

l values can be integers (0, 1, 2, etc.). The spin angular momentum ~I is a vector, and

therefore has both magnitude and direction. In the case of protons and neutrons, where

l = 1
2 and they are therefore called spin 1

2 particles, the magnitude of this vector given

by equation 2.4.1 is
√

3
2 ~. The projection of this vector onto an arbitrarily defined axis z

is shown in figure 2.4.1. As the spin is quantised it is allowed to adopt 2l+1 projections.
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Figure 2.4.1: The projection of the spin angular momentum vector ~I onto an arbi-
trarily defined z axis. For a spin with l = 1

2 there are two allowed projections, whose

projection onto the z axis Iz is equal to ±~
2 .

This projection means that the spin for an individual proton/neutron can be ~
2 or

−~
2 , and are therefore either called “spin up” or “spin down” respectively. This can

be simplified by saying that Iz = m~ where m is the magnetic quantum number and

has 2l + 1 values equal to l, l − 1, l − 2...,−l. As the nucleus is made up of protons

and neutrons, the spin on the overall nucleus is equal to the sum of the spins on the

individual protons and neutrons. Hence elements like hydrogen, whose nucleus comprises

of a single proton, have an overall spin. However within the nucleus protons will pair

with other protons with opposite spin, as will neutrons, and will cancel out. Therefore

elements with an even number of protons and an even number of neutrons, such as 12C

and 16O will show no overall spin and will therefore be invisible to NMR experiments.

This factor is of little concern to us in this thesis as we will only concern ourselves with

1H NMR.

The spin on a nucleus is then related to the magnetic moment of the nucleus by a

constant of proportionality which is dependent on the species of the element, as shown

in equation 2.4.2. This constant of proportionality γ is called the “gyromagnetic ratio”.

This is therefore where the “nuclear magnetic” part of NMR comes from. Table 2.4.1

then compares the gyromagnetic ratio for NMR sensitive isotopes of elements relevant
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to this thesis [168]. Here we see that hydrogen, like in neutron scattering, causes a

particularly strong signal in NMR as a single proton has a large magnetic moment due

to its large γ. The importance of this parameter will be explored further in the following

sections.

~µ = γ~I (2.4.2)

Table 2.4.1: The gyromagnetic ratio for NMR sensitive isotopes of different elements.
The negative value for 17O is because the magnetic moment is in the opposite direction
to the spin.

Isotope γ (107T−1s−1)

1H 26.752

2H 4.107

13C 6.728

14N 1.934

17O -3.628

2.4.2 Resonance Frequency

Now that we have defined and explained the quantum property of spin and its relation

to the magnetic properties of a nucleus, we can discuss NMR. The first stage of any

NMR experiment is the application of a large external magnetic field ~B0 on the order

of T parallel to what will be defined as the z axis (one commonly employed magnetic

field strength is 9.4 T ) [168, 208]. This has the effect of causing the magnetic moments

on individual nuclei to align either largely parallel to ~B0 in the case of spin up nuclei,

or antiparallel to ~B0 in the case of spin down nuclei, as shown in figure 2.4.2, where

the magnetic moment µ in the nucleus forms an angle ϕ with ~B0. In the absence of a

magnetic field, all orientations of µ are equally likely and there is no overall magnetisation

of the nuclei in the sample, however once a field is applied the population splits. This is

known as the “Zeeman effect” [209].
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Figure 2.4.2: The alignment of the magnetic moment on a nucleus µ with the large
external field ~B0 parallel to the z axis.

The resultant force felt by the magnetic moment as a result of the large external

magnetic field is always perpendicular to the magnetic moment and the large external

field [28], hence the magnetic moment will precess around the z axis at constant ϕ with

an angular frequency ω0 according to equation 2.4.3, where γ is the gyromagnetic ratio

of the nucleus and B0 is the magnitude of the large external magnetic field. This is

known as the Larmor frequency. NMR spectrometers are then classified according to

the Larmor frequency of a hydrogen nucleus (a single proton) at the operating magnetic

field strength. In the case of a 9.4 T NMR, this would therefore be classified as a 400

MHz NMR.

ω0 = γB0 (2.4.3)

Due to the Zeeman effect the nuclei split into two populations labelled spin up and

spin down in figure 2.4.2. Initially these populations are equal and there is no net

magnetisation on the sample. However the spin up state is slightly more energetically

favourable, and there will therefore be a tendency towards greater abundance of spin

up nuclei compared with spin down nuclei. This occurs through the process of spin-

lattice relaxation and will be discussed further in section 2.4.4. The relative abundance
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of these populations is then given by Boltzmann’s law in equation 2.4.4, where n(x) is

the abundance of state x, ∆E is the difference in energy between the spin up and spin

down state, k is Boltzmann’s constant, and T is temperature.

n(spin up)

n(spin down)
= exp

(
∆E

kT

)
(2.4.4)

Using the Planck-Einstein relation we can relate this energy difference ∆E to the

angular frequency ω0 and therefore the gyromagnetic ratio γ according to equation 2.4.5.

∆E = ~ω0 = γ~B0 (2.4.5)

We will now introduce the concept that it is possible to swap the spin up and spin

down states in the system by use of a second magnetic field. Upon the introduction of

~B0, the magnetic moments on individual nuclei begin to precess with angular frequency

ω0. If one then introduces a second magnetic field B1 at a frequency ω0 then the spin

up states can absorb energy and become spin down states, and the spin down states

can emit energy and become spin up states. The use of a second magnetic field at equal

frequency to ω0 is where the “resonance” part of NMR comes from. As the system began

with an excess of spin up states, as shown by equation 2.4.4, there will be an overall

absorption of energy. This absorption of energy of a particular frequency can then be

detected, and this provides the final signal in the NMR experiment.

It is here that we can point out the power of hydrogen in the NMR experiment. As

hydrogen has a large gyromagnetic ratio, equation 2.4.5 demonstrates that at a fixed

external magnetic field strength B0 then the energy difference between the spin up and

spin down state will be large compared with other elements. This then means that

the population of spin up relative to spin down will be greater in the case of hydrogen

compared with other elements according to equation 2.4.4. A sample rich in hydrogen

will therefore absorb a larger amount of the energy from the magnetic field B1, and

will therefore generate a large signal. Hence NMR is ideal to study water and aqueous
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solutions, as these will be extremely rich in hydrogen.

2.4.3 Chemical Shifts

We have now demonstrated that by the use of external magnetic fields we can generate

a signal from a sample using NMR as it will absorb specific frequencies depending on

the elements present in the sample. At first glance then NMR is useful for determining

the elemental composition of an unknown sample, but not much else. However, much

like everything else in physics, things are often much more complicated than they seem.

Another effect of the large external magnetic field ~B0 is that it will cause the electrons

around a nucleus to circulate in their orbitals, as shown in figure 2.4.3. This will then

result in the production of a second, far weaker (by a factor of 104− 105) magnetic field

~B′ which opposes ~B0.

Figure 2.4.3: The application of the large external magnetic field ~B0 causes the
electrons to circulate within their orbitals. This in turn induces a second weak magnetic
field ~B′ which opposes ~B0.

This means that the actual magnetic field experienced by the nucleus is not in fact

B0, but is slightly smaller. This is expressed in equation 2.4.6, where B is the magnetic

field strength experienced by the neutron as the result of the application of a magnetic

field strength B0, and σ is known as the screening/shielding constant.
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B = B0(1− σ) (2.4.6)

This in turn means that the magnetic moment on the nucleus does not precess about z

at ω0, but at the slightly lower frequency ω, and will therefore resonate at a slightly lower

frequency. This phenomenon is known as the “chemical shift”. As the electron orbitals

around a nucleus will depend on its immediate bonding partners and local chemical envi-

ronment, this perturbation to ω0 is therefore dependent on the local environment of the

nucleus. Hence the NMR signal will not only be element specific, but now environment

specific. This is the true power of NMR.

We now turn to plotting the signal produced by NMR. Because plotting the absolute

resonance frequency and therefore the chemical shift is difficult in practice, the alterna-

tive is to plot the chemical shift relative to a known value. The most common choice is

trimethylsilane, as this gives a single clear 1H peak. The NMR signal is then plotted

as a series of peaks, corresponding to the resonance frequency of the constituent nuclei,

normalised to this trimethylsilane peak. This is done according to equation 2.4.7, where

δ is the location of the resonance peak, ω is the resonance frequency of the nucleus of

interest, and ω0,TMS is the resonance frequency of trimethylsilane. The factor of 106 is

added by convention for convenience, and therefore the units are quoted as parts per

million (ppm). The choice of trimethylsilane as the reference means that its peak occurs

at δ = 0. In this research we found it more practical to use dimethylsulfoxide, which

shows a single clear peak at δ = 2.5.

δ = 106

(
ω − ω0,TMS

ω0,TMS

)
(2.4.7)

This is best shown by an example 1H NMR spectrum of ethanol (C2H5OH), shown

in figure 2.4.4 [210]. Here we observe three groups of peaks, each corresponding to

hydrogens in different locations on the ethanol molecule (the outermost CH3 group, the

central CH2 group, and the end OH group). The reason these peaks occur as groups

rather than a single clear peak is due to spin-spin coupling, which is outside the scope of
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this thesis. We can therefore use NMR to infer information about the local environment

in which a particular nucleus sits, and use this to infer information about molecular

structure.

Figure 2.4.4: The NMR spectrum of ethanol. Figure taken from the Spectral
Database for Organic Compounds [210].

The most useful origin of the peak shift effect for this thesis is its relation to hydro-

gen bonding. Stronger hydrogen bonds result in deshielding of the hydrogen nucleus and

therefore a shift of the NMR peak downfield (to higher ppm) and vice versa. Classicially

this is explained by the movement of the hydrogen away from its host molecule due to a

strong hydrogen bond, and therefore experiences less shielding from the electrons found

in the bond between the hydrogen and its host molecule, however the true origin of this

effect remains unclear. It is more likely to result from the distortion of the force field

in which the proton sits, resulting in a shift of rotational and vibrational frequencies.

We can therefore use NMR to examine the relative perturbing ability of different ex-

ternalities, such as solute addition, to the hydrogen bonding ability of water molecules.

This allows us to validate the structural results gained from neutron scattering, EPSR,

and the analysis routine, which can measure the strength of hydrogen bonding between

molecules as described in section 2.3.
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2.4.4 Spin-Lattice Relaxation

Now that we have seen how NMR can be used to validate observations of structural

perturbations in aqueous solutions, we will now demonstrate how it can also be used

to reveal information about dynamic perturbations. One method by which this can

be achieved is by a measurement of the spin-lattice relaxation time T1, a phenomenon

without which NMR would be impossible. Spin lattice relaxation is the process which

allows for the splitting of the nuclei into different spin states with a greater abundance

of spin up nuclei as described in section 2.4.2.

Upon the application of ~B0 all the spins in the sample experience a force that causes

their spins to align with (spin up) or against (spin down) the z axis. Initially these

populations are equal, but the spin up state is slightly more energetically favourable. In

the case of liquids while the magnetic moments on individual nuclei are all precessing

about the z axis, the molecules are still rotating in solution. Due to frequent collisions

with neighbouring molecules, the rate at which a single molecule rotates is sporadic and

changes frequently, hence it is more commonly referred to as “tumbling”. The tumbling

of a particular molecule is then quantified by the the rotational correlation time τc. This

is the average amount of time it takes for a single molecule to deflect by an angle equal

to one radian and are typically on the order of 10−12 s (ps).

This tumbling movement means that individual spins are in motion and are therefore

subject to time-dependent magnetic fields due to dipolar coupling with other spins.

These time dependent magnetic fields will each occur at a frequency ω. As the molecular

motions occur over a wide variety of timescales there also exist a wide variety of ω. The

resultant concentration of fields at a particular ω is then called the spectral density

function J(ω). This is given by equation 2.4.8 and shown in fig 2.4.5. Here we observe

that the spectral density is largely flat and then decays to 0. This occurs because at

small ω the value of ωτc << 1, and the expression simplifies to J = 2τc, and at large ω

the denominator grows exponentially. This initial flat portion is known as the extreme

narrowing limit.
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J(ω) =
2τc

1 + ω2τ2
c

(2.4.8)

Figure 2.4.5: The spectral density function J(ω) for different values of τc where ω0

corresponds to 400 MHz.

As explained in section 2.4.2, a spin can be made to flip by the application of a mag-

netic field of frequency ω0. Therefore if an individual spin experiences a time dependent

magnetic field due to its relative motion between neighbouring spins at a frequency ω0,

its spin can flip. This allows spin down electrons to flip into the energetically favourable

spin up state by emitting energy that is dissipated through the lattice and the population

of spin up electrons to build, as shown in equation 2.4.4. This makes NMR possible.

The rate at which the population of spin up nuclei can build towards the equilibrium

population difference ∆neq is characterised by the spin-lattice relaxation time T1. The

difference in population between spin up and spin down nuclei as a function of time

∆n(t) is given by equation 2.4.9 and shown in figure 2.4.6. It is for this reason that if

one is to do an NMR experiment, one should wait for significantly longer than T1 to

make sure one has built up a significant population of spin up nuclei. In the case of
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water T1 ≈ 3 s [211], hence this is hardly a major inconvenience.

∆n(t) = ∆neq

[
1− exp

(
−t
T1

)]
(2.4.9)

Figure 2.4.6: The population difference between spin up and spin down electrons as
a function of time.

The rate constant for this process 1/T1 time will be proportional to the likelihood

of experiencing a magnetic field of frequency ω0, equal to the spectral density at the

Larmor frequency, J(ω0). In the case of liquids τc is on the order of ps, hence ω0τc << 1

and we are in the extreme narrowing limit. This means that J(ω) ≈ 2τc, and therefore

1/T1 ∝ τc, as shown in equation 2.4.10. Hence if one measures the T1 relaxation time for

the hydrogen nuclei belonging to water molecules in an aqueous sample one can calculate

the rotational correlation time of the water molecules, and therefore obtain a measure

of whether rotational dynamics of water molecules are being accelerated or retarded by

different externalities [87].
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1

T1
∝ J(ω0) ∝ τc (2.4.10)

In practice this is achieved by using the NMR technique of inversion recovery. At

the beginning of the experiment the large external magnetic field ~B0 has been applied,

and the greater abundance of spin up nuclei has been allowed to build to ∆neq. The

net magnetisation on the whole sample is therefore parallel to the positive z axis. An

intense magnetic pulse is then applied close to ω0 parallel to the y axis. This exerts a

force on the spins and causes the net magnetisation of the whole sample to tip away from

being parallel to the z axis, through the zy plane. The duration of this pulse therefore

controls by how much the net magnetisation on the sample will tip. Appropriately done

this pulse can therefore causes the population of spin up and spin down nuclei to invert,

and the net magnetisation on the whole sample becomes parallel to the negative z axis.

Hence the signal generated by a particular nucleus also inverts as energy is now

being overall emitted at a frequency ω0 rather than absorbing at ω0. Once the pulse is

complete the nuclei will again feel a force due to ~B0 and will gradually return to the

original ∆neq through spin-lattice relaxation, and the signal will also recover. One can

therefore monitor the NMR signal of a particular nucleus following the inversion pulse

to determine the T1 relaxation time. The raw data is fit to equation 2.4.11, where Mz(t)

is the magnetisation in the positive z direction, Mz(0) is the net magnetisation before

the pulse, and t is time following the pulse.

Mz(t) = Mz(0)

[
1− 2 exp

(
−t
T1

)]
(2.4.11)

T1 measurements of the aqueous samples presented in this research were measured

at 27 ◦C on a Magritek Spinsolve 43 MHz NMR spectrometer.
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2.4.5 Diffusion Measurements

We have now demonstrated that NMR can be sensitive to the rotational motion of water

molecules in aqueous solutions, however it can also be made to be sensitive to diffusive

motions in aqueous solutions. This gives us a second means by which to quantify dynamic

perturbations to water and is achieved using the principle of pulsed field gradient spin

echo [212], which will be overviewed in the following section.

Diffusive motions of individual molecules in aqueous solutions proceed via Brownian

motion as a result of the thermal energy of the system. These are characterised by the

diffusion coefficient D which relates the average root mean square displacement rRMS of

an individual molecule to time t, as shown in equation 2.4.12.

rRMS =
√

2Dt (2.4.12)

In the special case of spherical objects diffusing through a liquid the diffusion coef-

ficient D can be expressed via the Stokes-Einstein relation as shown in equation 5.6.1,

where k is the Boltzmann constant, T is the temperature, η is the liquid viscosity, and r

is the radius of the diffusing object. This applies in situations where the diffusing object

is much larger than the constituent molecules of the liquid. However as the size of the

diffusing object becomes comparable to the solvent molecules, the factor of 6 must be

amended.

D =
kT

6πηr
(2.4.13)

In this thesis we monitor diffusive dynamic perturbations by using NMR to calculate

the D value for individual water molecules in different aqueous solutions. Increased

dynamics then corresponds to an increased D value and means that the water molecules

are individually more mobile.

As stated previously, this is measured using pulsed field gradient spin echo. To

107



explain this we will first overview the principle of spin echo. This is explained visually

in figure 2.4.7. Before the spin echo pulse sequence begins the individual spins are

precessing about the z axis. An individual spin can be described by a “spin vector”,

hence in this case the individual spin vectors are all parallel to the z axis, and due to

the imbalance of the up and down spins so is the net magnetisation. A 90 ◦ magnetic

pulse is then applied which tips the magnetisation of the sample from being parallel to

the z axis to being parallel to the y axis, however the spins are still precessing around

the z axis. Due to local inhomogeneities in the magnetic field each spin will precess with

a slightly different frequency ω, and hence individual spins will start to dephase by a

phase difference δ. This means that the magnitude of the magnetisation in the xy plane

will gradually decrease. This is known as spin-spin or T2 relaxation. After a time t a 180

◦ magnetic pulse is applied which causes the individual spin vectors to flip around the y

axis. This means that rather than dephasing, the individual spin vectors now begin to

rephase, as the spin vectors with higher ω will start to catch up to the spin vectors with

lower ω. After another time t the spin vectors will again be completely back in phase

(δ = 0), and the magnitude of magnetisation in the xy plane will return to its original

value. This rephasing produces a signal that can be detected by the NMR, and is known

as the spin echo.

Figure 2.4.7: A visual representation of the spin echo pulse sequence. The net mag-
netisation is shown in red and individual spin vectors are shown in blue. The corre-
sponding pulse sequence is shown in green, with the final spin echo shown in red.
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A common anaology used to explain this sequence is a series of runners on a track.

Before the pulse sequence all the runners start in the same place. The pulse sequence

then begins at the 90 ◦ pulse and the runners set off each with a constant velocity. As

the race progresses the faster runners will pull out ahead of the group and the slower

runners will fall behind the group. This can be thought of as the group dephasing. After

a time t the 180 ◦ degree pulse is applied and all the runners stop where they are, turn

around, and run back towards the starting line. After another time t the runners should

therefore all pass the starting point at the same time and produce a signal, which can

be thought of as the spin echo.

Under the condition that ~B0 is uniform throughout the sample, and therefore all the

nuclei of a given species should precess at ω0, all the individual spins should perfectly

rephase following the spin echo pulse sequence. However, let us now consider the case

where ~B0 is not uniform and instead depends linearly on the position along the z axis

~B0(z). This is known as a field gradient and is quantified by the value G, according to

how strongly the field varies as a function of z. Therefore the Larmor frequency ω0 of

the individual nuclei is now dependent on their z position, and therefore each nuclei has

effectively become “labelled” according to its physical position. Following the spin echo

pulse sequence this means that the spins will only perfectly rephase if their z position is

unchanged throughout the pulse sequence and they have experienced a constant B0 and

hence ω0. However if molecules are diffusing in the z direction this will not be the case

and the spins will not perfectly rephase, and the final echo signal will be of a reduced

intensity (attenuation). The attenuation of the echo signal will therefore depend on the

field gradient G and how rapidly molecules in the sample are diffusing, measured by

their diffusion coefficient D.

Returning to the analogy of the runners the effect of a field gradient can be thought

of as rather than each of the runners running at a constant speed they are allowed to

accelerate/decelerate throughout the race. After the 180 ◦ pulse the runners then turn

around and run back to the start line, but their varying speeds mean that they will no

longer all cross the start line at the same time.
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The diffusion coefficient can then be related to the field gradient by the Stejskal

Tanner equation [213], shown in equation 2.4.14, where IG is the echo signal strength

at gradient strength G, γ is the gyromagnetic ratio of the nuclei in question (hydrogen

in this case), δ is the length of the pulses, and ∆ is the time between pulses. The

application of this principle means that the diffusion coefficient for individual water

molecules in aqueous solutions can be calculated through NMR to examine translational

dynamic perturbations.

IG = IG=0 exp

[
−(γδG)2D

(
∆− δ

3

)]
(2.4.14)

2.5 Proteins

We have now discussed how we study the structure and dynamic perturbations to water

as a result of different externalities in considerable detail, so we will now turn our atten-

tion to the study of biomacromolecules. In this thesis the considered biomacromolecules

were the 93 amino acid β sheet protein I27 and the 10 amino acid peptide CLN025, which

can be thought of as a “miniprotein” [214]. As outlined in section 1.1, proteins are nat-

ural polymers consisting of long chains of amino acids (residues) [18]. As they consist

of both hydrophobic and hydrophilic residues upon exposure to water they attempt to

minimise their free energy by folding into a shape that minimises the exposure of the

hydrophobic residues to water and maximises the exposure of the hydrophilic residues

to water. It is this shape that then dictates the proteins function.

In the following sections we will overview how the I27 proteins was produced, purified,

and stored. I27 was selected as it is well suited to protein synthesis using E. Coli, it has

been well previously characterised through mechanical [215–217] and thermodynamic

studies [218–221], is relatively stable, exhibits reversible folding, and does not contain

any disulphide bridges or cis prolines. In short, a pET vector containing the genetic

code for I27, along with other genes to aid in protein production, was transformed into

E. Coli cells. This was then grown up to suitable levels and induced to start producing
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Table 2.5.1: Growth media and buffers used in the production and purification of
I27.

Media/buffer Components

Lysogeny broth (LB)
10 g bacto-tryptone, 5 g yeast extract, 10 g NaCl
dissolved in 1 L of water

Terrific broth (TB)
12 g bacto-tryptone, 24 g yeast extract, 16.4 g
K2HPO4, 2.3 g KH2PO4, 4 mL glycerol dissolved in
1 L of water

Lysis buffer

4.84 g Tris-HCl, 35.06 g NaCl, 300 µL Triton X-100,
0.68 g Imidozole, 20 mL of 200 mM phenylmethylsul-
fonyl fluoride, 20 mL of 100 mM Benzamadine dis-
solved in 1.96 L of water corrected to pH 8

Wash buffer
4.54 g Tris-HCl, 35.06 g NaCl, 1.36 g Imidozole dis-
solved in 2 L of water corrected to pH 8

Elution buffer
1.21 g Tris-HCl, 8.77 g NaCl, 8.51 Imidozole dis-
solved in 500 mL of water corrected to pH 8

Cleavage buffer
3.03 g Tris-HCl, 29.22 g NaCl, 1 mL β mercap-
toethanol dissolved in 1 L of water corrected to pH
8

TEV elution buffer
1.51 g Tris-HCl, 14.61 g NaCl, 0.5 mL β mercap-
toethanol, 8.51 g Imidazole dissolved in 500 mL wa-
ter corrected to pH 8

Investigation buffer
2.98 g HEPES dissolved in 500 mL water corrected
to pH 7.4

the protein in large quantities [7]. The cells were then lysed to extract the protein, and

subsequently purified. These steps will now be explained in more detail.

2.5.1 Media and Buffers

The various steps of I27 expression, purification, cleavage, and investigation require

various different medias for the growing of bacterial cells and buffers for purification and

study of proteins. The media and buffers used in this thesis are outlined in table 2.5.1

and are all dissolved in ultrapure Milli-Q water unless otherwise specified. pH values

were corrected to the desired value using concentrated HCl or NaOH as appropriate.

Buffers/growth media were prepared and then filtered using a 0.22 micron filter for

sterilisation.
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2.5.2 Transformation of Cells

The process of expressing, purifying, and cleaving I27 was done under close supervision

by research technician Sophie Cussons. The first step is the transformation of the pET

vector containing the gene which codes for the I27 monomer along with a gene which

codes for ampicillin resistance, the lac I gene, the T7 RNA polymerase gene, and the lac

operator supplied by Sophie Cussons [222]. The I27 gene contains the DNA sequence

which codes for the I27 protein, along with a sequence that codes for a cleavage site

between the protein and six concurent His residues located at the N terminus. This is

vital for later purification and cleavage. The cells are transformed by first defrosting 50

µL of competent E. Coli BL21(DE3)pLysS cells on ice. Cells had been previously made

to be competent by suspending E. Coli cells in 100 mM CaCl2 [223] and then transfering

the cells into a solution of 100 mM CaCl2 with 30% glycerol before chilling on dry ice and

storing at -80 ◦C. Cells prepared in this manner were generously donated by previous

PhD students in the Dougan group. Once defrosted the cells were transfered to a sterile

0.5 mL eppendorf and 2-4 µL of the pET vector at a concentration of 100 µg/µL was

added. This is then left to incubate on ice for 20 minutes, before heat shocking the

solution in a water bath at 42 ◦C and returning to ice. The heat shock step is done to

increase the permeability of the cell membrane which allows the E. Coli cells to uptake

the pET vector.

2.5.3 Full-scale Expression

Once the cells contain the pET vector they must then be allowed to replicate. To do this

0.9 mL of sterile LB was added to the eppendorf containing the cells before incubating

for 1 hour at 37 ◦C while spinning at 200 rpm. The spinning is done to keep the

solution well oxygenated and allow the cells to efficiently replicate. During this step

the cells express the protein using the ampicillin resistant gene that allows them to be

resistant to antibiotics. Following this 100 µL of the bacteria are spread onto an agar

plate containing 100 µg/mL of ampicillin using a sterile glass rod. The inclusion of the

ampicillin in the agar plate means that any cells that have not successfully included the
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pET vector, and hence cannot be used to express I27, are killed and only the useful cells

remain. The agar plates are then incubated at 37 ◦C overnight. To be sure that the

grow was successful the procedure was also carried out using pure water rather than the

pET vector solution as a control. A successful grow is therefore one that yields roughly

equally sized colonies on the sample plate and no colonies on the control plate.

A single colony is then removed from the agar plate and placed into a flask containing

20 mL of sterile LB, also containing carbenicillin at 100 µg/mL, to form a “starter

culture”. This is incubated overnight at 37 ◦C and while being spun at 200 rpm. 10

flasks each containing 1 L of sterile TB are then prepared and each inoculated with 2 mL

of the starter culture, which are again left to incubate at 37 ◦C while being spun at 200

rpm. During this incubation 1 mL of solution was removed every hour to measure the

optical density using a UV spectrometer at 600 nm (OD600). This is done as bacteria

scatter light of wavelength 600 nm [224], and therefore by monitoring the OD600 it

allows one to monitor the growth rate of the bacteria. This was performed until an

OD600 reading of approximately 0.8 was reached, at which point the cells have reached

the exponential phase of replication.

At this point 1 mL of 1 M isopropyl β-D-1-thiogalactopyranoside (IPTG) solution

was added to each of the flasks such that the final concentration of IPTG is 1 mM.

This causes the cells to over-express the I27 protein. The flasks are then left for a final

incubation stage at 37 ◦C while being spun at 200 rpm for 18 hours. Finally the solutions

are spun down in a centrifuge at 8000 rpm for 25 minutes at 4 ◦C. This forces the cells,

now rich with the I27 protein, to the bottom of the solution where they form a pellet.

The remaining supernatant is then discarded and the pellets retained.

2.5.4 Cell Lysis

Now the I27 protein must be extracted from the cells. To do this each pellet is resus-

pended in approximately 200 mL of lysis buffer. This causes the cells to break down

and release the I27 protein, along with a number of other naturally occuring E. Coli

proteins, into solution. Complete breakdown was further encouraged by homogenising
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the solutions with an electronic disperser and leaving the solutions to incubate for 1

hour at room temperature. The resultant solution (lysate) was was then passed through

a cell distruptor operating at 30 kpsi and 25 ◦C. Finally the lysate was spun down in

a centrifuge at 25000 rpm for 25 minutes at 4 ◦C. This causes the lysed cell debris

to be forced to the bottom and form another pellet, while the proteins remain in the

supernatant above. The supernatant was then collected and the pellets discarded.

2.5.5 Purification

We now have a supernatant containing the I27 along with a number of other proteins.

In order to extract the desired I27 protein the lysate supernatant is loaded onto a 35 mL

GE-nickel affinity chromatography column (HisTrap) using a peristaltic pump at a rate

of 1 mL per minute overnight. The columns feature nickel (Ni2+) bound to a matrix of

highly cross linked agarose beads. It is here that the six His residues located at the N

terminus of the protein come into play. Ni2+ ions have a strong affinity for imidozole,

and so the six imidozole groups on the side chains of the six concurrent His residues will

likely bind strongly to the column [225]. This means that the column retains the protein

while the undesired proteins present in the lysate are washed through. The protein can

then be knocked off the column by running through a concentrated imidozole solution

which displaces the bound protein, given by the elution buffer.

The His column was then loaded onto an ÄKTA Prime. This provides two functions:

the first is it allows two different buffers to be mixed at specified ratios before running

them through the HisTrap such that the imidozole concentration can be well controlled

by mixing the wash buffer with the elution buffer. The wash buffer contains a small

concentration (10 mM) of Imidozole from the outset, this is included to displace any

other weakly bound proteins that may contain a surface imidozole group. The second

is that it monitors the absorbance of the solution exiting the His column at 280 nm

(A280). This is useful because proteins containing tyrosine or trypophan, of which I27

contains one of each, absorb strongly at 280 nm. Therefore by monitoring the A280 it is

possible to tell at which point proteins are being knocked off the HisTrap. As the ratio
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of wash buffer to elution buffer is gradually increased the solution exiting the HisTrap is

collected in a series of 5 mL vials. This means that when strong A280 is recorded by the

ÄKTA Prime, one can isolate the solution containing that particular protein species.

The various protein species eluted must then be tested to isolate I27. This is done by

analysing 10µL of each of the pooled protein species using Tris-tricine buffered sodium

dodecyl sulphate polyacrylamide gel electrophoresis (SDS-PAGE gel). A potential dif-

ference is applied across two different gels stacked on top of one another. This causes

protein to migrate through the first gel (stacking gel) at a low current without entering

the second gel (resolving gel) so that the protein samples all start from the same posi-

tion. The current is then increased and the proteins travel through the resolving gel at

a rate that is logarithmically dependent on their molecular weight. A sample contain-

ing proteins of calibrated weights (Mark12 Protein Standard, Invitrogen, UK) serves a

scale by which to quantify the molar mass of each of the pooled protein samples. This

allows one to isolate the sample containing I27, which can be further purified using size

exclusion chromatography (SEC) if needed.

At this point the protein sample is still rich in salts from the elution buffer. To

remove these the protein is then dialysed into pure water by loading the sample into

Snakeskin dialysis tubing. This tubing is a semipermeable membrane which allows the

exchange of small molecules, such as the various ions present in the sample, but retains

the larger I27 protein molecules. The tube is then placed in a large amount of water

and the ions allowed to equilibrate either side of the membrane due to osmotic pressure

[28]. By repeatedly changing the water it is possible to reduce the concentration of ions

in the protein sample to negligible amounts.

We now are left with a pure protein sample however it is at very low concentration.

This can be measured by measuring the A280 and applying the Beer Lambert Law, as

shown in equation 2.5.1, where ε is the molar absorptivity of I27, b is the length of

the sample and C is the concentration in mol/L. The sample is therefore loaded into

centrifugal concentrator tubes to increase the concentration. The sample is centrifuged

at 4000 rpm until the concentration of protein has reached approximately 1 mg/mL.
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Finally the sample is snap frozen using liquid nitrogen and lysopholized on a vacuum

freeze drier, and stored at -80 ◦C. The final yield for this style of grow is typically

approximately 200 mg of I27 protein.

A280 = εbC (2.5.1)

2.5.6 His Cleavage

The final step is to remove the His tag so as to remove any effects this may induce in

future studies of the protein. This is done with the application of the nuclear inclusion

protease from tobacco etch virus (TEV protease), which recognises the cleavage site along

a protein backbone by its peptide sequence ENLYFQ/G [226] and cleaves the protein

between the Q and G residues. This was supplied by Sophie Cussons and expressed in

a similar manner to that described by sections 2.5.1 - 2.5.5.

For this procedure 100 mg of I27 containing the cleavage site was resuspended in 10

mL of cleavage buffer. 8 mg of TEV protease, previously prepared and suspended to

a concentration of 2 mg/mL in cleavage buffer and snap frozen in liquid nitrogen, was

then thawed on ice before adding it to the I27 solution. This was then incubated at

room temperature for one hour to allow the enzymatic reaction of the TEV protease to

cleave the His tag from the I27. The resultant solution was then diluted in 150 mL of

cleavage buffer before loading it onto a HisTrap and purifying using the ÄKTA Prime

and SDS-PAGE gels as previously. This allows for approximately 85-90% of the protein

to be successfully cleaved and recovered. The final cleaved protein solution was then

dialysed into pure water using Snakeskin dialysis tubing and concentrated down to at

least 0.5 mg/mL as previously. Finally this was placed into 1 mL aliquots, snap frozen

using liquid nitrogen and stored at -80 ◦C.
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2.6 Peptides

Peptides are short chains of amino acids shorter than approximately 20 residues, however

there is no precise cutoff length. Just like larger proteins, peptides can also adopt

secondary structure. The peptide used in this thesis was a 10 residue β hairpin peptide

called CLN025 [214, 227]. This was selected as it was the smallest peptide that was found

in the literature that adopted a stable secondary structure, which could be subsequently

denatured. This denaturation behaviour means that CLN025 behaves as a “miniprotein”,

however it is not biologically derived. This is important as a smaller peptide will be better

suited for neutron scattering and EPSR experiments as it will have fewer interatomic

correlations. The synthesis and purification of these peptides will now be overviewed.

2.6.1 Peptide Synthesis

Peptides were synthesised using microwave assisted solid-phase FMoc based synthesis

in a CEM Liberty Blue peptide synthesizer. This is a method for growing peptides on

a resin support one amino acid at a time [228]. This is extremely effective for growing

smaller peptides, but becomes complicated if one wished to grow full proteins. FMoc is

shorthand for the 9-fluorenylmethoxycarbonyl group that is used as a protecting agent

during peptide synthesis. Solutions of the amino acids present in CLN025 with an FMoc

group covalently bound to their N-termini were prepared at 0.2 M in dimethylformamide

(DMF). A solution of resin beads is then also prepared in equal parts dichloromethane

(DCM) and DMF which will act as the support for the growing peptide. The auto-

mated synthesiser then transfers these beads to the reaction vessel, were a 20% piperi-

dine solution in DMF is added before a microwave step. The piperidine deprotects any

FMoc groups on the resin such that a new amino acid can bind. This is then washed

through. The amino acid is then added to the resin solution, along with a DMF solu-

tion of N,N’-Diisopropylcarbodiimide (DIC) and ethyl 2-cyano-2-(hydroxyimino)acetate

(Oxyma). These chemicals act as a coupling agent which facilitates the formation of the

peptide bond and a coupling agent to reduce racemization respectively. A microwave

step is then included to promote bond formation, and the system is washed through to

117



remove waste. This procedure is iterated until the full peptide is synthesised. Finally

the sample is removed from the synthesiser, washed through with DMF, resuspended in

DMF, and 0.2 mL of acetic anhydride is added. The sample is then placed on a rotator

for 30 mins, which allows the acetic anhydride to form a protecting acetyl cap on the

unprotected N terminus.

At this point the peptide is synthesised but is still firmly attached to the resin.

The peptide is then cleaved by washing the final resin through with DMF, DCM, and

diethyl ether and dried under vacuum. 5 mL of cleaving cocktail, containing 92.5%

trifluoroacetic acid (TFA), 2.5% water, 2.5% triisopropylsilane (TIPS), and 2.5% 3,6-

dioxa-1,8-octanedithiol (DODT), is then added and the resin left on a rotator for 3

hours. This cleaves the peptide from the resin. The solution is then filtered to extract

the peptide, and the resin is washed with TFA to wash off any remaining peptide. Finally

45 mL of diethyl ether at -20 ◦C is added to precipitate the peptide from the filtered

solution. The separated solution is then spun down for 3 minutes at 6000 rpm, and the

diethly ether removed. The process is then repeated. Finally the diethyl ether is poured

off and the peptide is resuspended in water to be freeze dried as described in section

2.5.5. These final peptides are then rehydrated and purified using high precision liquid

chromatography coupled with mass spectrometry.

2.7 Fluorescence Spectroscopy of Proteins

Now that the CLN025 peptide and the I27 protein have been expressed and purified they

can begin to be investigated. This is done by two methods in this thesis: fluorescence

spectroscopy and circular dichroism. The former will now be outlined.

Fluorescence spectroscopy (in this case fluorescence emission spectroscopy) involves

subjecting a sample to a beam of light at constant wavelength which acts as an excitation

beam and monitoring the intensity of the emitted light as a function of wavelength to

produce an emission spectrum [229]. The principle of fluorescence occurs as a result of

the interaction between a photon of energy hf , where h is Planck’s constant and f is
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the frequency of the photon, and an incident atom/molecule. This is shown visually

in figure 2.7.1. If the energy of the photon matches the energy difference between the

ground state of an electron in the molecule S0 and the first (S1) or second (S2) electronic

vibrational state orbitals then the photon can be absorbed and the electron is excited

into a higher energy state, as shown by the red arrows. Once in this excited state

the electron can then relax via a number of mechanisms: These can be vibrational

relaxations, which transfer energy between energy levels within a given electron orbital

and are shown by the blue arrows, and the excess energy is released as heat. They

can also be via internal conversion, in which the energy is transferred between electron

orbitals with no loss of energy, and are shown as orange arrows. Finally the electron

can spontaneously relax into its ground state orbital and the excess energy is emitted

as a photon via fluorescence, shown by the green arrows. As the energy of the absorbed

photon will be greater than that of the emitted photon due to the energy lost through

internal relaxations, the wavelength of the emitted photon will be comparatively longer

depending on which relaxation pathway was taken.

Figure 2.7.1: A Jablonski diagram demonstrating the different energy pathways of
electron excitation and relaxation upon absorbance of an incident photon of appropriate
energy.

When studying the I27 protein via fluorescence we choose an excitation wavelength

of 280 nm, as tryptophan absorbs strongly at this wavelength and emits between 300-

400 nm [230, 231]. The tryptophan on I27 is buried in the hydrophobic core of the
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molecule [232], as shown in figure 2.7.2 and its fluorescence depends strongly on the

chemical location of the side chain. As the protein denatures and the hydrophobic core

of the molecule becomes hydrated its emission spectra will broaden and shift to longer

wavelengths. Therefore by monitoring the emission spectra of I27 after excitation at 280

nm we can monitor protein unfolding. In this thesis fluorescence emmision spectra were

monitored on a PTI fluorescence spectrometer.

Figure 2.7.2: The cartoon structure showing the secondary β structure of I27 with
the tryptophan atomic side chain structure highlighted in red.

In this research protein denaturation was induced through the addition of large quan-

tities of urea. Urea preferentially associates at the protein surface and strongly reduces

the protein-solvent van der Waals interaction energy [233], leading to protein denatura-

tion [153, 234–236]. Increasing concentrations of urea will therefore cause the equilibrium

of a system of aqueous proteins to tend towards an unfolded state. Urea also shows neg-

ligible contribution to the emission spectra at 300-400 nm at an excitation wavelength of

280 nm. If one therefore monitors the emission spectra of I27 at varying concentrations

of urea one will observe a gradual change in the fluorescence signal as the population

of unfolded protein relative to the population of folded protein begins to increase. This

is therefore an equilibrium denaturation experiment. In the case of I27 there is a large

difference between its emission signal in a folded an unfolded state at 320 nm. Therefore

the emission signal was monitored at this wavelength taken a reading every second for
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60 s to produce a signal to quantify protein unfolding.

Samples of I27 at varying urea concentrations were produced by first defrosting the

I27 protein samples prepared as described in section 2.5.6 on ice. An investigation buffer

stock + other solute and an investigation buffer + other solute + >8M urea stock were

then prepared. The urea stock was made in excess of 8M because upon the addition of the

I27 stock it would become diluted, and an upper concentration limit of 8 M was desired.

The excess urea concentration was therefore calculated according to the concentration of

the snap frozen I27. The other solutes are added at the desired concentration to monitor

their perturbing effects on the stability of I27. From these 3 stock solutions a further 5

substock solutions were made of investigation buffer + 0.05 mg/mL I27 + 0, 2, 4, 6, 8

M urea by mixing the stock solutions accordingly. These substocks were then mixed to

produce the final 0 - 8 M urea samples in increments of 0.2 M. The use of intermediate

substocks reduces the error associated with mixing small quantities of stock solutions

when one is producing the very high/low concentration samples, resulting in noisy data.

The resultant emission signal at 320 nm as a function of urea concentration is then

analysed using the “two state model” of protein unfolding. As described in section 1.1.2,

protein unfolding can be thought of as a two state process separated by an energy barrier

with a difference between the Gibbs free energy of the folded vs the unfolded state of

∆G [37, 237]. This ∆G value can be calculated from the emission signal data according

to equation 2.7.1, where I is the signal intensity, [denaturant] is the concentration of

denaturant, in this case urea, in M , R is the ideal gas constant and T is absolute

temperature. This equation essentially states that the emission signal of the totally

folded and totally unfolded state are linearly dependent on urea concentration, hence

the baseline at low urea concentration is fit to (A[denaturant] + B), where A is the

gradient of the pre-transition baseline and B is the intercept, and the baseline at high

urea concentration is fit to (C[denaturant] + D) where C is the gradient of the post

transition baseline and D is the intercept. The folded signal is then weighted by the

Bolzmann factor which itself scales with urea concentration by parameter m. This

controls the steepness of the transition and is also shown to correlate with the difference

between solvent accessible surface area in the folded and unfolded state.
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I =
(A[denaturant] +B) exp

(
∆G−m[denaturant]

RT

)
+ (C[denaturant] +D)

1 + exp
(

∆G−m[denaturant]
RT

) (2.7.1)

Fluorescence spectroscopy therefore allows us to monitor the folded fraction of a

protein as a function of urea and extract thermodynamic properties of the protein. By

including other solutes at a constant concentration throughout this experiment we can

then quantify their perturbations to protein stability by observing how the perturb ∆G.

A protein stabilising agent would therefore increase ∆G and a protein destabilising agent

would decrease ∆G. As it is only actually measuring the fluorescence of a single residue,

it is only a global representation of the whole protein. If we wish to gain more specific

insight into structural perturbations to the protein as a result of external stimuli, we

need to turn to other optical techniques, such as circular dichroism.

2.8 Circular Dichroism

Circular dichroism spectroscopy is an optical technique which uses circularly polarised

light and is sensitive to the chriality of structures present in the sample. This is useful

for the study of proteins as the secondary structures present in a folded protein are chiral

[238]. Circularly polarised light can be produced as shown in figure 2.8.1. This begins by

polarising a monochromatic beam of unpolarised light using a linear polariser [28]. This

means that rather than the electric and magnetic fields oscillating in all directions with

equal probability, the electric field now oscillates in a single direction and the associated

magnetic field oscillates perpendicular to it. We will now define the optic axis as parallel

to the vertical direction. If the emergent light is at an angle to the optic axis, as shown

in figure 2.8.1, where the emergent polarised light is at 45 ◦ to the optic axis, then it can

be thought of as the sum of two waves. A polarised wave oscillating parallel to the optic

axis, or extraordinary wave, or oscillating perpendicular to the optic axis, or ordinary

wave. In the case of the polarised light shown in figure 2.8.1 these two waves are in phase
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and perpendicular to each other.

Figure 2.8.1: A schematic representation of the production of circularly polarised
light from unpolarised light. Taken from reference [239].

The wave is then incident on a quarter wave plate. This is a birefringent material,

which means that its refractive index is dependent on the orientation of the polarisation

of the incident light. Light polarised parallel to the optic axis will be slowed to a

different extent than light polarised perpendicular to the optic axis. The underlying

mechanism of birefringent materials is due to the anistoptropic nature of their molecular

structure. This means that as the polarised light in figure 2.8.1 passes through the

waveplate, the ordinary and extraordinary waves gradually become out of phase. If the

plate is appropriately thick then the phase difference between the two waves will be 90

◦. This means that as the extraordinary wave intensity approaches 0, the ordinary wave

intensity approaches its maximum, and vice versa. The vector therefore corresponding

to the total electric field rotates around the direction of propogation, and the wave

is said to be circularly polarised. The direction the electric field vector rotates then

determines whether the emergent wave is right hand circularly polarised or left hand

circularly polarised.

A CD spectrometer uses this principle to produce both left hand and right hand

circularly polarised light. This is then incident upon a protein sample and the chiral

structures in the protein will preferentially absorb left hand or right hand circularly

polarised light depending on the structure and the wavelength of the incident light. If

both components were absorbed equally the transmitted light would be plane polarised,

123



however in the case of preferential absorbance the transmitted light will be elliptically

polarised. The spectrometer then records the difference in absorbance between the two

components (∆A = AL−AR) and converts the result into an ellipticity value θ measured

in degrees where θ = tan−1(b/a) and b and a are the major and minor axis values of

the resulting ellipse. This is related to ∆A by θ = 32.98∆A. A spectrum can then

be taken by measuring θ as a function of wavelength. For I27 aqueous samples in the

various media of interest were investigated at 0.2 mg/mL in investigation buffer using

1 cm quartz cuvettes on a Chirascan plus circular dichroism spectrometer (Applied

PhotoPhysics). The final values determined from the experiment were converted to

mean residue ellipticity according to equation 2.8.1 [238], where M is the molecular

weight, R is the number of residues in I27, d is the depth of the sample, and c is the

concentration in mol/L.

[θ]mrw,λ =
M

10× (R− 1)× d× c
(2.8.1)

The resultant circular dichroism spectra (CD spectra) can be further deconvoluted to

measure the relative abundance of each type of secondary structure within the protein.

This is done using the Contin algorithm [240] within the online tool DichroWeb [241].

This works by refining supplied CD spectra against a large dataset of proteins of known

secondary structure fractions using the locally linearised model. This helps to eliminate

any structures that are dissimilar to the protein, which reduces the size of the dataset to a

small number of similar proteins of known structure. These spectra are then convoluted

to resemble the supplied data and measure the relative abundance of each secondary

structure.
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Chapter 3

Perturbations to Water Structure,

Dynamics, and Thermodynamics

due to Simple Monovalent Ions

3.1 Introduction

In this first results chapter I will investigate the effects of one of the simplest perturba-

tions to water: the introduction of simple monovalent salts. Salts are groups of ions, in

this case a pair between a halide anion and a potassium cation, that associate through

an ionic bond. This bond occurs because a potassium atom can donate an electron to a

halide atom, resulting in an oppositely charged pair which are electrostatically attracted

to one another [28]. Salts then dissociate into their constituent ion when dissolved in

water. This phenomenon has received widespread attention from a host of scientific

communities due to the ubiquity of salt solutions in all areas of life. Most relevant to

this thesis is the observation that different ion species can either stabilise or destabilise

biomolecules. This was first observed by Franz Hofmeister in 1888 [43], who studied

the relative ability of various ions to precipitate egg white lysozyme. This resulted in

the first iteration of the “Hofmeister series”, which ranks ions by their ability to sta-
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bilise/destabilise proteins and led to an explosion of literature in this area [24, 44–52].

In this section we will aim to achieve a detailed understanding of the effects of simple

monovalent ions on water. Specifically we will seek to answer key questions concerning

the study of aqueous salts, namely: over what range do ions perturb water structure, and

can we meaningfully connect miscroscale perturbations present in salt solutions to their

bulk properties? To do this we choose to investigate aqueous potassium halides. Halides

are those elements which belong to group 7 of the periodic table, including fluorine,

chlorine, bromine, and iodine. Potassium halides were chosen as they are ions with large

biological relevance [175, 176], such as the uptake of K+ ions in halophilic organisms to

balance osmotic pressure [54] or the role of K+ ions in insulin secretion [242], for which

neutron scattering data is already available [128]. Choosing to investigate monovalent

anions also provides us with the opportunity to understand relatively simple ion solutions

in detail before the potentially more complex effects of multivalent/polyatomic ions are

considered.

To achieve this understanding we will adopt a multi-scale approach. In section 3.2

neutron scattering and EPSR will be used to reveal atomistic scale structure present

in aqueous potassium halides by producing site-site RDFs. In section 3.3 the custom

analysis routine will be used to reveal more detailed structural information from the

atomic coordinates produced through EPSR, namely dipole angle distributions of water

molecules around bulk water molecules and ions. In section 3.4 we will then begin to

consider thermodynamics of hydration of ions using the custom analysis routine. We

will use this to calculate the enthalpy of hydration of the ions by considering particular

microenvironments present in aqueous potassium halides and compare the findings to ac-

cepted literature values for the bulk solutions [35]. We will also monitor perturbations to

bulk water hydrogen bonding, and calculate the distance over which ions have favourable

enthalpic interactions with neighbouring water molecules. Finally, we will use NMR to

quantify dynamic perturbations to water induced by potassium halide ions in section 3.5

by monitoring perturbations to the rotational correlation time and diffusion coefficient

of the water molecules. We will also use the findings from sections 3.2 - 3.4 to justify

the application of mathematical models [87] which deconvolute the ensemble averaged
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dynamic perturbations to water produced by NMR into the specific contributions from

the different microenvironments present in the solutions. By understanding the range

over which simple monovalent salts like potassium halides perturb water structure and

dynamics we can begin to comment on the mechanisms by which ions in solution interact

with biomolecules and how this may lead to biomolecular stabilisation or denaturation.

3.2 Structure of Water - RDFs

In order to investigate structural perturbations to water due to the introduction of

potassium halide ions, previous neutron scattering data on aqueous potassium halides

taken by Weckstrom and Soper [128] on the Small Angle Neutron Diffractometer for

Amorphous and Liquid Samples (SANDALS) instrument at the ISIS neutron and muon

source was reanalysed using EPSR. In this study aqueous samples of KF, KCl, KBr, and

KI were prepared at a concentration of 0.6, 1.2, and 2.4 mol/kg H2O in H2O, D2O, and

HDO. Isotopic variants of water were used such that EPSR analysis could be employed

to deconvolute the resultant total structure factors into the site-site partial structure

factors, as described in section 2.1.4. The raw data were then corrected for multiple

scattering, attenuation, and inelasticity effects using Gudrun, as described in section

2.1.6.

Within EPSR a box containing 5000 water molecules and either 60, 120, or 240

potassium halide ion pairs were constructed for each of the four salt species at each

of the three concentrations investigated such that the experimental concentrations were

matched. At this box size and matching experimental densities this equates to a cubic

box of dimension 53.2 - 55.2 Å. As described in section 2.2, EPSR calculates correlations

up to a distance equal to half the box dimension, and therefore the several hydration

shells would be observable through a box of this size. The analysis routines employed

by EPSR also take averaged statistics over the entire simulation, hence a larger box size

provides a larger sample size and more reliable data. The periodic boundary conditions

employed by EPSR also mean that an infinite solution is better approximated with a

larger box. This box size was therefore chosen as it was the largest possible box that

127



allowed the simulation to run in a reasonable timescale. The Lennard Jones potentials,

Coulombic charges, solution densities, and sample temperature of 20 ◦C were taken from

the original neutron scattering study and EPSR analysis on aqueous potassium halides

by Soper et al. [128]. Full details of this are given in section A.

The total structure factors for the aqueous KF sample at 2.4 mol/kg H2O for the

experimental data D(Q) and the EPSR simulation F (Q) are shown in figure 3.2.1 as an

example of the final results produced by EPSR for these solutions. The total structure

factors for the other potassium halide salts and concentrations are shown in section A.

From this data it is clear that the simulation is in good agreement with the supplied

diffraction data. This is indicated by the R factor, as described in section 2.2.4, which

for all four salt species at all concentrations studied has a value of approximately 0.0006.

Previous EPSR simulations on aqueous L-glutamine and glutamine imino acid by Rhys

[186] have had R factors between 0.0023 and 0.00016, and were all deemed acceptable

quality fits. The R factors calculated for these simulations are within these bounds,

hence the simulation is a good representation of the experimental sample and can be

studied to provide meaningful results.

The resultant water oxygen - water oxygen RDFs produced through EPSR are shown

in figure 3.2.2. Only the data for the highest concentration studied, 2.4 mol/kg H2O,

are shown for clarity. The remaining RDFs can be found in section A.

Here we can observe the tetrahedral structure of pure water, as indicated by a first

peak located at approximately 2.8 Å and a second peak at approximately 4.5 Å. Upon

the introduction of all four of the potassium halide salts studied here at a concentration

of 2.4 mol/kg H2O we observe a decrease in the height of the first peak as well as a

movement inwards to approximately 2.7 Å. The second peak also moves inwards to 3.9 -

4.0 Å. The RDFs for the sample concentrations of 0.6 and 1.2 mol/kg H2O are shown in

section A and the peak positions for all studied concentrations are given in table 3.2.1.

This is similar to the perturbation to water structure induced by the application of

an external pressure. The ability of ions to perturb water in this manner has been well

examined previously [126–128, 130, 132, 133, 136] and is explained by strong favourable
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Figure 3.2.1: Supplied diffraction data D(Q) from a previous study taken on SAN-
DALS instrument [128](hollow circles) and total simulated structure factor F (Q) (red
line) for aqueous KF at 2.4 mol/kg H2O in H2O, D2O, and HDO. Each dataset vertically
shifted by 1 for clarity.

Figure 3.2.2: Water oxygen - water oxygen RDFs for pure water and aqueous KF,
KCl, KBr, and KI. Only data for concentrations of 2.4 mol/kg H2O shown for clarity.
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Table 3.2.1: Peak positions of the first and second peaks in the Ow - Ow RDFs for
aqueous potassium halides calculated through EPSR.

System First peak (Å) Second peak (Å)

Pure H2O 2.78 4.52

KF - 0.6 mol/kg H2O 2.73 4.15

KF - 1.2 mol/kg H2O 2.74 4.04

KF - 2.4 mol/kg H2O 2.73 3.91

KCl - 0.6 mol/kg H2O 2.74 4.33

KCl - 1.2 mol/kg H2O 2.71 4.13

KCl - 2.4 mol/kg H2O 2.69 4.05

KBr - 0.6 mol/kg H2O 2.72 4.10

KBr - 1.2 mol/kg H2O 2.72 4.10

KBr - 2.4 mol/kg H2O 2.72 3.99

KI - 0.6 mol/kg H2O 2.74 4.23

KI - 1.2 mol/kg H2O 2.71 4.15

KI - 2.4 mol/kg H2O 2.73 3.91

electrostatic interactions between the dissolved ions and the surrounding water molecules.

Upon first glance it would seem that the different potassium halide species perturbed

water in very similar manner to one another.

However, one sees much more ion specific perturbations to water structure if one con-

siders the hydration shells of the individual ion species. Ions interact with neighbouring

water molecules due to electrostatic interactions between the charged ion and the po-

lar water molecule. This means that ions induce structure in the surrounding water

molecules as they associate around the ion. In the case of negatively charged anions the

surrounding water molecules will tend to orient a positively charged hydrogen inwards,

whereas in the case of positively charged cations the surrounding water molecules will

tend to orient both hydrogens outwards. The ion - water oxygen RDFs are shown in

figure 3.2.3. Here one observes that as the size of the ion increases (F−, K+, Cl−, Br−,

I−) and charge density therefore decreases that the first peak of the ion - water oxygen

RDF shifts to larger distances, and becomes shorter and broader. The outward shift is

simply explained by the increased radius of the central ion resulting in increased steric

repulsion at short distances.

The reduction in peak height and increase in peak width is indicative of a less ordered
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Figure 3.2.3: Ion - water oxygen RDFs for K+, F−, Cl−, Br−, and I−. Only data
for concentrations of 2.4 mol/kg H2O shown for clarity. Vertical lines indicate distance
cutoff for water molecules in the first hydration shell of the ion.

Figure 3.2.4: Halide anion - water hydrogen RDFs for, F−, Cl−, Br−, and I−. Only
data for concentrations of 2.4 mol/kg H2O shown for clarity.
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hydration shell of water molecules around the central ions. This trend is mimicked in

the halide anion - water hydrogen RDFs, as shown in figure 3.2.4. Here the first peak

occurs at shorter distances in the anion - water hydrogen RDF than the anion - water

oxygen RDF for each of the four salt species, indicating the tendency of surrounding

water molecules to orient a hydrogen towards the central anion. The reduction in height

and increase in width of the first peak with increasing size of the halide anion suggests

this tendency is reduced, and the anion hydration shell becomes increasingly disordered.

The RDFs reported in this section are in excellent agreement with the results reported

by Weckstrom and Soper [128].

3.3 Structure of Water - Dipole Angle Distributions

We can examine the degree to which the potassium cations and halide anions induce

structure in their surrounding water molecules in more detail by considering the water

dipole angle distribution in the first hydration shell of the ions using the custom analysis

routine. The first hydration shell of an ion extends to a distance corresponding to the

first minima in the ion - water oxygen RDF, as shown in figure 3.2.3. This method of

monitoring structural perturbation has been previously applied to neutron scattering and

molecular dynamics simulation techniques [128, 243]. As described in 2.3.4, the dipole

angle for a water molecule hydrating a central ion is given by the angle between the vector

which points from the ion to the hydrating water oxygen and the vector which is parallel

to the dipole moment on the hydrating water molecule. The final normalised data (see

section 2.3.2 for binning and normalisation procedure) is shown in figure 3.3.1(a) and

figure 3.3.1(b) for the highest studied concentration of 2.4 mol/kg H2O. The data for

the 0.6 and 1.2 mol/kg H2O samples are shown in section A. The resultant distributions

were then fit using a function containing two summed Gaussian components, shown in

equation 3.3.1 where y0 is the vertical offset, Ax is the area under Gaussian peak x, wx

is the width of Gaussian peak x, and xc is the peak location for Gaussian peak x.
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Figure 3.3.1: Distribution of dipole angles for water molecules hydrating a central
halide anion (a) or potassium cation (b) within its first hydration shell. The dipole angle
is defined as the angle between the vector pointing from the ion to the hydrating water
oxygen and the vector corresponding to the hydrating water molecular dipole. Values
normalized to the total number of data points. Only data for highest concentration 2.4
mol/kg H2O samples shown for clarity.
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Figure 3.3.1(a) and figure 3.3.1(b) again show that all the ion species discussed in

this work induce structure in the first hydration shell due to electrostatic interactions

between the charged ions and the polar water molecules, as indicated by the presence of a

single clear peak. This peak occurs at approximately 50 ◦ for water in the first hydration

shell of halide anions, and at approximately 155 ◦ for water in the first hydration shell

of the potassium cations. As described in section 3.2, this is due to the tendency of the

hydrating water molecules to orient one hydrogen towards anions, and both hydrogens

away from cations.

Within the halide anions (figure 3.3.1(a)), we observe that as one moves from F− to

I− and ionic radius increases from 119 pm to 206 pm [244], that the peak in the halide

anion water dipole angle distribution reduces in height and increases in width. We also

observe the emergence of a second Gaussian component at higher angles, occurring at

approximately 90 ◦ in the most extreme case of I−. Collectively this again demonstrates
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an increasingly disordered hydration shell with increasing halide anionic radius.

When we consider the water dipole angle distribution around the potassium cations

in each of the four aqueous salts (figure 3.3.1(b)), we observe that it remains essentially

unchanged in the case of KCl, KBr, and KI, showing a single clear peak at approximately

155 ◦. However, in the case of KF at 2.4 mol/kg H2O we observe that the peak moves

inwards to approximately 145 ◦ whilst simultaneously becoming shorter and broader.

This only occurs at this highest studied concentration (see section A for 0.6 and 1.2

mol/kg H2O data). At this concentration one can calculate that the average distance

between ions to be 4.2 - 4.4 Å for all salt species (box size of approximately 168000 Å3

containing 240 ion pairs). As shown in figure 3.2.3, the first hydration shell of water

around any of the ion species discussed in this chapter extends from 3.21 Å in the case

of F− to 4.49 Å in the case of I−. Therefore, at a potassium halide concentration of

2.4 mol/kg H2O it is highly likely that a significant proportion of water molecules are

in the first hydration shell of two or more separate ions, and are therefore experiencing

strong electrostatic interactions from multiple sources, which in turn will perturb the

water dipole angle distribution. In the case of F− these electrostatic interactions are

shown to be most impactful on water structure, as shown by the tall narrow peaks in the

F− - water oxygen RDF (figure 3.2.3) and the F− water dipole angle distribution (figure

3.3.1(a)), hence the effects of overlapping F− K+ hydration shells at high concentration

causes the dipole angle distribution around potassium cations to move slightly inwards

while becoming slightly shorter and broader.

We can also consider the water dipole angle distribution around a central bulk water

molecule. As described in section 2.3.1, a bulk water molecule is defined as any water

molecule that does not lie within the first hydration shell of any solute molecules, in

this case potassium halide ions. Treating the EPSR simulation this way allows us to

deconvolute different local microenvironments in a way that EPSR cannot. In the same

manner as previously, the dipole angle is defined as the angle between the vector pointing

from the central bulk water molecule oxygen to the hydrating water molecule oxygen and

the vector corresponding to the hydrating water molecule dipole. This data is shown in

figure 3.3.2 for the highest studied concentration of 2.4 mol/kg H2O. The data for the 0.6
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and 1.2 mol/kg H2O samples are shown in section A. Here it is clear that the bulk water

water dipole angle distribution is negligibly altered by the presence of potassium halide

ions, even at the highest studied concentration. This would indicate that the structural

perturbations to water by potassium halide ions are short ranged, only significantly

perturbing water structure within the first hydration shell. This is broadly in line with

the original findings by Soper and Weckstrom who observed significant perturbations to

the ion-water dipole angle distribution in the first hydration shell of potassium halide

ions, and much weaker perturbations to water in the second hydration shell [128].

Figure 3.3.2: Distribution of dipole angles for water molecules hydrating a central
bulk water molecule within its first hydration shell. The dipole angle is defined as
the angle between the vector pointing from the central bulk water oxygen to the hy-
drating water oxygen and the vector corresponding to the hydrating water molecular
dipole. Values normalized to the total number of data points. Only data for highest
concentration 2.4 mol/kg H2O samples shown for clarity.

3.4 Thermodynamics of Hydration

We can now begin to consider the thermodynamics of hydration of potassium halide

ions. As a first step we will use the structural information from EPSR to calculate the
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enthalpy of hydration ∆Hsolv using the custom analysis routine to calculate the total

interaction energy between a central ion and all the water molecules in its first hydration

shell, as described in section 2.3.3. The enthalpy of hydration for an ion is defined as

“the amount of heat released when a mole of the ion dissolves in a large amount of water

forming an infinitely dilute solution in the process [245]”. In order to be consistent

with this definition, ∆Hsolv was calculated for each ion species at each of the three

studied concentrations (0.6, 1.2, and 2.4 mol/kg H2O) and the results were extrapolated

back to 0 concentration to approximate an infinitely dilute solution. The individual

data points for each salt at each concentration are reported with negligible error bars.

This is because the large number of statistics gathered through a combination of 20-30

iterations of the analysis routine and the large EPSR box size means that the average

total enthalpy of hydration for each ion in each circumstance can be calculated with

negligible error. However, it is likely that these calculated values would differ somewhat

if the cut-off distances for the first hydration shell were varied, or the empirical potential

were considered in the calculations, which would allow for the calculation of error bars.

As the purpose of this data is to extrapolate the calculated values back to 0 concentration,

the calculated error is therefore the error in the y intercept of the fitted linear function.

The addition of error bars to the data points would increase this error, hence the reported

error in the final value for each ion is the minimum theoretical error given the data. The

final results for infinitely diluted solutions of the potassium cation and the corresponding

halide anion were them summed to allow the salt species to be addressed as a whole,

∆HESPR, as the enthalpy of hydration of an cation/anion is shown to depend weakly

on the species of the corresponding anion/cation [35]. This process is shown in figure

3.4.1(a) for the halide anions and figure 3.4.1(b) the potassium cations.

The final determined values for ∆HEPSR for each of the four salt species is sum-

marised in table 3.4.1. Here we also report the values for the Gibbs free energy of

hydration, ∆Gsolv, and the enthalpy of hydration, ∆Hsolv for potassium halides as cal-

culated by Tissandier et al. [35]. These values were calculated by taking the difference

between the free energy/enthalpy of formation of the corresponding salt and that of the

gas-phase ions. The entropy of hydration multiplied by the experimental temperature
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Figure 3.4.1: Total interaction energy between a central halide anion (a) or potassium
cation (b) and every water molecule in its first hydration shell, ∆Hsolv, at each of the
three studied concentrations.

T∆Ssolv is also included and is calculated using equation 3.4.1.

∆Gsolv = ∆Hsolv − T∆Ssolv (3.4.1)

Table 3.4.1: Gibbs free energy of hydration, ∆Gsolv, enthalpy of hydration, ∆Hsolv,
and entropy of hydration multiplied by experimental temperature T∆Ssolv of potassium
halides taken from previous literature [35] and enthalpy of hydration calculated using
simulation details of EPSR, ∆HEPSR.

Salt

species

∆Gsolv

(kJ/mol)

∆Hsolv

(kJ/mol)

T∆Ssolv

(kJ/mol)

∆HEPSR

(kJ/mol)

KF -780.8 -844 -63.2 -910 ± 60

KCl -656.2 -700 -43.8 -650 ± 20

KBr -629.4 -669 -39.6 -600 ± 20

KI -592.1 -627 -34.9 -610 ± 60

Here we observe that as one moves down the halides group from F− to I− that the

experimental Gibbs free energy, enthalpy, and entropy of hydration for the correspond-

ing potassium halide salt calculated by Tissandier et al. [35] all become less negative.

This indicates that with increasing ionic radius, and therefore decreasing charge den-

sity, the introduction of the ion into water becomes less energetically and enthalpically
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favourable, but there is also a decreased entropy penalty. If we now compare ∆Hsolv

to ∆HEPSR for each salt we can show that the results are in reasonable quantitative

agreement. This demonstrates that by only considering water molecules in the first

hydration shell of an ion that thermodynamic properties of the bulk solution can be

recaptured in the case of aqueous potassium halides. This in turn suggests that the

thermodynamics of hydration calculated for bulk solutions of aqueous potassium halides

are dominated by short ranged interactions, in agreement with conclusions drawn from

examining structural perturbations in section 3.3.

We can substantiate this claim further by monitoring the average hydrogen bond

interaction energy between water molecules in the bulk. As previously, a bulk water

molecule is defined as a water molecule that does not lie within the first hydration shell

of a solute. The definition of hydrogen bonding between water molecules and method

of data acquisition and plotting is described in section 2.3.2. The resultant normalised

distributions of bulk water - water hydrogen bond interaction energies in pure water and

in 2.4 mol/kg H2O of the four salt species is shown in figure 3.4.2. Data for the four salt

species at 0.6 and 1.2 mol/kg H2O are shown in section A.

These distributions are fit with a Gaussian function to determine the average hy-

drogen bond interaction energy and associated uncertainty. These results are shown in

figure 3.4.3. Here it can be seen that the average hydrogen bond interaction energy

between two bulk water molecules is only negligibly altered in the presence of each of

the four salt species, again indicating only short range perturbations to water structure

and enthalpic interactions as a result of the ions in solution.

Until this point we have observed short ranged perturbations to water structure and

enthalpic interactions as a result of potassium halide ion addition by monitoring the wa-

ter dipole angle distribution around the ions and the enthalpy of hydration as calculated

through EPSR, ∆HEPSR. We can now begin the quantify the range over which ions

perturb water structure. To do this we monitor the average enthalpic interaction be-

tween a central potassium halide anion and a surrounding water molecule as a function

of distance, as shown in figure 3.4.4. Again only the data for the highest studied concen-
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Figure 3.4.2: Bulk water - water hydrogen bond interaction energy distribution for
pure water and each of the four studied potassium halide salts at 2.4 mol/kg H2O.

Figure 3.4.3: Bulk water - water hydrogen bond interaction energy for pure water
and each of the four studied potassium halide salts as a function of solute concentration.
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tration of 2.4 mol/kg H2O are shown for clarity. The remaining datasets can be found in

section A. From this data is is clear that at small distances, below approximately 3.5 Å

there are significant favourable enthalpic interactions between the central anion and the

surrounding water molecules, shown by the negative values of the average interaction

energy, however at larger distances this quickly decays towards 0, indicating negligible

enthalpic interactions between anions and water molecules in solution at distances above

approximately 4.0 - 4.5 Å. This again demonstrates that the structural perturbations to

water by potassium halide ions are short ranged.

Figure 3.4.4: Average enthalpic interaction strength, ∆H between a central potas-
sium halide anion and its surrounding water molecules at a given distance.

To quantify the distance over which the anion has a favourable enthalpic interaction

with the surrounding water molecules a linear function was fit to the data shown in figure

3.4.4 at low distances and extrapolated to determine the distance at which ∆H = 0. This

procedure yields an enthalpic interaction distance for each potassium halide anion at each

of the three studied concentrations. The calculated distances for each concentration in

turn were then extrapolated back to 0 concentration to yield a final value for the enthalpic

interaction distance r∆H=0 for each potassium halide anion with associated uncertainty.
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Table 3.4.2: Enthalpic interaction distances for each potassium halide anion species
determined by monitoring the enthalpic interaction energy between the potassium
halide anion and the surrounding water molecules as a function of distance. Final
values reported are the enthalpic interaction distances extrapolated to 0 concentration
for each potassium halide species r∆H=0. Cut-off distances for first hydration shell for
each potassium halide anion, as shown in figure 3.2.3, are included.

Potassium Halide
Anion

Enthalpic Interac-
tion Distance r∆H=0

(Å)

Cut-off distance for
First Hydration shell
(Å)

F− 3.40 ± 0.02 3.21

Cl− 4.03 ± 0.04 3.81

Br− 4.21 ± 0.05 4.20

I− 4.45 ± 0.03 4.49

An example of this procedure using the data for KF at 1.2 mol/kg H2O is shown in

section A. These results are shown in table 3.4.2.

These results show that with increasing ionic radius that r∆H=0 also increases, how-

ever the total enthalpic interaction, shown in table 3.4.1, is weaker. Table 3.4.2 also

compares these results to the cut-off distances for the first hydration shell around each

potassium halide ion as described in figure 3.2.3. Here we observe that for the smaller

anion species, F− and Cl−, that r∆H=0 extends outside the first hydration shell, how-

ever for the largest anion species, Br− and I−, the two quantities are approximately

equal. These results indicate that r∆H=0 varies more weakly with anionic species than

the ability of the anion to form ordered hydration shells.

3.5 Dynamic Perturbations to Water - Nuclear Magnetic

Resonance

Now that we have considered perturbations to water structure induced by potassium

halide ions, let us now consider perturbations to water dynamics. NMR can be used

to probe the dynamics of water by measuring the T1 relaxation time and the diffusion

coefficient, D, of the water molecules in aqueous solution. As described in section 2.4.4,

the inverse T1 relaxation time is directly proportional to the rotational correlation time,
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Figure 3.5.1: Inverse T1 decay time from NMR experiments as a function of solute
concentration for aqueous potassium halides.

τc, of the water molecule in the fast limit (ωτc << 1). The rotational correlation time is

roughly equal to the time taken for the root-mean-square deflection of the water molecule

to be approximately 1 radian, and therefore serves as a measure of the microscale rota-

tional dynamics of the system [87, 168, 208]. The diffusion coefficient then measures the

microscale diffusive dynamics of water molecules in the solutions.

To investigate the effects of potassium halides on water dynamics T1 and D NMR

experiments were completed on the four aqueous potassium halide salts KF, KCl, KBr,

and KI over a concentration range of 0 - 2.4 mol/kg H2O in 0.3 mol/kg H2O increments.

These results are shown in figure 3.5.1 and figure 3.5.2. As these results were obtained to

serve as a supplement to the structural data produced through neutron scattering and

EPSR, only a single measurement was taken for each salt at each concentration, and

hence the data are displayed without error bars.

These results are in general agreement with NMR results on aqueous potassium

halides recently reported by Laage et al. [157]. This demonstrates that the rotational

dynamics of water molecules are retarded in aqueous KF, as shown by an increasing
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Figure 3.5.2: Diffusion coefficient D of water molecules from NMR experiments as
a function of solute concentration for aqueous potassium halides.

inverse T1 relaxation time and therefore an increased rotational correlation time with in-

creasing KF concentration, but accelerated in the case of KCl, KBr, and KI, as shown by

a decreasing inverse T1 relaxation time with increasing salt concentration. Within these

three salts KCl accelerates rotational dynamics the least, and KI accelerates rotational

dynamics the most. The diffusive dynamics of water molecules are perturbed in the

same manner: KF is shown to retard diffusive dynamics of the water molecules, whereas

KCl, KBr, and KI accelerate diffusive dynamics, with KCl being the least accelerating

and KI being the most accelerating.

The results gained from these styles of NMR experiments represent an ensemble aver-

age of all the rotational and diffusive characteristics of every water molecule in the entire

sample. As demonstrated by the structural and thermodynamic analysis in sections 3.2,

3.3, and 3.4, solutions of potassium halides are heterogeneous in their structure, con-

taining differently structured microenvironments. It is therefore a reasonable assumption

that the water molecule dynamics are also heterogeneous in nature and will depend on

the particular microenvironment in which a particular water molecule sits. As demon-
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strated in the structural and thermodynamic analysis, potassium halide ions significantly

perturb water in their first hydration shells, but these perturbations do not significantly

extend into the bulk solution. Therefore water molecules in the hydration shells of ions

will likely exhibit different rotational and diffusive characteristics than water in the bulk.

We will now attempt to deconvolute these dynamic characteristics to determine the ro-

tational and diffusive dynamics of water molecules in the hydration shells of the relevant

ions.

In order to do this we will follow the procedure outlined by Engel and Hertz in

1968 [87]. This method assumes that within an aqueous solution containing two sepa-

rate ionic species, such as the potassium halide salts discussed in this work, there exist

three distinct rotational correlation times for water molecules. Each of these rotational

correlation times is attributed to water molecules in each of three different microenvi-

ronments present in the solution: water molecules located in the first potassium cation

hydration shell, τ+
c , water molecules located in the first halide anion hydration shell, τ−c ,

and the remaining bulk water molecules not located in the first hydration shell of either

the potassium cation or the halide anion τ0
c that exhibit identical rotational dynamics

to pure water. This assumption is therefore in good agreement with the structural and

thermodynamic results described previously.

As the experimentally derived inverse T1 relaxation time, directly proportional to

τc, represents a ensemble average of the three different rotational dynamics of water

molecules for each of the three distinct environments, we can construct an expression

that describes this ensemble average. This is shown in equation 3.5.1, where one mole

of salt dissolves into ν± moles of cations/anions, both equal to unity in the simple case

of potassium halides, n±h is the coordination number for the cation/anion, described in

section 2.2.5 and c is the concentration of the salt in mol/kg H2O. The factor of 55.5

originates from the molarity of pure water [87]. The coefficient for each of the three

rotational correlation times described in equation 3.5.1 is therefore equivalent to the

fraction of water molecules located in each of the three environments.
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1

T1
∝
[
1−

ν+n+
h c

55.5
−
ν−n−h c

55.5

]
τ0
c +

ν+n+
h c

55.5
τ+
c +

ν−n−h c

55.5
τ−c (3.5.1)

We now consider a form of the Jones-Dole equation [246], which describes the ratio

between the viscosity of a solution to the viscosity of pure water as a polynomial function

of concentration. A version of this equation as applicable to T1 relaxation measurements

is shown in equation 3.5.2, where T1,0 is the relaxation time of pure water and c is the

solute concentration in mol/kg H2O.

1
T1
1
T1,0

= 1 +Bc+ Cc2 + ... (3.5.2)

For salts at sufficiently low concentration such that the inverse T1 relaxation time is

linearly dependent on concentration, such as is the case for the salts and concentrations

studied here (see figure 3.5.1), only terms up to and including Bc in equation 3.5.2 are

necessary to sufficiently describe the solution. This in turn means we can also safely

assume that the rotational correlation times for water molecules in the hydration shells

of the potassium cation or the halide anion are independent of concentration in this

concentration range.

We now allow the B coefficient to be expressed as the sum of the contributions from

the rotational correlation times of water molecules in the potassium cation hydration

shell B+ and the rotational correlation times of water molecules in the halide anion

hydration shell B−, as shown in equation 3.5.3.

B = B+ +B− (3.5.3)

Finally, we can combine equations 3.5.1, 3.5.2, and 3.5.3 to form equation 3.5.4, which

describes the rotational correlation times for water molecules in the hydration shell of

the potassium cation/halide anion normalised to the rotational correlation time of pure

water.
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Table 3.5.1: Comparison of ionic radius, enthalpy of hydration, water coordination
number, and enthalpy of hydration per coordinated water molecule to determine which
halide ion is most similar to the potassium cation.

Ion species
Ionic radius
(pm)

∆HEPSR

(kJ/mol)
Water coordi-
nation number

∆HEPSR

per coordi-
nated water
(kJ/mol)

K+ 152 -360 ± 2 6.4 -56.3 ± 0.3

F− 119 -550 ± 50 6.3 -87 ± 8

Cl− 167 -290 ± 10 7.0 -41 ± 1

Br− 182 -241 ± 5 8.7 -27.7 ± 0.6

I− 206 -250 ± 30 10.1 -25 ± 3

τ±c
τ0
c

= 1 +
55.5

n±
B± (3.5.4)

In order to use this expression one must already have knowledge of the B parameter

for one of the ion species present in any of the potassium halide salts studied here.

The simplest way of achieving this is to state that two ion species have identical B

parameters. For this we again follow the procedure of Engel and Hertz [87] who state

that B(Cl−) = B(K+). Whilst this assumption is simplistic, we can consider several

parameters relating to the two ion species to justify that this is the most reasonable

assumption as the potassium cation and chloride anion are the most similar ions. These

comparisons are shown in table 3.5.1. These parameters show that while the coordination

number is most similar between K+ ions and F− ions, the ionic radius, ∆HEPSR, and

∆HEPSR per coordinated water molecule are the most similar between the K+ and Cl−

ions. Therefore, K+ and Cl− are the most similar overall and therefore are likely to have

similar B parameters.

It is now possible to fit the data displayed in figure 3.5.1 using equation 3.5.2, as-

suming that terms beyond Bc are negligible and also assuming that B(Cl−) = B(K+)

to yield a B parameter for each of the five ion species discussed in this work. EPSR

can be used to determine the water coordination numbers calculated according to the

cut-off distances shown in table 3.4.2 and figure 3.2.3. Applying equation 3.5.4 to these

results then allows us to calculate the rotational correlation time for water molecules in
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Table 3.5.2: Calculated B parameter for each of the five ion species discussed in this
work derived from inverse T1 relaxation data, water coordination number calculated
through EPSR, and rotational correlation time for water molecules in the hydration
shell of the ion normalised to the rotational correlation time for pure/bulk water cal-
culated according to equation 3.5.4.

Ion species
B (kg
H2O/mol)

nh τ±c
τ0c

K+ -0.0264 6.4 0.77

F− 0.1072 6.3 1.94

Cl− -0.0264 7.0 0.79

Br− -0.0387 8.7 0.75

I− -0.0592 10.1 0.67

the first hydration shell of the various ions normalised to the rotational correlation time

for pure/bulk water. These results are displayed in table 3.5.2.

These results show that water is retarded in the hydration shell of F−, but accelerated

in the hydration shells of Cl−, K+, Br−, and I− (listed in order of decreasing normalised

rotational correlation time and therefore increasing acceleration).

Figure 3.5.3: Inverse diffusion coefficient for each sample plotted against the corre-
sponding inverse T1 relaxation time for each sample to demonstrate directly propor-
tional relationship. Straight line fitted as guide to the eye.
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Now that we have deconvoluted the inverse T1 relaxation data into its constituent

parts as a result of the different microenvironments present in aqueous potassium halides,

we can attempt to do the same for the diffusion data. This will allow us to predict the

diffusion coefficient of water molecules in the first hydration shells of the five ion species

presented here. To begin this process we start by validating the relation, also discussed

by Engel and Hertz [87], that 1
T1
∝ 1

D . To do this we plot the inverse T1 relaxation

time for each sample (a particular salt species at a particular concentration) against the

corresponding inverse diffusion coefficient for the sample, as shown in figure 3.5.3. These

results clearly indicate that for aqueous potassium halides over the studied concentration

range that 1
T1
∝ 1

D . Using this information we can now formulate a series of expressions

in the same manner as presented in equation 3.5.1, equation 3.5.2, and equation 3.5.4

1

T1
∝ 1

D
∝
[
1−

ν+n+
h c

55.5
−
ν−n−h c

55.5

]
1

D0
+
ν+n+

h c

55.5

1

D+
+
ν−n−h c

55.5

1

D−
(3.5.5)

1
D
1
D0

= 1 +Bc+ ... (3.5.6)

1
D±

1
D0

= 1 +
55.5

n±
B± (3.5.7)

Finally the data presented in figure 3.5.2 can be reanalysed using equation 3.5.7 to

predict the diffusion coefficient of water molecules in the first hydration shell of the

five ion species studied here. To facilitate understanding the final values predicted by

equation 3.5.7 have been converted from
1

D±
1

D0

to D±

D0
as this is conceptually easier to

understand. The final values are reported in table 3.5.3.

These results show that the diffusive dynamics of water, just as in the case of the

rotational dynamics, are retarded in the hydration shell of F−, but accelerated in the hy-

dration shells of Cl−, K+, Br−, and I− (listed in order of increasing normalised diffusion

coefficient and therefore increasing acceleration).
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Table 3.5.3: Calculated B parameter for each of the five ion species discussed in
this work derived from diffusion coefficient data, water coordination number calculated
through EPSR, and diffusion coefficient for water molecules in the hydration shell of
the ion normalised to the diffusion coefficient for pure/bulk water calculated according
to equation 3.5.7.

Ion species
B (kg
H2O/mol)

nh D±

D0

K+ -0.0133 6.4 1.13

F− 0.1257 6.3 0.47

Cl− -0.0133 7.0 1.12

Br− -0.0583 8.7 1.59

I− -0.0693 10.1 1.62

3.6 Conclusions

The results presented in this chapter are in agreement with the growing consensus

[44, 47, 87, 126–128, 133–135, 247–254] that simple monovalent ions, such as the potas-

sium halide ions discussed in this work, only significantly perturb the structure of water

within their first hydration shells. By considering the experimental values for the en-

thalpy of hydration of potassium halides determined by Tissandier et al. [35] we can

show by using EPSR that only the first hydration shell around an ion needs consider-

ing to recapture this bulk property of the solution, indicating short ranged structural

perturbations. This is reflected in the bulk water - water hydrogen bond interaction

energy and the bulk water - water dipole angle distribution, which are only negligibly

perturbed for all four salt species at all studied concentrations. We then quantify this

short range interaction by considering the enthalpic interaction between ions and the

surrounding water molecules, and show that significant enthalpic interactions between

potassium halide ions and water molecules only extend to approximately 4.5 Å, closely

corresponding to the cut-off distances for the first ionic hydration shells.

We can now begin to consider correlations between results using the various differ-

ent experimental methods outlined in this work, as well as previous results from other

experimental studies. Previous simulation and infrared spectroscopy studies have shown

that the rotational dynamics of water in the hydration shell of potassium halide ions

observes a trend from slow to fast with: F−, Cl−, Br−, K+, I− [254, 255]. This order
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correlates with the height of the peak in the water dipole angle distribution around the

ion, as these also occur in the same order. If we consider the normalised rotational cor-

relation time data 3.5.2 and the normalised diffusion coefficient data 3.5.3, we observe

the order from slow to fast as, F−, Cl−, K+, Br−, I−. Considering these two orderings of

the dynamic perturbations to water induced by potassium halides we can observe that

within the halide anion series (F−, Cl−, Br−, I−), that water molecules are increasingly

mobile, both in their rotational and diffusive motions, with increasing halide anion size

when monitored using multiple techniques.

However, it is more difficult to confidently state where the dynamics of water

molecules in the hydration shell of the potassium cation fall on these scales. This diffi-

cultly likely arises from the assumptions involved with different experimental techniques.

Within the simulation and EPSR studies water molecules and ions are described with

a relatively simple potential, consisting of a Lennard-Jones and coulomb component

[128, 255]. This simplification is made to allow simulations and modelling to proceed

in a reasonable timescale but is certain to introduce uncertainties in the final results.

Within our NMR approach, introduced by Engel and Hertz [87], we make the assumption

that the NMR B parameter derived from both inverse T1 and inverse diffusion coefficient

D data is identical for K+ and Cl−, as described previously. This is almost certainly not

the case but is still a useful way of observing the relative perturbing ability of ions on

the rotational and diffusive dynamics of water molecules within their hydration shells.

We must also consider the difference in the nature of cationic vs anionic hydration. In

positively charged cations, water molecules within the first hydration shell will tend to

orient both hydrogens away from the central cation, whereas in negatively charged an-

ions, water molecules within the first hydration shell will tend to orient one hydrogen

towards the central anion. This will certainly result in subtle differences in the mech-

anism for hydrogen bond switching events resulting in diffusive and rotational motion

of the water molecules within ionic hydration shells, as explored by Laage et al. [157].

With these subtle differences in hydration structure, the need for assumptions in mod-

elling and simulations, and the overall similarity in results when we consider the height

and width of the water dipole angle distribution around the Cl− and Br− anions, as
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shown in figure 3.3.1(a), and the potassium cation, as shown in figure 3.3.1(b), and the

perturbation to rotational dynamics of water molecules in the first hydration shell, as

shown in table 3.5.2, and the perturbation to diffusive dynamics of water molecules in

the first hydration shell, as shown in table 3.5.3 of the K+, Cl−, and Br− ions, it is little

surprise that it is difficult to confidently rank the potassium cation in the order of which

they perturb the dynamics of hydrating water molecules.

We can now consider the relation between structural perturbation and dynamic per-

turbation within the first hydration shell of halide anions. If we consider the water-dipole

angle distribution (figure 3.3.1(a)) alongside the halide anion - water oxygen RDFs (fig-

ure 3.2.3) we observe that both the peak of the water dipole angle distribution and the

first peak of the anion - water oxygen RDF become shorter and broader with increas-

ing size of the halide anion. Simply put, it can therefore be said that water molecules

are less structurally constrained in the hydration shells around the halide anions with

increasing anion size and are freer to adopt a larger range of distances and orientations.

We also observe that with increasing halide anion size that water molecules in the first

hydration shell exhibit accelerated rotational and diffusive dynamics. It would therefore

appear that how structurally constrained the water is within the hydration shell of an ion

plays a key role in the dynamics of the water molecules. Less constraint over preferred

orientation and distance of the hydrating water molecules relative to the central halide

anion likely means that they can more often be found in an appropriate conformations to

undergo hydrogen bond switching, and a reduced enthalpic interaction provides a lower

energy barrier to carry out the hydrogen bond switching event, resulting in the increased

dynamics.

This reduction of how structurally constrained water molecules are in the first hy-

dration shell around halide anions is also reflected in bulk thermodynamic properties,

namely the calculated entropy of hydration at the experimental temperature T∆Ssolv

shown in table 3.4.1. We observe that with a less structurally constrained hydration

shell with increasing halide anion size, shown by the shorter and broader peaks in the

water dipole angle distribution around halide anions (figure 3.3.1(a)) and the anion -

water oxygen RDFs (figure 3.2.3), and increased rotational (table 3.5.2) and diffusive
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(table 3.5.3) dynamics, that there is a reduction in the entropy penalty associated with

including the halide anion into the water network at constant temperature T∆Ssolv,

shown by less negative values of T∆Ssolv with increasing halide anion size (table 3.4.1).

This is unsurprising, as less structurally constrained more dynamic water molecules are

clearly free to explore a larger variety of different states, resulting in a reduced entropic

penalty by definition.

The conclusions drawn here, that the effects of ions are local rather than global,

clearly hold for simple monovalent electrolytes such as potassium halides. We have also

observed that in the case of simple ions which only significantly perturb the structure and

dynamics of water molecules in their first hydration shells that we can study these short

ranged local environments to calculate bulk properties of the complete aqueous system,

such as the enthalpy of hydration ∆Hsolv, and reveal correlations between other bulk

properties, such as the entropy of hydration ∆Ssolv. Recently published results from

Gaiduk et al. [243] suggest that while structural perturbations may be short ranged,

that water molecules can experience polarizability changes due to simple monovalent

ions in solution at larger distances, however this finding is inaccessible to EPSR as the

employed force fields are non-polarizable. In the next chapter we will begin to explore

the effects of more complex organic solutes on water at ambient and high pressures.
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Chapter 4

Perturbations to Water Structure

due to Hydrostatic Pressure in

the Presence of Trimethylamine

N-Oxide

4.1 Introduction

As discussed in section 1.2, life on Earth is capable of surviving at extremes of tempera-

ture, salinity, pH, and pressure [11]. It is this last extreme that will be the focus of this

chapter. On Earth the highest pressure natural environment is located at the bottom of

the deepest point of the ocean: the Mariana Trench [172]. This is almost 11 km below

the surface of the ocean and the resultant pressure due to the column of water above

it is approximately 1.1 kbar or 8 tons per square inch. At these depths and pressures

it is difficult to imagine that living organisms could thrive, yet many organisms have

adapted to live in these high pressure environments. Collectively they are referred to as

piezophiles [80].
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One of the many difficulties of living at high pressure is that high pressure has been

shown to destabilise biomolecules such as proteins and, at pressures above approximately

4 - 5 kbar, causes them to denature [74, 81]. Therefore the various biochemical processes

fundamental to life should not be possible under these conditions. However, piezophiles

have adapted a range of strategies to overcome these issues. One of these strategies is

the accumulation of organic osmolytes known as “piezolytes” [82, 83] which have been

shown to stabilise biomolecules against pressure induced denaturation [68, 84, 85]. One

particular piezolyte that has received significant attention is trimethylamine N-oxide

(TMAO). This has been shown to accumulate in the muscle tissue of bony fish at a

concentration that is linearly dependent on the depth from which the fish was harvested,

and therefore the pressure at which the fish survives [86]. This data is reported in figure

4.1.1.

Figure 4.1.1: Data on the concentration of TMAO (measured in mol of TMAO per
kg of wet muscle tissue) in the muscle tissue of bony fish harvested from different depths
originally published by Yancey et al. [86].

However the usefulness of TMAO extends beyond its ability to stabilise proteins

against pressure denaturation. It has also been shown to stabilise proteins against de-

naturation due to urea addition [69, 256], as well as other denaturing osmolytes [145, 257],
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pressure [60, 64, 70, 258], and temperature [154]. It is this ubiquity of TMAO as a pro-

tein stabilising agent that has prompted such a depth of research into the origin of this

effect. Like other protein stabilising agents, it is thought to be preferentially excluded

from protein surfaces [67–73]. Therefore the origins of its stabilising properties will

not lie in direct protein-TMAO interactions, but rather through indirect interactions

as a result of how TMAO perturbs the solvent environment. For this reason aque-

ous TMAO solutions have been well investigated to determine how TMAO perturbs

water structure and dynamics under ambient conditions [65, 66, 146, 171], under pres-

sure [64, 72, 147, 148, 151, 259, 260] and in the presence of other solutes such as urea

[62, 63, 73, 142, 152, 261, 262] and Mg(ClO4)2 [2, 3]. These results have all shown that

TMAO acts to enhance hydrogen bonding in water, and that this helps resist perturba-

tions to water structure induced by various externalities.

However, it must be kept in mind that when considering findings on binary solutions

of water and TMAO under pressure that much of the previous literature stems from

simulation/modelling studies [64, 72, 147, 148, 259, 260]. It is only recently that experi-

mental studies have begun to be reported to validate these findings [149, 151]. The most

recent such study by Kolling et al. [149] studied 1.5 M TMAO up to 12 kbar with a

combination of ab initio molecular dynamics, force field molecular dynamics, and THz

absorption spectroscopy. This demonstrated that the negatively charged TMAO oxygen

coordinates approximately three water molecules under ambient conditions, but that this

increases to four at 10 kbar, consistent with previous results from infrared spectroscopy

[150]. These results also showed that the increased pressure results in a more compressed

water structure around the hydrophobic methyl groups on the TMAO molecule, which is

partially compensated for by an “on average weakened H-bond network due to the shift

from a threefold to a fourfold H-bonded TMAO oxygen”. This study is certainly useful

as it attempts to bridge the findings of molecular dynamics studies with experimental

data, however neutron scattering and EPSR can offer an even more detailed insight into

the structural perturbations present in aqueous TMAO. Therefore in this chapter we

seek to answer whether TMAO is capable of resisting the pressure induced perturbation

to water structure through neutron scattering and EPSR.
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4.2 Experimental Considerations

For this experiment a total of 10 samples were prepared. These included 3 isotopic vari-

ants of pure water, H2O, D2O, and HDO, and 7 isotopic variants of aqueous TMAO at

2.0 mol/kg H2O. These were produced by combining appropriate quantities of anhydrous

TMAO containing only hydrogen (H-TMAO), purchased from Sigma Aldrich, or anhy-

drous TMAO containing only deuterium (D-TMAO), purchased from CK isotopes, with

appropriate quantities of isotopic variants of water. Samples containing an equal molar

ratio of H-TMAO and D-TMAO (HD-TMAO) were also produced. The final TMAO

samples prepared were: H2O + H-TMAO, H2O + D-TMAO, H2O + HD-TMAO, D2O

+ H-TMAO, D2O + D-TMAO, D2O + HD-TMAO, HDO + HD-TMAO.

As we wish to investigate pressure induced structural perturbations to water we

therefore need to choose a suitable pressure such that the structure of water is clearly

perturbed but not so high that any counteracting effect of TMAO would be overwhelmed.

In an ideal world this would involve investigating a range of pressures and TMAO con-

centrations, however due to the time constraints involved with neutron scattering exper-

iments, one must unfortunately settle on a single high pressure measurement. Previous

x-ray scattering data on pure water from 0 - 9 kbar by Okhulkov et al. demonstrated

that increased hydrostatic pressure causes the second hydration shell of water to collapse

into the first hydration shell [123]. From this data it was decided that a pressure of 4

kbar would be used for the present study, as at this pressure the second hydration shell

is clearly beginning to collapse into the first hydration shell, as evidenced by the water

oxygen - water oxygen (Ow - Ow) RDF, but can still be collapsed further. Any addi-

tional perturbations as a result of TMAO addition should therefore be clear in the Ow -

Ow RDF at 4 kbar. To put this into context this is approximately 4 times the pressure

found at the bottom of the Mariana Trench, or approximately equal to the weight of

a Boeing 747 placed on an area the size of a playing card. Pressure was then applied

using a high pressure rig provided by the ISIS facility which can apply pressures up to

5 kbar to aqueous samples via a mechanical piston [263]. The pure water and aqueous

TMAO samples at 4 kbar were then compared to data taken on the samples at 25 bar.
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This pressure was chosen to be suitably high such that the pressure rig was definitely

in contact with the solution and generated a signal on the high pressure rig, but not so

high as to appreciably perturb water structure.

A concentration of 2.0 mol/kg H2O was used based on estimations from previous

research. In our 2020 publication on Physical Chemistry Chemical Physics [3], we used

data on the concentration of TMAO in the muscle tissue of bony fish published by

Yancey et al. [86] to estimate that TMAO at 1.0 mol/kg H2O should resist a pressure

equivalent to approximately 2 kbar. As we wish to evaluate whether TMAO is capable

of resisting the pressure induced structural perturbations to water we therefore wish to

choose a TMAO concentration that would effectively balance this perturbation. As we

have selected a pressure of 4 kbar, it therefore makes sense to use a TMAO concentration

of 2.0 mol/kg H2O, as this should achieve the desired balance.

4.3 Structure of Water - EPSR

Structural perturbations to water at 20 ◦C were monitored by collecting neutron scat-

tering data using the Near and InterMediate Range Order Diffractometer (NIMROD)

instrument at the ISIS neutron and muon source, UK, covering a Q range of 0.01 - 30

Å−1 [199], as described in section 2.1.5. The data was then corrected using Gudrun, as

described in section 2.1.6 and analysed using EPSR and the custom analysis routine as

described in sections 2.2-2.3.4. Within EPSR cubic boxes were made at the experimental

concentrations and densities for pure water at 25 bar and 4 kbar and aqueous TMAO at

25 bar and 4 kbar. These contained 5000 water molecules in the case of pure water and

5550 water molecules and 200 TMAO water molecules in the case of aqueous TMAO. The

reasons for selecting these general box sizes are overviewed in section 3.2. For aqueous

TMAO these box sizes were chosen as this is a ratio that allows the general box size to be

maintained and a concentration of 2.0 mol/kg H2O to be well represented. The densities

used were taken from previous literature [151, 264–266] and are outlined in table 4.3.1.

The final R factors for the fits between the ESPR simulation and experimental scattering

data, shown in section B, were between 0.0025 - 0.0006, corresponding to good quality
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System Density (g/cm3) Density (atoms/Å3)

H2O at 25 bar 0.998 0.1000

H2O at 4 kbar 1.131 0.1134

Aqueous TMAO at 25 bar 1.002 0.0988

Aqueous TMAO at 4 kbar 1.124 0.1109

Table 4.3.1: Densities of pure water and aqueous TMAO at 2.0 mol/kg H2O at 25
bar and 4 kbar taken from previous literature [151, 264–266].

fits compared with previous neutron scattering and EPSR results on aqueous systems

[186]. These were higher than reported in chapter 3, likely due to the unconventional

sample shape used in the high pressure sample holder, as shown in section 2.1.5, which

requires greater data correction in Gudrun.

The reference potential used to describe water and TMAO was taken from previous

neutron scattering studies on aqueous TMAO and urea by Meersman et al. [62, 63]. Due

to the previously stated popularity of simulating aqueous TMAO there are other force

fields available [147, 171], however it was decided to use the Meersman force fields for

consistency with previous neutron scattering literature. For the aqueous TMAO sample

at 4 kbar we also tested the high pressure V 3−HP (p) TMAO force field published by

Hölzl et al. [147]. This is a TMAO force field that depends continuously on pressure and

has been shown to accurately describe aqueous TMAO at pressures up to 10 kbar. In

this work we chose to use the force field values for the highest pressure of 10 kbar as this

is the most extreme case and therefore allows us to most easily monitor the sensitivity

of the TMAO force field employed on the final results. In principle this should only

marginally effect the final results as any inaccuracies in the reference potential should be

accounted for by the empirical potential, as described in section 2.2.4. The final fits to

the experimental neutron scattering data and reference potentials can be seen in section

B.

As stated in section 4.2, the effect of hydrostatic pressure is to force the second

hydration shell of water to collapse into the first hydration shell. This is seen clearly

in the Ow - Ow RDF, shown in figure 4.3.1. Here we observe that at the low pressure

of 25 bar that the position of the first and second peaks are located at 2.77 Å and

4.35 Å respectively. These occur at slightly shorter distances than the 2.78 Å and 4.5
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Å peak positions reported in previous literature for ambient water, but a slight inward

movement is consistent with what is observed in pressurised water, even at the relatively

low pressure of 25 bar [115]. At the high pressure of 4 kbar we observe, consistent

with the findings of Okhulkov et al. [123], that the second peak has begun to collapse

completely into the first, and no longer exhibits a clearly discernible peak. The first peak

also moves slightly inwards again, to a distance of 2.76 Å. This first peak is relatively

insensitive to pressure as its position is limited by steric effects with the central water

molecule. Conversely the relatively open tetrahedral nature of water structure [31] means

that there is unoccupied space in the first hydration shell that water molecules in the

second hydration shell can occupy, and therefore its position is much more sensitive to

external stimuli.

Figure 4.3.1: Ow - Ow RDF for pure water at 25 bar (blue dotted) and 4 kbar (blue
solid) and aqueous TMAO at 2.0 mol/kg H2O at 25 bar (red dotted) and 4 kbar (red
solid) calculated through EPSR.

Upon the addition of TMAO at 2.0 mol/kg H2O the structure of water then begins

to resemble that of water at a lower pressure than the applied 25 bar or 4 kbar. At 25

bar the first peak position is shifted from 2.77 to 2.78 Å and the second peak position is
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System First peak (Å) Second peak (Å)

H2O at 25 bar 2.77 4.35

H2O at 4 kbar 2.76 N/A

Aqueous TMAO at 25 bar 2.78 4.42

Aqueous TMAO at 4 kbar 2.77 3.85

Table 4.3.2: Peak positions of the first and second peaks in the Ow - Ow RDFs for
pure water and aqueous TMAO at 2.0 mol/kg H2O at 25 bar and 4 kbar calculated
through EPSR.

shifted from 4.35 to 4.42 Å. This is more reminiscent of ambient water and supports the

hypothesis that TMAO resists the pressure induced structural perturbations to water.

This is again observed at 4 kbar, where the first peak shifts outwards from 2.76 to 2.77

Å and the second peak is now a clearly discernible peak with a position of 3.85 Å. The

positions of the first and second peaks in these RDFs are summarised in table 4.3.2.

These perturbations to water structure can be visualised in 3D using the spatial

density functions (SDFs) shown in figure 4.3.2. Here the yellow areas indicate the 30%

most likely positions to find a neighbouring water molecule. The first hydration shell,

corresponding to the first peak in the Ow - Ow RDF, is therefore made up of two

areas located directly above each water hydrogen and a broader area located beneath

the water oxygen. The second hydration shell is then in antiphase around the first

hydration shell at larger distances. For pure water at 25 bar both hydration shells are

clearly visible, but at 4 kbar the second hydration shell begins to collapse into the first,

moving to shorter distances and becoming less well separated. In the presence of TMAO

at 2.0 mol/kg H2O at 25 bar the SDF is similar to the SDF of pure water at 25 bar,

however the area corresponding to the second hydration shell is noticeably narrower.

This corresponds to a more ordered hydration shell and illustrates the power of TMAO

to resist the pressure induced perturbation to water structure. The same is also true

when comparing the SDFs of water and aqueous TMAO at 4 kbar. Here the second

hydration shell is noticeably more separated from the first hydration shell and is overall

narrower. The SDFs therefore support the findings derived from the RDFs: that TMAO

acts to resist the pressure induced perturbation to water structure and in this instance

behaves like a negative pressure.
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Figure 4.3.2: The spatial density functions for water and aqueous TMAO at 2.0
mol/kg H2O at 25 bar and 4 kbar calculated through EPSR. The yellow isosurface con-
tains the 30% most likely positions for neighbouring water molecules around a central
water molecule.
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System Coordination number

H2O at 25 bar 4.54

H2O at 4 kbar 5.44

Aqueous TMAO at 25 bar 3.97

Aqueous TMAO at 4 kbar 4.64

Table 4.3.3: Ow - Ow coordination numbers calculated over 3.38 Å by EPSR. Many
statistics drawn from from > 1000 EPSR iterations mean that the coordination numbers
can be determined with error values < 0.01 and are therefore not reported.

We can also examine the difference between the structure of water under pressure

in/without the presence of TMAO by monitoring the Ow - Ow coordination number, as

described in section 2.2.5. As stated in this section, one traditionally selects a cutoff

distance when one is calculating coordination numbers that corresponds to the locations

of minima in the associated RDF such that specific hydration shells can be studied. In

the case of pressurised water the second hydration shell begins to collapse into the first

and it is no longer possible to clearly pick a cutoff distance between the first and second

hydration shell. Therefore for consistency the cutoff distance for all four cases was set

to 3.38 Å corresponding to the location of the first minimum in the Ow - Ow RDF for

pure water at 25 bar. The calculated coordination numbers are reported in table 4.3.3.

If TMAO is acting to resist the effects of large external pressure on water struc-

ture, this should be reflected by a lower water - water coordination number in aqueous

TMAO compared with pure water at equivalent pressure. Table 4.3.3 shows the water

- water coordination numbers in each of the four samples. This shows that as pressure

increases from 25 bar to 4 kbar, the water - water coordination number increases due

to the compression of the second hydration shell into the first. Upon the addition of

TMAO, the water - water coordination number decreases compared with pure water at

equivalent pressure, suggesting the resistive power of TMAO. However, it is difficult to

comment on whether this truly supports the hypothesis, as the excluded volume effect

of the TMAO molecule itself will also cause this effect regardless of how it is perturbing

water structure. What is perhaps easier to comment on is the compressibility of the two

solutions. An increase in coordination number from 4.54 - 5.44 in pure water when mov-

ing from 25 bar to 4 kbar is equivalent to an increase in coordination by approximatley

20%. However in aqueous TMAO at 2.0 mol/kg H2O, the increase from 25 bar to 4
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kbar is only approximately 17%. This suggests that water in TMAO solutions is less

compressible than pure water, which is consistent with the results found by Knierbein

et al. [151]. Overall it is therefore clear by using the techniques available to EPSR that

TMAO does indeed resist the structural perturbation to water induced by large external

pressures.

4.4 Structure of Water - Extended Analysis

As overviewed in section 2.3, EPSR can be expanded using a custom built analysis rou-

tine to investigate the structure of aqueous solutions in more detail. This includes mea-

suring parameters related to bulk water - water and TMAO - water hydrogen bonding

and water dipole angle distributions for water hydrating a central TMAO oxygen/bulk

water oxygen. The water dipole angle between a hydration water molecule and a central

molecule species is defined as the angle between the vector which points from the hydrat-

ing water oxygen to the central TMAO oxygen/bulk water oxygen and the vector that

originates at the hydrating water oxygen and bisects the two hydrating water hydrogens,

parallel to the dipole moment of the water molecule, as illustrated in figure 2.3.3. This

is measured over the whole box for water molecules hydrating bulk water molecules and

TMAO oxygens and the results binned in increments of 2 ◦. Finally the bin heights are

normalised to the total number of data points such that the final data represents the

probability distribution. The location of the peaks are then determined by fitting the

data with a function containing two summed Gaussian distributions. The results for

water molecules hydrating a central bulk water molecule are shown in figure 4.4.1.

As seen in section 3.3, the water - water dipole angle distribution is defined by two

peaks. The peak at shorter angles reflects water molecules that are likely donating a

hydrogen bond to the central water molecule and the peak at larger angles reflects water

molecules that are likely accepting a hydrogen bond from the central molecule. This

data shows that upon increasing pressure from 25 bar to 4 kbar for pure water the

dipole angle distribution becomes less well defined as the network is perturbed, with

both peaks reducing in height and the minimum between the two peaks increasing in
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Figure 4.4.1: The dipole angle distribution for water molecules hydrating a central
bulk water molecule.

height. The positions of the first and second peak for pure water at 25 bar are located

at 50.9 ◦ and 127.2 ◦ respectively. Upon increasing pressure to 4 kbar the first peak

moves outwards to 52.4 ◦, and the second peak moves inwards to 120.1 ◦. In aqueous

TMAO, like in pure water, as one increases pressure from 25 bar to 4 kbar the heights

of the two peaks decrease and the minimum becomes less shallow, however at equivalent

pressure the peaks are taller and the minima are shallower in aqueous TMAO compared

with pure water. This suggests a more well defined network overall in the presence of

TMAO. The peaks also shift as well, however in this case the first peak shifts slightly

inwards from 52.2 ◦ to 51.6 ◦ and the second peak shifts inwards from 127.9 ◦ to 123.1

◦. The peak positions are summarised in table 4.4.1.

These results again demonstrate the ability of TMAO to resist the pressure induced

structural perturbation to water. At equivalent pressure the dipole angle distributions

reflect a more defined overall network in aqueous TMAO compared with pure water,

and the position of the second peak is much less sensitive to increasing pressure in the

presence of TMAO. The position of the first peak shows no discernible trend.
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System First peak ( ◦) Second peak ( ◦)

H2O at 25 bar 50.9 127.2

H2O at 4 kbar 52.4 120.1

Aqueous TMAO at 25 bar 52.2 127.9

Aqueous TMAO at 4 kbar 51.6 123.1

Table 4.4.1: Peak positions of the first and second peaks in the bulk water - water
dipole angle distributions for pure water and aqueous TMAO at 2.0 mol/kg H2O at 25
bar and 4 kbar. The smooth distributions as a result of many statistics drawn from
from 30 iterations of the analysis routine and large EPSR box sizes mean that the peak
positions can be determined with error values < 0.1◦ and are therefore not reported.

We can also monitor structural perturbation by measuring the bulk water - water

hydrogen bond interaction energy, calculated as described in section 2.3.2. Here two

water molecules are deemed hydrogen bonded if their oxygens are within a distance

corresponding to the first minimum in the Ow - Ow RDF, and a hydrogen of the hydrating

water molecule must be within a distance corresponding to the first minimum in the Ow -

water hydrogen (Hw) RDF. Their interaction energy is then calculated using the reference

potential from EPSR. Due to the issues raised previously when calculating the water -

water coordination number, it is difficult to define the first minimum for pure water at 4

kbar. Therefore, again for consistency, the Ow - Ow and Ow - Hw cutoff distances were

set at the values determined for pure water at 25 bar for all samples (3.38 Å and 2.41

Å respectively). The resultant probability distributions are shown in figure 4.4.2.

The distributions are all well fit to a single Gaussian distribution to calculate the

peak position and the average hydrogen bond interaction energy. These results are

summarised in table 4.4.2. This demonstrates that as the pressure is increased from 25

bar to 4 kbar and the system is perturbed that the average hydrogen bond interaction

energy between two bulk water molecules becomes less stable, increasing from -17.46 ±

0.05 to -16.73 ± 0.05. We also observe that the addition of TMAO at 2.0 mol/kg H2O

causes the water - water hydrogen bonding to be more stable at equivalent pressure,

consistent with TMAO resisting the pressure induced perturbation to water structure.

The hydrogen bond interaction energy between two bulk water molecules is -17.82 ±

0.05 at 25 bar and -17.23 ± 0.04 at 4 kbar. This increased stability of hydrogen bonding

is also consistent with results from NMR studies on aqueous TMAO [2].
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Figure 4.4.2: Hydrogen bond interaction energy between two hydrogen bonded bulk
water molecules.

System
Hydrogen Bond Interaction Energy
(kJ/mol)

H2O at 25 bar -17.46 ± 0.05

H2O at 4 kbar -16.73 ± 0.05

Aqueous TMAO at 25 bar -17.82 ± 0.05

Aqueous TMAO at 4 kbar -17.23 ± 0.04

Table 4.4.2: The peak positions in the bulk water - water hydrogen bond interaction
energy distributions. Reported uncertainty is the uncertainty in the peak position
calculated through performing a Gaussian fit to the raw distribution.
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4.5 TMAO Hydration - Hydrophilic

We will now turn our attention to the hydration of the TMAO molecule itself so as to

attempt to understand the origins of the pressure resisting effects of TMAO. To do this

we will examine the analysis using EPSR and the analysis routine of neutron scattering

data taken on aqueous TMAO at the two pressures. Within EPSR the 25 bar data is

analysed using the TMAO reference potential taken from Meersman et al. [62], and the

4 kbar data is analysed using both the reference potential taken from Meersman et al.

and the high pressure adapted reference potential V3-HP(10 kbar) developed by Hölzl

et al. [147]. We will also examine the hydration of TMAO around the two key areas of

the molecule: the hydrophilic and hydrophobic areas. The TMAO molecule has a strong

dipole across the nitrogen - oxygen bond due to the large difference in charge (N = 0.44e

and O = −0.65e in the Meersman potential and N = 0.5932e and O = −0.8599e

in the Hölzl potential) between the two atoms. This strong dipole means that water

molecules can interact favourably with the TMAO oxygen by orienting their positively

charged hydrogens towards the negatively charged oxygen and donating a hydrogen

bond. This favourable interaction renders the TMAO oxygen hydrophilic. By contrast

the dipole moments present in the methyl groups of TMAO across the carbon - hydrogen

bonds (C = −0.26e and H = 0.11e in the Meersman potential and C = −0.2690e and

H = 0.1166e in the Hölzl potential) are far more modest. This means that hydrating

water molecules will not interact as strongly via electrostatic forces as they will around

the hydrophilic site, and that these methyl groups are therefore hydrophobic.

We will first examine the hydrophilic TMAO oxygen (OT ) - Ow RDF for aqueous

TMAO at both pressures using both force fields. These are plotted in figure 4.5.1. Here

we observe that unlike the Ow - Ow RDF, the OT - Ow RDF is much less less sensitive

to pressure, likely as a result of the large dipole moment on the TMAO molecule. The

peak positions stay relatively unchanged and the peak heights increase very slightly upon

increasing pressure from 25 bar to 4 kbar. There is also very little difference between the

Meersman potential and the Hölzl potential, leading only to a slight increase of the first

peak height in the case of the Hölzl potential. This shows that the structure of water
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Figure 4.5.1: OT -Ow RDF for aqueous TMAO at 2.0 mol/kg H2O at 25 bar and
4 kbar using the Meersman reference potential (red) and the Hölzl reference potential
(black).

around the hydrophilic regions of TMAO is relatively insensitive to pressure variations,

and may even be slightly better defined at higher pressure, compared with bulk water

which is certainly has a less well defined structure at higher pressure.

We can also monitor the OT - Ow coordination number, calculated over a range of

3.38 Å which corresponds to the location of the first minimum in the OT - Ow RDF at 25

bar, for all samples. These results are summarised in table 4.5.1. Here we observe that at

25 bar the OT - Ow coordination number is 2.65, and that this increases to 3.04 in the case

of the Meersman potential, and 3.09 in the case of the Hölzl potential. This increase in

hydrophilic hydration is consistent with previous literature [64, 72, 149], which predicts

an average coordination number of 3 at ambient pressure, and an increasing abundance

of coordination number of 4 as pressure is increased to 10 kbar. This allows us to discuss

compressbility as we did for the case of pure water. Upon increasing pressure from 25

bar to 4 kbar, the increase coordination number around the TMAO oxygen corresponds

to an increase in approximatley 15% using the Meersman force field and 17% in the case
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System OT - Ow coordination number

Aqueous TMAO at 25 bar 2.65

Aqueous TMAO at 4 kbar 3.04

Aqueous TMAO at 4 bar V3-HP 3.09

Table 4.5.1: OT - Ow coordination numbers calculated over 3.38 Å by EPSR. Many
statistics drawn from from > 1000 EPSR iterations mean that the coordination numbers
can be determined with error values < 0.01 and are therefore not reported.

System Peak location ( ◦)

Aqueous TMAO at 25 bar 49.4

Aqueous TMAO at 4 kbar 50.9

Aqueous TMAO at 4 bar V3-HP 49.3

Table 4.5.2: Location of the peak in the OT - Ow dipole angle distributions.

of the Hölzl force field. This suggests that not only is the structure of water around

the TMAO oxygen less sensitive to pressure, it is also less compressible than bulk water

consistent with the results found by Knierbein et al. [151].

We can also monitor structural perturbations to the hydrophilic hydration shell via

the water dipole angle distribution around the TMAO oxygen. These are shown in figure

4.5.2. Unlike the water dipole angle distribution around a central bulk water molecule,

the OT - Ow dipole angle distribution only shows one peak, as the central TMAO oxygen

is only capable of accepting hydrogen bonds, whereas a central water molecule is capable

of both donating and accepting hydrogen bonds. The peak position in each of the three

cases is determined by fitting the same double Gaussian function used in section 4.4 and

described in section 2.3.4. These results are summarised in table 4.5.2.

Here we observe that when using the Meersman force field that upon increasing

pressure from 25 bar to 4 kbar that the water dipole angle distribution becomes slightly

shorter, broader, and the peak location moves outwards from 49.4 ◦ to 50.9 ◦. This

would correspond to a slightly less defined hydration shell around the TMAO oxygen. If

one then uses the Hölzl force field to describe the 4 kbar aqueous TMAO data then the

dipole angle distribution is essentially unchanged, with the peak moving very slightly

inwards to 49.3 ◦ and the overall peak shape remaining unchanged. Overall, much like

the observations from the OT - Ow RDFs, the dipole angle distribution is relatively
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Figure 4.5.2: Water dipole angle distribution around a central TMAO oxygen in
aqueous TMAO at 2.0 mol/kg H2O at 25 bar and 4 kbar using the Meersman reference
potential (red) and the Hölzl reference potential (black).

insensitive to pressure compared with the case for pure water, likely due to the strong

dipole on the TMAO molecule. We also observe that the peak position is at slightly lower

angles for water molecules hydrating the TMAO oxygen compared with water molecules

hydrating a central bulk water molecule. This suggests more linear bonds between water

and TMAO than between water and water and a stronger overall interaction, which we

will now examine in more detail.

To do this we can consider TMAO - water hydrogen bonding. Here a hydrogen bond

is defined as described in section 2.3.2 and as reiterated in section 4.4, where a water

molecule is donating a hydrogen bond to a central TMAO oxygen if both the OT - Ow

distance and OT - Hw are less than a distance corresponding to the first minima in the

associated RDFs. In this case the OT - Ow cut off distance was set to be 3.38 Å and the

OT - Hw cut off distance was set to be 2.48 Å calculated according to the RDFs from

aqueous TMAO at 25 bar. These were again kept constant for all samples to allow for

meaningful comparisons. The resultant distributions are shown in figure 4.5.3.
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Figure 4.5.3: TMAO - water hydrogen bond energy calculated using the reference
potential from EPSR in aqueous TMAO at 2.0 mol/kg H2O at 25 bar and 4 kbar using
the Meersman reference potential (red) and the Hölzl reference potential (black).

System Peak location (kJ/mol)

Aqueous TMAO at 25 bar -32.5 ± 0.2

Aqueous TMAO at 4 kbar -30.6 ± 0.1

Aqueous TMAO at 4 bar V3-HP -39.7 ± 0.2

Table 4.5.3: Location of the peak in the TMAO - water hydrogen bond energy dis-
tributions.

Here we again observe that the resultant distributions are well described by a single

Gaussian function. Fitting a Gaussian function therefore allows the average hydrogen

bond energy to be calculated by determining the peak position of the distribution. These

results are summarised in table 4.5.3. What is immediately obvious is that the TMAO

- water hydrogen bond is indeed much stronger than the water - water hydrogen bonds

reported in section 4.4. This is well observed in previous literature [2, 65, 66, 70, 142, 171]

and we suggest it is the key reason why the structure of water around the TMAO oxygen

is much less sensitive to pressure than the structure of bulk water.

We also observe that the average hydrogen bond interaction energy calculated using
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the Hölzl force field is significantly lower than the values calculated using the Meersman

force field, corresponding to a much more stable hydrogen bond. However, this stark

difference between the two force fields is not observed through either the OT - Ow RDFs

or dipole angle distributions. The origin of this difference is therefore likely entirely

due to the choice of using the solely the EPSR reference potential when calculating

interaction energies. Within EPSR the potential between two atom species is the sum

of the reference potential and the empirical potential. The high degree of similarity

between the OT - Ow RDFs and dipole angle distributions regardless of which forcefield

is employed suggests that the final sum of the reference potential and the empirical

potential is essentially identical in both cases. Therefore if both potentials were used to

calculate an interaction energy one would expect the final results to be highly similar.

However, if one only uses the reference potential as is the case in this work, then for

an essentially identically structured system using the Hölzl force field parameters rather

than the Meersman force field parameters will predict much more stable hydrogen bonds

as the electrostatic contributions will be more significant due to the increased dipole

moment on the TMAO molecule in the Hölzl force field. This observation demonstrates

the importance of carefully choosing ones reference potential and being mindful of this

choice when analysing the results. It also suggests that the inclusion of the empirical

potential may be an important feature to future versions of the extended analysis routine.

4.6 TMAO Hydration - Hydrophobic

We will finally consider hydration around the hydrophobic methyl groups of TMAO

through the methyl carbon (CT ) - Ow and Hw RDFs and associated coordination num-

bers. The CT - Ow RDF is shown in figure 4.6.1. Here we observe a single clear peak

located at 3.46 Å at a pressure of 25 bar. Upon increasing pressure to 4 kbar this peak

shifts inwards to 3.42 Å using the Meersman potential and to 3.45 Å using the Hölzl

potential while increasing in height. This change in height is also observed in the OT -

Ow RDFs however the peak position is marginally more sensitive in the CT - Ow RDF.

This increase in peak height is the result of increased coordination of water molecules
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Figure 4.6.1: CT -Ow RDF for aqueous TMAO at 2.0 mol/kg H2O at 25 bar and
4 kbar using the Meersman reference potential (red) and the Hölzl reference potential
(black).

System CT - Ow coordination number

Aqueous TMAO at 25 bar 8.10

Aqueous TMAO at 4 kbar 9.44

Aqueous TMAO at 4 bar V3-HP 9.13

Table 4.6.1: OT - Ow coordination numbers calculated over 4.48 Å by EPSR. Many
statistics drawn from from > 1000 EPSR iterations mean that the coordination numbers
can be determined with error values < 0.01 and are therefore not reported.

around the methyl groups upon increasing pressure. These values are reported in table

4.6.1 and were measured using a cut off distance of 4.48 Å in all cases, corresponding to

the first minima in the CT - Ow RDF. At 25 bar the methyl group coordinates a total

of 8.10 water molecules. This increases to 9.44 water molecules using the Meersman

potential and 9.13 using the Hölzl potential at 4 kbar, corresponding to a relative increase

of 17% and 13% respectively. This is still less than the relative increase in coordination

of bulk water over the same pressure range, and suggests that water around the methyl

groups of TMAO is less compressible than bulk water, consistent with the results of

Knierbein et al. [151], similar to water around the TMAO oxygen.

173



This means that water is less compressible around both the hydrophobic and hy-

drophilic parts of the molecule than it is in pure bulk water. The reduction in com-

pressibility around the TMAO oxygen is as a result of strong hydrogen bonding between

the TMAO oxygen and the surrounding water molecules, however the TMAO methyl

groups have no such tendancy. This can be shown by examining the CT - Hw RDFs in

comparison to the OT - Hw and Ow - Hw RDFs, as shown in figure 4.6.2. Here it is clear

in the case of hydrophilic hydrogen bond forming central species, such as the TMAO

oxygen or the water oxyen, that the resultant RDFs exhibit clear peaks and troughs,

representative of the ability of the surrounding water molecules to preferentially orient

their hydrogens to form hydrogen bonds with the central species. In the case of the

water hydrating hydrophobic methyl groups, this tendency is reduced due to the lack

of a strong dipole on the methyl group to allow for favourable electrostatic interactions,

reflected by the comparatively featureless CT - Hw RDF.

Figure 4.6.2: Ow-Hw, OT -Hw, and CT -Hw RDFs for aqueous TMAO at 2.0 mol/kg
H2O at 25 bar and 4 kbar. TMAO hydration is shown using the Meersman reference
potential (red) and the Hölzl reference potential (black).

This means that non-hydrogen bond forming and hydrogen bond forming areas

around the TMAO molecule both induce a reduction in compressibility of the surround-

ing water molecules relative to pure water. To resolve this apparent disparity we consider

the structure of the water molecule. Water’s bent conformation, consisting of two posi-

tively charged hydrogens and two negatively charged electron pairs, is ideally suited to

form a tetrahedral network via the donation of two hydrogen bonds and the acceptance

of two hydrogen bonds [31]. To consider what water may look like in the absence of

hydrogen bonding we can consider a liquid that does not have any propensity to hydro-
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gen bond, such liquid argon just below its critical point of 150 K [267]. This also forms

ordered hydration shells due to steric effects between argon atoms but has a coordination

number in its first hydration shell of 6.0. This is much higher than the water - water

coordination number, calculated at 25 bar in this research to be 4.54, and means in the

absence of hydrogen bonding water would therefore likely be much denser.

The hydrogen bonded tetrahedral network of liquid water is therefore relatively open,

and as such water molecules located in the second hydration shell of a central water

molecule can be compressed into the first hydration shell. The lack of hydrogen bonding

around hydrophobic methyl groups means that the location of the first hydration shell is

more dependent on steric effects than the organisation of neighbouring water molecules to

form hydrogen bonds, and that the immediate network will therefore be less compressible.

As a reminder, water molecules around the TMAO oxygen are less compressible because

the TMAO - water hydrogen bond is much stronger than that of water - water hydrogen

bonding. Hence it is the open tetrahedral network of bulk water coupled with weaker

hydrogen bonding than with TMAO that makes it more compressible than water in the

hydration shell of either the hydrophobic or hydrophilic areas of TMAO.

4.7 Conclusions

In this chapter we have demonstrated through neutron scattering, EPSR, and extended

analysis that TMAO clearly resists the structural perturbations to water as a result of

a large external pressure. This is shown by the relative movement of the second peak in

the Ow - Ow RDF in figure 4.3.1, which moves inwards upon increasing pressure from 25

bar to 4 kbar, but that this effect is not as pronounced in the presence of TMAO at 2.0

mol/kg H2O. This is then visualised using the Ow - Ow SDF in figure 4.3.2, where the

second hydration shell is narrower and better separated from the first hydration shell in

the presence of TMAO at equivalent pressure.

Bulk water is also shown to be less compressible in the presence of TMAO. This is

due in part to the strengthening of water - water hydrogen bonding from -17.46 ± 0.05
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kJ/mol to -17.82 ± 0.05 kJ/mol at 25 bar and from -16.73 ± 0.05 to -17.23 ± 0.04 at 4

kbar by TMAO. This strengthening of water hydrogen bonding through TMAO addition

is well reported in the literature [2, 65, 66, 146, 171]. It is also due to the hydration shell

of water molecules around both the hydrophilic oxygen of TMAO and the hydrophobic

methyl groups being less compressible than pure water.

The reduction in water compressibility around the TMAO oxygen is thought to

arise from the formation of strong hydrogen bonds between the TMAO oxygen and

the surrounding water molecules. Using the Meersman force field these are calculated to

be -32.5 ± 0.2 kJ/mol at 25 bar and -30.6 ± 0.1 kJ/mol at 4 kbar. TMAO can therefore

be thought of as providing a site within water structure that can form strong hydrogen

bonds, which serves as an anchor point from which the tetrahedral network of water can

build and become more stable. In the next chapter we will explore how TMAO can resist

the perturbing ability of a different external stimuli, the addition of the salt Mg(ClO4)2.
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Chapter 5

Dissecting the Effects of Different

Solutes in Tertiary Solution:

Trimethylamine N-Oxide vs

Mg(ClO4)2

5.1 Introduction

As discussed in chapter 3, the introduction of ions into water results in a host of struc-

tural, dynamic, and thermodynamic perturbations to water. One of these perturbations,

as shown in figure 3.2.2, is the inwards movement of the second peak in the Ow - Ow

RDF. This is highly similar to the perturbation arising from the application of an ex-

ternal pressure, as shown in chapter 4, and is well observed for a number of salt species

[130]. One particular salt species for which this effect is particularly evident is the salt

magnesium perchlorate (Mg(ClO4)2). Unlike the simple monovalent potassium halide

salts discussed in chapter 3 which consist of a pair of oppositely charged ions each with a

charge of magnitude e, Mg(ClO2)4 is made up of a single divalent Mg2+ cation ionically

bound to two polyatomic ClO−4 anions.
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It has been previously reported using neutron diffraction and EPSR at 298 K at a

concentration of 44 wt% (2.7 M), corresponding to the eutectic point (the concentration

at which the freezing point of the solution is depressed to the lowest temperature of

206 K [268]), that the second hydration shell of water is compressed completely into the

first hydration shell, resulting in a structure approximately equivalent to water under an

external pressure of 3 GPa (30 kbar) [133]. By comparison the eutectic point of a simple

monovalent salt like sodium chloride (NaCl) is 252 K at 23.3wt% [269] and the similar

salt sodium perchlorate (NaClO4) is 236 K at 52 wt% [268]. Mg(ClO4)2 is therefore

clearly a very strong perturber of water structure.

The motivation behind the investigation of this particular salt and the effect it has

on water in the context of life in extreme environments is due to its recent discovery in

the Martian regolith [270]. Here it is present in surprisingly high quantities (Mg2+ at

3.3× 10−3m and ClO−4 at 2.4× 10−3m where the concentrations are given in molality)

and dominates the ionic makup of the Martian regolith at the Phoenix lander site. This

is coupled with the recent discoveries of periods of flowing surface water on Mars [271]

and the presence of subsurface lakes [173, 174] approximately 1.5 km below the Martian

south pole. The Phoenix lander site in the Vastias Borealis plains was originally chosen

to study the history of water on Mars, therefore the presence of high concentrations

of Mg(ClO4)2 allows us to speculate that this highly perturbing salt may also have

been present in historic Matian water and may still be present in the subsurface lakes.

On Earth there also exist subsurface lakes at a similar distance below the south pole

which harbour life, such as Lake Vostok [272] and Lake Whillans [273]. The subsurface

lakes on Mars therefore represent interesting aqueous environments that are potentially

capable of harbouring life, likely rich in Mg(ClO4)2, similar to the high salt concentration

environments on Earth such as salt lakes and solar salterns [274], that are protected from

the combined bacteriocidal effects of Mg(ClO4)2 and ultraviolet radiation present at the

Martian surface [275, 276].

Organisms living in such an environment would therefore require a method to over-

come the pressurising effects of Mg(ClO4)2 on water structure in the same manner as

organisms living in the deep sea on Earth. As discussed in chapter 4, one of the mech-

178



anisms by which marine organisms achieve this is through the accumulation of organic

osmolytes like TMAO [82, 83, 86]. In this chapter we therefore seek to answer the ques-

tion as to whether the organic osmolyte TMAO is capable of resisting the pressure like

perturbation induced by Mg(ClO4)2 in the same manner as it was capable of resisting

the perturbation to water by a physically applied pressure. To do this we will employ

neutron scattering, EPSR, and extended analysis as previously to examine perturbations

to water structure as a result of the addition of both solutes as in chapter 4. However,

we will also expand this study to consider the dynamics of water molecules present in

the various solutions through the use of NMR.

5.2 Experimental Considerations

Just as with the choice of pressure used in chapter 4, when looking at the resisting power

of TMAO it is sensible to choose a Mg(ClO4)2 concentration that perturbs water in such

a manner that it is clearly noticeable through neutron scattering, but not so high that

any resisting power of TMAO would be overwhelmed. Unlike pressure, the effect of

Mg(ClO4)2 on water structure as a function of concentration is not well characterised,

hence we must come up with a manner of estimating this relationship. To do this we turn

to data of the melting temperature of aqueous Mg(ClO4)2 as a function of concentration

reported by Pestova et al. [277], reproduced in figure 5.2.1(a).

Here we observe that the melting temperature of solution shows a roughly exponential

dependence on Mg(ClO4)2 concentration measured in molality until the eutectic point

(shown as a star) is reached. This is well fit to an equation of form shown in equation

5.2.1, where A is an amplitude, y0 is a y offset, x is the concentration of Mg(ClO4)2 and

t1 is a decay constant.

y = A× exp

(
−x
t1

)
+ y0 (5.2.1)

We now assume, as is the case with other salt solutions, that the density of Mg(ClO4)2
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Figure 5.2.1: The melting temperature of Mg(ClO4)2 solution as a function of con-
centration (a) and the equivalent pressure on water structure induced by Mg(ClO4)2

estimated from the melting temperature data (b). Concentration previously studied
through neutron diffraction by Lenton et al. [278] shown as a star in both (a) and (b).

solution is directly proportional to the wt% of the salt [279]. As we have experimentally

measured the density of the solution at 44wt% (2.7 M) to be 1.3770 g/cm3, as shown in

table 5.2.1, and the density of pure water is well established we can use this data point

to convert the concentration from molality (mol/kg H2O) in Pestova et al. to molarity

M (mol/L). We then assume that the change in melting temperature of the solution is

representative of the perturbation to water structure in the solution. This means we

can say that the pressure like perturbation induced by Mg(ClO4)2 is proportional to the

change in melting temperature. As experimental neutron scattering results have shown

that 2.7 M Mg(ClO4)2 induces a pressure equivalent to approximately 30 kbar while

reducing the melting temperature to 206 K, we can use this data point to calculate the

equivalent pressure induced by all the other concentrations measured by Pestova et al..

This is shown in figure 5.2.1(b). Finally this is fit to an equation of the form 5.2.1 with

determined fitting constants of A = 1.07565, x is now the concentration in molarity,

t1 = −0.81949 and y0 = 0.82427.

Finally, we choose an induced pressure that does not cause any counteracting effects

of TMAO to become overwhelmed. To do this we use the fitted equation from figure

5.2.1(b) to estimate the concentration of Mg(ClO4)2 required to induce a pressure equal

to approximately 2 kbar. This reveals that 0.2 M Mg(ClO4)2 should induce a pertur-

bation equivalent to 2.2 kbar, which is sufficient for our purposes. It is important to
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note that because the melting temperature data presented by Pestova et al.. does not

extrapolate to 0 ◦C at 0 concentration, the induced pressure does not extrapolate to

atmospheric pressure at 0 concentration. However, this is merely an estimate drawn

from limited data, and hence is a reasonable enough approximation for our purposes.

We are not attempting to pick a concentration of TMAO and Mg(ClO4)2 to cancel each

other out, we simply wish to observe a measurable resisting effect of TMAO.

Next we must estimate the relative resisting ability of TMAO so as to pick a sensible

concentration to resist 0.2 M Mg(ClO4)2, for which at the time of this work there also

existed no direct experimental evidence. To estimate this we turn to measurements of

the concentration of TMAO in the wet muscle tissue of bony fish as a function of depth

reported by Yancey et al. [86] which is reproduced in figure 5.2.2(a).

Figure 5.2.2: The concentration of TMAO in the muscle tissue of bony fish as a
function of depth published by Yancey et al. [86] (a) and the estimated pressure
resisting ability of TMAO as a function of concentration estimated from the Yancey
data (b).

As it is well known that pressure in the ocean increases 1 atm (0.01325 bar) for every

10 m of depth, and we have experimentally validated that the addition of TMAO only

negligibly affects the density of solution as shown in table 5.2.1, we can use this data to

predict the pressure resisting ability of TMAO. For the reported Yancey data [86] the

authors provide two fits to the experimental data. For our purposes we will choose the

fit shown in red, as this better fits the data at higher depths and therefore pressures, as
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shown in equation 5.2.2.

[TMAO] = 62.1 + 0.429× depth (5.2.2)

We must again convert the concentration in molality into molarity. The definition

molality is defined as the number of moles of a solute per 1000 g of solvent, the mass of

a solution in grams m of molality x is therefore given in equation 5.2.3, where Ms is the

molar mass of the solute, equal to 51.11 g/mol for TMAO.

m = xMs + 1000 (5.2.3)

We have also shown that the density of solution of TMAO is relatively independent

of TMAO concentration and we can assume it remains fixed at the value for pure water,

ρ = 1000 g/L. Therefore the volume in litres V of the solution mass m is given by

equation 5.2.4.

V =
m

ρ
=

75.11x+ 1000

1000
(5.2.4)

Molarity is defined as the mols of solute per L of solution, therefore the concentration

in molarity M from molality x is now given by equation 5.2.5

M =
x

V
=

1000x

75.11x+ 1000
(5.2.5)

This can be rearranged to make the molality the subject, such that it can be substi-

tuted back into equation 5.2.2. It is then multiplied by a factor of 1000 to account for

the fact that the concentration in the Yancey expression is given in mmol/kg. The final

expression is shown in equation 5.2.6
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M × 106

1000− 75.11M
= 62.1 + 0.0429× depth (5.2.6)

Next we use the fact that pressure increases above atmospheric pressure by 1.01325

bar for every 10 m in depth, shown mathematically as P = 1.101325 + 0.101325×depth,

to express equation 5.2.6 as a function of pressure P rather than depth. This is shown

in equation 5.2.7.

M × 106

1000− 75.11M
= 62.1 + 0.0429

[
P − 1.01325

0.101325

]
(5.2.7)

Finally we rearrange this equation to make P the subject, as shown in equation 5.2.8.

P =

[
M × 106

1000− 75.11M
− 62.1

] [
0.101325

0.0429

]
+ 1.01325 (5.2.8)

This function is plotted in figure 5.2.2(b). As stated previously, we have chosen an

Mg(ClO4)2 concentration of 0.2 M, corresponding to an induced pressure of 2.2 kbar.

Using equation 5.2.8, we can state that 1.0 M TMAO should resist a presence of 2.4 kbar

(point shown by dotted line in figure 5.2.2). The estimations based on previous available

data therefore suggest that a solution of 1.0 M TMAO and 0.2 Mg(ClO4)2 may provide

balance between structural perturbations that would be observable through neutron

diffraction. We therefore used these concentrations for the experimental study. We will

also used a mixture of 1.0 M TMAO and 2.7 M Mg(ClO4)2 as this is a Mg(ClO4)2 that

has been previously studied with neutron diffraction. Therefore to observe the resisting

power of TMAO 6 different samples sets were prepared, these were: pure water, 0.2 M

Mg(ClO4)2, 1.0 M TMAO, 0.2 M Mg(ClO4)2 + 1.0 M TMAO, 2.7 M Mg(ClO4)2, and

2.7 M Mg(ClO4)2 + 1.0 M TMAO.

To analyse the data with EPSR hydrogen - deuterium substitution was again em-

ployed on each of the sample sets. For the pure water sample and the samples containing

only Mg(ClO4)2 as a solute species 3 isotopic variants were produced: H2O, D2O, and
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System Density (g/cm3) ± 0.0001

Pure H2O 0.9970

1.0 M TMAO 0.9994

0.2 M Mg(ClO4)2 1.0281

1.0 M TMAO + 0.2 M Mg(ClO4)2 1.0275

2.7 M Mg(ClO4)2 1.3770

1.0 M TMAO + 2.7 M Mg(ClO4)2 1.3513

Table 5.2.1: Densities of solutions as measured at 25 ◦C using an Anton Parr DMA
4100 M densitometer.

HDO. For the samples containing TMAO 7 different isotopic variants were produced:

H2O + H-TMAO, H2O + D-TMAO, D2O + H-TMAO, D2O + D-TMAO, HDO + H-

TMAO, HDO + D-TMAO, and HDO + HD-TMAO, where H/D corresponds to the

whether the hydrogens on the host molecule were in fully protinated or fully deuterated

state, and HD samples were prepared using an equal molar ratio of H and D samples.

This therefore yields a total of 30 individual samples. To inform the EPSR simulation

the density of the fully protinated samples were measured using an Anton Parr DMA

4100 M densitometer, and are reported in table 5.2.1.

It is interesting to note that before neutron scattering measurements and EPSR

analysis have even begun that simply measuring the densities of the solutions seem to

offer support for the idea that TMAO may be able to resist the pressurising effect of

Mg(ClO4)2. Here we observe that the addition of TMAO into pure water results in a

slight increase in density due to the addition of a larger molecule. In the case of both

0.2 M Mg(ClO4)2 and 2.7 Mg(ClO4)2 the pressurising effect of Mg(ClO4)2 causes the

density of the solutions to rise in both cases. However upon the subsequent addition of

TMAO into both Mg(ClO4)2 solutions, the recorded density is shown to drop slightly.

This would be consistent with TMAO resisting this pressurising effect.

5.3 Structure of Water - EPSR

To calculate the structural perturbations present in the system EPSR was performed on

the raw neutron scattering data after correction with Gudrun, as described in section
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System
Water
Molecules

TMAO
Molecules

Mg2+

ions
ClO−4
ions

Box Di-
mension
(Å)

Pure H2O 5000 - - - 53.1329

1.0 M TMAO 4104 80 - - 51.0434

0.2 M Mg(ClO4)2 4104 - 16 32 49.9840

1.0 M TMAO + 0.2
M Mg(ClO4)2

4104 80 16 32 51.2654

2.7 M Mg(ClO4)2 4224 - 260 520 54.4902

1.0 M TMAO + 2.7
M Mg(ClO4)2

4224 80 260 520 55.5774

Table 5.3.1: Number of molecules used in each simulation box and length of cubic
box.

2.1.6. This started with the building of simulated boxes of molecules representative of the

experimental samples. The box size and number of molecules of each species are displayed

in table 5.3.1. As described in section 2.2.1, box sizes of approximately 5000 molecules

are ideal to capture the desired features while maintaining a reasonable computing time.

It is important here to note that the number of water molecules is higher in the samples

containing 2.7 M Mg(ClO4)2. This is because Mg(ClO4)2 is highly hygroscopic and hence

absorbs water molecules from the air. The amount of water absorbed was estimated from

the predicted differential cross section in Gudrun, which is highly sensitive to H content

and therefore serves as a good measure. The reference potentials for TMAO were taken

from Meersman et al. [62, 63] and the reference potentials for water and Mg(ClO4)2 were

taken from Lenton et al. [133]. These are summarised in section C. The final fits of the

simulations to the experimental data for each of the 6 datasets are presented in section

C. These produce R factors between 0.0004 - 0.0007, and can therefore be regarded as

very high quality fits.

Just as in section 4.3, the simplest way to assess the resisting power of TMAO against

the pressure like perturbation of Mg(ClO4)2 is to examine the Ow - Ow RDF in each

of the six sample sets. These results are shown in figure 5.3.1. However, these results

are not as clear as those determined from the Ow - Ow RDFs in section 4.3. In the

case of aqueous TMAO under high pressure, the differences between the peaks in each

of the four sample sets were clearly evident, however here it becomes difficult to clearly
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Figure 5.3.1: Ow - Ow RDFs for the six sample sets studied in this section as calcu-
lated through EPSR.

distinguish the effects of TMAO at the different Mg(ClO4)2 concentrations.

In the case of pure water, the first and second peaks in the RDF are located 2.78 and

4.45 Å respectively, consistent with previous literature [89]. Consistent with the data

reported in chapter 4, the first peak is relatively insensitive to TMAO addition, moving

slightly inwards to 2.77 Å and the second peak moves outwards to 4.56 Å. Surprisingly,

and contrary to the expectation that 0.2 M Mg(ClO4)2 would induce a pressurising

effect, a similar shift is observed in 0.2 Mg(ClO4)2, where the first peak is unchanged

relative to pure water and the second peak moves slightly outwards to 4.49 Å. However

the counteracting effects are observed if one considers the positions of the combined 1.0

M TMAO + 0.2 M Mg(ClO4)2 sample, where the first peak occurs at 2.77 Å, and the

second peak occurs between the values calculated for the individual 0.2 M Mg(ClO4)2

and 1.0 M TMAO samples at 4.50 Å. Consistent with previous literature [133], the first

peak in 2.7 M Mg(ClO4)2 shifts inwards to 2.71 Å, and the second peak compresses

completely into the first peak. The third peak therefore becomes the new second peak

and occurs at 5.27 Å. The ability of TMAO to resist the pressure-like perturbation to

water structure induced by Mg(ClO4)2 is then exhibited again as in the combined 2.7 M
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System First peak (Å) Second peak (Å)

Pure H2O 2.78 4.45

1.0 M TMAO 2.77 4.56

0.2 M Mg(ClO4)2 2.78 4.49

1.0 M TMAO + 0.2 M Mg(ClO4)2 2.77 4.50

2.7 M Mg(ClO4)2 2.71 5.27

1.0 M TMAO + 2.7 M Mg(ClO4)2 2.72 5.29

Table 5.3.2: Peak positions of the first and second peaks in the Ow - Ow RDFs.

Mg(ClO4)2 + 1.0 M TMAO sample the first peak only shifts inwards to 2.72 Å and the

second peak now occurs at 5.29 Å. These peak positions are summarised in table 5.3.2.

The ability of TMAO to resist the pressure-like perturbation to water structure

induced by Mg(ClO4)2 is also indicated if we consider the relative peak heights of the

first peak in the Ow - Ow RDFs. The addition of 1.0 M TMAO causes the first peak

to increase in height relative to pure water. The addition of either 0.2 M or 2.7 M

Mg(ClO4)2 causes a roughly equal reduction in peak height. However the peak height

in the combined Mg(ClO4)2 and TMAO samples is relatively unchanged. The overall

insensitivity of the Ow - Ow RDFs to TMAO addition in Mg(ClO4)2 solutions is reflected

in the water - water SDFs, as shown in figure 5.3.2. Here we observe, consistent with

previous literature [133], that the structure of water is like that of water under a high

pressure in the presence of 2.7 M Mg(ClO4)2. Upon the subsequent addition of 1.0 M

TMAO the SDF moves marginally further outwards, but is rather unchanged.

Figure 5.3.2: Water - water SDFs for pure water (a), 2.7 M Mg(ClO4)2 (b), and
1.0 M TMAO + 2.7 M Mg(ClO4)2. These surface contours contain the 30% probable
locations of a neighbouring water molecule within 5 Å.
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The ability of TMAO to resist the pressure-like perturbation to water structure

induced by Mg(ClO4)2 as measured by the Ow - Ow RDF and the water water SDFs is

therefore observed, however it is very subtle and more detailed analysis is required to

determine whether this is a real effect. This will be discussed in section 5.5.

5.4 Solute-Solvent and Solute-Solute Interactions - EPSR

Through EPSR we can also examine solute-solvent interactions to examine the hydration

around the hydrophobic and hydrophilic parts of the TMAO molecule, as well as the

hydration around the Mg2+ and ClO−4 ions. The OT - Ow, CT - Ow, Mg2+ - Ow,

and Clp - Ow RDFs are presented in figures 5.4.1 and 5.4.2, where the T subscript

represents TMAO as the host molecule and p subscript represents ClO−4 as the host

ion. As reported in chapter 4, TMAO strongly coordinates water molecules around its

hydrophilic oxygen, as indicated by the tall narrow first peak in the associated RDF,

but the hydration around the hydrophobic group is less well defined. Both TMAO -

Ow RDFs are relatively insensitive to Mg(ClO4)2 addition when compared with the Ow

- Ow RDFs, as was the case for increasing pressure. Whereas the addition of 2.7 M

Mg(ClO4)2 causes the second hydration shell of water around a central water molecule

to be completely collapsed into the first, the addition of Mg(ClO4)2 only induces a very

modest compaction of water structure around TMAO. In 1.0 M TMAO the first peak

in the OT - Ow RDF occurs at 2.69 Å and the first peak in the CT - Ow occurs at 3.49

Å. Both these peaks shift slightly inwards to 2.68 and 3.44 Å upon the addition of 0.2

M Mg(ClO4)2, and shift further inwards to 2.63 and 3.40 Å upon the addition of 2.7

M Mg(ClO4)2. These results are summarised in table 5.4.1. Therefore, as was the case

with increasing pressure, TMAO is able to resist the pressurising effect of Mg(ClO4)2 by

preserving the structure of water in its immediate vicinity.

The Mg2+ and ClO−4 ions are shown to very strongly coordinate water molecules, as

evidenced by the first peaks in both the Mg2+ - Ow, and Clp - Ow RDFs. This is due to

the high charge of the ions resulting in very strong electrostatic interactions. When one

compares the height of the first peak in the OT (charge = -0.65e), Clp (charge on ion
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Figure 5.4.1: OT - Ow (a) and CT - Ow (b) RDFs for the three relevant sample sets
studied in this section as calculated through EPSR.

System OT - Ow peak (Å) CT - Ow peak (Å)

1.0 M TMAO 2.69 3.49

1.0 M TMAO + 0.2 M Mg(ClO4)2 2.68 3.44

1.0 M TMAO + 2.7 M Mg(ClO4)2 2.63 3.40

Table 5.4.1: Peak positions of the first peaks in the OT - Ow and CT - Ow RDFs.

= -e), and Mg2+ (charge on ion = 2e) - Ow RDFs one observes that the height of the

first peak increases with increasing charge of the central species. This is also coupled

by a further reduced sensitivity of the peak position to concentration/TMAO addition

with increasing charge of the central species. In the case of the first peak in the Clp

- Ow RDFs, which is recorded at 3.95 Å in 0.2 M Mg(ClO4)2, there is then a slight

inward movement upon the addition of 1.0 M TMAO to 3.93 Å. In 2.7 M Mg(ClO4)2

with or without 1.0 M TMAO the first peak moves further inwards to 3.91 Å. In the

Mg2+ - Ow RDFs the position of the first peak is unchanged all all instances, occurring

at 1.61 Å. These peak shifts are summarised in table 5.4.2. The hydration around the

ions demonstrates again that Mg(ClO4)2 strongly perturbs water structure both in the

bulk, as evidenced by the Ow - Ow RDFs presented in figure 5.3.1 and in its immediate

vicinity.

As we are now considering the competing effects of two different solute species in a

tertiary solution, rather than the effect of one solute species in a binary solution that is

subjected to an external pressure, we can begin to consider solute - solute interactions
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Figure 5.4.2: Mg+ - Ow (a) and Clp - Ow (b) RDFs for the four relevant sample sets
studied in this section as calculated through EPSR.

System
Mg2+ - Ow peak
(Å)

Clp - Ow peak (Å)

0.2 M Mg(ClO4)2 1.61 3.95

1.0 M TMAO + 0.2 M Mg(ClO4)2 1.61 3.93

2.7 M Mg(ClO4)2 1.61 3.91

1.0 M TMAO + 2.7 M Mg(ClO4)2 1.61 3.91

Table 5.4.2: Peak positions of the first peaks in the Mg2+ - Ow and Clp - Ow RDFs.

in a way that we could not in chapter 4. The ionic association around the TMAO

oxygen is shown in the OT - Mg2+ and OT - Clp RDFs in figure 5.4.3. Here it is clear

that like water molecules, Mg2+ ions strongly coordinate the negatively charged TMAO

oxygen at a distance of 1.54 Å due to strong favourable electrostatic interactions as

shown by the tall narrow first peak. Surprisingly the height of the first peak is greater

in 1.0 M TMAO + 0.2 M Mg(ClO4)2 compared with 1.0 M TMAO + 2.7 M Mg(ClO4)2,

indicating a more well defined coordination. Unsurprisingly the coordination number

calculated over 2.2 Å increases in the case of 2.7 M Mg(ClO4)2 compared with 0.2 M

Mg(ClO4)2 from 0.02 to 0.20. This suggests that the more poorly defined hydration shell

may be due to slightly more frequent occurrences of a single TMAO oxygen coordinating

multiple Mg2+ ions, resulting in increased electrostatic repulsion between the similarly

charged cations and causing the coordination shell to be more poorly defined. In both

cases the coordination of cations, while well defined, occurs infrequently, as shown by

associated coordination numbers much less than 1.0. Conversely the coordination of Clp

ions around the TMAO oxygen is very weak, as shown by lack of clearly defined peaks
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Figure 5.4.3: OT - Mg2+ (a) and OT - Clp (b) RDFs for the two relevant sample sets
studied in this section as calculated through EPSR.

in the the OT - Clp RDF. This is likely due to unfavourable electrostatic interactions

between the negatively charged TMAO oxygen and the Cl−p anion.

We can now also consider the coordination of ions around the hydrophobic regions

of TMAO. This is shown via the CT - Mg2+ and CT - Clp RDFs in figure 5.4.4. Here

we again observe that Mg2+ coordinates reasonably strongly around the TMAO methyl

group, as shown by a tall narrow first peak, but far more weakly that it coordinates

around the TMAO oxygen. It is again very infrequent, with a coordination number

calculated over 4.0 Å equal to 0.03 in 1.0 M TMAO + 0.2 M Mg(ClO4)2 and 0.22 in

1.0 M TMAO + 2.7 M Mg(ClO4)2. Conversely the coordination of Cl−p ions around

the TMAO methyl groups as a much more well defined series of hydration shells. This

association is likely the result of two mechanisms. The first is the slight favourable

interaction between the negatively charged perchlorate anion and the solvent exposed

slightly positively charged methyl hydrogens (charge = 0.11e). The second is likely to

be hydrophobic style association. As the perchlorate anion is polyatomic (containing

4 oxygen atoms tetrahedrally bonded to a central chlorine atom), it has a relatively

large volume over which a charge of -e is distributed, hence it has a relatively low

charge density. This means it behaves more hydrophobically than smaller more highly

charged ions like Mg2+ [31], and can therefore associate via hydrophobic interactions

with the TMAO methyl group. This results in a coordination number calculated over

5.30 Å of 0.12 in 1.0 M TMAO + 0.2 M Mg(ClO4)2 and 1.44 in 1.0 M TMAO + 2.7
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Figure 5.4.4: CT - Mg2+ (a) and CT - Clp (b) RDFs for the two relevant sample sets
studied in this section as calculated through EPSR.

M Mg(ClO4)2. This more hydrophobic style hydration is therefore the most prominent

solute-solute interaction present in the TMAO + Mg(ClO4)2 tertiary solutions.

5.5 Structure of Water - Extended Analysis

As discussed in section 5.3, the ability of TMAO to resist the pressure like perturbation

to water structure induced by Mg(ClO4)2 is very subtle and difficult to identify using the

means typically available through EPSR. Hence we will use the extended analysis routine

to further examine structural perturbations present in the system. We will first consider

bulk water - water hydrogen bonding calculated in the same manner as described in

section 2.3. The final normalised distributions of bulk water - water hydrogen bond

interaction energy calculated using the reference potentials of Lenton et al. [133] and

Meersman et al. [62, 63] are shown in figure 5.5.1.

As previously, the raw distributions are well fit with a Gaussian distribution to

determine the average value by determining the centre of the Gaussian distribution

fit. These values along with the associated uncertainty calculated through the fitting

procedure are shown graphically in figure 5.5.2.

By studying this data the resisting ability of TMAO is much easier to identify. In

pure water the average hydrogen bond strength between two bulk water molecules is
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Figure 5.5.1: Normalised distribution bulk water - water hydrogen bond interaction
energies calculated using the extended analysis routine.

Figure 5.5.2: Average bulk water - water hydrogen bond interaction energies calcu-
lated by fitting a Gaussian distribution to the raw hydrogen bond interaction energy
distributions.
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calculated to be -17.71 kJ/mol. Unsurprisingly given the pressurising effect observed in

2.7 M Mg(ClO4)2, the addition of 0.2 M Mg(ClO4)2 results in a decrease in stability

of the bulk water - water hydrogen bonding as the average hydrogen bond interaction

energy increases to -17.33 kJ/mol. Surprisingly, and in contrast to the results displayed

in chapter 4, the addition of 1.0 M TMAO results in a decrease in stability in bulk water

- water hydrogen bonding relative to pure water to -17.36 kJ/mol. This is potentially

due to the excluded volume effect of the TMAO molecule, or as a result of inadequate

accumulations of EPSR iterations. As EPSR proceeds through a Monte Carlo simulation,

it is possible for the simulation to become temporarily “trapped” in less energetically

favourable states. Within EPSR the effect this has on data is minimised by performing

a large number (at least 1000) iterations, however the analysis routine only samples

20-30 of these iterations due to limitations in computing time. It is therefore possible

that the EPSR iterations used to calculate this data point may not have been perfectly

representative of the system. It could also potentially be due to solely using the reference

potential when calculating the interaction energy rather than also using the empirical

potential, as overviewed in section 4.5.

However, regardless of this single data point, the resisting power of TMAO is well

observed if we consider the average bulk water - water hydrogen bond interaction energy

in the combined 1.0 M TMAO + 0.2 M Mg(ClO4)2 dataset. Here the stability of the

bulk water - water hydrogen bond is increased relative to the 0.2 M Mg(ClO4)2 to -17.85

kJ/mol. This effect is even more pronounced if we consider the two datasets containing

2.7 M Mg(ClO4)2. Here in 2.7 M Mg(ClO4)2 the average bulk water - water hydrogen

bond interaction energy becomes much less stable, increasing to -16.29 kJ/mol, however

upon the subsequent addition of 1.0 M TMAO the stability is increased to -17.40 kJ/mol.

From this data we can therefore say that TMAO resists the pressurising effect to water

structure induced by Mg(ClO4)2, in the same manner as it resists perturbations due to

a large external pressure.

As discussed in section 4.5 and 5.4, TMAO serves as a structural anchor point through

an incompressible hydrophobic shell and a strongly hydrogen bond accepting oxygen. In

1.0 M TMAO the extended analysis routine predicts that each TMAO oxygen accepts
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2.19 ± 0.1 hydrogen bonds with an average hydrogen bond interaction energy of -35.5

± 0.3 kJ/mol. Upon addition of 0.2 M Mg(ClO4)2 this is reduced to 2.01 ± 0.01 hydrogen

bonds and the average hydrogen bond is less stable at -31.8 ± 0.2 kJ/mol. The number

of hydrogen bonds and stability are further reduced in 1.0 M TMAO + 2.7 M Mg(ClO4)2

to 1.33 ± 0.01 and -30.4 ± 0.4 kJ/mol respectively. In section 5.4 we suggested that

Mg2+ was strongly, if infrequently, coordinated by the TMAO oxygen. This is consistent

with the results observed through this analysis routine as association of Mg2+ around

the TMAO oxygen would both limit the volume available for water molecules to occupy

and donate a hydrogen bond, and electrostatically screen the negative charge on the

TMAO oxygen inhibiting its ability to act as a hydrogen bond acceptor.

5.6 Nuclear Magnetic Resonance

The results of the extended analysis routine therefore suggest that TMAO can indeed

preserve the hydrogen bond network of water against the pressure-like perturbation to

water structure induced by Mg(ClO4)2. However, unlike experiments at high pressure

which require specialised and often expensive equipment, these experiments on tertiary

solutions at standard pressure can be verified and expanded using standard NMR tech-

niques, as will be described in the following section.

As described in section 2.4, the position of the 1H NMR peak corresponding to the

water hydrogen is indicative of the strength of hydrogen bonding. A stronger hydro-

gen bond results in increased deshielding of the hydrogen bond, resulting in a higher

Larmor frequency and a movement of the peak to higher ppm (downfield). The results

from EPSR and the extended analysis routine would therefore predict a downfield peak

shift with increasing TMAO concentration and an upfield peak shift with increasing

Mg(ClO4)2 concentration. This is indeed the case, as shown by figure 5.6.1. Here a

positive peak shift is induced due to increasing TMAO concentration which opposes

the negative peak shift induced by Mg(ClO4)2. This is also consistent with the results

observed in section 4.4, where increased water - water hydrogen bond stability was ob-

served with increasing TMAO concentration. This result helps demonstrate the overall
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Figure 5.6.1: Relative peak position of the 1H NMR peak of water in binary and
tertiary solutions of TMAO and Mg(ClO4)2. Concentrations studied in 0.2 mol/kg
H2O increments from 0 to 1 mol/kg H2O. As these results were obtained to serve as
a supplement to the structural data produced through neutron scattering and EPSR,
only a single measurement was taken for each salt at each concentration, and hence the
data are displayed without error bars.

reliability of the analysis routine when studying binary and tertiary aqueous solutions.

However, as detailed in section 2.4 and 3.5, NMR is not limited to structural mea-

surements. NMR can also be used to determine perturbations to the dynamic properties

of the system. This is shown by two measurements in this thesis: the inverse T1 re-

laxation time and the water self-diffusion coefficient D. In the fast limit (ωτc << 1)

the inverse T1 relaxation time is proportional to the rotational correlation time of the

water molecules and serves as a good measure of perturbations to system rotational

dynamics. The values determined across the same concentration range as figure 5.6.1

are shown for binary and tertiary solutions of TMAO and Mg(ClO4)2 in figure 5.6.2.

Here we observe a rather different result than the results of the structural analysis. The

inverse T1 relaxation time and self diffusion coefficient of pure water are determined to

be T−1
1 ≈ 3.0 s and D ≈ 2.3× 10−9 m2/s, consistent with previous literature [211, 280].

Upon increasing Mg(ClO4)2 concentration both the rotational and diffusive dynamics of

the water molecules are slowed as shown by the increasing inverse T1 relaxation time and

decreasing D. However, whereas TMAO opposed the structural perturbations to water

induced by Mg(ClO4)2, here TMAO appears to act additively and slows the rotational
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and diffusive dynamics yet further.

This is in good agreement with previous literature [156]. Theory states that solute

species that interact more strongly with water molecules than water molecules interact

with one another will result in slowed dynamics due to longer residence times and the

increased energy barrier to be overcome by fluctuations in the local network that would

allow a bond switching event to take place. Both TMAO and Mg2+ ions interact more

strongly with neighbouring water molecules than water molecules interact with each

other due to increased electrostatic interactions, hence a slowing in system dynamics is

expected. Conversely, previous literature has shown that the interactions between water

molecules and ClO−4 anions are weaker than water - water interactions [156, 247, 281],

and therefore one would expect increased dynamics in the vicinity of the anion. These

results show that any accelerating effects are minimal in comparison to the retarding

effects of the other solute species.

These results also suggest that unlike the dynamic and structural properties of aque-

ous potassium halides discussed in chapter 3, which exhibited highly heterogeneous micro

environments between hydration and bulk water, the effects of Mg(ClO4)2 and TMAO

are more global. This is in agreement with the results presented in section 5.5, where

the bulk water hydrogen bond interaction energy was shown to perturb with increasing

Mg(ClO4)2 and TMAO concentration. The raw data from the spin inversion recovery

pulse sequence used to determine the T1 relaxation time can be used to demonstrate

this more global effect. Example data for this is shown in figure 5.6.3. Here we observe

that the data is well fit to a single exponential, indicative of a single dominant rotational

correlation time, and minimal effects from distinct micro environments with individual

rotational correlation times which would require multiple exponential terms to fit.

We can also consider the self diffusion coefficent D data in conjunction with the

inverse T1 relaxation time data to demonstrate this more global effect. If the pertur-

bations to water dynamics by TMAO and Mg(ClO4)2 are more global then it follows

that the rotational and diffusive dynamics of the water molecule should be governed by

the same microscale viscosity. The diffusion coefficient D is related to viscosity η by

197



Figure 5.6.2: T1 relaxation time (a) and self diffusion coefficent D of water in binary
and tertiary solutions of TMAO and Mg(ClO4)2. Concentrations studied in 0.2 mol/kg
H2O increments from 0 to 1 mol/kg H2O. As these results were obtained to serve as
a supplement to the structural data produced through neutron scattering and EPSR,
only a single measurement was taken for each salt at each concentration, and hence the
data are displayed without error bars.
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Figure 5.6.3: The raw data for the magnetisation in the z direction of the water
hydrogens following the spin inversion pulse sequence for example concentrations of
Mg(ClO4)2 and TMAO. Data fit teo an equation of form 5.2.1 to determine the char-
acteristic spin-lattice relaxation time T1.

the Stokes-Einstein relation, as shown in equation 5.6.1 where T is temperature, kB is

Boltzmann’s constant, and rh is the hydrodynamic radius of the molecule [282].

D =
kBT

6πηrh
(5.6.1)

We can also relate the rotational correlation time τc of the water molecule, rather

than its diffusive characterstics, to a viscosity through the Debye-Einstein relationship,

shown in equation 5.6.2.

T−1
1 ∝ τc =

4πηr3
h

3kBT
(5.6.2)

Therefore if the effects of the two solutes are more global and the translational and

the rotational characteristics of the water molecule are governed by the same local mi-

croviscosity then D ∝ τ−1
c ∝ T1 [283]. To validate this we can plot D against T1 for
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each studied sample and should in theory obtain a linear correlation between the two

parameters. This is shown in figure 5.6.4 and does indeed demonstrate that the rota-

tional and diffusive motions of water molecules in the tertiary solutions studied here are

governed by the same microviscosity. This supports the idea of a more global perturba-

tion to water structure and dynamics by TMAO and Mg(ClO4)2 and also supports the

assumption that the T1 relaxation time is dominated by rotational motion.

Figure 5.6.4: The T1 relaxation time and self diffusion coefficient for water molecules
in tertiary solutions of Mg(ClO4)2 and TMAO. Straight line fit to help guide the eye and
demonstrate a directly proportional relationship between the two parameters, demon-
strating that the rotational and diffusive characteristics of water molecules are governed
by the same local viscosity. Each data point corresponds to a single sample with no
repeat measurements so error bars are not reported.

5.7 Dynamic Fingerprint in EPSR - The Bifurcated Hy-

drogen

We have now used NMR to validate the results on structural perturbations to water in

tertiary Mg(ClO4)2 and TMAO solutions. The question now arises: can we now do the

opposite and investigate dynamic perturbations demonstrated by NMR using EPSR? To
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do this we consider the work of Laage and et al. [26, 65, 155–157, 164], who present a

theory of molecular reorientations in aqueous solutions through the so called “extended

jump model”. This model states that water molecule dynamics consists of two compo-

nents, each with a characteristic lifetime: (i) Jump reorientation, where water molecules

hydrogen bonded to an overcoordinated neighbour will experience a large angular jump

(≈ 68◦ in pure water) to switch hydrogen bonding partners to an undercoordinated

neighbour. This proceeds through an intermediate called a bifurcated hydrogen where

the switching water molecule will temporarily hydrogen bond to both neighbours through

a single hydrogen. This event is shown in figure 5.7.1(a). (ii) Frame reorientation, where

pairs of water molecules diffuse through solution while maintaining their hydrogen bond.

It therefore follows that a system with increased/decreased rotational dynamics should

show a greater/lesser abundance of bifurcated hydrogens as bond switching events be-

come more/less frequent. The abundance of this conformation can be monitored through

the extended analysis routine and normalised to the total measured number of water -

water hydrogen bonds. This data is shown in figure 5.7.1(b).

Here we observe that with increasing Mg(ClO4)2 concentration that the relative

abundance of bifurcated hydrogens is reduced, and that this is increasingly true in the

presence of 1.0 M TMAO. This is consistent with the retardation of rotational dynamics

observed through the T1 measurement in NMR. It is important to mention here that the

perturbations to rotational motion monitored by the T1 relaxation time are modelled on

the assumption that rotation of molecules is a diffusive process, rather than the rapid

jump like process we investigate through the bifurcated hydrogen abundance. This is

due to the difference in scale between the two techniques. When using EPSR and the

extended analysis routine we are considering a very small number of water molecules, and

consider individual motions of individual molecules to be jump like. When using NMR

we are considering an ensemble average over a much larger samples size, and ensemble

average of many individual jump like motions would appear diffusive. Hence the two

results can be meaningfully compared. This is the first instance of which I am aware

of a dynamic model like the extended jump model has being applied to EPSR to infer

results about dynamic perturbations to a system. It allows us to state that Mg(ClO4)2
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Figure 5.7.1: (a) A schematic representation of the bifurcated hydrogen conformation
occuring as an intermediate during a hydrogen bond switching event. (b) The relative
abundance of bifurcated hydrogen conformations as a function of solute concentration.
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and TMAO perturb water structure in an opposing manner but perturb water dynamics

in an additive manner through both EPSR and NMR and validate each technique with

the other.

5.8 Quantification of Relative Perturbing Ability of So-

lutes

We can now consider quantifying each solute’s perturbing ability relative to the other

solute. To do this we will plot structural and dynamic properties of the tertiary solutions

using a single effective total concentration that is determined from the concentrations of

the individual solutes. This is described in equation 5.8.1, where [x] is the concentration

of species x and g is a weighting parameter that describes how much stronger TMAO is

as a perturbing agent relative to Mg(ClO4)2.

[Eff] = [Mg(ClO4)2] + g[TMAO] (5.8.1)

Data plotted in this manner will therefore lie on a single linear master curve when

the value of g is a correct representation of the system. By performing a straight line

fit on the data for varying values of g we can monitor the quality of the fit through

the calculated r2 value, which quantifies the fit on a scale of 0 (poor fit) to 1 (perfect

fit). The g value with the highest r2 value therefore corresponds to the correct relative

perturbing ability of TMAO to Mg(ClO4)2. This procedure was conducted using five

datasets: (i) the average bulk water - water hydrogen bond interaction energy, (ii) the

inverse T1 data, (iii) the 1H NMR peak shift data, (iv) the diffusion coefficient data, (v)

and the bifurcated hydrogen data. The resultant master curves using a |g| value of 1.54

are plotted in figure 5.8.1. Here it is important to note that the structural measures

of the system will demonstrate the opposing effects of both solutes through negative g

values, and the additive dynamic measures will have positive g values, so the absolute

value of g is plotted to allow for meaningful comparison.
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Figure 5.8.1: Structural and dynamic characteristics of the systems plotted using the
effective total solute concentration using a |g| factor of 1.54. Plotted values are: (i)
the average bulk water - water hydrogen bond interaction energy, (ii) the inverse T1

data, (iii) the 1H NMR peak shift data, (iv) the diffusion coefficient data, (v) and the
bifurcated hydrogen data. Straight line fits are shown.

The variation r2 with |g| for each dataset is then shown in figure 5.8.2. It is worth

noting here that the r2 values are much lower for the average bulk water hydrogen

bond interaction energy data. This is likely due to the number of assumptions that are

necessary to obtain this data. These include the intrinsic limitations of neutron diffrac-

tion and EPSR which require significant post acquisition correction through Gudrun as

well as definitions of hydrogen bonding itself, as discussed in chapter 2. The optimum

value of |g| therefore corresponds to the peak position of the resultant data, which was

determined by numerical differentiation.

The peak positions and average value are reported in table 5.8.1. This shows a rea-

sonable consistency in the |g| value when using two different experimental techniques and

three different experimental apparatus to consider both structural and dynamic pertur-

bations to the system. If one considers the similarity between the |g| values determined

for both the T1 data and the D data, one also observes consistency in |g| values across

different time and length scales. The diffusion coefficient measurement uses a lag time

of 60 ms, during which a water molecule will have a root-mean-square deviation of 20-30

µm according to the measured diffusion coefficients. This corresponds to approximately
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Figure 5.8.2: The r2 value for the linear fits to structural and dynamic characteristics
of the systems plotted using the effective total solute concentration |g|.

Data set |g|
T−1

1 1.563

D 1.442

NMR peak shift 1.727

Bifurcated hydrogen 1.370

Bulk water - water hydrogen bond energy 1.579

Average value 1.54 ± 0.06

Table 5.8.1: Peak location in r2 vs |g| data to determine optimum |g| value for each
data set.

83,000 water molecule diameters. Conversely the T1 measurements are measuring dy-

namic processes on the order of ps and angular jumps of approximately 68 ◦. The overall

consistency between techniques demonstrates that TMAO can be thought of as a more

powerful perturbing agent of water in general than Mg(ClO4)2 by a factor of 1.54 ± 0.06.

The data sets plotted using this factor are shown in figure 5.8.1.

5.9 Conclusions

The results shown in this section using neutron scattering, EPSR, and NMR demon-

strate that while TMAO and Mg(ClO4)2 act to perturb water structure in an opposing

manner, they perturb water dynamics in an additive manner. This reduction in dynam-
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ics and preservation of water structure in its immediate vicinity means TMAO can be

well described as an “anchor” within water in aqueous solutions. We also grouped the

results of this chapter together to quantify the relative perturbing ability of TMAO to

Mg(ClO4)2. This determined that TMAO is 1.54 ± 0.06 more effective at perturbing

water in general than Mg(ClO4)2.

In this chapter we also coupled EPSR to the “extended jump model” of Laage and

Hynes [26]. This allowed us to infer information about dynamic perturbations from

EPSR data by monitoring the relative abundance of bifurcated hydrogens. However,

when employing the extended jump model to EPSR in this manner one must be mindful

of three things: the excluded volume effect, the frame reorientation mechanism, and

structural heterogeneity. The simple fact that solute species occupy volume means that

there is consequentially less volume that water molecules could occupy. This therefore

means that water molecules will be less likely to be appropriately positioned to adopt

the bifurcated hydrogen conformation, and one might expect the fraction of bifurcated

hydrogens to decrease regardless of solute species. If one then takes this as an indication

of perturbations to system dynamics one could mistakenly conclude that that the solute

is slowing molecular dynamics when this may not necessarily be the case. In order to

ensure this is not responsible for the observed effects we can consider the relative size

of the TMAO molecule and the Mg2+ and ClO−4 ions. We can estimate this using the

the solute - Ow RDFs. If we take the position of the first peak and estimate that the

solute occupies a sphere of that radius, we can estimate that the a TMAO molecule has

an occupied volume of approximately 387 Å3. Mg(ClO4)2 dissociates into an Mg2+ ion

(18 Å3) and two ClO−4 ions (256 Å3) therefore a single Mg(ClO4)2 molecule occupies

530 Å3. If the observed g parameter was a result of these excluded volumes then one

would expect it to be equivalent to the ratio of the TMAO excluded volume to the total

Mg(ClO4)2 excluded volume, calculated to be 0.73. As this is not the case, and the

weighting parameter derived from EPSR is consistent with the NMR data, this suggests

that the bifurcated hydrogen serves as a reliable tool to monitor dynamic perturbations

in tertiary solutions of Mg(ClO4)2 and TMAO.

Monitoring the frame reorientation contribution is unfortunately impossible in EPSR
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because EPSR is a Monte Carlo based technique. This means that molecular motions

are performed at random, and not as a result of forces experienced due to neighbouring

molecules. This means that any two consecutive iterations of the simulation will not

represent realistic motions of water molecules, and continuous dynamic processes such

as diffusion cannot be observed, only instantaneous intermediates. For this system the

inability to monitor frame reorientation is not a significant issue, as the directly propor-

tional relationship between T1 and D reported in figure 5.6.4 demonstrates that diffusive

motions are dominated by individual rotational motions, hence the bifurcated hydrogen

abundance serves as a good measure of perturbations to system dynamics. However

for other aqueous systems, such as NaCl, where slowed dynamics due to frame reori-

entation is the dominant dynamic mechanism and even opposes the slight increase in

dynamics due to the jump mechanism [157], simply measuring the abundance of bifur-

cated hydrogens would not be sufficient. Determining this timescale would necessitate

using complementary techniques, such as molecular dynamics and bulk viscosity mea-

surements.

Aqueous systems that exhibit heterogeneous environments, such as the aqueous

potassium halides discussed in chapter 3, would also not be suitable for dynamic in-

formation to be inferred from the abundance of bifurcated hydrogens. Here we observe

that water structure is strongly perturbed in the immediate vicinity of the ion, but

that this perturbation does not significantly extend into the bulk. Water in the bulk

is therefore relatively unaffected by the presence of the potassium halide ions, and so

one would expect the frequency of bifurcated hydrogens to be more or less equivalent to

that of pure water. Hence while perturbations to system dynamics are clearly observed

in the case of aqueous potassium halides, likely due to strong perturbations to water

molecule dynamics in the hydration shells of the ions, using the abundance of bifurcated

hydrogens to validate these observations would not be suitable.

The results gleaned in this work on specific tertiary solutions also have wider implica-

tions to fundamental forces in biology, such as the hydrophobic effect. The hydrophobic

effect was classically explained by hydrophobic solutes inducing a highly structured rigid

hydration shell of water molecules in their immediate vicinity [9, 53]. This results in
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a strong reduction in entropy. If hydrophobic solutes come together in solution they

require fewer entropically unfavorable water molecules to build their ordered hydration

shell, and hence hydrophobic association occurs spontaneously. However, this highly

structured layer of water around hydrophobic solutes is not well observed in previous lit-

erature, nor in this research, as shown by the CT - Ow RDFs presented in figure 5.4.1(b).

The origins of the hydrophobic effect may not be solely due to structural perturbations,

but also dynamic perturbations around the hydrophobic solutes. It is therefore crucial

to consider both aspects, as is done in this work.
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Chapter 6

The Study of Biomolecules in

Solution Under Extreme

Conditions

6.1 Introduction

Finally, the last step of this thesis so as to complete the story promised in the title, is

to examine how the structural and dynamic perturbations to water structure in extreme

conditions go on to perturb biomolecular self-assembly and stability. To do this we will

subject two model biomolecules to the extreme conditions we have suggested are likely

to be found on Mars by preparing them in aqueous solution with Mg(ClO4)2. The two

biomolecules studied in this manner are the simplest amino acid glycine, whose side

chain comprises of a single hydrogen, and the β sheet rich globular protein I27. The

rationale behind their selection will be detailed in the following chapter.

Using neutron scattering and EPSR we will monitor the self-association of glycine

in aqueous Mg(ClO4)2 so as to better understand how hydrogen bonding between aque-

ous amino acids may be perturbed by the presence of this salt and speculate how the
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stabilising interactions present in folded proteins may be perturbed by Mg(ClO4)2. It

also allows us to further speculate how single aqueous amino acids present in solution

may be able to self-associate under extreme Martian mimetic conditions to begin to

form the precursor molecules for life. We will then build on the observations on self-

association of glycine in aqueous Mg(ClO4)2 and study the larger protein I27 in aqueous

Mg(ClO4)2. This will be done via two methods: (i) Circular dichroism will be used to

monitor perturbations to the secondary structure of the protein induced by Mg(ClO4)2.

(ii) Fluorescence spectroscopy will be used to monitor the free energy of unfolding of

I27 in the presence of Mg(ClO4)2. Using this technique we will also investigate whether

the ability of TMAO to preserve the hydrogen bonding structure of water against the

pressure like perturbation of Mg(ClO4)2 is reflected in its ability to preserve protein

structure against the pressure like perturbation of Mg(ClO4)2.

Finally we will present preliminary neutron scattering data on a 10 amino acid pep-

tide which adopts a β hairpin conformation in solution, named CLN025. While 10 amino

acids is very short in the context of proteins, this is a very large molecule to attempt to

model using EPSR. Its size not only means that the number of distinct atomic correla-

tions is very high, but that the number of conformations it is possible for the peptide to

adopt is also very high. How many distinct atomic correlations exist within CLN025 can

be estimated by considering the molecular dynamics study of CLN025 by McKiernan

et al., who used three forcefields to model the peptide [284]. The most successful of

these (AMBER FF-15) contained 96 distinct atomic species, however several of these

species are described by very similar force fields. By combining highly similar atom

types while conserving charge the list can be condensed to 33 distinct atom types. As

the number of atomic correlations for J distinct atomic species is equal to J(J + 1)/2,

this means that even a condensed version of the peptide still results in 561 distinct

atomic correlations. The number of conformations the peptide is capable of adopting

can be estimated if we assume that the bond between two amino acids can adopt two

conformations corresponding to dihedral angles of 0 ◦ or 180 ◦ (cis or trans). The total

number of conformations is therefore 2N−1 where N is the number of peptides, hence

the peptide can adopt 512 conformations, however if one includes side chain rotations
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then this will certainly be much larger. The large size of CLN025 also means that the

scattering due to large structures will be primarily at low Q. As low Q translates to

large r, and EPSR only calculates correlations up to half the box size, large box sizes

are needed to correctly utilise the low Q data. This large parameter space coupled with

the need for a large simulation size means that the computing power required to run

EPSR is large, and thus iterations proceed very slowly. The nature of this challenge

alone means that other co-solutes, such as Mg(ClO4)2 or TMAO were not included in

this experiment. Aqueous CLN025 in water with NaOH to help solubilise the protein

was studied at three different temperatures. These temperatures were chosen so as to

monitor thermal denaturation of the peptide.

6.2 Experimental Considerations - Aqueous Glycine and

Mg(ClO4)2

As previously, the structure in aqueous solutions of glycine and Mg(ClO4)2 were deter-

mined through neutron scattering, followed by data correction with Gudrun and subse-

quent analysis through EPSR. To do this experimental samples were prepared of aqueous

glycine at 1.8 mol/kg H2O both with and without Mg(ClO4)2 at 2.7 M (3.3 mol/kg H2O),

corresponding to the concentration employed by Lenton at el [133] and used in the previ-

ous chapter. The glycine : water molar ratio was therefore 1 : 30 in aqueous glycine and

the glycine : Mg(ClO4)2 : water molar ratio was 1 : 1.89 : 31.5 in aqueous glycine with

Mg(ClO4)2. Here the solution containing Mg(ClO4)2 have a larger water : amino acid

ratio than the pure aqueous amino acid solution. This is again due to the hygroscopic

nature of Mg(ClO4)2 introducing extra water into the system, the final amount of which

was again estimated using Gudrun as described in section 5.3.

The choice of glycine as a model biomolecule to investigate biomolecular self-

association in aqueous Mg(ClO4)2 was made due for several reasons. Firstly, its molec-

ular simplicity means that the computational workload required by EPSR can be min-

imised and larger box sizes/greater number of iterations can be achieved to improve
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the statistical significance of the results. Secondly it has a high solubility (249 mg/mL

in water at 25 ◦C) [285], which means that more concentrated solutions can be made.

This is vital as if we wish to reliably observe amino acid - amino acid correlations they

must make up a significant weight of the total structure factor and this weight is linearly

proportional to concentration, as described in equation 2.2.14. Lastly, as we wish to

investigate aqueous solutions likely found on Mars with implications on the potential

stability of biological organisms, it is sensible to choose a model biomolecule that has

been previously detected in astronomical environments. Glycine fulfils this criteria and

has been previously identified in astronomical environments through analysis of comets

and meteorites [286–288].

The glycine concentration was chosen so as to be roughly in line with other studies

on aqueous amino acids [137, 140, 289, 290]. This ensures that meaningful data can

be obtained that will allow us to comment on amino acid - amino acid correlations.

Scoppola et al. [289] investigated the tripeptide γ - L-glutamyl-L-cysteinylglycinein

aqueous solution at a tripeptide : water molar ratio of 1 : 130, which can be thought

of as an amino acid : water ratio of 1 : 43.3. Busch et al. [137] investigated aqueous

proline at molar ratios of 1 : 20 and 1 : 5 proline : water. McLain et al. [140, 290]

investigated three dipeptides in aqueous solutions at molar ratios of 1 : 20 dipeptide :

water (1 : 10 amino acid : water). The molar ratio employed here of 1 : 30 is therefore

roughly in line with these previous studies. The study on aqueous glutamine by Rhys

et al. [138] was performed at at 30 mg/mL, corresponding to a molar ratio of 1 : 270

glutamine : water. This far more dilute solution was limited by the low solubility of the

amino acid, however even at this low concentration amino acid - amino acid correlations

were observed through neutron scattering and EPSR analysis.

Finally we will make use of the freezing temperature depression induced by

Mg(ClO4)2 and investigate amino acid association at both ambient and low temper-

ature. Aqueous glycine was studied at 25 ◦C and aqueous glycine with Mg(ClO4)2 was

studied at 25 ◦C and -20 ◦C. These temperatures were chosen with the temperature lim-

itations of potential future experiments on other extraterrestial environments in mind.

Liquid water is also suggested to be present in subsurface lakes on other extraterrestrial
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bodies within our solar system. The icy moons of Saturn, Enceladus and Titan, are sug-

gested to have large bodies of subsurface water potentially rich in ammonia [291–293].

The icy moon of Jupiter, Europa, is suggested to have subsurface water with a similar

ionic makeup to ocean water on Earth [293, 294], and hence would be dominated by

NaCl. The investigated temperatures were therefore chosen so as to be below the bubble

point of aqueous ammonia at its eutectic point (23 wt%) [295] but above the freezing

temperature of aqueous NaCl at its eutectic point, 252 K at 23.3wt% [269].

6.3 Water Structure in Aqueous Glycine and Mg(ClO4)2

To obtain the relevant site-site RDFs of aqueous glycine with and without Mg(ClO4)2

neutron scattering data was collected using the NIMROD instrument and corrected

using Gudrun. Simulated boxes of the two solutions were then created in EPSR that

matched the experimental concentrations and densities. In this instance the densities of

solution were determined by weighing 1 mL of the solutions under ambient conditions

and verified using a densitometer. The calculated densities were 0.0975 atoms/Å3 for

binary aqueous glycine and 0.1030 for tertiary aqueous glycine and Mg(ClO4)2. It was

also assumed that the density of the tertiary solution was insensitive to temperature

due to the fact that the compression of water structure due to Mg(ClO4)2 is a far more

dominant mechanism than density variations of water with temperature. For aqueous

glycine the simulated box consisted of 5160 water molecules and 172 glycine molecules

with a box dimension of 55.0677 Å. For aqueous glycine and Mg(ClO4)2 the box consisted

of 5418 water molecules, 172 glycine molecules, 325 Mg2+ cations and 650 ClO−4 anions

with a box dimension of 60.4608 Å. As the pH of solution is relatively unaffected by the

addition of either solute species, glycine was modelled in its zwitterionic form as it occurs

at neutral pH [296]. This means that the amine group becomes protinated and has an

overall positive charge (NH2 to NH+
3 ) and the carbonyl group becomes deprotinated and

has an overall negative charge (COOH to COO−).

The reference potential parameters for EPSR for water and Mg(ClO4)2 were set to

agree with previous neutron diffraction experiments [133], however at the time of the
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System First peak (Å) Second peak (Å)

Glycine at 25 ◦C 2.78 4.42

Glycine + Mg(ClO4)2 at 25 ◦C 2.69 5.50

Glycine + Mg(ClO4)2 at -20 ◦C 2.72 5.26

Table 6.3.1: Peak positions of the first and second peaks in the Ow - Ow RDFs.

experiment no previously published parameters from a neutron diffraction and EPSR

experiment were available for glycine. Therefore the bond angles, lengths, and reference

potential parameters were estimated using previously published literature on similar

amino acids/peptides [137, 138, 140, 289, 290, 297–299]. The final values for the reference

potentials, as well as the final EPSR fits to the corrected scattering data, can be found

in section D. The simulations were fit with an R factor between 0.0004 - 0.0006, and

hence the simulated fits are in excellent agreement with the scattering data.

As in previous chapters, we will begin by discussing the perturbations to bulk water

structure induced by the two solute species. These are best visualised through the Ow -

Ow RDFs, shown in figure 6.3.1. The introduction of glycine at 1.8 mol/kg H2O results

in a modest perturbation to water structure, with the first peak remaining at 2.78 Å, and

the second peak moving inwards from 4.45 Å to 4.42Å. Glycine is therefore a negligible

perturber of water structure. Consistent with the results observed for previous solutions

containing 2.7 M Mg(ClO4)2, the first peak moves inwards to 2.69 Å and 2.72 Å at 25 ◦C

and -20 ◦C respectively. The second peak again compresses completely into the first peak

and the third peak becomes the new second peak, which is located at 5.50 Å and 5.26

Å at 25 and - 20 ◦C respectively. These peak positions are summarised in table 6.3.1.

The corresponding SDFs which show the compression of the second hydration shell into

the first hydration shell in the presence of 2.7 M Mg(ClO4)2 are shown in figure 6.3.2.

6.4 Hydration of Glycine in Aqueous Mg(ClO4)2

As this study is done with the aim of understanding biomolecule hydration and self-

association in extreme Martian mimetic conditions, it is now of vital importance that we

study the hydration around the glycine molecule. In this section we will discuss hydration
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Figure 6.3.1: Ow - Ow RDFs for the three sample sets studied in this section as
calculated through EPSR.

Figure 6.3.2: Water - water SDFs for aqueous glycine at 25 ◦C, aqueous glycine and
Mg(ClO4)2 at 25 ◦C, and aqueous glycine and Mg(ClO4)2 at -20 ◦. These surface
contours contain the 30% probable locations of a neighbouring water molecule within
5 Å.
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Figure 6.4.1: The structure of glycine in its zwitterionic form as modelled in this
research with atom names displayed.

around three key areas of the glycine molecule: the end amine and carbonyl groups, which

take their zwitterionic form and are hence hydrophilic, and the hydrophobic backbone

hydrogens. The structure of glycine as modelled in this research and the atom naming

conventions are shown in figure 6.4.1.

We will begin by considering the hydration around the positively charged amine

group. This is done by examining the Na - Ow and Na - Hw RDFs, as shown in figure

6.4.2. Here we observe strong coordination of water molecules around the amine group as

indicated by a clear first peak followed by a series of smaller peaks in the Na - Ow RDF.

For aqueous glycine at 25 ◦C the peak occurs at 2.76 Å. This is coupled with a relatively

strong single first peak in the Na - Hw RDF located at 3.39 Å, which suggests that

the hydrating water molecules orient both hydrogens away from the amine group. To

understand the implications of these two calculated distances let us consider an example

water molecule hydrating a central atom species that is donating a strong hydrogen bond

to the water molecule. In this case the water molecule will have a strong tendency to

orient both hydrogens away from the central atom species. Using trigonometry it can

be demonstrated that in the case of this strong hydrogen bond, where both hydrogens

are oriented away from the central atom species at the greatest possible distance and

both hydrogens are equidistant from the central species, for an atom - Ow distance of
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Figure 6.4.2: Na - Ow (a) and Na - Hw (b) RDFs for the three sample sets studied
in this section as calculated through EPSR.

2.76 Å the atom - Hw distance should be 3.43 Å. Here the peak Na - H−w distance is

calculated to be 3.39 Å, which is remarkably close to the idealised 3.43 Å. This suggests

that the amine group is donating strong hydrogen bonds to surrounding water molecules

via the three positively charged amine hydrogens.

Upon the addition of 2.7 M Mg(ClO4)2 at 25 ◦C we observe that the peak diminishes

in intensity and shifts slightly outwards to 2.77 Å. We also observe that the intensity of

the second peak increases. We observe similar perturbations in the Na - Hw, where the

first peak diminishes in intensity, moves outwards to 3.46 Å, and intensity is increased in

the area immediately after the first peak (between approximately 4 - 6 Å). We therefore

see that similar to the hydration around the hydrophilic oxygen of TMAO described in

chapter 5, the hydration around the hydrophilic group of glycine is far less sensitive to

Mg(ClO4)2 addition than the bulk water structure. This again suggests the tendency of

the positively charged amine groups to form strong hydrogen bonds with neighbouring

water molecules.

Upon decreasing temperature in tertiary aqueous glycine and Mg(ClO4)2 from 25

to -20 ◦C we see that the water structure around the glycine amine group returns to

being more similar to the structure of water around the glycine amine group at 25 ◦C

in the absence of Mg(ClO4)2. The first peak in the Na - Ow RDF recovers its intensity

and moves back inwards to 2.75 Å, and the second peak reduces in height. The first
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System Na - Ow peak (Å) Na - Hw peak (Å)

Glycine at 25 ◦C 2.76 3.39

Glycine + Mg(ClO4)2 at 25 ◦C 2.77 3.46

Glycine + Mg(ClO4)2 at -20 ◦C 2.75 3.40

Table 6.4.1: Peak positions of the first peaks in the Na - Ow and Na - Hw RDFs.

peak in the Na - Hw RDF does not recover its intensity, but does shift back inwards to

3.40 Å. The proposed hydrogen bond between the glycine amine group and surrounding

water molecules is therefore likely perturbed by the addition of Mg(ClO4)2, as seen in

TMAO - water hydrogen bonding in chapter 5, but this perturbation is reduced at lower

temperatures. An enhancement of hydrogen bonding at lower temperatures is consistent

with previous studies on pure liquid water [75, 102, 300] and alcohol - water mixtures

[143, 301, 302], and therefore allows us to confidently suggest that the glycine amine

group and surrounding water molecules form strong hydrogen bonds through the amine

hydrogens. The first peak positions of these two sets of RDFs are summarised in table

6.4.1.

Next we can go on to consider hydration around the other hydrophilic region of

glycine, the negatively charged carbonyl group, shown via the Cc - Ow and Cc - H−w

RDFs in figure 6.4.3. In aqueous glycine at 25 ◦C we observe association around the

carbonyl group, shown by the presence of a single clear peak at 3.53 Å. We also observe

a tendency of the hydrating water molecules to orient a hydrogen towards the carbonyl

group, as evidenced by the presence of two clear peaks in the Cc - Hw RDF located

either side of the position of the first peak in the Cc - Ow RDF. These peaks are located

at 2.65 and 4.03 Å. The tendancy of the hydrating water molecule to orient a hydrogen

towards the carbonyl group can be shown by the difference in position between the first

peak in the two RDFs. This is equal to 0.88 Å, which is close to the OH bond length of

the water molecule of 0.96 Å. This shows that this tendency is therefore quite strong and

corresponds to fairly linear hydrogen bonds donated by the hydrating water molecules

to the carbonyl oxygens.

As around the amine group, this hydrogen bond is disrupted by the addition of 2.7 M

Mg(ClO4)2 at 25 ◦C, resulting in a slight increase in peak height in the Cc - Ow RDF and
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Figure 6.4.3: Cc - Ow (a) and Cc - Hw (b) RDFs for the three sample sets studied in
this section as calculated through EPSR.

a movement outwards to 3.76 Å. The hydration structure is therefore also more stable

against the addition of Mg(ClO4)2 than the bulk water structure, as was the case for the

amine group. The disruption to hydrogen bonding is more clearly evidenced by a stark

reduction in the first peak height of the Cc - Hw RDF, coupled with a slight outward

movement to 2.81 Å, suggesting a substantially decreased tendancy of hydration water

to orient a hydrogen towards the carbonyl group and a therefore weakened hydrogen

bond. Again as with water hydrating the amine group, the water - carbonyl hydrogen

bonding is apparently enhanced as temperature is reduced from 25 to -20 ◦C. This is

demonstrated by a reduction of the peak height in the Cc - Ow RDF back towards that

of the peak height observed in aqueous glycine at 25 ◦C, and an inward movement of the

peak to 3.64 Å. This is also clear in the Cc - Hw RDF, where we observe an increase in the

height of the first peak with reducing temperature and a movement back inwards to 2.70

Å, suggesting an increased tendancy of the hydrating water molecule to orient a hydrogen

towards the carbonyl group. The two charged end groups of the glycine molecule, the

amine and carbonyl groups, can therefore be thought of as strong hydrogen bond donors

and acceptors respectively, whose hydrogen bonding ability is reduced by the addition

of Mg(ClO4)2, but much less so than bulk water. The peak shifts shown in this RDF

are summarised in table 6.4.2.

We can visualise this hydrophilic hydration and hydrogen bond perturbations through

the glycine - water SDFs around a central amine group or a central carbonyl group.
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System Cc - Ow peak (Å) Cc - Hw peak (Å)

Glycine at 25 ◦C 3.53 2.65

Glycine + Mg(ClO4)2 at 25 ◦C 3.76 2.81

Glycine + Mg(ClO4)2 at -20 ◦C 3.64 2.70

Table 6.4.2: Peak positions of the first peaks in the Cc - Ow and Cc - Hw RDFs.

These SDFs are shown in figure 6.4.4. Here we observe that in aqueous glycine that

water molecules preferentially locate themselves directly above each NH bond in the

amine group, resulting in three areas of preferential hydration. Upon addition of 2.7

Mg(ClO4)2 at 25 ◦C these areas become less well defined as a result of perturbed hydrogen

bonding between the amine group and the water molecules, and as hydrogen bonding

is enhanced by reducing temperature the areas become more defined again. For water

hydrating the carbonyl group we observe that water also preferentially hydrates around

three areas: two areas either side of the carbonyl group and one above. Upon addition

of 2.7 Mg(ClO4)2 at 25 ◦C we observe that the area above the carbonyl group reduces

in size, and the two areas either side of the carbonyl group become more localised to be

directly above the CO bonds. As hydrogen bonding is restored by reducing temperature

the area above the carbonyl group becomes larger again, and the two areas directly above

the CO bonds move back towards the position they adopt in aqueous glycine at 25 ◦.

Finally we can turn our attention to hydration around the hydrophobic area of the

glycine molecule, the central backbone hydrogens, by considering the Cbk - Ow and Cbk -

Hw RDFs, as shown in figure 6.4.5. As the dipole moment across the CbkHbk bond is far

weaker than the dipole moment across either the NaHa or CcOc bond, it is expected that

electrostatic interactions between water and the backbone hydrogens will be far weaker

than between water and the hydrophilic regions. The observed RDFs are consistent with

this expectation, as here we observe that water is coordinated, but that this coordination

is rather ill defined in comparison to hydration around the hydrophilic groups. This is

demonstrated by the presence of two small overlapping peaks in the Cbk - Ow RDFs,

rather than a single clear peak as was observed around the hydrophilic areas. The first

peak in the Cbk - Ow RDF is located at 3.57 Å, which shifts outwards to 3.62 Å upon

addition of 2.7 Mg(ClO4)2, and then back inwards to 3.56 Å upon reducing temperature
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Figure 6.4.4: Spatial density functions of water around a central amine group (top)
or a central carbonyl group (bottom) of aqueous glycine at 25 ◦C (left), aqueous glycine
and Mg(ClO4)2 at 25 ◦C (middle), and aqueous glycine and Mg(ClO4)2 at -20 ◦C (right)
from neutron diffraction data and EPSR analysis. These surface contours contain the
highest 15% probability areas of finding a water molecule within a distance of 5 Å from
the central atom.
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Figure 6.4.5: Cbk - Ow (a) and Cbk - Hw (b) RDFs for the three sample sets studied
in this section as calculated through EPSR.

System Cbk - Ow peak (Å) Cbk - Hw peak (Å)

Glycine at 25 ◦C 3.57 3.85

Glycine + Mg(ClO4)2 at 25 ◦C 3.62 4.05

Glycine + Mg(ClO4)2 at -20 ◦C 3.56 3.93

Table 6.4.3: Peak positions of the first peaks in the Cbk - Ow and Cbk - Hw RDFs.

from 25 to -20 ◦C, in a similar manner to water hydrating the hydrophilic groups.

The reduced electrostatic interactions between water and the backbone hydrogens are

more clearly evidenced by considering the Cbk - Hw RDFs. Here we observe a single, but

rather broad, peak in aqueous glycine at 25 ◦ located at 3.85 Å. The difference between

the first peak locations in the Cbk - Ow and Cbk - Hw RDF is therefore 0.28, and therefore

the hydrating water molecules show only a slight tendency to orient their hydrogens away

from the backbone hydrogens. Upon addition of Mg(ClO4)2 the first peak in the Cbk -

Hw RDF moves slightly outwards to 4.05 Å, and moves back inwards to 3.93 Å upon

cooling. This recovery of both the Cbk - Ow and Cbk - Hw upon cooling, as stated

previously, is characteristic of hydrogen bonding between the backbone hydrogens and

the hydrating water. However, the fact that the tendency for hydrating water molecules

to orient their hydrogens away from the backbone hydrogens is relatively weak, suggests

that these hydrogen bonds if present are far weaker than those between the hydrophilic

areas and hydrating water molecules. The first peak positions in the two sets of RDFs

are summarised in table 6.4.3.
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Figure 6.5.1: Na - Mg2+ (a) and Na - Clp (b) RDFs for aqueous glycine and
Mg(ClO4)2 at 25 and -20 ◦C as calculated through EPSR.

6.5 Glycine - Mg(ClO4)2 Interactions

As we did in section 5.4 for TMAO - ion interactions, we will now consider interactions

between glycine and Mg2+ or ClO−4 ions in solution. We will first consider the amine -

ion interactions through the Na - Mg2+ and Na - Clp RDFs shown in figure 6.5.1. Here we

observe that the amine group, despite unfavourable electrostatic interactions between the

positively charged amine group and the positively charged Mg2+ ion, strongly coordinates

Mg2+ ions as shown by a single clear peak located at 4.00 and 4.06 Å at 25 and -20 ◦C

respectively. This result is surprising, however if we consider the fact that the first peak

in the Na - Ow RDF occurs at 2.77 and 2.75 Å at 25 and -20 ◦C respectively, it becomes

clear that while Mg2+ ions coordinate around the amine group, this happens through a

mediating water layer which screens the unfavourable electrostatic interactions. As the

temperature is reduced, and amine - water hydrogen bonding is enhanced, the Mg2+

ions are further excluded from the amine group, resulting in the outward peak shift and

reduction in intensity.

The amine group also coordinates ClO−4 ions, as shown by a single clear peak in the

Na - Clp RDF located at 4.02 and 4.03 Å at 25 and -20 ◦C respectively. While this

also occurs at much larger distances than the Na - Ow RDF first peak, the ClO−4 ion is

polyatomic, and therefore much larger than the Mg2+ ion (the ClO bond distance in the

ClO−4 ion is equal to 1.42 Å). When this factor is taken into account, and one considers
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System Na - Mg2+ peak (Å) Na - Clp peak (Å)

Glycine + Mg(ClO4)2 at 25 ◦C 4.00 4.02

Glycine + Mg(ClO4)2 at -20 ◦C 4.06 4.03

Table 6.5.1: Peak positions of the first peaks in the Na - Mg2+ and Na - Clp RDFs.

that the electrostatic interactions between the positively charged amine group and the

negatively charged ClO−4 ion will be favourable, it becomes likely that this interaction is

direct and does not require a layer of mediating water to screen unfavourable electrostatic

interactions. However, as was the case with Mg2+ association around the amine group,

decreasing temperature results in a reduction in peak intensity and an outward shift.

This is again likely due to enhanced water - amine hydrogen bonding resulting in ClO−4

ions being excluded from the amine group. The ion - amine RDF peak positions are

summarised in table 6.5.1.

Next we will consider ion association around the negatively charged carbonyl group

through the Cc - Mg2+ and Cc - Clp RDFs shown in figure 6.5.2. Here we observe,

unsurprisingly, that Mg2+ ions coordinate strongly around the carbonyl group due to

favourable electrostatic interactions, as shown by a single clear peak at 2.67 Å at both

temperatures. This peak is also of much greater intensity than the first peak in the Na -

Mg2+ peak due to this strong direct interaction. By comparison the ClO−4 ion association

around the carbonyl group is far weaker, showing a broad and poorly defined first peak at

approximately 4.8 Å. This is likely due to unfavourable electrostatic interactions between

the carbonyl group and the ClO−4 ion. The association of both ion species around the

negatively charged carbonyl group is decreased as temperature is decreased, as shown

by a reduction in intensity of the first peak of both ion RDFs. This is again likely due to

enhanced hydrogen bonding between the carbonyl group and hydrating water molecules

resulting in greater exclusion of ions from the carbonyl group.

Finally, we will consider ion association around the hydrophobic backbone hydrogens

by studying the Cbk - Mg2+ and Cbk - Clp RDFs as shown in figure 6.5.3. Here we observe

that Mg2+ ions again coordinate strongly around the backbone hydrogens, as evidenced

by the single clear peak at 3.75 Å at both temperatures. As was the case in chapter 5,

the strength of Mg2+ association reduces as the electrostatic interactions between the ion
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Figure 6.5.2: Cc - Mg2+ (a) and Cc - Clp (b) RDFs for aqueous glycine and Mg(ClO4)2

at 25 and -20 ◦C as calculated through EPSR.

Figure 6.5.3: Cbk - Mg2+ (a) and Cbk - Clp (b) RDFs for aqueous glycine and
Mg(ClO4)2 at 25 and -20 ◦C as calculated through EPSR.

and the central group become less favourable, as evidenced by the relative peak heights in

the central group - Mg2+ RDFs (Mg2+ - Cc peak > Mg2+ - Cbk peak > Mg2+ - Na peak).

This peak occurs at slightly larger distances than the Cbk - Ow peak, and is therefore

more likely to be due to favourable electrostatic interactions between the Mg2+ and the

hydrating water molecules, rather than interactions with the backbone hydrogens itself.

The same is likely true for the association of ClO−4 ions around the backbone hydrogens,

however these two species will also likely associate through hydrophobic style interactions

due to the low charge density of the ClO−4 ion, as discussed in section 5.4. This is shown

by a rather poorly defined first peak in the Cbk - Clp RDF at approximately 4.7 Å.

Interestingly, the change in peak intensity with decreasing temperature allows us
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to comment on the strength of water - backbone hydrogen bonding. Here it can be

observed that the relative reduction in peak height upon decreasing temperature in both

the Cbk - Mg2+ and Cbk - Clp RDFs is less than the amine - ion or carbonyl - ion RDF

peak reductions. The reduction in peak height in both the amine - ion and carbonyl -

ion RDFs was explained by enhanced hydrogen bonding at lower temperatures between

the hydrophilic groups on the glycine molecule and the surrounding water molecules,

resulting in greater exclusion of the ions. Around the backbone hydrogens the reduction

in peak height with decreasing temperature is less evident, hence the mechanism by which

ions are being excluded from the backbone hydrogens with decreasing temperature must

be less pronounced. It therefore follows that hydrogen bonding between the backbone

hydrogens and surrounding water is much weaker, consistent with the results observed

in section 6.4.

6.6 Glycine Self-Association in Aqueous Mg(ClO4)2

We will now finally turn our attention to the self-association of aqueous glycine in the

presence of Mg(ClO4)2. To do this will will concern ourselves with two potential mecha-

nisms of glycine self-association: interactions between the oppositely charged hydrophilic

regions, and hydrophobic style associations between the backbone hydrogens. These are

best examined through the Ha - Oc RDFs (hydrophilic) and the Hbk - Hbk RDFs (hy-

drophobic), as shown in figure 6.6.1. From these RDFs the preferred method of glycine

self-association is clear.

The Ha - Oc RDFs exhibit two clear peaks as a result of favourable interactions

between the oppositely charged hydrophilic groups. As we have established that these

groups are capable of donating and accepting hydrogen bonds from neighbouring water

molecules, it is likely that these favourable interactions between glycine molecules are

hydrogen bonds donated from the amine group of one molecule and accepted by the

carbonyl group of another. In aqueous glycine at 25 ◦C the two peaks occur at 1.65

and 3.01 Å. Upon addition of 2.7 M Mg(ClO4)2 the first peak is unmoved and the

second peak shifts slightly outwards to 3.04 Å. Upon cooling from 25 to -20 ◦C both
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Figure 6.6.1: Ha - Oc (a) and Hbk - Hbk (b) RDFs for the three sample sets studied
in this section as calculated through EPSR.

peaks then move slightly inwards to 1.63 and 3.03 Å. Overall it can be stated that

these peak positions are relatively insensitive to Mg(ClO4)2 addition or temperature,

however the relative peak intensities are more telling. Upon addition of Mg(ClO4)2 the

intensity of both peaks sharply reduces, indicative of reduced hydrogen bonding between

glycine molecules. Consistent with the results observed in section 6.4, the intensity of

the peaks then recover with decreasing temperature as hydrogen bonding is restored.

Conversely, hydrophobic style association between the hydrophobic backbone hydrogens

is not observed, demonstrated by the relatively featureless Hbk - Hbk RDFs in all three

samples.

Hydrophlic style association is therefore the dominant mechanism by which glycine

molecules associate in solution, consistent with previous neutron scattering and EPSR

based literature on other amino acids in solution [137–140, 289, 290]. A study on aqueous

proline by Busch et al. [137] demonstrated this very effectively, and showed that aque-

ous proline typically forms dimers in solution as a result of direct interactions between

its CO−2 and NH+
2 groups. In a similar manner, we can now take the observation of

hydrophilic association between glycine molecules a step further and begin to quantify

the clustering of glycine molecules in aqueous solution. This is done using the CLUS-

TERS routine within EPSR following the procedure described in section 2.2.5. Here

two glycine molecules are deemed to be part of the same cluster if a Ha of one glycine

molecule lies within a distance of the Oc of another glycine molecule corresponding to
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Figure 6.6.2: Cluster size distribution predicted from EPSR using a Ha - Oc cutoff
distance of 2.32 Å. Distribution plotted on a logarithmic scale for clarity. Proportion
of clusters containing only one glycine molecule shown in black.

the first minimum in the Ha - Oc RDF, established here to be equal to 2.32 Å in all

datasets. This allows the proportion of molecules which belong to a cluster size n to be

determined. The resulting distributions are shown in figure 6.6.2.

These distributions allow us to quantify cluster formation between glycine molecules.

These results demonstrate that zwitterionic glycine will can form dimers and even trimers

in solution in all cases, however it is more likely to find a glycine molecule as a monomer

(not belonging to a cluster) than it is to find it belonging to a cluster. In aqueous glycine

at 25 ◦C it is determined through EPSR that the proportion of glycine molecules that can

be found in clusters containing two or three glycine molecules is equal to 0.320. Upon the

addition of 2.7 M Mg(ClO4)2 this charged based hydrophilic association is reduced, likely

due to screening by the charged ions. The proportion of clustered glycine molecules then

reduces to 0.203. However, as the system is then cooled to -20 ◦C and hydrogen bonding is

enhanced, this proportion recovers slightly to 0.221. This is consistent with observations

of temperature dependent association of alcohols in aqueous solutions [143, 301, 302].

The most important implication of this finding is that while Mg(ClO4)2 is damaging to

hydrogen bonding in aqueous solutions, as described in this chapter and chapter 5, it

is only capable of reducing hydrogen bonding between biomolecules, not eliminating it

entirely.

In this study we chose to investigate aqueous glycine for the reasons discussed in

section 6.2. The simplicity of the glycine molecule suggests that the results of this ex-

periment should be consistent for all zwitterionic amino acids, and amino acids should
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be able to form intermolecular hydrogen bonds, albiet to a lesser extent, in concentrated

Mg(ClO4)2. The fact that we observe charge based interactions as the dominant mech-

anism for glycine self-association also suggests that hydrogen bonding between amino

acids which feature a charged side chain may be more resistant to the detrimental effects

of Mg(ClO4)2. This is because the presence of charged side chains will provide more sites

for ion - amino acid interactions and allow the remaining hydrophilic sites to continue

to form hydrogen bonds. It is certainly true that halophilic organisms, which thrive in

environments with high salt concentrations, tend to have a higher proportion of surface

accessible amino acids with charged side chains in their proteins [16, 17]. These likely

screen the effects of ions present in their aqueous environment and allow intraprotein

hydrogen bonding to remain intact.

6.7 The Model Protein I27 in Aqueous Mg(ClO4)2 and

TMAO

With a firm understanding of the effects of Mg(ClO4)2 on individual amino acid asso-

ciation, we can now turn our attention to the effects of Mg(ClO4)2 on complete protein

stability. For this we choose to study the 27th immunoglobulin domain from the human

muscle protein titin, I27 (PDB code: 1TIT). The backbone structure of this protein

along with its buried tryptophan residue is shown in figure 2.7.2 and reproduced for

convenience in figure 6.7.1. As described in section 2.5, I27 is well suited for the work

covered in this thesis because it is well suited to expression and purification with stan-

dard protocols, but more importantly its structure is not stabilised through chemical

bonds such as salt bridges or disulfide bonds. It is stabilised through intraprotein hy-

drogen bonds and the hydrophobic collapse of its residues with hydrophobic side chains

[232]. This means that the results gained through the study of aqueous solutions of

Mg(ClO4)2, TMAO, and glycine can, in theory, be applied to the study of this protein.

As mentioned in chapter 2, proteins in this thesis are studied through two experi-

mental methods: circular dichroism (CD) and fluorescence spectroscopy. CD is sensitive
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Figure 6.7.1: The cartoon structure showing the secondary β structure of I27 with
the tryptophan atomic side chain structure highlighted in red (PDB code: 1TIT).

to the chirality of the sample, and is therefore capable of assessing the secondary struc-

ture components of proteins [238]. Fluorescence spectroscopy is sensitive to the chemical

environment of particular amino acid side chains, in this case the buried tryptophan in

I27. The fluorescence emission spectra of tryptophan changes as the protein denatures

and the hydrophobic core becomes hydrated, hence fluorescence spectroscopy is sensi-

tive to the tertiary structure of the protein [303]. We will first use these two methods

to determine the effect of Mg(ClO4)2 on I27 in aqueous solution. To achieve this I27,

produced and purified as described in section 2.5, was prepared to either 0.2 mg/mL for

CD studies or 0.05 mg/mL for fluorescence studies in 25 mM HEPES buffer at pH of 7.4.

Mg(ClO4)2 was also included as a cosolute at concentrations of 0 - 1 M in increments of

0.1 M for CD studies and 0.03 M for fluorescence studies. The resultant CD spectra from

195-260 nm and emission counts at 320 nm following excitation at 280 nm, normalised

to the value at 0 M Mg(ClO4)2, are shown in figure 6.7.2.

The results of these two techniques allow us to demonstrate that Mg(ClO4)2 is having

a strong effect on the structure of I27. Firstly, as shown in figure 6.7.2(a), the strong

change in CD spectra as Mg(ClO4)2 concentration is increased from 0 to 1 M indicates

that the secondary structure is strongly perturbed. This perturbation in secondary

structure is accompanied by an unfolding of the protein. This is shown by a reduction in
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Figure 6.7.2: The CD spectra of I27 from 195 - 260 nm in the presence of 0 - 1 M
Mg(ClO4)2 in increments of 0.1 M (a) and the normalised fluorescence emission counts
of I27 in the prescence of 0 - 1 M Mg(ClO4)2 in increments of 0.03 M.

the normalised emission counts at 320 nm with increasing Mg(ClO4)2 concentration in

figure 6.7.2(b). The observation that the fluorescence counts tend towards a plateau, and

that the CD spectra stop changing, at Mg(ClO4)2 concentrations above 0.8 M suggests

that above this concentration the protein is completely unfolded.

This in turn suggests that the observed detrimental effects on water - water, amino

acid - water, and amino acid - amino acid hydrogen bonding induced by Mg(ClO4)2

are also observed here. The structure of I27 has been experimentally demonstrated

via atomic force microscopy to be stabilised by a set of six interstrand hydrogen bonds

between β strands A’ and G which form a mechanical clamp [217, 218, 221]. These

two strands are shown in red in figure 6.7.3. Upon mutation induced removal of these

hydrogen bonds, unfolding is shown to proceed at a much faster rate. It is also observed

using high pressure NMR that when unfolding I27 using a large external pressure that

the A’G region is the first region affected before the rest of the protein denatures [304].

It is therefore likely that in the same way it was disrupting hydrogen bonding of water

molecules and single amino acids, that Mg(ClO4)2 is able to disrupt these six hydrogen

bonds resulting in unfolding of the protein.

Based on the observed perturbations to amino acid and water hydrogen bonding in-

duced by Mg(ClO4)2, and the position of both Mg2+ and ClO−4 on the Hofmeister series
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Figure 6.7.3: The secondary structure of I27 with the strands A’ and G which form
the mechanical clamp highlighted in red.

[47] which predicts they will both act as strong protein denaturants, it is perhaps unsur-

prising that Mg(ClO4)2 causes I27 to unfold. However, what is perhaps more surprising

is that this unfolding does not simply result in the I27 protein going from a totally struc-

tured to a totally unstructured state. Using the Contin algorithm [240] and reference

set 7 within the online tool DichroWeb [241], it is possible to deconvolute the secondary

structure factions within I27 as a function of increasing Mg(ClO4)2 concentration. The

results of these deconvolutions are shown in figure 6.7.4. The Contin algorithm within

Dichroweb is capable of deconvoluting a single CD spectra into six different fractions:

ordered helix, distorted helix, ordered sheets, distorted sheets, turns, and disordered.

For convenience the ordered and distorted helices and sheets have been summed in this

figure.

Here we observe at 0 Mg(ClO4)2 concentration that the structure of I27 in its na-

tive state, in agreement with previous results [232], is dominated by β sheet structures

with relatively large quantities of turns and disordered regions. Rather predictably, as

Mg(ClO4)2 concentration is increased and the protein unfolds, the proportion of dis-

ordered regions increases at the expense of sheets and turns. However there are two

more surprising observations: Firstly, while Mg(ClO4)2 causes the structure to unfold,

it still retains a reasonably large degree of sheet and turn content, indicating that the

denatured state of I27 induced by Mg(ClO4)2 still retains a degree of secondary struc-
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Figure 6.7.4: The secondary structure fractions of I27 as a function of Mg(ClO4)2

concentration as determined from the data displayed in figure 6.7.2(a) using Dichroweb.
Associated uncertainties shown by shaded regions around lines.

ture. Secondly, upon increasing Mg(ClO4)2 concentration we observe the emergence of

a small population helical structures from what is a fully β sheet protein in its native

state. This suggests that the Mg(ClO4)2 unfolded state of I27 is perhaps more similar

to a folding/unfolding intermediate, rather than a completely unfolded protein.

The increase of helical content of peptides upon the addition of various cosolute

species has been previously observed in the literature. Peggion et al. [305] observed

that for peptides consisting of lysine and phenylalanine, that NaClO4 induced a change

in peptide structure from a random coil to a helical conformation. Maison et al. [306]

and Asciutto et al. [307] also observed that ClO−4 anions increase the helicity of alanine

rich peptides. Crevenna et al. [24] studied three aqueous 12 amino acid peptides: a

neutrally charged peptide A(EAAAK)2A, a negatively charged peptide (AE)6, and a

positively charged peptide (AK)6 using the salts KF, KCl, NaCl, NaClO4, and GdmCl.

These results demonstrated that for the neutral peptide, helical content was reduced

with increasing salt concentration and temperature, however for the charged peptides
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helical content increased with increasing salt concentration. This was determined to be

due to the screening of unfavourable electrostatic interactions between similarly charged

side chains which prevent helix formation.

The formation of helical domains within β rich proteins has been shown to play

an important role in protein folding for certain proteins, most notably β lactoglobulin

[308–312]. Here it is suggested that the formation of α helices is required to constrain

protein conformations and prevent misfolding, as helices can be formed between adjacent

amino acids and therefore form much more quickly, whereas β sheets require interactions

between amino acids that are likely to be well separated. Helices are therefore formed

in segments of the protein which then come together and allows for the formation of

β sheets. It has been suggested since the 1970s that all globular proteins require the

formation of helical intermediates to facilitate protein folding. Chen et al. [313] demon-

strated that the use of trifluoroethanol (TFE), which has been shown to act as a strong

stabiliser of helical conformations regardless of amino acid sequence, can be used to ac-

celerate the folding of the protein RIFABP (rat intestinal fatty acid binding protein),

which traditionally shows no helical intermediates using stopped flow CD. This result

demonstrates the importance of helical intermediates.

These results, and the observations shown in this work, suggest that Mg(ClO4)2

may be a useful tool to study intermediate conformations of proteins. Unfortunately,

regarding I27, it is impossible with the techniques discussed here to determine exactly

which regions of the protein are undergoing a helical transition. This would require the

synthesis of isotopically labelled (15N) I27 for use in 2D NMR experiments, which falls

outside the scope of this work [314].

However, a property we can quantify of I27 unfolding is the change in Gibbs free

energy between the folded and the unfolded state, known as the free energy of unfolding.

This is done through fluorescence spectroscopy and application of the two state model,

as described in section 2.7. This allows us to quantify the fraction of folded protein as a

function of denaturant concentration, in this case urea. By performing a urea induced

denaturation of I27 in the presence of a set concentration of a cosolute, we can investigate
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Figure 6.7.5: The folded fraction of I27 as a function of urea concentration in the
presence of a set concentration of Mg(ClO4)2 (a) or TMAO (b). Data fit to the two
state model shown in equation 2.7.1.

the effect of the cosolute on the free energy of unfolding. Here (rather predictably) we

choose to investigate the two co-solutes that have been the central focus of this thesis:

TMAO and Mg(ClO4)2. These results are presented in figure 6.7.5.

Here we observe that the urea induced denaturation of I27 is well described by the

two state model of protein unfolding, as evidenced by the high quality fits of the two

state model equation presented in equation 2.7.1 to the data. From this data the effect

that the two cosolute species are having on the stability of I27 is clear. With increasing

Mg(ClO4)2 concentration the data is shown to shift to lower urea concentrations, mean-

ing the concentration of urea required to unfold the protein is shown to decrease, and

I27 is becoming less stable. Conversely, with increasing TMAO concentration the data

is shown to shift to higher urea concentrations as more urea is required to unfold the

protein and I27 is becoming more stable. The opposing effects of Mg(ClO4)2 and TMAO

on the stability of water - water hydrogen bonding discussed in chapter 5 are therefore

mirrored here for the stability of I27. The predicted Gibbs free energies of unfolding

for I27 in the presence of the various concentrations of each of the two solute species is

presented in figure 6.7.6(a).

Here we observe that the free energy of unfolding for I27 in the presence of no

other co-solutes is calculated to be 15 ± 1 kJ/mol, consistent with previous literature

[315]. Upon the addition of Mg(ClO4)2 this value is shown to drastically reduce as the
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Figure 6.7.6: The Gibbs free energy of unfolding predicted through the two state
model for I27 in the presence of Mg(ClO4)2 (blue), TMAO (red), and a 0.2 : 1 molar
ratio mixture of Mg(ClO4)2 : TMAO (black) (a). Error bars calculated through the
fitting of the two state model to the raw data. The raw data for the folded fraction of
I27 as a function of urea concentration containing a 0.2 : 1.0 molar ratio of Mg(ClO4)2

: TMAO (b).

protein becomes less stable, and the opposite is true for TMAO addition. By performing

linear fits to this data we can state that the concentration dependence of Mg(ClO4)2 or

TMAO on the free energy of unfolding of I27 (∆∆G) is equal to -30 ± 9 kJ/(mol M)

for Mg(ClO4)2 and 6 ± 1 kJ/(mol M) for TMAO. From these ∆∆G values it therefore

follows that an I27 solution containing a 0.2 : 1.0 molar ratio of Mg(ClO4)2 : TMAO

should leave the stability of I27 unchanged overall, and the folded fraction of I27 as a

function of urea concentration should be essentially identical to I27 with no co-solutes.

Figure 6.7.6(b) and the corresponding black data points in figure 6.7.6(a) show that this

is indeed the case.

Interestingly this ratio of 0.2 : 1.0 Mg(ClO4)2 : TMAO concentration required for no

overall net effect to protein stability is the same ratio that was estimated in section 5.2

from Mg(ClO4)2 melting temperature data [277] and the concentration of TMAO in the

muscle tissue of bony fish as a function of depth [86]. However, it is in stark contrast to

the results observed in chapter 5, which stated that TMAO is 1.54 times more effective

at perturbing water structure and dynamics than Mg(ClO4)2. This leads us to what

is arguably the most important observation of this thesis: simply studying the effects

of different externalities (ion addition, pressure, temperature, etc.) on the solvent envi-

ronment may only yield qualitatively informative results on how these externalities may
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affect the stability of biomolecules. While the two are indisputably fundamentally linked,

and we have shown throughout this thesis that in general the perturbations of different

externalities to water - water hydrogen bonding are well reflected by the perturbations

to biomolecule stability, for quantitative results it is vital that the biomolecules are in-

cluded in the experimental sample. This is in good agreement with the findings of Ball

and Hallsworth, who reviewed the validity of the terms “chaotrope” and “kosmotrope”.

These have been used to describe a chemical as structure breaking or structure making

with regards to its affect on biomolecular stability and water structure, however these

two effects are often different depending on the biomolecule and precisely how one defines

“structure” so one must use them with caution [53]. In the next section we will begin to

address how one might begin to include biomolecules in neutron scattering studies.

6.8 Neutron Scattering on Aqueous Peptides

As discussed in the previous section, if we wish to understand the biological role of wa-

ter in extreme conditions, we must prepare samples which reflect the extreme conditions

and also contain a model biomolecule. As we wish to understand biomolecular stabil-

ity in this context, the model biomolecule must behave similarly to naturally occurring

biomolecules. In this respect single amino acids such as glycine, as studied in this chap-

ter, are insufficient because while they are certainly naturally occurring biomolecules,

they are too small to adopt a folded structure and therefore are not representative of

naturally occurring biomolecules. The model protein I27 we have also studied in this

chapter has the opposite problem. If we wished to examine the structure of water around

biomolecules and co-solutes using neutron scattering and EPSR, the inclusion of such

a large (93 amino acids) biomolecule would mean that the number of distinct inter-

atomic correlations, as well as the need for increasingly large box sizes to account for the

large scale structures as discussed in section 2.2, would mean that EPSR would quickly

become overwhelmed. Hence we require a model biomolecule that serves as a middle

ground between these two options.

For this we turn to the 10 amino acid peptide, CLN025 [214] (amino acid sequence:

237



Figure 6.8.1: The β hairpin structure of CLN025. Peptide backbone shown as a
smooth line and side chains shown with complete atoms.

YYDPETGTWY), shown in figure 6.8.1. This forms a simple β hairpin in solution

and it has been previously shown using CD that it denatures in a similar manner and

with comparable free energy of unfolding to complete proteins. It therefore behaves

as a naturally occurring biomolecule, despite the fact it is completely synthetic, while

being much smaller than naturally occurring biomolecules. It was also found to be

capable of suspension at high concentrations in aqueous solution, which is a necessity

for meaningful analysis with EPSR following the acquisition and correction of neutron

scattering data. CLN025 is therefore ideally suited to the role of a model biomolecule

for neutron scattering and EPSR experiments.

Before one can begin to investigate the effects of different externalities of biomolecular

stability using neutron scattering and EPSR, one must first be able to meaningfully

investigate CLN025 under ambient conditions using these techniques. Hence CLN025

was prepared as detailed in section 2.6 and suspended to 150 mg/mL in 250 mM NaOH

in H2O, D2O, and HDO to neutralise the acidic residues on the peptide and promote its

solubility. The three resultant samples were then investigated using NIMROD at three

different temperatures: 25, 60, and 90 ◦C. These temperatures were chosen as increasing

temperature is the simplest way to denature the peptide, hence in principle one could
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Figure 6.8.2: The corrected neutron scattering data obtained using the NIMROD
instrument for CLN025 in H2O (a), D2O (b), and HDO (c) with 250 mM NaOH.
Corrected F(Q) vertically shifted by 1 to allow for plotting on a logarithmic axis.

follow the unfolding of CLN025 via EPSR. The temperatures therefore correspond to

previous literature values for temperatures at which the peptide is fully folded, partially

unfolded, and as unfolded as possible within safe working limits of the apparatus. The

resultant raw scattering data, following correction by Gudrun, are presented in figures

6.8.2.

Analysing the data using EPSR is currently ongoing due to the series of complications

related to including a molecule as complex as CLN025 into EPSR, however examination

of the raw neutron scattering data can yield some preliminary results. This data ap-

pears to be comprised of two distinct areas, the scattering above Q ≈ 1 which is due

to smaller scale structures and the scattering below Q ≈ 1 which is due to larger scale

structures. Above Q ≈ 1 we observe data highly reminiscent of that observed for sim-

ple aqueous solutions, suggesting that this portion of the data primarily corresponds to

interatomic correlations between pairs of water molecules and water molecules hydrat-

ing both CLN025 and the two ion species present in the samples. Below Q ≈ 1 we

observe a large signal intensity in both the H2O and D2O sample. These correspond to

highly structured large scale structures and therefore likely correspond to interatomic

correlations within the folded CLN025 molecule.

This suggestion is strengthened further when we consider that the signal in this region

in the HDO sample is relatively negligible. It can be predicted by considering the sums

of the coherent scattering lengths for every atom in the CLN025 molecule [183] that its

immersion into HDO at 150 mg/mL should render CLN025 effectively a null scatterer. As
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no signal is observed in the CLN025 sample prepared in HDO it can be confidently stated

that the large signal observed in both the H2O and D2O samples arises as result of large

scale structures in the CLN025 molecule. We also observe that in all three samples, the

intensity of this CLN025 region decreases with increasing temperature. This is consistent

with what would be expected upon thermal denaturation of the peptide, as an unfolded

peptide will certainly have fewer reoccurring structural motifs than a folded peptide.

Preliminary observations from the corrected scattering data are therefore promising,

however a complete EPSR analysis of the samples is still ongoing.

6.9 Conclusions

In this final results chapter we have presented neutron scattering data and EPSR analysis

on glycine in aqueous solution and in aqueous Mg(ClO4)2. These results have helped

expand the findings of chapter 5, which showed that Mg(ClO4)2 destabilises hydrogen

bonds between bulk water molecules in aqueous solution, to show that Mg(ClO4)2 also

destabilises hydrogen bonding between glycine molecules. This in turn goes on to hinder

their clustering in solution. At 25 ◦C we observe that 32.0% of glycine molecules can

be found in clusters containing two or three glycine molecules, but upon the addition

of 2.7 M Mg(ClO4)2, this fraction drops to 20.3%. However, we also observe that this

reduction in clustering can be partially restored by enhancing hydrogen bonding by

decreasing temperature to -20 ◦C, at which point 22.1% of glycine molecules can be

found in clusters. This observation has implications on the potential ability of life to

form on Mars, as the building blocks for life would be less able to come together in

solution and therefore less able to form the required chemical bonds which would result

in functional biomolecules.

We then went on to examine how Mg(ClO4)2 perturbs the stability of complete

proteins, rather than just single amino acids, by studying the model β sheet protein I27

using CD and fluorescence spectroscopy. Here we demonstrated that Mg(ClO4)2 causes

the protein to denature, however even in its completely Mg(ClO4)2 denatured state it

still retains a degree of secondary structure, and even gains a small amount of α helical
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content. We then quantified this denaturing ability through fluorescence specotroscopy

and determined that the ∆∆G value for Mg(ClO4)2 is equal to -30 ± 9 kJ/(mol M).

However, just as it has been shown to stabilise proteins against a host of denaturing

externalities [60, 64, 69, 70, 145, 154, 256–258], as well as preserving hydrogen bonding

in bulk water against pressure as shown in chapter 4 and Mg(ClO4)2 as shown in chapter

5, the naturally occuring osmolyte TMAO is capable of resisting the Mg(ClO4)2 induced

denaturation to I27. We determined that TMAO has a ∆∆G value of 6 ± 1 kJ/(mol

M), and therefore a mixture of 0.2 : 1.0 Mg(ClO4)2 : TMAO leaves the stability of the

protein I27 relatively unaffected.

This is in close agreement to the predicted ratio at which Mg(ClO4)2 and TMAO

cancel each other out in section 5.2, but strongly disagrees with the observations of

perturbations to water structure and dynamics by Mg(ClO4)2 and TMAO presented in

chapter 5. This disparity demonstrates the importance of including a model biomolecule

if one wishes to gain a detailed understanding of the role different externalities play in

perturbing water structure and dynamics and the resultant perturbations to biomolecule

stability. We then go on to display the preliminary data of a potential model biomolecule,

CLN025, in solution. While detailed EPSR analysis is yet to be completed, initial signs

suggest that this is a good choice of model biomolecule. Its inclusion into more complex

aqueous solutions should allow for atomic scale insight into structural perturbations

arising from changes to its solvent environment and give us new fundamental insight

into the intimate relationship between water and biomolecules.
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Chapter 7

Conclusions and Future Work

In this thesis we have primarily used neutron scattering combined with the computa-

tional modelling technique EPSR to visualise perturbations to the structure of aqueous

solutions as a result of different externalities, such as ion addition, pressure, and tem-

perature. We have also been able to validate some of the findings of this method using

NMR spectroscopy, as well as expand our structural results to also consider dynamic

perturbations to aqueous solutions. In this final chapter we will summarise the main

conclusions from the four results chapters in section 7.1 before going on to consider the

various avenues this research has opened for future work in section 7.2.

7.1 Concluding Remarks

We began by using this combination of techniques to give fundamental insight into

the structure, dynamics, and thermodynamics of aqueous systems containing simple

monovalent potassium halide salts in chapter 3. This was investigated as ions are present

in solution at every known length scale which is important to life, from the interactions

between ions and biomolecules at the molecular level [1, 233, 316, 317] to the presence

of ions in both salt and freshwater environments in which biological organisms thrive

[318]. Regardless of any additional extremes in pressure, temperature, pH, etc., ions are
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Figure 7.1.1: A diagram representing the links between structure, dynamics, and
thermodynamics in aqueous solutions of potassium halides discussed in chapter 3.

present. It therefore serves as sensible starting point to begin to investigate the biological

role of water in extreme conditions. Potassium halide salts serve as sensible model ions

as they are monovalent salts with high biological relevance [175, 176] for which neutron

scattering data was already available [128].

We observed that in the case of the simple aqueous potassium halides KF, KCl, KBr

and KI, that the introduction of the ions into water results in an inward movement of

the second peak in the Ow - Ow RDF, similar to the perturbation that arises as a result

of a large external pressure and consistent with previous studies on aqueous ions [126–

128, 130, 132, 133, 136]. This inward movement was very similar for all four ion species,

however the ion - Ow RDFs were far more ion specific. We observed that as the size of the

ion increases, and therefore the charge density decreases, that the anion - Ow and anion

Hw RDFs become shorter, broader, and move outwards to larger distances, indicative of

less well defined hydration shells. This reduction in definition was also observed through

the water dipole angle distributions around the halide anions, where we observe that the

distributions become shorter and broader as the size of the ion increases from F− to I−.

However, while the structure of water around the ion varies strongly with ion species,
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the same cannot be said for bulk water structure, as the dipole angle distributions and

average hydrogen bond interaction energy between bulk water molecules are shown to

be relatively unchanged for all four salts at every studied concentration. We demon-

strate that enthalpic interactions between ions and surrounding water molecules become

negligible at distances above approximately 3.5 - 4.5 Å depending on the ion species.

The tendency of potassium halide ions to induce structure in their first hydration

shell is well reflected by their enthalpies of hydration, as calculated through EPSR and

the extended analysis routine. Here we observe that with increasing anion size that

the enthalpy of hydration becomes less negative, indicative of less stable interactions

between the ions and the surrounding water molecules, and resulting in less well defined

structures through the dipole angle distributions and anion - water RDFs. These results

were shown to be in good agreement with experimental results on the Gibbs free energy,

enthalpy, and entropy of hydration of potassium halides determined by Tissandier et al.

[35]. The less well defined hydration structure with increasing ion size is also reflected

by a reduced entropy penalty of hydration.

The increasingly unstructured hydration water molecules around a central ion species

with increasing ion size are also coupled with a perturbation to water molecule dynamics.

As the enthalpy of hydration becomes less negative, and the hydration layer becomes

less structured, we observe that the water molecule diffusive and rotational dynamics

become accelerated. This translates to increased freedom of a water molecule in the

hydration layer of an ion to explore its available conformations with increasing ion size,

and is another likely origin for the observed reduced entropy of hydration penalty with

increasing ion size.

The key result from this chapter is that in the case of aqueous potassium halides,

water structure and dynamics are strongly perturbed in the hydration shell of the ions

and that these perturbations correlate well with observed thermodynamic measurements

from bulk ensemble measurements. We also observe that these perturbations do not

extend significantly into the bulk water structure. This allows us to speculate that per-

turbations to other solute species that may be present in aqueous solutions of potassium
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halides would likely be due to local effects between the ions and the other solute species,

rather than due to changes in the bulk water structure. The results of this chapter also

help demonstrate the reliability of the custom built extended analysis routine, as the re-

sults gained from its application are in good agreement with results from other scientific

techniques.

We then subjected water and aqueous solutions of the piezolyte TMAO to high

pressures and studied structural perturbations with neutron scattering and EPSR to

determine whether TMAO is capable of restoring the hydrogen bonded network of water

against pressure induced perturbations in chapter 4. For this we chose to investigate pure

water and aqueous TMAO at 2.0 mol/kg H2O at a low pressure of 25 bar, chosen to ensure

the high pressure rig was in contact with the sample while causing relatively negligible

perturbations to water structure, and 4 kbar, chosen based on previous literature [123]

such that pressure induced perturbations to water structure should be obvious in the

Ow - Ow RDF while not being so severe that any resisting power of TMAO would be

overwhelmed.

Here we clearly observed the ability of TMAO to resist the pressure induced structural

perturbation to water structure through the Ow - Ow RDFs. At 25 bar, the second peak

in the Ow - Ow RDF moved slightly inwards relative to pure water, and at 4 kbar it

moves further inwards and begins to overlap with the first peak. In the presence of

TMAO at 2.0 mol/kg H2O at both pressures these shifts were not as significant and the

structure of water is less perturbed by an external pressure. This is also reflected in the

water - water SDFs, where the second hydration shell is shown to collapse inwards as

pressure is increased from 25 bar to 4 kbar, but less so in the presence of TMAO.

Unlike the results of aqueous potassium halides, where the addition of the solute only

causes significant perturbations in the first hydration shell of the solute and not in the

bulk water, the addition of TMAO results in measurable affects to both the hydration

water and the bulk water. The water dipole angle distributions around a central bulk

water molecule were shown to be less perturbed by an external pressure in the presence

of TMAO relative to pure water, and the bulk water - water hydrogen bond interaction
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Figure 7.1.2: The Ow - Ow RDFs for aqueous TMAO at 2.0 mol/kg H2O at 25 bar
and 4 kbar reported in chapter 4 that demonstrate the ability of TMAO to resist the
pressure induced perturbation to water structure.

energy was shown to be more stable at both pressures relative to pure water in the

presence of TMAO.

We attempt to understand the origins of this pressure resisting ability of TMAO by

considering the structure of water hydrating the hydrophilic oxygen and the hydrophobic

methyl groups. Here we observe that in both instances the OT - Ow and the CT - Ow

RDFs are relatively insensitive to increasing pressure from 25 bar to 4 kbar. The same

is observed for the water dipole angle distributions around the TMAO oxygen. We then

went on to quantify the interaction energy of the TMAO - water hydrogen bond, and

demonstrated that TMAO forms much stronger hydrogen bonds between water molecules

and its oxygen than the hydrogen bonds formed between bulk water molecules. These

TMAO - water hydrogen bonds were also relatively insensitive to pressure.

The picture that begins to emerge by considering all of these observations together

is that TMAO forms a hydration structure around both its hydrophobic and hydrophilic

groups that is less compressible than bulk water, and acts as an anchor point from which
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water can build a more structured and stable network. We suggest that this is likely

part of the mechanism by which TMAO is capable of preserving biomolecular stability

against the denaturing effects of increased hydrostatic pressure, as has been previously

observed [68, 84, 85]. The validity of this suggestion is strengthened when we con-

sider that biomolecule-stabilising osmolytes like TMAO are thought to be preferentially

excluded from the biomolecule surface [67–73], and therefore their ability to stabilise

biomolecules must be as a result of perturbations to the bulk water network rather than

direct interactions with the biomolecule.

We then went on to consider whether TMAO could also restore the hydrogen bonded

network of water against the pressure-like perturbation induced by the salt Mg(ClO4)2

with an aim to understand potential mechanisms that life could use to survive in an

extreme Martian-like environment in chapter 5. Here we chose to investigate tertiary

solutions of Mg(ClO4)2 and TMAO at two different Mg(ClO4)2 concentrations. A con-

centration of 0.2 M Mg(ClO4)2 and 1.0 M TMAO was chosen as it was estimated from

Mg(ClO4)2 solution melting point data [277] and previous neutron scattering data on

aqueous Mg(ClO4)2 [133] that 0.2 M Mg(ClO4)2 should induce a similar perturbation

to water structure as the application of approximately 2 kbar. Data on the concen-

tration of TMAO in the muscle tissue of bony fish as a function of depth [86], and

therefore pressure, also allowed us to estimate that 1.0 M TMAO should resist a pres-

sure of approximately 2 kbar. The studied mix of 0.2 M Mg(ClO4)2 and 1.0 M TMAO

should therefore render an unchanged bulk water structure. We also chose to study 2.7

M Mg(ClO4)2 and 1.0 M TMAO as this is a Mg(ClO4)2 concentration that had been

previously studied by neutron diffraction and EPSR [133].

In these tertiary solutions the resisting ability of TMAO to the pressure like pertur-

bation induced by Mg(ClO4)2 was again evident in the Ow - Ow RDFs and the water -

water SDFs. The inward shifts of the peaks in the Ow - Ow RDFs induced by Mg(ClO4)2

were shown to be less significant in the presence of TMAO, but not to the same extent

that they were in the high pressure aqueous TMAO results from chapter 4. The bulk

water - water hydrogen bond interaction energy was also shown to be less stable upon

Mg(ClO4)2 addition, but that this recovered in the presence of TMAO. This result is
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Figure 7.1.3: The average bulk water - water hydrogen bond interaction energy
calculated for each of the six solutions studied in chapter 5. These demonstrate the
ability of TMAO to resist the pressure-like structural perturbation to water induced by
Mg(ClO4)2.
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significant beyond examining the opposing effect of the two solutes, as it demonstrates

that more complex salts like Mg(ClO4)2 can perturb water structure outside the first hy-

dration shell of the ions, whereas the simple potassium halide salts discussed in chapter 3

cannot. It was also observed that, similar to the results of high pressure aqueous TMAO,

the hydration structure of water around both the hydrophilic and hydrophobic regions

of the TMAO molecule was less sensitive to Mg(ClO4)2 addition than the structure of

bulk water. TMAO again seems to be serving as an anchor point in aqueous solution

that can act to resist the perturbations to water structure by various externalities.

Unlike the results from high pressure aqueous solutions studied in chapter 4, the

obtaining of which requires specialised equipment to handle the extreme pressures re-

quired, the results of tertiary solutions at ambient pressure can be relatively easily val-

idated using more standardised experimental methods. Here we chose to use NMR to

validate the result that Mg(ClO4)2 destablises water - water hydrogen bonding, which

is subsequently restabilised by the addition of TMAO. Tertiary solutions of TMAO and

Mg(ClO4)2 were prepared from 0 to 1 mol/kg H2O in 0.2 mol/kg H2O increments, and

the relative peak position of the 1H NMR peak corresponding to the water hydrogen was

monitored as this is indicative of the strength of hydrogen bonding. This allowed us to

demonstrate, consistent with the results gained through neutron scattering and EPSR,

that Mg(ClO4)2 does indeed destabilise water - water hydrogen bonding, and TMAO

does indeed stabilise water - water hydrogen bonding. The effect of the two solutes on

water structure therefore act in opposition to one another.

The use of NMR also allows us to expand the structural study of these tertiary aque-

ous solutions to consider perturbations to water molecule dynamics. Here we observe

the interesting result that while TMAO and Mg(ClO4)2 act in opposition to each other

with respect to the way they perturb water structure, they act to perturb water dy-

namics in an additive manner, both resulting in retarded water molecule rotational and

diffusive dynamics. This effect can also be observed within the EPSR simulations, as the

abundance of hydrogen bonded conformations of water molecules associated with hydro-

gen bond switching events (bifurcated hydrogens) are shown to decrease with increasing

TMAO and Mg(ClO4)2 concentration.
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By grouping all of these results together we can finally quantify the general perturbing

ability of Mg(ClO4)2 to water structure and dynamics relative to TMAO. This is done by

plotting five observed variables (1H NMR peak shift, bulk water - water hydrogen bond

interaction strength, T1 relaxation time, the self-diffusion coefficient of water D, and

the abundance of bifurcated hydrogens), as a function of effective total concentration.

The effective total concentration of the two solutes is calculated by the sum of the

concentration of Mg(ClO4)2 and the concentration of TMAO multiplied by a weighting

factor g. This weighting factor therefore represents how much more effective a perturbing

agent TMAO is relative to Mg(ClO4)2. By varying this weighting factor such that the

observed variables all fall on a single master curve for each of the five data sets, we

determine that TMAO is a more effective general water perturbing agent than Mg(ClO4)2

by a factor of 1.54 ± 0.06. This method therefore represents a reliable way of quantifying

the perturbing ability of one solute relative to another in tertiary solutions that could

easily be applied to any number of other tertiary solutions.

Finally, in chapter 6, we consider how the externalities studied in the previous results

chapters go on to affect biomolecule stability and self-association. To achieve this we

used neutron scattering and EPSR to examine the effect of Mg(ClO4)2 on the ability of

the amino acid glycine to form clusters in solution with an aim of understanding protein

stability and formation in Martian like environments. This allows us to demonstrate that

glycine molecules form clusters of up to three molecules in aqueous solution through the

formation of hydrogen bonds between their amine and carbonyl groups. The subsequent

introduction of Mg(ClO4)2 then causes the proportion of clustered glycine molecules

to reduce as inter amino acid hydrogen bonds are disrupted by the salt. However,

this clustering can be recovered by subsequently enhancing inter amino acid hydrogen

bonding by reducing temperature.

We also expanded these results to consider the effect Mg(ClO4)2 has on the structure

of the model protein I27 using CD by preparing samples of I27 in aqueous solution

containing 0 - 1 M Mg(ClO4)2 in 0.1 M increments. These results demonstrated, in a

similar manner to the detrimental effects Mg(ClO4)2 has on hydrogen bonding between

water molecules and amino acids, that Mg(ClO4)2 causes I27 to unfold likely through the
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Figure 7.1.4: The effect of TMAO and Mg(ClO4)2 on the free energy of unfolding
on the protein I27 both in binary and tertiary solutions (a) and the fraction of folded
protein in mixed TMAO and Mg(ClO4)2 solutions as a function of urea concentration
(b) discussed in chapter 6.

destabilisation of intraprotein hydrogen bonds. Surprisingly however, this does not result

in complete unfolding of the protein. The deconvolution of the obtained CD spectra for

I27 using Dichroweb [241] showed that with increasing Mg(ClO4)2 concentration that

the proportion of disordered protein increases at the expense of β-sheets and turns.

However, even in the fully Mg(ClO4)2 denatured state, the proportion of β-sheets and

turns is still relatively high. We also observe the emergence of a small proportion of

α-helical structures. The promotion of α-helical structures in peptides and proteins as

a result of salt addition has been previously observed in the literature [24, 305, 306].

The formation of α-helical intermediates even plays an important role in the folding

of β-rich proteins such as β lactoglobulin [308–312]. The addition of Mg(ClO4)2 could

therefore potentially be used as a method of investigating protein folding intermediates

by stabilising helical structures.

The detrimental effects of Mg(ClO4)2 to the thermodynamic stability of I27 were

then quantified using fluorescence spectroscopy. Here it was observed that Mg(ClO4)2

causes the free energy of unfolding of I27 to reduce, and has a ∆∆G value of -30 ± 9

kJ/(mol M). Conversely it was also observed through fluorescence spectroscopy that

TMAO, similar to the manner in which it promotes the hydrogen bonding stability of

bulk water, causes the thermodynamic stability of I27 to increase, and has a ∆∆G

value of 6 ± 1 kJ/(mol M). These values suggest that Mg(ClO4)2 is five times more
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effective at reducing I27 stability than TMAO is at enhancing I27 stability. This was

then validated, as mixtures of 0.2 : 1.0 mol Mg(ClO4)2 : TMAO concentration solutions

yielded a relatively unchanged I27 stability.

This ratio of the relative perturbing ability of Mg(ClO4)2 to TMAO determined

through their perturbations to I27 stability is identical to the predicted ratio determined

in section 5.2, however it is in stark contrast to the calculated value in section 5.8 deter-

mined through their relative perturbations to water structure and dynamics. The origin

of this stark difference is likely due to the difference in mechanisms through which the

two solutes perturb I27 stability. As a protein denaturant, Mg(ClO4)2 is likely enriched

at the protein surface, whereas TMAO is likely to be excluded [67–73]. Mg(ClO4)2 is

therefore able to decrease protein stability through direct interactions, whereas TMAO

must promote protein stability through indirect interactions through several mediating

water layers. It is therefore little surprise that while we demonstrate that TMAO is a

more effective perturber of water structure and dynamics than Mg(ClO4)2, this is not

the case when we consider their relative perturbations to protein stability.

This result therefore demonstrates that while observations of the perturbations to

water structure and dynamics by a solute can help predict their likely effect on biomolec-

ular stability, in order to validate these predictions it is vital that a model biomolecule

is also included. We therefore displayed preliminary neutron scattering data of a po-

tential model biomolecule, the 10 amino acid β hairpin peptide CLN025, which could

potentially fulfill this role in future neutron scattering experiments. This is a suitably

small molecule such that it could reasonably be incorporated into EPSR analysis, yet it

has similar thermodynamic behavior to complete proteins. The analysis of this data is

ongoing.

7.2 Future Work

The results chapters of this thesis represent a complete story that begins with the pertur-

bations to water structure and dynamics as a result of the inclusion of simple ions, goes
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through the perturbations to water structure and dynamics that would likely be found

in extreme environments, like the deep ocean or in the Martian subsurface lakes, demon-

strates how protecting osmolytes like TMAO can be used to overcome these extremes,

and finally shows how these perturbations go on to affect the stability and self-association

of biomolecules. However, much like any scientific endeavour, while we have managed

to build a single complete story, there are still many sequels and subplots that could be

explored. Some of the options for future research based on the findings of this thesis will

now be discussed in the following section.

7.2.1 High Pressure NMR

In chapters 3 and 5 we demonstrated that NMR can be used to validate and expand the

structural insight into aqueous solutions offered to us by neutron diffraction and EPSR.

However, due to the lack of availability of the appropriate experimental apparatus, we

did not validate or expand the findings concerning aqueous TMAO under high hydro-

static pressures. NMR spectrometers suitable to the investigation of solutions under high

pressures certainly exist, and have been well used to monitor pressure induced denat-

uration of proteins and various other pressure related phenomena in aqueous solutions

of biomolecules [79, 81, 319, 320]. It would therefore be helpful to investigate the same

TMAO solution at 2.0 mol/kg H2O at pressures up to 4 kbar using NMR spectroscopy.

This would serve several purposes: firstly, it would allow us to validate the findings

presented in chapter 4, namely that increasing pressure results in less stable water -

water hydrogen bonding and that TMAO resists this perturbation by enhancing wa-

ter - water hydrogen bonding, by monitoring the water 1H NMR peak position as a

function of pressure. Secondly, the nature of NMR also means that it is a far higher

throughput technique than neutron scattering and EPSR, hence a much greater range of

TMAO concentrations and pressures could be explored. This would allow for a detailed

understanding of the true pressure resisting ability of TMAO, rather than the crude

estimation made in section 4.2. It would also allow for the identification of any particu-

larly interesting concentration or pressure regions, which could then be further explored
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using neutron diffraction and EPSR. Lastly, high pressure NMR would also allow us to

comment on dynamic perturbations to the system resulting from pressure and TMAO

addition in the same way as we have done in chapters 3 and 5.

7.2.2 A Model Biomolecule for Neutron Scattering: The β-Hairpin

Protein CLN025

In section 6.8 we presented corrected neutron scattering data for the aqueous peptide

CLN025 at 150 mg/mL at 25, 60, and 90 ◦C. The next step is therefore the analysis of

this scattering data with EPSR. The successful analysis of this system would then pave

the way for a series of future experiments concerning subjecting this model biomolecule

to various externalities, such as co-solute addition and pressure, which would allow for

fundamental insight into various important biological processes. However, this is far

easier said than done for a number of reasons.

As discussed in section 2.2, the inclusion of large molecules into EPSR results in a

variety of potential issues. Firstly, the number of distinct interatomic correlations for a

system containing J distinct atom species is equal to J(J + 1)/2 [321]. Large molecules

therefore require exponentially larger numbers of partial structure factors to describe the

system. This means that EPSR simulations require increasingly long run times, and the

acquisition of a significant number of iterations to yield statistically significant results

becomes more difficult. The size of the molecule also means that the scattering data that

describes the structure of the molecule is located at low Q. As EPSR can only calculate

correlations up to half the box size [201], to use this low Q data the box must be made

exponentially larger, again resulting in long run times.

There also exist substantial difficulties relating to the inclusion of a large structured

molecule like CLN025 into EPSR. The size of the molecule means that it is described

by an increasingly large number of bond lengths, angles, and dihedral angles, all of

which need carefully defining such that they accurately represent the structure of the

CLN025 molecule [214]. Fortunately, there does exist a shortcut to manually defining

these parameters. The structure of CLN025 can be downloaded from sources such as
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the protein data bank and edited using software such as Chimera. Following this the

structure can be directly loaded into Jmol, and included into EPSR. This therefore allows

the structure to be accurately loaded into EPSR, and any minor changes to bond angles

can then be made afterwards.

We must then concern ourselves with defining the reference potential that describes

the molecule. Molecular dynamics simulations of CLN025 become useful here, as ref-

erence potential parameters can be adopted from previous literature [284], such as the

AMBER force field. However, these potentials are often extremely detailed. This re-

sults in a large number of distinct atom types, which EPSR is not equipped to handle.

Fortunately, many of these atom types are described by highly similar reference poten-

tials, hence one can use these potential parameters to produce average potentials that

are capable of describing multiple distinct atom types in the original force field as a

single atom type. This then allows the number of distinct reference potentials to be

substantially reduced such that they can be handled by EPSR. However, one must be

extremely careful while carrying out this process so as not to oversimplify the molecule,

which would result in physically unreasonable results, and ensure that the net charge on

the molecule or important molecular groups remains unchanged.

Finally we must concern ourselves with the degrees of freedom that we allow the

CLN025 molecule to adopt. In the case of the neutron scattering data taken at 25

◦C, this is of little concern, as we can confidently model the peptide as a single folded

conformation. However, if we wish to gain insight into phenomena such as temperature

induced peptide unfolding, as would be present in the 60 and 90 ◦C data, we must allow

the peptide to unfold. Within EPSR this is achieved by allowing particular chemical

groups to to rotate around a given chemical bond [201]. As the Monte Carlo simulation

proceeds the molecule would therefore be allowed to change conformation such as to

replicate protein unfolding. However, this must again be done with caution. Allowing a

large number of groups to rotate results in a large potential conformational space, which

again comes at the expense of long run times. One must therefore carefully select which

bonds are allowed to be rotational so that protein unfolding can be accurately replicated

with the minimum number of rotational groups to minimise run times.
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7.2.3 The Next Generation of Structural Refinement Software: Dis-

solve

In short, the inclusion of a large molecule like CLN025 into EPSR is reliant on two

limiting factors: the patience of the experimenter and the computing power available.

In principle then, a patient experimenter requires only a powerful computer to achieve

the desired outcome of a meaningful EPSR simulation of the large peptide. However,

there exists an alternative to brute force computing power. This requires a total rewrite

of EPSR such that it runs more efficiently and larger systems can be investigated in a

shorter time frame. Fortunately, this requirement has already been noticed and acted

upon by Dr Tristan Youngs with the latest version of EPSR, Dissolve [322]. This is

a highly parallelised version of EPSR which means that boxes containing up to 3×106

atoms can be simulated, and has been designed with the aim in mind of simulating large

and complex systems previously inaccessible to EPSR. It also contains a significant new

feature: whereas EPSR is simply a Monte Carlo based simulation, Dissolve also features

a molecular dynamics component. This means that in principle it will be much better

suited to simulate large molecules such as CLN025, as much more detailed force fields

taken from molecular dynamics studies can be employed.

While Dissolve will certainly play an important role in the future of investigation of

liquid and amorphous samples, it is still in its infancy, and as such still contains a num-

ber of bugs which make its application to neutron scattering data difficult. Dissolve has

proved to deliver consistent results to EPSR when analysing the structure of pure water

and liquid benzene, however more complicated systems are still to be explored. Future

work would therefore require reanalysing previous neutron scattering data through Dis-

solve that has been previously analysed through EPSR to ensure that the results remain

consistent. Once this can be done with confidence, Dissolve could be applied to new

systems inaccessible to EPSR. This means that the size limitations of molecules will

gradually become less restrictive, and range of potential experiments can grow.
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7.2.4 Analysis Routine

Finally, the last area that requires further work is the custom built analysis routine

featured in this thesis. This routine was built to examine particular microenvironments

present in aqueous solutions that are inaccessible to the ensemble averaged measurements

produced by EPSR. Since its first iteration, it has grown in complexity and reliability,

and has allowed us to publish results in greater detail than would have previously been

possible [2, 3]. However, it can be pushed much further, as will now be discussed.

As it stands, the analysis routine is only capable of identifying hydrogen bonds that

are being donated to a central atom type by a neighbouring water molecule. It does

this by identifying water molecules who simultaneously satisfy two different criteria: the

oxygen of the donating water molecule must be within a predefined cut off distance, and

a hydrogen of the donating water molecule must be within a predefined cut off distance.

This works well for atom species that accept hydrogen bonds, such as the TMAO oxygen

or water oxygen discussed in this work, however it would be inapplicable to molecular

groups that donate hydrogen bonds to neighboring water molecules, such as the amine

groups on glycine discussed in chapter 6. It therefore follows that another definition of

hydrogen bonding must be included into the analysis routine if one wishes to investigate

these styles of hydrogen bonds. Such a definition could be adopted from the work of

Kumar et al. [88], who performed a rigorous study on various definitions of hydrogen

bonds in liquid water. This resulted in a hydrogen bonding definition which focused on

the acceptance of a hydrogen bond by a water molecule, defined by the satisfaction of

various distance and angular criteria, rather than the donation of a hydrogen bond. This

would therefore be well suited for inclusion into the analysis routine.

The analysis routine would also benefit from the inclusion of periodic boundary

conditions, such as those employed by EPSR. This would mean that fewer edge case

molecules would have to be removed from further consideration, and more statistics

could be gathered per EPSR iteration. Simple extensions already featured in the routine

would also be of benefit, such as the consideration of water dipole angle distributions

around previously unconsidered areas, such as TMAO methyl groups or around areas of
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interest on glycine molecules. Upon successful EPSR analysis of CLN025, the analysis

routine could also be expanded to consider intrapeptide hydrogen bonding, particularly

in the turn region of the peptide, to investigate the effects of different externalities on

the peptide in detail. Finally, as the code was written for the benefit of a single user

(me), it would likely be completely unusable by another user. The code would therefore

benefit from the writing of a separate code, which only requires the inclusion of a few

key variables by a user, which would then write the required sections and run the code

in the background, producing only the significant results. This would allow the analysis

routine to be accessible to the wider community, such that other experimentalists could

benefit from its existence.

7.3 Final Thoughts

The majority of the results in this thesis have been derived from EPSR analysis and

neutron scattering data and as such have all been limited by the same factors: the flux

limitations of neutron scattering, the intrinsic limitations of EPSR, and the computing

power available for analysis [201]. While the efficiency of reactor based sources have

essentially been optimised, the same cannot be said for pulsed neutron sources like

the ISIS facility [185]. As these technologies continue to improve, and neutron sources

generate more flux, the statistical errors and experimental run times can be reduced.

This will allow for a greater number of samples to be studied in greater detail, and

will require lower solute concentrations. It will also allow for the study of samples that

may not be stable for the hours required for current neutron scattering experiments.

New technologies such as Dissolve [322] will also allow for the analysis of larger and

more complex systems, such as the CLN025 peptide discussed in this work. The future

for structural refinement of neutron scattering data therefore looks bright, and before

much longer (5 - 10 years) I would expect detailed structural analyses of more relevant

biomolecular systems to be published, and provide us with more rigorous insight into

the host of debated questions that persist in this research area.

Through this thesis we have also demonstrated the power of collaborative approaches
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using multiple scientific methodologies, principally neutron scattering and NMR. This

has allowed us to comment on both structure and dynamics in biologically relevant

systems, and gain a more complete understanding of than either observation could offer

individually. However the collaborative approach of scientific disciplines certainly should

not stop here. The subjects of biology and physics were once considered to be almost

opposites, however modern science makes no such distinctions. The realisation is clear

that different scientific disciplines are all deeply connected and interwoven, and as such I

envisage an ever greater requirement for one to be interdisciplinary in both their scientific

knowledge and experimental application. I firmly believe that it is only through such

approaches that we can continue to resolve the discrepancy between different scientific

disciplines and answer the fundamental questions that govern our very ability to exist

in the Universe.
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Appendix A

Supplementary info for chapter 3

Table A.0.1: The Lennard-Jones and coulomb parameters for aqueous potassium
halides. Values taken from [128].

Atomic species ε (kJ/mol) σ (Å) charge (e)

Ow 0.6500 3.166 -0.8476

Hw 0.0000 0.0000 +0.4238

K+ 0.5144 2.940 +1

F− 0.5660 3.080 -1

Cl− 0.5660 4.191 -1

Br− 0.5660 4.538 -1

I− 0.5660 5.094 -1
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Table A.0.2: The number of potassium halide ion pairs included in each simulation
at each studied concentration and the corresponding atomic number density. Values
taken from [128].

Salt species
Concentration

(mol/kg H2O)

Number of ion

pairs

Atomic Num-

ber Density

(atoms/Å3)

KF 0.6 60 0.10020

1.2 120 0.10040

2.4 240 0.10020

KCl 0.6 60 0.09915

1.2 120 0.09800

2.4 240 0.09580

KBr 0.6 60 0.09870

1.2 120 0.09720

2.4 240 0.09419

KBr 0.6 60 0.09803

1.2 120 0.09583

2.4 240 0.09216
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Figure A.0.1: Supplied diffraction data D(Q) taken using NIMROD instrument
(hollow circles) and total simulated structure factor F (Q) (red line) for three isotopic
variants of pure water. Each dataset vertically shifted by 1 for clarity.
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Figure A.0.2: Supplied diffraction data D(Q) from a previous study taken on SAN-
DALS instrument [128](hollow circles) and total simulated structure factor F (Q) (red
line) for aqueous potassium halides in three isotopic variants water. Each dataset
vertically shifted by 1 for clarity.
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Figure A.0.3: Water oxygen - water oxygen RDFs for pure water and aqueous KF,
KCl, KBr, and KI at 0.6, 1.2, and 2.4 mol/kg H2O.

Figure A.0.4: Distribution of dipole angles for water molecules hydrating a central
halide anion (a) or potassium cation (b) within its first hydration shell. The dipole
angle is defined as the angle between the vector pointing from the ion to the hydrating
water oxygen and the vector corresponding to the hydrating water molecular dipole.
Values normalized to the total number of data points. Data shown for concentrations
of 0.6 and 1.2 mol/kg H2O samples.
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Figure A.0.5: Distribution of dipole angles for water molecules hydrating a central
water molecule within its first hydration shell. The dipole angle is defined as the angle
between the vector pointing from the central water oxygen to the hydrating water
oxygen and the vector corresponding to the hydrating water molecular dipole. Values
normalized to the total number of data points. Data shown for concentrations of 0.6
and 1.2 mol/kg H2O samples.
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Figure A.0.6: Bulk water - water hydrogen bond interaction energy distribution each
of the four studied potassium halide salts at 0.6 and 1.2 mol/kg H2O.

Figure A.0.7: Average enthalpic interaction strength, ∆H between a central potas-
sium halide anion and its surrounding water molecules at a given distance.
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Figure A.0.8: Performing a linear fit to the low distance region of the average
enthalpic interaction strength, ∆H between a central potassium halide anion and its
surrounding water molecules at a given distance data to determine the point at which
∆H = 0.
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Appendix B

Supplementary info for chapter 4

Table B.0.1: The Lennard-Jones and coulomb parameters for aqueous TMAO. Values
taken from [62] and [147]*.

Atomic species ε (kJ/mol) σ (Å) charge (e)

Ow 0.6500 3.166 -0.8476

Hw 0.0000 0.0000 +0.4238

CT 0.3900 3.7000 -0.2600

HT 0.0650 1.8000 0.1100

NT 0.7110 3.2500 0.4400

OT 0.5850 3.0800 -0.6500

CT * 0.2830 3.7070 -0.2609

HT * 0.7750 2.1300 0.1166

NT * 0.8374 2.9260 0.5932

OT * 0.6389 3.2660 -0.8599
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Figure B.0.1: Supplied diffraction data D(Q) taken using NIMROD instrument
(hollow circles) and total simulated structure factor F (Q) (red line) for three isotopic
variants of pure water and seven isotopic variants of aqueous TMAO at 25 bar and 4
kbar. EPSR was performed using the potentials published by Meersman et al. [62]
for all four samples and performed using the potential published by Hölzl et al. for
aqueous TMAO at 4 kbar [147]. Each dataset vertically shifted by 1 for clarity.
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Appendix C

Supplementary info for chapter 5

Table C.0.1: The Lennard-Jones and coulomb parameters for aqueous TMAO and
Mg(ClO4)2. Values taken from [62] and [133].

Atomic species ε (kJ/mol) σ (Å) charge (e)

Ow 0.6500 3.166 -0.8476

Hw 0.0000 0.0000 +0.4238

CT 0.3900 3.7000 -0.2600

HT 0.0650 1.8000 0.1100

NT 0.7110 3.2500 0.4400

OT 0.5850 3.0800 -0.6500

Mg 0.4593 0.9000 2.0000

Clp 0.5660 4.1900 2.3904

Op 0.6500 3.1660 -0.8476
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Figure C.0.1: Supplied diffraction data D(Q) taken using NIMROD instrument
(hollow circles) and total simulated structure factor F (Q) (red line) for three isotopic
variants of pure water and aqueous Mg(ClO4)2 and seven isotopic variants of aqueous
TMAO with and without Mg(ClO4)2. EPSR was performed using the potentials pub-
lished by Meersman et al. [62] and Lenton et al.. Each dataset vertically shifted by 1
for clarity.

271



Appendix D

Supplementary info for chapter 6

Table D.0.1: The Lennard-Jones and coulomb parameters for aqueous glycine and
Mg(ClO4)2. Values for water and Mg(ClO4)2 taken from [133] and glycine parame-
ters estimated from previous neutron diffraction studies on aqueous amino acids and
peptides [137, 138, 140, 289, 290, 297–299].

Atomic species ε (kJ/mol) σ (Å) charge (e)

Ow 0.6500 3.166 -0.8476

Hw 0.0000 0.0000 +0.4238

Cbk 0.4142 3.8000 0.09000

Cc 0.42932 3.7500 0.7000

Hbk 0.0000 0.0000 0.0600

Na 0.71128 3.2500 -0.3000

Oc 0.87864 2.9600 -0.8000

Ha 0.0000 0.0000 0.3300

Mg 0.4593 0.9000 2.0000

Clp 0.5660 4.1900 2.3904

Op 0.6500 3.1660 -0.8476
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Figure D.0.1: Supplied diffraction data D(Q) taken using NIMROD instrument (hol-
low circles) and total simulated structure factor F (Q) (red line) for seven isotopic vari-
ants of aqueous glycine with and without Mg(ClO4)2. Each dataset vertically shifted
by 1 for clarity.
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sig, Annette Jäckel, Ernest Kopp, Axel Korth, Lena Le Roy, Urs Mall, Bernard
Marty, Olivier Mousis, Tobias Owen, Henri Rème, Martin Rubin, Thierry Sémon,
Chia Yu Tzou, James Hunter Waite, and Peter Wurz. Prebiotic chemicals-amino
acid and phosphorus in the coma of comet 67P/Churyumov-Gerasimenko. Science
Advances, 2(5):e1600285, 2016.

294



[289] Ernesto Scoppola, Armida Sodo, Sylvia E. McLain, Maria Antonietta Ricci, and
Fabio Bruni. Water-peptide site-specific interactions: A structural study on the
hydration of glutathione. Biophysical Journal, 106(8):1701–1709, 2014.

[290] Sylvia E. McLain, Alan K. Soper, Isabella Daidone, Jeremy C. Smith, and Anthony
Watts. Charge-based interactions between peptides observed as the dominant force
for association in aqueous solution. Angewandte Chemie - International Edition,
47(47):9059–9062, 2008.

[291] R. S. Taubner, J. J. Leitner, M. G. Firneis, and R. Hitzenberger. Modelling the
Interior Structure of Enceladus Based on the 2014’s Cassini Gravity Data. Origins
of Life and Evolution of Biospheres, 46(2-3):283–288, 2016.

[292] Gabriel Tobie, Olivier Grasset, Jonathan I. Lunine, Antoine Mocquet, and
Christophe Sotin. Titan’s internal structure inferred from a coupled thermal-orbital
model. Icarus, 175(2):496–502, jun 2005.

[293] H. Hussman. Treatise on Geophysics, Volume 10, Volume 10. Elsevier, London,
first edition, 2007.

[294] Tilman Spohn and Gerald Schubert. Oceans in the icy Galilean satellites of
Jupiter?, 2003.

[295] Friedrich Merkel and Franjo Bošnjaković. Diagramme und Tabellen zur Berechnung
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