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Abstract

The global interseismic strain rate map is being accomplished rapidly with measure-

ments of the space-based geodetic technique of InSAR. High-resolution measurements

of crustal deformation from InSAR can provide crucial constraints on a region’s active

tectonics, geodynamics, and seismic hazard. However, space-based InSAR usually only

provides good constraints on horizontal displacement in the east-west direction, with

the north-south component typically provided by low-resolution GNSS measurements.

Sentinel-1, on the other hand, has the potential to provide measurements that are sensi-

tive to north-south motion, through exploitation of the burst overlap areas produced by

the TOPS acquisition mode. However, the significant noise contributions from decor-

relation and propagation through the ionosphere make it challenging to detect surface

displacements associated with interseismic deformation needing millimeters per year

accuracy.

The ionospheric phase advance is a significant nuisance term that can bias InSAR

measurements. Although methods have been developed to mitigate the effect, they are

not always routinely applied when processing C-band SAR images, for which the effect

is generally expected to be small. Nevertheless, the effect can be significant, especially

when analyzing low deformation gradients over large areas using time-series analysis.

Here, the work in Chapter 3 presents a time-series approach to ionospheric noise mitiga-

tion, which improves on existing methods. Firstly, I estimate the ionospheric contribu-

tion for each individual acquisition from multiple interferograms, which reduces noise.

Secondly, this work improved the identification of unwrapping errors, which can bias

the estimation. Thirdly, I introduce a new filtering approach, which gives better results,

particularly at image edges and areas with variable density of coherent measurements.

Furthermore, the approach is applicable when estimating along-track motion in burst

overlap areas. The results show that applying the correction improves velocity accu-

racy significantly for both conventional line-of-sight and burst overlap interferometry

techniques.

The application of measuring long-term tectonic signals that concentrate in the

north-south component with millimeters per year accuracy is essential to constrain

interseismic strain globally. In Chapter 4, I also demonstrate a time-series approach
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viii Abstract

with the burst overlap interferometry appropriate for extracting subtle long-term dis-

placements. The approach includes mitigation of ionospheric noise, and I investigate

different filtering approaches to optimize the reduction of decorrelation noise. I present

the mean ground velocity in the azimuth direction from data acquired between 2014 and

2019 along the West-Lut Fault, a north-south striking fault in eastern Iran. The chi-

square statistic defines a good agreement between the results and independent GNSS

measurements. Moreover, the denser coverage of the technique allows to detect the

variation in strain accumulation between northern and southern segments of the fault,

with our modeling indicating a variation of slip rate from 9.2±0.5 mm/yr in the south

to 4.3±0.5 mm/yr in the north. With current efforts to use InSAR to constrain strain

rates globally, along-track measurements can fill a crucial gap in north-south sensitivity.

With the achievement of that the burst overlap InSAR technique can measure az-

imuth motions across a slowly deforming area where the surface displacements are

concentrated in the north-south component, this results in that, in the TOPS burst

overlap region, the number of observations for a ground displacement can reach 3-4

times with different observational components. Measurement redundancy allows for

the decomposition of observed velocities into three-dimensional components. In Chap-

ter 5, I apply InSAR observations to estimate a deformation across the Chaman fault

in both line-of-sight and along-track components using images from ascending and de-

scending passes. I demonstrate an inversion to estimate the decomposed velocities.

The algorithm employs a sparse GNSS network across the region to transform InSAR

velocities to the GNSS reference frame. The results show that constraining the long-

wavelength signal across the InSAR observations using GNSS data can mitigate the

long-wavelength ionospheric disturbance that remains in the observations. The varia-

tion in slip rates across the Chaman fault is depicted by two transect profiles. The mean

velocity profile at latitude 31◦N, where the Chaman fault is the only tectonic structure

to accommodate strain, is consistent with 10.4±0.4 mm/yr of slip rate derived from

the interseismic modeling. The optimal fault slip rate to fit with the mean velocity of

the southern profile at latitude 29◦N is 5.5±0.8 mm/yr across the Chaman fault and

15.5±0.9 mm/yr across the parallel fault (the Ghazaband fault). I also demonstrate the

benefits of high temporal sampling of InSAR observations with TOPS acquisition mode

to study time-dependent surface deformation. I present the evolution of fault creeps,

including seismic and aseismic fault slip along the Chaman fault during 2014-2018.
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Chapter 1

Introduction

1.1 Toward measuring tectonic strain accumulation glob-

ally

Earthquakes result from the sudden release of the long-term build-up of tectonic strain,

which accumulates over 10–100s years, a slip deficit that is recovered in the seconds

of rupture. Capturing the entire earthquake cycle, including interseismic, coseismic,

and postseismic phases, typically requires data over at least 100 years, whereas ad-

vanced geodetic observations have only been available for about three decades or less.

Therefore, extrapolating from short-term knowledge to long-term conclusions relies on

a number of models, which require as many cases of data as possible, as well as the

study of multiple fault systems at different stages of the earthquake cycle to try to

understand the underlying processes. Specifically, combining the time since the last

earthquake rupture with knowledge of the rate of strain accumulated in the intervening

period allows an assessment of the slip deficit. If the fault rupture is assumed to occur

regularly, a time-dependent seismic hazard model can be assessed. Therefore, to de-

termine where and how fast the strain is accumulating within the crust is necessary to

assess the potential level of seismic hazard and consequent risk if exposed populations

are nearby.

Although geodetic techniques cannot directly measure tectonic strain rates, they can

detect the relative ground deformation across large spatial scales, which can be modelled

as the present-day strain accumulation. Analysing a ground velocity associated with

interseismic deformation for a single fault can be examined with a 1-D elastic screw

dislocation model (Savage and Burford, 1973)

v =
s

π
arctan

x

d
(1.1)

1
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where v is a fault-parallel surface velocity, s is the slip rate, d is a locking depth, and

x is a distance from the fault trace. The rate of change of velocity with distance ( dvdx)

represents the strain due to the shear zone of the active fault (Weiss et al., 2020).

dv

dx
=

sd

π(x2 + d2)
(1.2)

At present, there are two geodetic techniques that can effectively measure crustal

deformation in active tectonic areas. Firstly, the Global Navigation Satellite System

(GNSS) can reach the precision levels of measurement to 1 mm (Misra and Enge,

2006). A GNSS instrument is installed at a fixed point for a period of time to receive

transmissions from GNSS satellites. The duration can be hours to days as part of

a survey campaign up to many years and decades for fixed continuous GNSS sites.

The stack of received data can be analysed as a function of distances between the

broadcasting satellites and GNSS receiver, and consequently estimated evolutions of

absolute point positions, a benchmark of the receiver on the ground surface, for the

particular period of time. Therefore, a network of GNSS stations is able to provide

a measurement of the amount of deformation across fault zones. Currently, there

are many global tectonic models, especially the Global Strain Rate Model (GSRM)

(Kreemer et al., 2014), using data from many thousands of GNSS sites around the

globe, freely provided.

However, due to a requirement to access areas that are typically difficult to reach

and maintain instruments, the technique cannot be used to provide dense measurements

spatially or be comprehensive in its degree of spatial coverage. Therefore, the number

of currently available GNSS observations is still inadequate to measure the strain rate

globally. According to Kreemer et al. (2014), the distribution of GNSS stations is dense

in well-defined areas with high risk and sparse in many active fault zones. However,

Wright (2016) presented that 96% of fatalities caused by earthquakes are associated

with faults that accommodate strain higher than 108 per year, corresponding to only 1

mm/yr distributed over 100 km. However, for many areas of the globe that are at this

lower end of this strain rate threshold, the seismic hazard is less well characterized or

recognized. For illustration, Elliott et al. (2016) showed that large earthquakes could

occur by the slowly deforming fault. These events usually come with a long seismic cycle

(large earthquake recurrence intervals), for which the last rupture was not recorded in

known history. Specifically, many crucial events have occurred on the faults, which

were not well-known before or underestimated. Furthermore, despite areas with dense

GNSS networks, the spatial resolution is still not high enough to define the level of

fault creep (aseismic slip), which directly influences the seismic risk evaluation.

Here, the second technology, Interferometric Synthetic Aperture Radar (InSAR),

performs observations remotely (typically satellite-based) and moreover is analysed on
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an image basis yielding dense spatial coverage on land surfaces. Since every pixel in

an image can provide phase information, which is able to extract the displacement, the

number of observations is highly dense without the limitation of access on the ground.

The technique analyses a time delay or advance of repeat-pass SAR observations to

deduce a function of change in distance (i.e., deformation) between satellite and ground

using a fraction of radar wavelength and consequently enables the method to achieve a

millimetre level of precision potentially. Due to being a space-based measurement, many

other components to the overall path delay typically mask the displacement signal of

interest. However, due to a great advance of the SAR system, particularly the Sentinel-

1 mission (Elliott et al., 2016), and significantly post-processing development (Lazecky

et al. (2020) and Morishita et al. (2020)), the technique recently has a high potential to

measure and monitor large-scale deformation globally, with a better constraint on long-

term seismic hazard than the GNSS technique for many poorly instrumented regions.

Nevertheless, compared to GNSS, space-based InSAR observations are not sensitive

to the component of north-south deformation. It is mostly restricted to east-west and

vertical application because of the SAR satellite being in a near-polar orbit (resulting in

inclination angles with the equator of 98 degrees for Sentinel-1) and performed with side

looking operation. Lacking high resolution from InSAR causes an inefficient constraint

on the shear zone predominantly in the north-south direction (Hooper et al., 2020).

Fortunately, burst overlap regions in images from the Terrain Observation Progressive

Scan (TOPS) mode, the default operation mode of Sentinel-1, can be applied to explore

a deformation in a horizontally along-track direction with greater precision than before.

This flight direction can contribute a desirable constraint on the motion of the Earth’s

surface in the north-south direction. This analysis has proved efficient with studies of

large deformation (Grandin et al. (2016) and Spaans (2016)). However, in contrast to

the line-of-sight conventional InSAR, the ionospheric disturbance is the primary bias

to the accuracy of relative measurement for the along-track technique as well as an

unusually high sensitivity to noise, making it challenging to detect a low rate of strain

accumulation. In an attempt to address this challenge, this work demonstrates an

analysis of the burst overlap InSAR technique with a time-series approach using stacks

of TOPS Sentinel-1 images. The ionospheric correction and decorrelation noise are also

addressed to enable the method to measure slow tectonic strain accumulation (e.g., few

mm/yr), dominantly in the north-south direction, aiming to achieve the global strain

rate in the future.

1.2 The Earthquake cycle

The geodetic measurement of tectonic strain, the main objective of this thesis, is a

principal parameter in constraining interseismic deformation. In the seismic cycle,

crustal deformation behaviour around fault zones can be divided through time into
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interseismic, coseismic, and postseismic phases (Thatcher et al., 1993). Non-uniform

tectonic plate motions are the main force driving this quasi-cyclical process. The force

causes interactions (i.e., convergence, divergence, sliding past each other, or compound

with more than two processes) between plates at their boundaries and also impacts in

the continental interiors as distributed strain and deformation. According to the elastic

rebound model (Reid, 1910), the fault in the brittle upper crust is locked by a fault’s

friction, whereas the lower crust and mantle still slowly deform. This heterogeneous

response causes a crustal deformation and an accumulation of elastic strain at the upper

part of the crust. This building-up period, known as the interseismic period, typically

ranges over hundreds to thousands of years. Due to this long-term accumulation, it is

hard to tell whether the historical earthquake records we have currently are complete

representative or are only a partial catalogue. The observations of surface deformation,

such as from the geodetic measurements discussed here, can be used to infer the process

beneath the ground through mathematical modelling (e.g., Eq. 1.1) to estimate the

tectonic strain; however, their operational periods have only been broadly active for

three decades or less. Moreover, one of the more powerful sets of geodetic observations,

the GNSS network, often concentrates in well-defined fault zones, which we have already

known that there is a fault existing in those areas. There are other areas where an

earthquake could cause severe damage to people who live in high seismic risk areas

where the fault has not been exposed and reported in the historical catalogue previously.

Therefore, a complete map of seismic hazards in the continents is the priority to

address the challenge of earthquake risk. Although the seismicity and historical earth-

quake record can efficiently locate faults, they are post-processing techniques that can

discover the fault only after the earthquakes. Waiting for all active faults to rupture is

probably not a good choice, so an observation, which is able to detect the active fault

before they rupture in an earthquake, is required. Following the clarifications in Wright

(2016), mapping the complete catalogue is difficult to achieve since plate boundaries

and fault zones extend very wide. Furthermore, most of the faults are not clearly single

traces and usually comprise a series of complex networks of tectonic structures. De-

spite huge advances in analysing landscapes both from satellite images or fieldwork,

the active fault map is still incomplete. Besides, although the global strain rate map

(GSRM) (Kreemer et al., 2014) derived by GNSS stations can provide a tremendous

recent deformation of the continent, the instrumental network, which is dense in well-

defined fault, does not suit searching for an unknown fault or studying secondary faults

due to the low-spatial resolution.

Nevertheless, the satellite-based geodetic InSAR observation can contribute a sig-

nificant part for implementing the current map of active faults to become a complete

catalogue. The measurement is now available globally with a much higher spatial res-

olution (i.e., typically <100 meters), which is sufficient to study the secondary faults.
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Figure 1.1: Simplified illustration of the ground displacement associated with the earthquake
cycle based on Reid’s elastic rebound model. The figure is reproduced with permission from
Wright (2002). The dashed line is a fault trace of strike-slip fault viewed from above. a.) The
profile AA’ is straight and continuous. b.) After 200 years, the blocks on either side of the
fault in the far-field have a displacement of 5 m due to the driving plate tectonic movement.
Since the fault is locked due to the fault’s friction, the profile AA’ deforms to be an arctangent
curve. The energy, interseismic strain, is accumulated at the fault shear zone at depth beneath
this locked interface. c.) When the fault’s friction is overcome by the accumulated energy, the
stored elastic energy is released in a short-term scale (e.g., 40 seconds). Profile AA’ is straight
again, but there is a 5-meter offset at fault resulting from the permanent deformation. Profile
BB’, which is straight just before the rupture, also has a discontinuity at the fault trace with
a 5 m maximum. The magnitude of dislocations decay as the distance from the fault increases
with the wavelength determined by the depth of the locked fault.

Although the interseismic deformation is a slow-moving process, typically ranging from

a few to tens mm/yr over a wide area (i.e., 100’s km), a recent advance of the InSAR

technique can filter out nontectonic signals and achieve the observation remotely with

millimetric precision. Then, the geodetic strain rate, which is a differentiation of veloc-

ity with respect to distance, can highlight areas across which strains are concentrating.

This thesis’s demonstration will enable InSAR to estimate the subtle deformation in

three-dimensional components, which is a limitation in conventional InSAR for a long

time, without any prior assumption to be made. Furthermore, aseismic creep is a sig-

nificant parameter in seismic risk evaluation. The surface creep results from low fault

friction and means that the fault is not fully locked. The high-spatial resolution of

the InSAR technique is compatible with detecting whether the faults are accumulating

with full or partial build-up strain.

At the time that the accumulated energy exceeds the fault’s friction, the energy

is released in a short-time scale (i.e., seconds–minutes). The ground moves like an

elastic displacement to return to a non-deform shape but with a permanent offset. The
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emitted high-frequency seismic waves propagated through the ground affect a wide

area and cause shaking losses. This period of rupture is known as a coseismic phase.

The geodetic InSAR technique is a suitable measurement for this phenomenon and has

recently become a principal tool in observing the rupture and earthquake displacement

field. As a result of the great advance in the ability of InSAR and the benefit of being

a remotely derived observation, the analysis of surface measurements from InSAR can

capture overall the deformations, typically more than 100s km in extent for a large

earthquake. The study of the coseismic period can provide the fault properties (e.g.,

geometry by an inversion of the surface displacement data: dislocation model based on

elastic half-space model (Savage and Burford, 1973) or slip distribution on the fault

plane (Okada, 1992).

After a rupture, the postseismic deformation, associated with a relaxation of the

crust and mantle due to a rapid change of stress in the coseismic period, is typically

found to occur (Wright et al., 2013). This transient period ranges from days to years

after the earthquake. A compilation of studies of postseismic deformation (Ingleby

and Wright, 2017) shows that the period can extend to 100 years. A robust boundary

of the transition stage from postseismic to the longer-term accumulative interseismic

phase is hardly distinguished. While the interseismic and coseismic deformation are

more simply measured, the postseismic pattern is non-uniform and varies from place

depending on fault properties. The pattern can be due to afterslip on extensions of the

fault plane around the coseismic slip zone, viscoelastic relaxation of deeper portions of

the crust, poroelastic rebound, or combined mechanisms. The studies of the postseis-

mic deformation are significant resources to understand the rheology of the lithosphere.

Even though the signal of postseismic deformation is larger than the interseismic signal

(i.e., 1–10s mm/yr), the postseismic deformation is a time-dependent process. The

magnitude varies inversely with time since the earthquake (Ingleby and Wright, 2017).

Therefore, averaging a large stack of SAR images to enhance the deformation signal

as the studies of interseismic deformation can probably not present the optimal in-

formation for postseismic deformation. However, the improvements of high-temporal

resolution in recent InSAR missions (e.g. Sentinel-1) increase the tectonic phenom-

ena more detectable by InSAR observations, for example, sequence of earthquakes (10s

days interval). Furthermore, the higher frequency of acquisition increases efficiency in

filtering nontectonic noise (e.g., atmospheric disturbance) and consequently enables the

analysis to enhance information in sub-periods. These time-series products, which are

not only an average value from a long-term estimation, should provide more knowledge

on this seismic study field (e.g., postseismic deformation, variation of slip rates in the

interseismic period, surface creep) and enable us to construct better tectonic models

both in space and time.
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1.3 The European Commission’s Sentinel-1 satellite

Currently, measurements of crustal deformation are increasingly being accomplished

using the InSAR technique (Elliott et al., 2016). Indeed, the Sentinel-1 mission plays

a key role in this development. The comprehensive coverage with a 6–12 days revisit

period could enable the InSAR technique to measure and monitor active tectonics

globally. Furthermore, the current limitation that the sensitivity of surface motion

that is greatest in the vertical and east-west directions, with much less constraint on

the north-south motion, could be complemented by the application of the burst overlap

InSAR technique, applied to the TOPS Sentinel-1 image (Grandin et al. (2016) and

Spaans (2016)).

Sentinel-1 is the first SAR satellite that operates Terrain Observation with Pro-

gressive Scans (TOPS) as a standard mode. The mission is managed by the European

Space Agency (ESA) and provides C-band SAR image products, with L1 level being

Single Look Complex (SLC) data. The system offers four different acquisition modes

(i.e., Wave Mode (WM), Stripmap Mode (SM), Interferometric WideSwath Mode (IW),

Extra WideSwath mode (EW)). The IW mode is a common mode for the Sentinel-1;

hence most images are acquired with a swath width of 250 km, composed of three

sub-swaths, at ground resolutions of 5 m x 20 m. Sentinel-1 SAR images have been

available with free access since September 2014. In the first two years of operation, only

Sentinel-1A was in the constellation; the mission can reach a 12-day repeat cycle at best.

Moreover, since Sentinel-1B was launched in April 2016, the shortest return period on

a given ground track necessary for interferometry has been reduced to 6 days due to

the compatibility of the near-identical systems and closely matched orbital paths. The

mission has helped InSAR techniques developed significantly, for example, near-global

coverage, decreasing decorrelation noise, reduced latency in response to hazards, and

higher temporal resolution for time-series analysis to gain more knowledge of temporal

tectonic processes. These reasons manifest that Sentinel-1 InSAR processing has a very

high potential to measure and monitor global tectonic activities (Elliott et al., 2016).

The TOPS acquisition mode is a key success of all these benefits, as it can acquire

wider images 3–4 times greater than Stripmap Mode. This is an essential factor in

achieving a short revisit time of 6–12 days with 175 orbits per cycle. The system scans

the surface with small discontinuous images, called bursts, approximately 20 km in

along-track extent. The standard product of the IW system is three series of bursts

that have a total swath width of 250 km in range direction (Fig. 1.2). Each series

is called a sub-swath. During image acquisition, the sensor is continuously steered

from backward- to forward-looking in an along-track direction (i.e., flight direction) to

illuminate one burst. The system uses time gaps before the sensor needs to acquire the

consecutive burst, to take the other two images with different look angles. After the
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sensor finishes obtaining the first burst in the IW1, the nearest sub-swath, the sensor

increases the look angle and repeats the steering from backward to forward to illuminate

the image in IW2. Then, the sensor changes the look angle higher one more time and

repeats the process for scanning the burst in IW3. After it finishes the third time, the

system starts a new cycle with the smallest look angle (nearest range) for IW1 again.

The system acquires images with small overlap areas in adjacent bursts and sub-swaths

to avoid a gap in mosaiced images. The length of the burst overlap area in the azimuth

direction is about 110 pixels, giving about 1.5 km in a ground distance. This means

that the look component to illuminate the ground is not permanently perpendicular

to the flight direction, but it varies along the azimuth direction. The squint angles of

the steering vary between ±0.4◦ and ±0.7◦ (Grandin et al., 2016), depending on the

sub-swath.

Figure 1.2: Simplification of TOPS operation from the top view looking down to the ground.
The product of IW mode is three-series of discontinuous bursts. The sensor is swept from
backward to forward for one burst acquisition. After it illuminates the ground with the smallest
look angle (∼34◦) for the first sub-swath (blue), the second (orange) and third (green) sub-
swaths are scanned with the same operation with look angle ∼39◦ and ∼44◦, respectively. The
system illuminates the ground with burst overlap and sub-swath overlap to avoid a gap in the
mosaiced image.

The rapid development of SAR instruments and advanced post-processing algo-

rithms that can handle large data volumes result in a great potential to achieve global
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tectonic measurements. Hussain et al. (2018) and Weiss et al. (2020) illustrate robust

proof of the proposal by measuring a large-scale interseismic deformation across the

North Anatolia Fault (NAF) zone. The averaged velocities in Weiss et al. (2020) are

estimated from five-year stacks of Sentinel-1 images both in ascending and descending

passes. They can manage and process this massive product whose volumes are uncom-

monly large to achieve velocity maps and strain rate fields over 800,000 km2, covering

almost all Turkey areas. However, despite this tremendous result, there is still a signif-

icant challenge in measuring an accumulated strain that dominates in the north-south

component because SAR satellites are in near-polar orbits and illuminate the Earth’s

surface with a side-looking operation. Specifically, the observational component is per-

pendicular to the flight direction. The majority of line-of-sight displacement, detected

by SAR satellites, is therefore likely to be due to the vertical and east-west motions

(Fig. 1.3).

Figure 1.3: Geometry of SAR acquisition illustrated with the Sentinel-1 feature. a.) and b.)
present the line-of-sight direction of the satellite in ascending (348◦) and descending (192◦) pass,
respectively. c.) and d.) illustrate the observational components from the top view looking
down to the ground. S represents the position of the Sensor looking down to the ground (grid
plane). The unit vector, from the origin to point O, represents the line-of-sight observational
direction. A portion of the horizontal component is presented with a vector from the origin to
point H.

Defining the look angle of the Sentinel-1 as a unit vector, Fig. 1.4 presents the

directional cosine or cartesian coordinates of the vector in three-dimension components.

They illustrate their contributions to the SAR line-of-sight vector. As the magnitude of

the unit vector is equal to 1, calculated by summation of the square of the directional

cosines, the squares of directional cosine of the pixel in the middle of the scene for

east, north, and up components are at 0.39, 0.01, and 0.60, respectively. These values

show that the observational component is sensitive only to east and vertical directions.
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Therefore, Hussain et al. (2018) and Weiss et al. (2020) applied smoothed estimates of

northward deformation derived from GNSS data to constrain the north-south part in

the decomposition of InSAR observations to three-dimensional velocity maps. However,

for tectonic strain dominated in north-south component, we cannot implement such

smoothed data, derived from a sparse network, to define strain accumulation which is

estimated from the gradient of velocity in a function of distance. Hooper et al. (2020)

also presents the necessity of north-south high-spatial-resolution strain measurement

from InSAR to improve the strain rate map in areas where deformation concentrates

in the north-south direction.

Figure 1.4: Directional cosines of a unit vector in the InSAR look angle direction for a
Sentinel-1 IW scene. a.), b.), and c.) present values in N, E, and U components derived from
ascending data. d.), e.), and f.) present the values derived from descending data. The detail of
these examples is from SAR images over latitude 30◦N.

However, the particularities of the TOPS mode in Sentinel-1 acquisitions offer a

potential to extract the along-track displacement, which is greatly sensitive to the

north-south motion (about 10◦ to be projected). Since the along-track scanning is

continuously steered from backward to forward relative to the flight direction, the

variable squint angle in the azimuth direction results in a greater sensitivity of the

measurement to the along-track motion. The effect varies within a burst depending on

the magnitude of squint angles (±0.4◦ and ±0.7◦ (Grandin et al., 2016)). Therefore,

a constant azimuth displacement can cause a phase ramp over the burst in the TOPS

image due to a variable sensitivity of the along-track measurement. Furthermore, the

sensor acquires pixels at the burst edges with the largest squint angle. The backward

and forward components correspond with the opposite senses of displacement so that

the effect can cause a phase jump between the consecutive bursts. In Fig. 1.5, I present

the sensitivities of pixels in a burst for the along-track measurement varied by the
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squint angles and incidence angles. This feature of the Sentinel-1 shows us that the

TOPS mode image contains information of both across and along-track displacements.

Figure 1.5: Percentages of along-track components that contribute to total line-of-sight dis-
placements by defining the same magnitude of displacement in three dimensions (East, North,
and Up). This map represents the sensitivity of the along-track motion varied by the diverse
squint angles in the azimuth direction and variable incident angles in the range direction. The
grey boundaries present the ranges of squint angles and incidence angles for each sub-swath.

Since TOPS mode acquires images with small burst overlap areas, pixels in these

regions have redundancy of measurements. The same region is illuminated by different

looks, forward- and backward-looking observations. These two observations have the

same magnitude of sensitivities in across-track and vertical components. The difference

in phase delay is a result of the separation of observational squint angles. Thus, we

can analyse the interference of these two observational phases to extract displacement

in the horizontal azimuth direction. However, as mentioned, this effect causes phase

ramp over bursts and burst discontinuities in the mosaiced image processing for line-of-

sight observation. Thus, we normally estimate and eliminate this azimuth shift in the

coregistration step using Enhanced Spectral Diversity estimation (Prats-Iraola et al.,

2012). Apart from the variable squint angle, pixels in a burst are also illuminated with

a difference of central Doppler frequency, which is associated with a sensor steering and

satellite velocity, varying along the azimuth direction. The ESD estimation applies a

relationship of difference Doppler frequency and the double-difference phase in the burst

overlap region to estimate the azimuth shift with the highest precision ever. Then, the

estimated shift is applied in resampling a secondary image to the same alignment as a

primary image and is precise enough to avoid the phase ramp and burst discontinuities

in the interferogram.

On the other hand, the burst overlap InSAR analysis focuses on the estimated

ESD value to extract the azimuth displacement. Indeed, in the previous paragraphs, I
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describe the estimation associated with only the azimuth displacement component, but

actually, the displacement is only one of the components that cause the misregistration

shift. The double-difference phase actually includes an orbital error, ionospheric signal,

and random noise. Even though this along-track measurement is difficult to achieve

due to the high uncertainty of the technique, Grandin et al. (2016) and Spaans (2016)

observed deformation associated with the Chile earthquake using single interferograms.

This large deformation signal (∼0.4 m) can dominate the other nontectonic components

comprised in the burst overlap phase. However, there is still a big challenge in measuring

a subtle deformation such as interseismic displacements since the signal is saturated

by noise. Thus, this study will apply the along-track measurement with a time-series

approach assuming that the deformation is the only component with correlation in time.

The methodology can filter out the disturbing components. Furthermore, this thesis

also demonstrates the ionospheric mitigation applied with along-track measurement

and proposes a strong multilooking to reduce decorrelation noise in order to enhance

the interseismic signal.

1.4 Areas of study: West-Lut and Chaman faults

This thesis demonstrates the algorithm applied to Sentinel-1 SAR images to study defor-

mations across the West-Lut fault in eastern Iran and the Chaman fault in Afghanistan.

At the plate tectonic scale, both active faults are in the system of the Alpine-Himalayan

belt (Fig. 1.6), one of the largest crustal tectonic systems. This seismic belt accounts

for 17% of the world’s largest earthquakes (USGS, 2014), but it is a result of 60% of

overall fatalities (2 million) caused by earthquakes since 1900 (Walters, 2012). Series

of mountain ranges comprised in this system over a length of more than 10,000 km are

located at the southern part of the Eurasian plate. The deformation in this collision

zone is mainly driven by the northward movement and subduction of the African, Ara-

bian, and Indian plates relative to the stable Eurasian plate. In the number of tectonic

structures along the system, the strike-slip West-Lut and Chaman faults respond to

parts of this convergence by accommodating shear strains in a dominantly north-south

direction.

Present-day deformation at the longitude of the West-Lut fault results from a col-

lision of Arabia with Eurasia plates in a nearly north-south direction at 2.5 cm/yr

approximately (Walpersdorf et al., 2014). In the east of the West-Lut fault, the con-

vergence is absorbed by mostly the Makran subduction zone and mountain ranges in

the north. Whereas, in the west of the fault, most compression localize along the Za-

gros mountain in the south, and the rest is building up in the Alborz and Kopeh Dagh

mountain ranges in the north. The West-Lut fault is in the area of central Iran, sur-

rounded by these dominant compression structures. A series of thrust and right-lateral

faults with NNW-SSE to N-S strikes localize in this area and accommodate a part of the
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Figure 1.6: Location of study areas, denoted by black rectangles, for the following chapters.
The red lines represent major faults (Styron and Pagani, 2020). The dots present major earth-
quakes that occurred between 1972 and 2020. Grey dots indicate earthquakes with magnitudes
(Mw) between 5 and 6. Blue dots represent earthquakes magnitude (Mw) between 6 and
7. Pink dots present earthquakes that occurred with a magnitude (Mw) higher than 7. All
data are from the USGS catalogue (source: https://www.usgs.gov/natural-hazards/earthquake-
hazards/earthquakes). The plate velocities relative to the stable Eurasian plate are
from the UNAVCO (source: https://www.unavco.org/software/geodetic-utilities/plate-motion-
calculator/plate-motion-calculator.html). AM: Alborz mountain, CF: Chaman fault, DS: Dead
Sea fault, GM: Ghazaband fault, KDM: Kopeh Dagh mountain, KU: Kubhanan fault, MSZ:
Makran subduction zone, ON: Ornah Nal fault, SG: Sagaing fault, WL: West-Lut fault, ZM:
Zagros mountain.

collision. The West-Lut fault is a right-lateral strike-slip fault that accumulates north-

south shear strain with the highest rate (∼4 mm/yr) in this series of faults. The fault

can be roughly divided into two segments by the complexity, comprising sub-parallel

systems and reverse faulting structures, of fault in the southern segment and conversely

a simple single segment comprising the northern part. Furthermore, at the transition

between two segments, the active Kuhbanan fault appears to join the West-Lut fault;

therefore, the strain accumulation is probably not constant, as expected, between the

northern and southern segments. The GNSS study’s contribution (Walpersdorf et al.,

2014) has done well providing overall kinematics of faults in this region, but the net-

work does not concentrate on the West-Lut fault. Thus, this variation of slip rate and

also fault parameters has not been robustly reported.

The Chaman fault is a major left-lateral strike-slip fault accommodating a nearly

north-south shear component (i.e., in the N20E direction) between Indian and Eurasian

plates. In the south, the fault starts offshore at the triple junction of Arabian, Eurasian,

and Indian plates. This area is at the eastern end of the Makran subduction zone. From

the coastline to the north, the Ornah Nal fault strike in an almost north-south direction

along with a series of east-west thrust faults in the west. Further to the north, this
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segment comprises the Chaman fault and the Ghazaband fault sub-parallel to each

other. The InSAR studies (Fattahi and Amelung, 2016) presented that the Ghazaband

fault (∼16 mm/yr) accumulates a higher slip rate than the Chaman fault (∼8 mm/yr)

at this latitude. The work in chapter 5 applies SAR images covering this segment and

also the northern area of this segment. In the northern part, the Chaman fault is only

a predominant structure to accommodate the strain. There is a discrepancy in the

tectonic slip rate concluded from InSAR studies at this latitude. Fattahi and Amelung

(2016) suggested that the Chaman fault is accumulating only a part of deformation (6

mm/yr) and proposed an unknown fault to accommodate another 6 mm/y. In contrast,

Szeliga et al. (2012) proposed a ∼16 mm/yr of slip rate operate at this latitude and

localize only at the Chaman fault without proposing another fault. Therefore, the

along-track measurement in this thesis could contribute a useful part to this discussion.

The burst overlap InSAR technique has two main limitations, which are ionospheric

signal and decorrelation noise. Since the SAR coherence for the area around the West-

Lut fault is excellent, I start the experiment in Chapter 3 with the ionospheric miti-

gation for the West-Lut fault area. This could make the experiment to deal with the

ionospheric signal easier by handling a significant problem at a time. Furthermore,

the strike-slip deformation across the West-Lut fault is dominantly in the north-south

direction, an insensitive component for the conventional line-of-sight InSAR observa-

tion. The 4 mm/yr of the fault slip rate corresponds to a variation of 0.5 mm/yr in

the line-of-sight direction across the fault. This small magnitude of deformation signal

is difficult to be distinguished from the other noise terms in the interferometric phase.

Thus, the fault can be a great example to prove the efficiency of the burst overlap

InSAR technique in measuring the slow slip rate. Also, the method could be able to

detect the variation of deformation between the northern and southern segments of

the West-Lut fault. Then, I apply the algorithm with the Chaman fault area, which

has a lower level of SAR coherence. The tectonic slip rate in this area is higher than

the West-Lut fault. Also, the along-track measurement could detect variation of slip

rates between the northern segment that has only the Chaman fault and the south-

ern segment that has both the Ghazaband and Chaman fault to accumulate strains.

Furthermore, in this area, the number of observations could reach four observations

from two along-track measurements and another two line-of-sight measurements, gen-

erated by images from ascending and descending passes. An overdetermined system is

available to decompose ground velocities associated with interseismic deformation to

three-dimensional displacements (i.e., east, north, and up).

1.5 Aims and overview of the thesis

As introduced in Section 1.1 and supported in Section 1.2-1.4, the space-based geodetic

InSAR technique is a powerful tool to measure and monitor continental tectonic strain
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rates. Furthermore, the particular observing characteristics of Sentinel-1 and great

advances in post-processing, especially time-series analysis, increases our capacity to

accomplish the observation of tectonic deformation globally for land surface areas.

However, there is still a vital gap between the capabilities of the conventional methods of

InSAR and the determination of global tectonic strain in all dimensions. The limitation

is the detection of deformation concentrated in the north-south direction that previously

has been challenging to achieve. Therefore, this thesis designates the main objective to

decrease this gap using the burst overlap InSAR technique with a time-series approach

as a key role.

In this thesis, I applied stacks of Sentinel-1 images as the main tools to investigate

tectonic strain focusing on two strike-slip faults, in which the deformation is dominantly

in the north-south direction: the West-Lut Fault in Eastern Iran and the Chaman Fault

system. These two areas have different levels of coherence, senses of lateral slip, and

magnitudes of slip rate. The subsequent chapters in this thesis are organized as follows:

• Chapter 2: In this chapter, I give the background information of the line-of-sight

InSAR technique, which can be related to the principle of the burst overlap InSAR

method. I describe the workflow of InSAR processing and the ESD technique

(Prats-Iraola et al., 2012) that is used in the image coregistration. I also explain

the interseismic model for active faulting and the Bayesian approach applied in

the following chapters.

• Chapter 3: I start the work by proposing an ionospheric correction, which is a sig-

nificant bias for the burst overlap InSAR technique, with a time-series approach.

The main algorithm is adapted from the existing method, split-band in range

technique (Gomba et al., 2017), and applied to correct for both line-of-sight and

along-track measurement. Also, this chapter proposes a point selection with an

adaptive threshold to avoid an unwrapping problem in the existing method, which

can significantly bias results. Secondly, a fit-plane method is applied to reduce

an edge problem that arises when a spatial filter with large window size, typi-

cal to reduce noise in the estimation, is performed. Even though all algorithms

mentioned here were developed based on the Sentinel-1 features, the demonstra-

tion of an ionospheric correction with a time-series approach in Chapter 3 can

be implemented to any other mission, apart from applying to the along-track

measurement.

• Chapter 4: This chapter presents time-series results of line-of-sight and along-

track observations covering the West-Lut fault in eastern Iran and also the tec-

tonic interpretation for the area. The level of SAR coherence in this area is

excellent. However, the West-Lut fault’s interseismic slip rate is about 4 mm/yr

of accumulated strain in a nearly pure north-south direction. This low strain rate
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signal is significantly small relative to the decorrelation noise, which is particu-

larly high and occurs to be another crucial problem for the burst overlap InSAR

technique. This chapter proposes a strong multilooking and time-series analysis

with the NSBAS approach to reduce the noise. Since the conventional line-of-

sight measurement cannot detect the interseismic signal, this chapter will explain

a limitation and prove the efficiency of the along-track process to examine the

north-south low strain rate (4 mm/yr) compared to the level of noise, which is a

requirement to satisfy the evaluation of seismic risk even with identified low-risk

fault.

• Chapter 5: After proving the reliability of the analysis, the process is then applied

to the Chaman fault, which has a lower level of SAR coherence than the West-

Lut fault area. However, the along-track and across-track measurements are

available from both ascending and descending passes in this area. Therefore, the

number of InSAR observations for this area is allowed to decompose the velocity

to the three-dimensional component. Furthermore, the analysis can reach the

overdetermined system in the area, where four observations are overlapped, giving

a better constraint for the estimation. This chapter presents the analysis to define

the deformation in three dimensions. Furthermore, due to the high sampling in

time of Sentinel-1 observation, this chapter presents some examples of temporal

behaviours of fault surface creep to support that the InSAR observation now does

not only have high resolution in space, but the temporal resolution is high enough

to boost up the study of time-dependent tectonic deformation.

• Chapter 6: This chapter provides the summary of the thesis and lists the limita-

tions that need further investigation, and also outlook for future study.
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Methods

In this chapter, I describe the InSAR background focused on the conventional line-of-

sight InSAR, which can be related to detail in Chapter 3 and Chapter 4. I show the

workflow of InSAR processing, including the time-series inversion approach (NSBAS)

and ESD technique, which I apply to the along-track measurement in this thesis. I

review an elastic-half space model for interseismic deformation and also a Bayesian

approach used to extract further tectonic information from the measurements.

2.1 InSAR principle

Interferometric Synthetic Aperture Radar (InSAR) is principally identified as the tech-

nique that interferes two SAR images together. A SAR image is a radar image, but it

is taken with the particular concept of Synthetic Aperture to achieve higher resolution.

Although airborne (e.g., UAVSAR (Rosen et al., 2006)) and ground-based SAR (Mon-

serrat et al. (2014) and Tarchi et al. (2003)) also exist for ground deformation studies,

the SAR images that are employed broadly nowadays are SAR satellite images. Most

of the SAR satellites are in near-polar orbits and repeat-pass missions on consistent

ground tracks, orbiting in well constrained and actively managed orbital tubes. The

sensors on the platforms transmit and receive radar signals with a side-looking geom-

etry, and consequently the relative down and east-west look direction of the sensors.

A number of bands with wavelengths ranging from several mm to a meter are oper-

ated with a variety of missions nowadays, for example, X band: Terrasar-X, C band:

ERS1/2, Envisat, Radarsat, Sentinel-1, L band: JERS-1, ALOS1/2 (Table 2.1). The

longer wavelength has a higher potential of penetration, but the phase is more disper-

sive in the ionospheric layer (Belcher, 2008). In the standard format, every pixel in SAR

images contains amplitude and phase information, which is in complex number form

(i.e., Single Look Complex, SLC). The amplitude, which represents the target’s return

intensity, can provide scattering properties of the objects localized in the pixel. The ob-

17
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Table 2.1: Examples of SAR satellite with their properties

Satellite Band Wavelength (cm) Frequency (GHz)

TerraSAR-X X 3.09 9.7
ERS C 5.66 5.3
RADARSAT-1 C 5.63 5.3
ENVISAT C 5.60 5.3
Sentinel-1 C 5.55 5.4
ALOS1/2 L 23.62 1.3

served phase is a measurement of the distance between the sensor and ground; however,

it is modulo by 2π, meaning that the phase varies from –π to π. Thus, this wrapped

phase does not represent the full range between the satellite and ground. A typical

satellite altitude of 700 km gives a mid-range distance from the satellite to ground of

900 km, many integer multiples of the wavelength. Therefore, random fractional phases

in a single SAR image cannot provide any information.

However, suppose there is another SAR image acquired over the same area either

at different positions or at different times. In that case, interfering two SAR images

can retrieve a phase difference between the first and second acquisitions. There are

two main objectives expected from these phase differences. In the first case, the sensor

acquires images at different positions. This component is proposed to be sensitive to the

ground height, which can be developed to provide the Digital Elevation Model (DEM).

This topographic phase was an initial early objective of InSAR processing, but the

primary purpose of the InSAR phase has now been changed to extract a present-day

surface deformation, the objective of the second case that interferes SAR images from

a different time. A ground displacement during the time between two acquisitions can

also cause a time delay, and consequently the phase difference between the first and

second acquisitions. Due to a measurement of wavelength fraction, the displacement

from InSAR observation has the potential to achieve centimetre to millimetre level

precision. Furthermore, every pixel in the interferometric image can provide phase

information, so the InSAR result has a very high spatial resolution even in remote

areas. For example, the ScanSAR mode, which is the recent mode that can acquire

extensive coverage in one track, of ALOS-2 operates at a spatial resolution of 100 m

with 350-km wide coverage. TOPS images from Sentinel-1 with 250-km range extents

provide pixel spacing at 2.3x14.1 m in range and azimuth, respectively. These are the

reasons why the InSAR technique has contributed a significant part in studying the

geophysical processes of surface deformation for the past couple of decades.

For an ideal InSAR deformation study, the sensor should acquire images at the

same position to avoid the other components apart from the displacement contributing

to the phase changes. Even though satellite orbital control in recent SAR systems has
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been highly improved, for example, the orbital tube of Sentinel-1 being controlled by

ESA, which aims for a baseline separation of about ±100 m, the satellite still acquires

images at slightly different positions and geometries. Consequently, before generating

the interferometric phase, one of the SAR images (i.e., secondary images) is needed

to be coregistered and resampled to the other image (i.e., primary image) to align

these two SAR images in the same geometrical framework. Initially, precise orbit

information (ephemeris) and a DEM are used to calculate the position and geometry

of images to apply a coarse coregistration. In particular, for Sentinel-1 processing, the

Precise Orbit Ephemerides, an expected accuracy of Sentinel-1 orbit information at 5

cm (Fernández, 2011) (source: ESA, https://qc.sentinel1.eo.esa.int/aux poeorb/), and

the elevation from Shuttle Radar Topography Mission (SRTM), which can averagely

provide a spatial resolution at 30 m, usually are implemented.

After performing this geometric coregistration, a slight shift between the primary

and secondary images due to the limitation of orbit information accuracy and a dis-

placement still exists. The level of the coregistration error at this step is as low as a

fraction of pixel and can cause only phase noise in the interferogram image of Stripmap

mode. Further processing with the cross-correlation technique can reduce the error

and reach the requirement of Stripmap mode (i.e., ±0.125 pixels (Prats-Iraola et al.,

2012)). However, this error will cause a critical effect if the SAR images are acquired

with the ScanSAR or TOPS mode, operated by recent SAR missions (e.g., ALOS2

and Sentinel-1). The observational component of this mode is nonstationary, but it is

rotated along the flight path. The products of theses two modes normally are multiple

series of small images with varied squint angles. Therefore, the analysis requires higher

accurate coregistration to achieve a final mosaiced image without phase ramp and dis-

continuity. Thankfully, the enhanced spectral diversity (ESD) (Scheiber and Moreira,

2000), (Prats-Iraola et al., 2012) has been proposed and enabled the system, such as the

Sentinel-1 image. Basically, the technique applies different band interferometric images

and interferes them together to estimate the small shift based on the spectral proper-

ties. This technique has proven to give much higher precision than the cross-correlation

technique so that it can provide higher accuracy for the coregistration, satisfying the

requirement (i.e., the precision of thousandth of a pixel, 0.001 pixels). Further detail

of the ESD for Sentinel-1 image will be found in Chapter 2.3 and Chapter 3.3.

After two SAR images are in the same alignment, the interfering can be performed

to generate an interferogram image by complex conjugate multiplication. Since the

sensor acquires images with a non-zero baseline, the objects in the pixels are imaged by

different geometry looking. This causes two components to arise in the interferometric

phase. One of the components is the flat-earth phase, a result of the curvature of the

earth. The second component is the topographic phase, which results from the height

of the surface. These two terms can be estimated from the positions of the satellite
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and external Digital elevation model (DEM) and, consequently, can be removed from

the interferometric phase.

The workflow mentioned above is mostly generic steps of recent InSAR processing

for deformation studies. All terms are correlated with the range, which physically de-

pends on the geometry of the sensor and ground surface. In an ideal case, only the

surface displacement in the line-of-sight direction (DLOS) should induce the interfero-

metric phase (4φInSAR) at this step using Eq. 2.1. However, in practice, apart from

ground displacement signal (4φdef ), the interferometric phase is combined with several

other nuisance terms (i.e., DEM error (4φDEM ), orbital error (4φorb), tropospheric

phase delay (4φtrop), ionospheric phase advance (4φion), and noise (4φn)). Nowa-

days, the methods to estimate or mitigate these terms are diverse and vary by different

factors.

DLOS = − λ

4π
4φInSAR (2.1)

4φInSAR = 4φdef +4φDEM +4φorb +4φtrop +4φion +4φn (2.2)

Two of the error terms, DEM error (4φDEM ) and orbital error (4φorb), are the

results of removing the topographic and flattening phase. The inaccuracy in external

DEM data causes the phase residual in topographic phase estimation, and the limita-

tion of orbit information accuracy leads to a miscalculation of the sensor geometries.

However, these two components should not dominate the other terms. The DEM error

does not have a significant effect when it is converted to the residual topographic phase.

Meanwhile, new SAR systems have succeeded in precise orbit information, which is as

high as only a few centimetres (e.g., 5 cm for Sentinel-1). These two terms are unable

to improve significantly by post-processing of the individual interferograms themselves.

However, the time-series processing, which will be explained further below, uses a stack

of SAR images to estimate the average displacement in one specific period and can de-

crease these two error terms.

The most significant term that biases the interferometric phase is the tropospheric

signal (4φtrop). Due to differences in atmospheric conditions at the time of primary

and secondary acquisitions, transmitted signals have a different time delay, which re-

sults in an additional phase in the interferometric phase. The component due to the

Zenith Hydrostatic Delay (ZHD) is large (i.e., ∼3.5 m (Doin et al., 2009)), scaling with

the pressure of the atmosphere. Still, its impact on relative InSAR measurement is

assumed to be less because the differences between two days result in dry delays that

are long-wavelength signals. However, it is mostly water vapor in the troposphere that

affects the interferometric observation and can contribute significant noise of 10s cm
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at shorter wavelengths. This bias term has a temporal correlation, but the scale is too

small, even with the 6-day revisit period of Sentinel-1. The delay also has a spatial cor-

relation, which is inversely related to the distance. The typical correlation distance can

vary from 10-100 km, which is difficult to predict. Furthermore, the area with a high

variation of topography usually has a strong effect because the atmospheric phase delay

highly correlates with the surface height, an effect which is commonly called stratified

troposphere.

The mitigation of atmospheric phase delay for a single interferogram can be di-

vided into two categories. The first category uses the phase itself to estimate the bias,

such as linear correlation with topography and power-law estimation (Bekaert et al.,

2015). The second category, which is widely used nowadays, applies external data

(i.e., weather model and DEM) to determine the phase bias. For example, European

Centre for Medium-Range Weather Forecasts (ECMWF) provides numerical weather

information globally with the highest spatial and temporal resolution at 9 km and 6

hours, which could be incorporated with the InSAR technique. However, if a stack of

the interferograms is available, the time-series processing can also mitigate the bias.

The displacement correlates in time, but the atmospheric delay does not. This means

that temporal averaging displacement can filter out the atmospheric delay. The weather

model or even atmospheric phase correction for InSAR data (Yu et al., 2018) are almost

available globally and tend to gain higher resolution and more accuracy. Consequently,

more recent InSAR studies usually perform time-series analysis with the correction

from external data together as routine.

2.1.1 Ionospheric signal

Apart from the tropospheric delay, the upper atmosphere, an ionospheric layer (above

∼70 km), can also cause another bias to the interferometric phase. In contrast, the ion-

ized portion in the ionosphere contributes phase advances to the microwave rather than

delay. Similar to the tropospheric delay, the factor that generates a bias to the interfer-

ometric phase is the variation of the different ionospheric conditions between primary

and secondary acquisitions. Eq. 2.3 presents a relationship between the interferometric

ionospheric phase (4φion) and a difference of TEC (Total Electron Content) (4TEC),

representing a density of electron that radars travel through in the ionospheric layer

4φion =
−4πK

cf0
4TEC (2.3)

where c is the speed of light, f0 is a carrier frequency, and constant K is 40.28 m3.s−2.

Thus, the magnitude of the phase bias grows with the inverse of the carrier frequency

(Meyer et al., 2006). Therefore, this ionospheric bias is a significant nuisance in low-

frequency SAR images (e.g., L-band), which could be strong enough to dominate the
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other terms. On the other hand, the bias is expected to have a slight effect on high-

frequency images (e.g., C-band and X-band). However, Gomba et al. (2017) presented

an interferogram, which covers the 2016 Taiwan earthquake, from the C-band Sentinel-

1 image. This extreme case was covered with ionospheric variation about 50 cm within

a range of 300 km south to north. Also, an example potentially influenced by the

ionospheric signal in this work is shown in Fig. 2.1.

Figure 2.1: An example of interferogram potentially influenced by the ionospheric signal. The
wrapped interferogram is generated from C-band Sentinel-1 images. 1-fringe cycle corresponds
to 5.5 cm. The SAR images were acquired in ascending constellation around mid-latitude
(∼30◦N) in Afghanistan. Image ground width and length is ∼250 km.

Since the ionospheric effect is typically considered homogenous over the scale of 100

km approximately (Brcic et al., 2011), the effect could be identified as a long-wavelength

signal or presented as a phase ramp over the image. Consequently, deramping is usu-

ally applied as it is the simplest and quickest way. However, this could remove the

real tectonic signal associated with long-wavelength deformation, particularly the in-

terseismic signal, of a few mm/yr over 100s km. Consequently, the general workflow of

InSAR processing for every frequency should also incorporate an explicitly ionospheric

correction. And the correction should be performed with more robust techniques, such

as the split-spectrum in range (Gomba et al., 2017), which should probably aim for

the global InSAR measurement. It not only benefits the standard line of sight InSAR,

but it would also be significantly useful for the along-track displacement map. The

ionospheric signal, which will be explained in Chapter 3, is a significant component in
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the burst overlap InSAR technique.

2.1.2 Decorrelation noise

All nuisance terms mentioned above affect the accuracy of the interferometric phase,

but the last term, the decorrelation noise, influences the result’s precision instead. The

magnitude of noise depends on the correlation of elements in the resolution cell between

primary and secondary images. Ideally, if the scattering properties of every component

in the pixel are absolutely consistent between two images, this decorrelation term is

negligible. In practice, the sensor acquires two images with different position and look

angle, so different incident angle causes the scattering properties to change. Thus, the

influence increases by the perpendicular baseline, a distance between two positions of

acquiring images. However, the geometric decorrelation is no longer a significant factor

in the continued SAR systems with great constellation maintenance of orbits. On the

other hand, temporal decorrelation is still crucial in recent InSAR processing, especially

geophysical monitoring studies, which usually need to extract the small tectonic signal

across a timespan of years. The temporal changes of elements between two acquisitions

cause the difference in scattering properties in the resolution cell, such as vegetation

growth, soil moisture, and snow. The decorrelation usually decays with time and

with different patterns depending on the land cover type. Consequently, the type of

land could be an initial factor in planning InSAR processing. For example, vegetated

areas are much more difficult to process because they result in higher noise than dry

and urban regions. Consequently, the areas, which are densely vegetated, usually lack

InSAR studies of long-term deformation studies and are more restricted to short-period

observations such as earthquake studies using L-band data.

Coherence (γ) is an index, which varies from 0 to 1, to represent pixel correlation.

Coherence at 0 means that the pixel loses all phase information, whereas coherence at

1 is an ideal correlated case. The calculation of coherence is shown in Eq. 2.4. (Touzi

et al., 1999) and depends on the similarity of the arbitrary pixel with its surrounding

pixels. The regular operation is a two-dimensional boxcar method. N is a number

of points in the specific window, whereas M and S represent phases of primary and

secondary images, respectively. The bar indicates the complex conjugate. Since the

noise characteristic is a gaussian distribution, one of the methods to reduce the noise

is spatial averaging. Under the critical assumption that interferometric phases are

consistent over a specific area, taking an average phase from local pixels can reduce the

noise. This step, which is called Multilooking, operates with a complex number. The

multilooked phase (φ) and the standard deviation (σφ) expected from the operation

are presented in Eq. 2.5 and Eq. 2.6, respectively (Hanssen, 2001). The number of

pixels (N), the number of looks, is the main parameter to reduce the noise. Since

the spatial variation over the averaging area is lost, a tradeoff between the resolution
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and noise level must be considered carefully. Especially in an area with high phase

variation, multilooking may average phases over a fringe, wrapped phase cycle, and the

multilooked phase is no longer consistent with the assumption.

γ =

∣∣∣ 1N ∑N
i=1Mi · S̄i

∣∣∣√
1
N (
∑N

i=1Mi · M̄i
∑N

i=0 Si · S̄i)
(2.4)

φ = arctan

(
Im
∑N

i=1Mi · S̄i
Re
∑N

i=1Mi · S̄i

)
(2.5)

σ2φ =
1− |γ|2

2 |γ|2
(2.6)

Again, if a stack of SAR images is available, time-series processing can avoid the

limitation from decorrelation noise and consequently enhance the small surface dis-

placement signal over the years timespans. The processing can be divided into two

main categories. The first category is the Persistent Scatter method (e.g., Ferretti et

al. (2001), Hooper (2006)). The principal concept of the technique is to find persistent

scatter (PS) pixels. The PS pixel is the resolution cell for which one element dominates

the back-scatter phase. The phase distribution of the PS pixel has been proven to

be nearly stable and can provide phase information over time. In practice, the tech-

nique pairs all images to one common primary images, selecting the PS pixels by using

amplitude or phase analysis, and then focusing on only the selected pixels.

The second cluster, which can take advantage of the recent InSAR missions, is

small baseline processing (e.g., Berardino et al. (2002)). One SAR image pairs with

multiple acquisitions in the stack with a focus on minimizing the perpendicular base-

line separation of selected pairings. This is due to the sources of decorrelation, so the

technique only generates interferograms with short temporal and spatial baselines to

keep the correlation as high as possible. Each interferogram normally is multilooked to

decrease the noise and data loading before time-series estimation. The small baseline

technique is becoming a routine method nowadays since the new SAR systems can pro-

vide the data with a very short temporal baseline. Recently, there are new strategies

(e.g., SqueeSAR (Ferretti et al., 2011)) that try to take advantage of all possible pairs

of interferograms. The technique is a kind of extension from the small baseline tech-

nique. The method considers the points that have long time decay and take benefits

from points that have a seasonal pattern or permanent scatter. The small baseline is

principally a subset of this methodology. However, the time-series approach applied in

this work is NSBAS (López-Quiroz et al., 2009), another extension of the small baseline

approach. The regular analysis converts the observed small baseline phase to optimal
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increment phases using the least-square method, Singular Value Decomposition (SVD)

inversion. In some instances, a small baseline network has a gap, which means isolated

clusters of interferograms, which normally due to a rejection of post-processing based on

their criteria, such as an unwrapping problem, decorrelation noise, or absence of SAR

operation itself resulting in a gap of data. Therefore, an additional constraint, which

is deduced by the assumption of time-dependent deformation, is incorporated into the

inversion. Specifically, this work has assumed and applied a linear displacement to the

minimum constraint.

As mentioned above, the interferometric phase is the measurement of wavelength

fraction, so the interferometric phase is a wrapped phase, which varies between -π

to π. The ambiguity band is bounded by wavelength, such as ∼3.1 cm (X-band),

∼5.6 cm (C-band), ∼23.5 cm (L-band). Since the total number of ambiguities is not

possible to realize, the InSAR observation can only retrieve relative displacement to

reference point in the scene. The phase unwrapping relies on the assumption that

the displacement phase between adjacent pixels does not exceed half of the ambiguity

band. The processing cumulates the differential phase between all neighbouring pixels

to gain relative displacement over the scene. Examples of unwrapping routines that

are widely implemented are the minimum cost function (MCF) (Costantini and Rosen,

1999) and SNAPHU (Chen and Zebker, 2002). However, if the phase difference between

the adjacent pixels is larger than ±π or phase noise is too large, unwrapping errors will

occur.

2.2 Workflow of LiCSAR and LiCSBAS

The procedure of generating velocity maps from stacks of SLC SAR images in this

thesis is mainly based on LiCSAR (Lazecky et al., 2020) and LiCSBAS (Morishita et

al., 2020) packages. They both are open sources developed by COMET to generate

InSAR Sentinel-1’s products (e.g., velocity map) with an ability to be performed for

large-scale studies. LiCSAR is the primary tool to produce a large stack of unwrapped

interferograms, usually now higher than 100s images for an area with six years of the

Sentinel-1 data archive. The process starts coregistrating all secondary SLC images into

the same alignment as the primary SLC image. Due to a varied squint angle in acquiring

TOPS mode images, after applying geometric coregistration with precise orbit and

DEM information, the coregistration needs a refining step to avoid an error (i.e., phase

ramp and burst discontinuity) due to the azimuth shift. Applying Enhanced Spectral

Diversity (ESD) alone can already satisfy the required accuracy with a precision of

0.001 pixels, but the algorithm performs the estimation of intensity cross-correlation

first due to an ambiguity technique of ESD.

After all images are in the same geometry framework, I generate a stack of interfero-
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Figure 2.2: Workflow of LiCSAR (Lazecky et al., 2020) and LiCSBAS (Morishita et al., 2020)
packages.

grams following the Small Baseline style with five consecutive acquisitions. One image

pairs with five consecutive epochs, including acquisition before and after the epoch.

The flat earth phase estimated from Shuttle Radar Topography Mission (SRTM) DEM

is also removed during the interferogram generation. It should be noted that the crite-

ria of generating interferograms still adhere to the principle of the typical small baseline

analysis, which focuses on maintaining an interferometric coherence by limiting only

short temporal baseline interferograms. However, according to a recent study (Ansari

et al., 2020), the number of interferogram pairs and average temporal baseline in a

time series should be increased to avoid systematic phase inconsistencies described in

the study. The bias is defined as a short-lived or fading signal, which has a significant

impact on the short temporal baseline interferogram. However, since a considerable pa-

rameter causing this effect is a variation in the moisture content (Ansari et al., 2021),
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the bias probably has less impact on the two study areas in this thesis. Areas of the

West-Lut fault in Iran and the Chaman fault in Afghanistan are devoid of vegetation

and have relatively low rainfall rates and variations. Most of the areas are bare areas,

desert, and dry. Quantitative research is still required; for example, figure 11 in Ansari

et al. (2020) presents a comparison between the bias and land cover. The effect in a

dry area is likely to be small relative to the other land cover type. After generating

all interferograms in the network, I multilook wrapped interferograms with 5 looks in

azimuth and 20 looks in range, which give approximately 70 m x 50 m for the spatial

resolution. Then, I unwrap all interferograms using a statistical cost approach with the

SNAPHU software. (Hooper (2010) and Chen and Zebker (2002)).

Then, LiCSBAS, an automated tool to generate InSAR time-series products and

inherently suited with LiCSAR outcomes, corrects the tropospheric phase derived from

the GACOS model (Yu et al., 2018), which is mainly based on the HRES-ECMWF

weather model. LiCSBAS applies loop closure checking (Hussain et al., 2016) to iden-

tify an unwrapping error. The judgment is based on the assumption that the summation

of the InSAR unwrapped phases from a set of interferograms that can form a closed

polygon should be close to zero if there is no unwrapping occur. The algorithm will

reject the interferogram with the unwrapping error. Then, LiCSBAS performs an in-

version with an NSBAS approach (López-Quiroz et al. (2009), Doin et al. (2011)) to

retrieve optimal single master phases. The NSBAS method, like the classic SBAS tech-

nique (Berardino et al., 2002), has the advantage of allowing for gaps in interferogram

networks. The NSBAS technique, on the other hand, bridges this gap between isolated

clusters of interferograms by including a constraint in the inversion instead of applying

singular value decomposition (SVD) (Berardino et al., 2002). Using the SVD method

will result in a zero InSAR incremental phase at the data gap and consequently cause a

bias in the time-series estimation (López-Quiroz et al., 2009). On the other hand, the

NSBAS approach uses information deduced from the other interferograms in the time

series and a predefined displacement model to connect these separated image datasets.

The NSBAS method assigns a small weight to the constrained part in the inver-

sion; therefore, its significance is trivial when the connected network is applied. The

analysis solves increments of phase difference and then estimates average velocity from

cumulative displacements derived from the incremental phases. The temporal informa-

tion from time-series products with a high temporal sampling rate from Sentinel-1 can

significantly contribute to geophysical process studies, particularly in the time domain.

This thesis applies the NSBAS approach to derive the time-series InSAR phase differ-

ence for across- and also along-track measurements. I define a linear displacement as

an additional constraint, which is written in the matrix form of linear inversion system
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(d = Gm) as
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(2.7)

The constraint part (the lower portion in the G matrix) introduces the linear char-

acteristic for the displacement. v and c are a velocity and a constant offset respectively

in a linear model, estimated from cumulative displacements at time t. m and d are sets

of model parameters and observations, respectively. The technique identifies a minimal

weight in the co-variance matrix (γ) to this constrain part, for example, a thousandth

of the measurement part. Therefore, this additional assumption will influence the esti-

mation only when there is a data gap in the small baseline network. After retrieving the

incremental phase, LiCSBAS applies 72-day temporal filtering with the single master

phases and estimates averaged velocities.

2.3 Sentinel-1 TOPS mode with Enhanced Spectral Di-

versity (ESD)

The Sentinel-1 image, acquired with the characteristics of TOPS mode (Fig. 1.2), re-

quires an extra step in the coregistration of the regular InSAR processing. Due to the

high squint angle of the sensor’s illumination direction, the look angle and the central

Doppler frequency change abruptly around the overlap area (especially the pixels in

the burst overlap region that are illuminated twice with the largest separation). The

abrupt change can cause discontinuities between the bursts if misregistration greater

than 0.001 pixels remains. Scheiber and Moreira (2000) reported that a constant time

shift from misregistration adds a phase bias to the interferometric phase under the

presence of a Doppler centroid. The error expectedly appears as a phase ramp over
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the burst. Since the Doppler frequency varies in the azimuth direction, points are

focused by different centre frequencies. Consequently, the points have different phase

slopes. The shift causes a slight offset in the frequency domain between primary and

secondary images, so the difference linear phase term still remains. They presented

that the magnitude of phase bias (φerr) depends on the doppler frequency.

φerr = 2πfc4t (2.8)

Even though the time shift (4t) is constant, the Doppler frequency (fc) varies in the

azimuth direction continuously. This makes the phase arise in the way of ramping over

the burst in the azimuth direction. Therefore, the TOPS SAR images from Sentinel-

1 require a shift estimation with an accuracy higher than 0.001 pixels to avoid this

misregistration ramp.

Prats-Iraola et al. (2012) presented that the geometry coregistration, cross-correlation,

and simple Spectral Diversity (Scheiber and Moreira, 2000) cannot satisfy the co-

registration requirement for the TOPS images. The Spectral Diversity technique (Scheiber

and Moreira, 2000) splits the original image (full bandwidth) into two sub-bands with

different spectral looks. The method uses a double difference phase from two looks

of primary and secondary images to identify the shift with high sensitivity. Further-

more, Prats-Iraola et al. (2012) proposed the Enhanced Spectral Diversity, based on the

standard Spectral Diversity, but they use the natural full band images of backward and

forward-looking in the burst overlap area instead of the synthetic sub-band. In contrast

to split-bandwidth spectral diversity, the full bandwidth can be utilised, so noise levels

remain the same as in the original interferogram. Moreover, due to the larger separa-

tion of Doppler frequency than the synthetic data, this high precision can be used to

coregister more accurately than ever. The relationship between the double-difference

phase (4φovl) and the azimuth shift (4xaz) are presented in Eq. 2.9

4φovl = 2π4fovl4taz = 2π4fovl
4xaz
4xs

(4ts) (2.9)

σovl =
1

2π4fovl
1√
N

√
1− γ2
γ

1

4ts
(2.10)

where 4fovl is the Doppler frequency difference, 4taz is a misregistration shift in time

axis, 4xs is the azimuth pixel size (13.99 m), 4ts is the azimuth sampling (0.0020555s)

per pixel. The theoretical uncertainty in the shift estimation (σovl) is shown in Eq. 2.10,

where N is a number of the sample averaged, γ is coherence. The conventional InSAR

processing applies the ESD estimation to eliminate the misregistration offset between

the primary and secondary images in resampling step. In addition, Fig. 2.4 presents
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Table 2.2: Sentinel-1 TOPS Properties Described for Each Sub-Swath in IW mode (applied
from Spaans (2016) and Grandin et al. (2016))

Sub-Swath IW1 IW2 IW3

Steering squint angle (◦) ±0.64 ±0.47 ±0.57
Doppler frequency difference (Hz) 4801 4035 4256
Ambiguity band (mm) ±710 ±850 ±800
Azimuth sampling (s) 0.0020555
Azimuth pixel size (m) 13.99
Orbit inclination (◦) 98.2
Ascending/Descending Heading (at equator) N12W / N168W

precision of the measurement with different numbers of looks (N), including the number

I used in the following chapters for the burst overlap InSAR analysis.

Figure 2.3: Examples of burst discontinuities due to the coregistraion error. The errors in the
ESD estimation are probably result from strong variation of ionospheric signal and decorrelation
noise.

2.4 An Elastic half-space model for interseismic deforma-

tion

In this thesis, I model surface deformation, InSAR measurements, associated with

interseismic phase based on an elastic half-space model (Savage and Burford, 1973) of

a vertical strike-slip fault. In the interseismic period, the upper part of the crust is

locked while the lower crust and mantle still move by the plate tectonic movement.

This causes crustal deformation and a strain accumulation at fault.

v(x) =
s

π
arctan

(
x− fi
d

)
+ a (2.11)
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Figure 2.4: Standard deviation of the along-track measurement. The estimation is determined
with coherence and the number of averaged pixels (N) Eq. 2.10. The black line is the precision
when all pixels in burst overlap are averaged. The green line (570,000 pixels) and the red line
(25,000 pixels) are the numbers of looks applied in Chapter 3 and Chapter 4, respectively.

Eq. 2.11 represents the responding of the surface movement, which we can observe,

to the deforming process beneath the ground. The relationship is a 1D model, a function

of fault-perpendicular distance from the fault trace (x) and the ground velocity (v).

Due to a lock at fault, the ground surface deforms in an arctangent curve, where the

velocity gradient, focused strain, localizes around the fault trace. In practice, we apply

the arctangent shape, drawn from what we observe on the ground (i.e., x and v), to

deduce the fault’s parameters (i.e., depth of the locked part beneath the ground (d),

deep fault slip rate across the fault (s), and offset (f) of the position of the shear

zone at depth relative to the surface fault trace defining the profile zero location in x).

The variable a is a relative offset nuisance parameter to account for the non-absolute

measurement from InSAR observations and needs for an arbitrary reference point.

In some areas (e.g., Chaman fault (Fattahi and Amelung, 2016)), the fault does

not accommodate strain across a fully locked depth interval from the locking depth to

the surface. A shallow creep responds to a part of the strain as an aseismic slip. The

dislocation occurs from the surface and extends to some depth, which is shallower than

the locking depth (d). Thus, discontinuities can be observed at the fault trace in the

InSAR velocities from this relative short-wavelength surface displacement. Therefore,
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Figure 2.5: a.) Model of interseismic deformation across a strike-slip fault after (Savage and
Burford, 1973) b.) Map view of a surface deformation that can be detected by InSAR obser-
vation. The displacement or velocity in a fault-parallel component has a smoothed arctangent
curve. c.) Model of interseismic deformation across a strike-slip fault with a shallow creep
d.) Map view of a surface deformation, which is a combination of arctangent shape and a
displacement offset due to a surface creep

to model profile velocity with surface creep, I follow Fattahi and Amelung (2016),

which applied InSAR observations to study fault creep along the Chaman fault, to

represent a combination of long-wavelength interseismic deformation and a dislocation

offset at fault (Eq. 2.12). c is a creep rate, and E is a depth of creep extent, i is

a fault number. Since the Ghazaband fault is parallel to the Chaman fault with a

separation distance of about 40-50 km, the modelling applied in this area needs to

incorporate the displacements associated with the two faults together. Then, x distance

is a perpendicular distance from the first fault.

vp(x) =
s

π
arctan

(
x− fi
d

)
+
c

π
arctan

(
E

x− fi

)
+ a (2.12)
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2.5 Bayesian approach (GBIS)

In this thesis, I apply a Bayesian approach for the inversion of InSAR results to infer the

posterior probability density functions (PDFs) of fault model parameters of interseismic

deformation (Eq. 2.11 and Eq. 2.12). The source parameters will be reviewed with sta-

tistical intervals by the posterior distribution and also a set of model parameters with a

maximum likelihood. The method considers uncertainties of the observational data and

a probability of prior models, which are defined by previous studies that apply geodetic

observation with the West-Lut and Chaman faults. Based on the Markov Chain Monte

Carlo method (MCMC), the algorithm starts sampling the posterior distribution with

a set of model parameters referred from prior information and perform a random walk

to define a new accepted set of parameters when the likelihood is higher than the initial

value (based on the Metropolis-Hastings algorithm (Hastings (1970), Metropolis et al.

(1953)). Furthermore, I apply the iteration of drawing posterior PDF following GBIS

(Bagnardi and Hooper, 2018), which proposed an automatic step size selection. This

modified method defines an optimal size of values added to each model by considering

a time of convergence and avoiding a walk to struggle in a local maximum of likeli-

hood. For each iteration, the algorithm deals with a residual of estimated observations

deduced from trial model parameters and observational values. p(d
∣∣m) is a likelihood

of model parameters (m) given the observations (d). G is a model function. C is the

covariance matrix of the data, and p(m) the prior PDF of the model parameters.

p(d
∣∣m) = exp

[
− 1

2
(d−Gm)TC−1

d (d−Gm)
]

(2.13)

At the end, samples from a huge number of iterations (500,000 iterations, excluding

a burn-in period, in this thesis), clarifying the number by the convergence, can draw a

posterior distribution of each fault parameter and also provide the optimal models.





Chapter 3

Ionospheric Mitigation for InSAR

Using a Time Series Approach

In this chapter, I present an algorithm for mitigation of ionospheric disturbance, a

significant limitation on the accuracy of the burst overlap InSAR technique. The al-

gorithm is an extension of Gomba et al. (2017), which is based on the split-spectrum

in range technique. I include a new method to identify unwrapping errors in the iono-

spheric phase estimation and a fit-plane method for low-pass filtering the ionospheric

signal. I demonstrate the algorithm with the C-band Sentinel-1 image acquired over the

West-Lut fault area to mitigate the ionospheric noise for both across- and along-track

measurements with a time-series approach.

3.1 Introduction

Radar Interferometry (InSAR) has the potential to measure and monitor active tec-

tonic deformation globally (Elliott et al., 2016, and reference therein). However, due to

it being a space-based observation, changes to the phase during propagation of the mi-

crowave signal through the atmosphere significantly degrade the technique’s accuracy

(Hanssen, 2001). Methods to estimate or mitigate the phase bias from propagation

through the lower layer of the atmosphere (i.e., troposphere) have been intensively pro-

posed (Murray et al., 2019). The weather model or even tropospheric estimated phase

for the InSAR correction is freely provided with nearly global coverage (e.g., GACOS

Yu et al., 2018) and is upgrading with higher resolution and precision. Consequently,

recent InSAR studies usually perform analysis with the tropospheric correction as a

routine to improve the quality of the velocity map.

On the other hand, the ionospheric phase contribution, which comes from inter-

action with electrons in the upper layer of the atmosphere (>70 km), adds to the

35
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ground displacement signal and affects the accuracy of the velocity map. The effect

is strongest for low-frequency SAR (e.g., L-band). However, the effect can also be

strong at C-band, e.g., Gomba et al. (2017) presents an interferogram covering the

2016 Taiwan earthquake from C-band Sentinel-1, which includes line-of-sight variation

due to ionospheric variability of ∼50 cm from south to north. Additionally, since the

ionospheric distribution is generally identified as a long-wavelength signal, the effect

is frequently eliminated by normal deramping. However, this could lead to removing

the long-wavelength tectonic signal. Consequently, ionospheric correction should be

included in the general workflow of InSAR processing to improve the quality of the

velocity map and to offer more sustainability to the InSAR technique.

Moreover, to image global tectonic strain, the azimuth displacement map is a key to

access north-south tectonic deformations, a significant limitation of the InSAR line-of-

sight technique. Burst overlap interferometry (Grandin et al., 2016 and Spaans, 2016)

has proved an effective method to achieve the along-track displacement with the highest

ever precision. However, the ionospheric variation, which is particularly sensitive to the

technique, has a strong effect on the accuracy of the method, especially for studies with

a long-term small tectonic signal. Consequently, ionospheric correction is essential for

the azimuth velocity mapping.

In this chapter, I propose a technique that improves on the split-spectrum in range

method (Gomba et al., 2017). Firstly, the technique should include a point selection

in the analysis, especially to omit the point with unwrapping error, which is more se-

vere than conventional InSAR due to the technique’s high uncertainty. Furthermore,

I present that the identification of unwrapping error needs to be performed with an

adaptive threshold rather than a fixed criterion, which could disrupt low-pass filtering

and consequently bias an estimated ionospheric screen. Secondly, I apply a small base-

line approach to estimate time-series ionospheric phase. This reduces noise and better

constrains the ionospheric contribution for each acquisition than a single interferogram.

Finally, I present a new method for low-pass filtering. Due to the low precision of the

technique, filtering with a large window size is required. However, standard gaussian

filtering underestimates the ionospheric phase when the filter window falls off the scene

edge because the operator accounts for only an average value instead of a trend. Fur-

thermore, this inaccurate estimation can significantly bias the burst overlap InSAR

measurement since the ionospheric variation is a major source of the ionospheric shift

in the along-track measurement. To deal with this issue, I propose a technique to fit a

planar surface to a sub-area of the ionospheric estimation and perform it as a moving

window analysis.

In section 3.2, I explain the ionospheric effect on the conventional line-of-sight In-

SAR technique. Also, I basically describe sources of additional delay to the burst

overlap InSAR technique and suggest how the ionospheric effect can impact the result
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by different ionospheric conditions. In section 3.3, I explain the processing strategy

applied in the processing. Section 3.4 demonstrates the experimental results from the

West-Lut fault. The velocity maps from the line-of-sight and along-track direction in

this area are biased by the ionospheric signal, even with the C-band time-series analysis.

In section 3.5, I give a summary of the correction and the limitation of the technique.

3.2 Ionospheric effect

3.2.1 Conventional InSAR (Across-track measurement)

The disturbance on microwave propagation in the upper atmosphere, above ∼70 km,

causes a bias to the interferometric phase. Specifically, the ionized portion in the iono-

sphere contributes a phase advance to the radar signal. The magnitude of the effect

depends on the number of Total Electron Content (TEC) in the slant range that mi-

crowaves travel through. The factor that generates a signal to the InSAR measurement

is the spatial variation of the TEC difference between primary and secondary acquisi-

tions. Usually, the ionospheric bias has a strong effect in areas around the equator and

at high latitudes (Fattahi et al., 2017). Also, the effect on the SAR image acquired in

the afternoon of local time, for example, Sentinel-1 ascending image, is more variable

than one acquired in the morning or night. The relationship between the ionospheric

phase (4φion) and the TEC difference (4TEC) between two acquisitions can represent

as in Eq. 3.1. c is the speed of light, f0 is a carrier frequency, and constant K is 40.28

m3.s−2.

4φion =
−4πK

cf0
4TEC (3.1)

From Eq. 3.1, the relationship shows that the magnitude of phase bias varies in-

versely with the carrier frequency. As a result, this ionospheric component is a sig-

nificant nuisance in low-frequency SAR processing (e.g., L-band). On the other hand,

the bias is typically expected to be small on high-frequency images (e.g., C-band and

X-band). However, the interferogram from C-band Sentinel-1 images (Gomba et al.,

2017), which captured the 2016 Taiwan earthquake, was covered by an ionospheric

variation of about 50 cm within a range of 300 km from south to north. This demon-

strated that a general workflow of InSAR processing for all frequencies should include

an ionospheric correction.

Since the ionospheric effect is typically considered homogenous over the scale of 100

km (Brcic et al., 2011), the distribution is considerably smooth. Most of the effect

could be identified as a long-wavelength signal, presented as a phase ramp over an

image, and the disturbance can be simply eliminated using normal deramping. This

operation is probably valid for an application focusing on short-wavelength phenomena
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such as land subsidence; however, this may result in the removal of the long-wavelength

signal that is associated with tectonic deformation. Several techniques for directly

estimating the ionospheric phase have been proposed; however, the most effective and

sustainable methodology is probably split-spectrum in range (Gomba et al., 2017). Only

the ionospheric phase is dispersive in the interferometric phase, whereas the others (e.g.,

displacement, tropospheric, and topographic phase) are not. In particular, only the

ionospheric contribution varies with frequency. This technique takes advantage of this

feature to distinguish the ionospheric bias. The method employs band-pass filtering

to generate narrow-band images that are subdivided from full-band SAR images to

high-frequency (fH) and low-frequency (fL) images. f0 is a central frequency. 4φL
and4φL represent the split-band phases. Then, we can calculate the ionospheric phase

(4φion) using Eq. 3.2.

4φion =
fLfH

f0(f2H − f2L)
(4φLfH −4φHfL) (3.2)

3.2.2 Burst Overlap InSAR (Along-track measurement)

The burst overlap InSAR is the technique to retrieve ground displacements in the

along-track direction using Enhanced Spectral Diversity (ESD), applied to the burst

overlap area of Sentinel-1 TOPS mode images (Grandin et al. (2016), Spaans (2016),

Hooper and Spaans (2017), and Yague-Martinez et al. (2019)). The original objective

of ESD is to estimate a misregistration shift, composed of azimuthal ground movement

and other terms, to eliminate an offset between primary and secondary images. This

technique, on the other hand, focuses on retrieving the azimuth displacement from the

ESD estimated shift.

The TOPS mode system scans the surface by acquiring discontinuously multiple

small images, called bursts. During image acquisition, the sensor is continuously steered

backward to forward in an along-track direction (i.e., flight direction) to illuminate one

burst. The system acquires the same small areas between the consecutive bursts to

avoid a gap in the final images; therefore, pixels in this overlap area are observed

by both backward- and forward-looking geometries. For the extraction, the forward-

looking interferogram is subtracted from the backward-looking interferogram to gener-

ate the double-difference interferogram. The subtraction removes most of the displace-

ment component in across-track and vertical direction and leaves only the deformation

signal in the horizontally along-track direction ideally. The two look measurements

observe the pixels in the burst overlap region with different squint angles ranging from

0.94◦ to 1.28◦ and different Doppler frequencies around 4200-4800 Hz depending on the

sub-swath (Table 4.2), resulting in larger separations than previous techniques (e.g.,

MAI). Therefore, ESD processing can provide the estimated shift with greater precision
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than ever before. Eq. 3.3 express the relationship between the double-difference phase

(4φovl) and the azimuth shift (4xaz). 4taz is Doppler frequency difference, 4fovl is

azimuth time shift, 4xs is the azimuth pixel size, 4ts is the azimuth sampling rate, N

is the number of samples averaged, and γ is coherence in the latter.

4φovl = 2π4fovl4taz = 2π4fovl
4xaz
4xs

(4ts) (3.3)

σovl =
1

2π4fovl
1√
N

√
1− γ2
γ

1

4ts
(3.4)

However, following the standard line-of-sight InSAR measurement, the estimated

shift potentially includes other components, the nuisance terms that can bias the mea-

surement. For the first instances, most of the topographic and flat-earth phases should

be cancelled out in the second interfering since the particular pixels in backward- and

forward-interferograms are at the same height, position, and distance in range direction.

Similarly, a tropospheric phase, a significant component of the standard InSAR pro-

cessing, affected by mostly water vapor in the tropospheric layer, contributes the phase

delay to the observed interferometric phase. Conversely, the bias can be considered

nearly negligible in the double-difference phase since the backward- and forward-looking

observations have highly temporal and spatial correlations with the tropospheric effect.

According to the geometry, the signals of backward- and forward-looking travel through

the global mean height of water vapor, ∼1.4 km from the ground, with the largest sep-

aration only 30 m within a few seconds in time. These two values are considered in the

tropospheric variation scale associated with Kolmogorov turbulence (Hanssen (1998)

and Hanssen (2001)).

However, the inconsistency between the accuracy of the burst overlap technique and

the expected precision was revealed in (Spaans, 2016) and (Hooper and Spaans, 2017),

and was identified as a result of the ionospheric phase advance. As aforementioned, the

TOPS mode acquires images in discontinuous bursts rather than continuously scanning

like the Stripmap mode. After acquiring the forward-looking image, the satellite moves

forward. The sensor acquires images in the other two sub-swaths before returning to

take the backward-looking image at different positions. Therefore, the backward- and

forward-looking observations have a different path of microwave propagation through

the ionosphere. The bias caused by integration through different ionized portions intro-

duces the residual phase into the along-track shift estimation. Thus, the measurement

is a mixture of azimuthal displacement and the double-difference ionospheric phase.

Note, the magnitude of the ionospheric phase difference between primary and sec-

ondary images does not disrupt the along-track measurement directly. Instead, It is

a spatial variation of the differential TEC in the azimuth direction. Fig. 3.1 presents



40 Chapter 3: Ionospheric Mitigation for InSAR Using a Time Series Approach

Figure 3.1: (Left.) The electron density profile against altitude. The sample data is from
Bilitza et al. (2017) and represents the ionospheric condition in the West-Lut fault area at
the SAR acquisition times. (Right.) The simplification of the ionospheric effect to the burst
overlap InSAR phase. The variation of ionospheric difference (4TEC) in azimuth direction is
the main factor to bias the estimated ESD shift. The three simple ionospheric conditions (blue
lines), which are stable, linear, and non-linear, are presented by the single-layer model with
piercing-point height at 300 km. d represents the magnitude of bias to the ESD phase. If there
is no displacement in this scenario, d1 = d2 = 0 and d5 < d3 = d4 < d6

simplifications of different cases that affect the observation with a single-layer model.

Specifically, the TEC from satellite to ground in three dimensions is approximated as

being all at a single height and is represented by a horizontally 2D plane illustrating

the spatial distribution of the effect that microwave signal experiences along the line-

of-sight direction. Based on the variation of the average TEC density with height in

Fig. 3.1, this elevation-dependent layer is typically assumed to be 250-400 km from

the ground. The height defines the atmospheric layer where the ionospheric effect is

strongest. In this study, I define the ionospheric height at 300 km above ground.

In an ideal case, if both primary and secondary images have constant TEC across

a scene, the ionospheric shift caused by the subtraction of the two look interferograms

will be negligible. Second, if the ionospheric variation consists of only one constant

gradient (i.e., linear trend), the ionospheric shift will be constant across the image.

This component is identified as an absolute ionospheric phase, which typically could

be estimated during a refining step in TOPS image coregistration. Nonetheless, the

relative measurement is still effective because the bias is homogenous across all burst

overlaps. However, any non-linear trend in TEC will result in a variable contribution to
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the azimuth shift measurement. In fact, since the SAR scene for a tectonic application

usually spans hundreds of kilometres in order to capture all active geophysical processes,

the ionospheric condition cannot be expected to be stable or modelled by a single

mathematical function across the scene. Moreover, the ionospheric effect also has high

turbulence involved and consequently can cause a phase variation in a short distance.

Additionally, this issue appears to be significant for standard interferometric images,

particularly at the burst overlap area, which has an abruptly different ionospheric path.

However, the phase difference is very small in line-of-sight measurement and not severe

enough to cause an error in the interferogram after filtering. It is only necessary to

consider this possibility of burst discontinuities when analysing InSAR results with a

high precision requirement. On the other hand, due to the great sensitivity of the ESD

technique, this effect is visible and significant in azimuth displacement maps (Gomba

et al. (2017), Grandin et al. (2016), and Spaans (2016)).

3.3 Processing Strategy

In this study, I propose a time-series approach to ionospheric estimation to improve

the quality of velocity maps from both the conventional and burst overlap InSAR. The

main workflow discussed in this section is an extension of the modified Split-Spectrum

in range method proposed by Gomba et al. (2017), which works well with the Sentinel-

1 image correction. This study considers the feature of the burst-mode acquisition;

therefore, the concept can also benefit the along-track measurement. Specifically, an

entire individual burst without mosaic needs to be applied in the analysis to exploit the

ionospheric bias in the burst overlap area. However, I proposed an improved analysis

that addresses some biases, to enable the technique in every case. The overall steps

of the workflow are depicted in Fig. 3.2. The initial part of the workflow to estimate

the ionospheric phase from TOPS images using split-spectrum in range is similar to

Gomba et al. (2017). The important idea from the literature is that a non-linear

ionospheric shift can cause a bias in the resampling step. Therefore, they proposed

an analysis of ionospheric estimation to start with splitting burst-level SLC images

and then performing a resampling to avoid the bias. Instead, I split the image after

resampling and then estimate and remove the phase that is added in the resampling.

Since the burst version cannot be unwrapped, the unwrapped interferograms from

a mosaiced image are used to guide the unwrapping for the burst version. Firstly, I

resample full-band SLC images to one common master in a stack of images and generate

the sub-band images of this mosaiced version. The algorithm divides the process into

patches to mitigate bias introduced from different bandwidths between each sub-swath.

The sub-band interferograms of each pair in the small baseline analysis are generated

and multilooked by 8 looks in azimuth and 40 looks in range. Then, I perform the
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Figure 3.2: The algorithm workflow. The processing is divided into two parts. The initial
part is to estimate the ionospheric correction using split-spectrum in range. The algorithm is
similar to the main workflow proposed in Gomba et al. (2017) and takes into account a bias
introduced during the resampling step due to ionospheric signal. I reject the points that have
coherence lower than 0.4 and apply the adaptive threshold to reject points with unwrapping
error. The small baseline approach is used with the points, which have the full rank, to analyse
the time-series analysis. After achieving the ionospheric phase for every epoch, the low-pass
filtering is performed by the fit-plane method. Then, the estimation is extracted to compensate
for the line-of-sight and azimuth offset results.

unwrapping step using the SNAPHU software. For the unmosaiced version, the sub-

band interferogram images are generated and also multilooked by 8 looks in azimuth and

40 looks in range. These interferogram images are rearranged with a new alignment to

match and then added to the unwrapping image from the mosaiced version to produce

an unwrapping interferogram with this unmosaiced version. In addition, the resampling

information from full-band is projected to high- and low-band frequency and then is

applied back to correct the bias.

3.3.1 Point selection

Before extracting the ionospheric dispersion phase, I propose a point selection step that

should address two main problems. The first issue results from a typical decorrelation

noise in the InSAR technique, but the effect is more severe than the standard line-of-

sight InSAR measurement. Firstly, since the signal-to-noise ratio is lower, the sub-band
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Figure 3.3: Simulation of phase difference (i.e., uwl-uwh). The number of points in the
histogram is around 50,000 pixels. The actual value (blue lines) is at 0.2. a.) Histogram of
pixels selected by a fixed threshold, between ≥ ±1 radian. b.) Histogram of selected pixels
using the adaptive threshold. The mean (red line) and median (red dashed line) values are
different from the actual value less than 0.002 radians.

images have higher noise than an original full-band image. Additionally, the phase

difference between high- and low-band images is amplified when it is converted to the

ionospheric phase. Consequently, the level of noise in the estimation is notably high.

Thus, I establish a criterion for selecting points with only coherence greater than 0.4

in both high- and low-band interferograms.

The second selection is to discard points with unwrapping errors. Moreover, the

algorithm must be improved in identifying unwrapping errors in the existing method,

which can bias the estimation. Outliers from the unwrapping problem, as well as bias

from the typical selection, can disrupt low-pass filtering, and hereby the estimated

ionospheric screen. I examine this unwrapping issue by taking the difference of the

unwrapped phase between low- and high-band interferograms (i.e., uwl-uwh). I assume

that the difference is close to zero, which can be used to reject the point with a large

difference (e.g., ≥ ±1 radian). Nonetheless, the difference is not completely zero due to

the dispersion of the ionospheric signal, which is indeed the objective of the estimation.

Furthermore, this difference, which will be inverted to the ionospheric phase, varies
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Figure 3.4: The effectiveness of the adaptive threshold. a.) present the area type of this
example. b.) The estimated ionospheric phase which is projected to the piercing-point at 300
km from the ground. c.) is the ionospheric plane, which is applied the Gaussian filtering.
The points in the west of the plane present a significant variation. This strong signal seems
to correlate to the desert area in which is unreasonable for the ionospheric signal. d.) is the
ionospheric plane by using the adaptive threshold. There is no bias in the desert area. e) and
g.) present the bias to the point in the desert area to dd = uwl-uwh and ionospheric phase,
respectively. f) and h.) present the bias in the area that have low noise, and show that the
bias is not crucial in this low noise area. i.), j.), k.), and l.) are histograms of the same two
areas, but the points are selected by the adaptive threshold. The blue lines are mode values,
which are the peaks of the histograms. The red lines and red dashed lines are mean and median
values, respectively. The black lines are the midpoints of the histograms.
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across the scene. As a result, omitting points with a fixed threshold by using zero as

a threshold’s centre causes a bias in the set of selected points. In particular, the bias

causes the phase difference distribution to be asymmetric. In other words, there is an

offset between the peak and the middle value of a histogram. In the example shown

in Fig. 3.3, 50,000 pixels are simulated with a phase difference of 0.2, and Gaussian

noise added. Then, pixels with a phase difference between ≥ ±1 radian are selected

and plotted as a histogram. The mean (red line) and median (red dashed line) values

are 0.09 and 0.1 radians, respectively. When the average filter is applied, there is a bias

of about 0.11 radian from the actual value (blue line). Although this offset appears

insignificant, this phase is significantly amplified when it is calculated to the ionospheric

phase.

Fig. 3.4 presents an example of the ionospheric estimation with a fixed threshold.

The ionospheric plane has a strong variation in the desert area. In the ionospheric

investigation, this correlation is implausible. The Fig. 3.4e and Fig. 3.4f are the his-

tograms of phase difference (uwl-uwh), which are selected by the ±1 radian threshold.

The histograms are plotted from unfiltered phases. The blue lines, which represent the

mode value (i.e., the histogram’s peak), are offset from the histogram’s centres (black

line). The mean value (red line) of the data in the low noise area is offset from the

mode value by only about 0.01 radians because many points still cluster around the

mean value. Conversely, the mean value of the data in the desert area, on the other

hand, is offset from the mode value by about 0.09 radians. This bias is converted and

has a 5.5 radian effect on the ionospheric phase (Fig. 3.4g). This enhances that using

the fixed threshold will cause bias in areas with a low number of points or has a high

noise.

To address this issue, I propose using a adaptive threshold to omit the point in a

small area and operate the analysis with a moving window. In a small area, I apply

the fixed window size of 20x20 km and estimate the actual mean value in this area

using iterations of weighted mean. In the first iteration, I select the points with phase

differences of -1<phase<+1 and calculate the mean value (µ1) from these points. Sec-

ond, I select the points with the phase difference of µ1-1<phase< µ1+1 and compute

the average value (µ2) from these points. This weighted mean can offset the average

values closer to the peak of the histogram in every iteration. I keep repeating the iter-

ation for 20 times, although I found from the experiments that the mean value usually

presents the actual mean value at around the 6th-7th iteration. Then, I keep only the

points with a phase difference of µ20-1<phase< µ20+1. For illustration, the algorithm

is demonstrated using the simulated data (Fig. 3.3). The histogram distribution is sym-

metric, and the mean value calculated from these points is at 0.2024, which is offset

from the actual value by about 0.0024 radians.

In practice, I skip the window, which has a number of points lower than 10000
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pixels in the first iteration, because the flat histogram can make the method ineffective.

Second, if most of the points in the specific area have the same unwrapping error value,

the histogram’s peak will be outside of ±π. Therefore, before starting the iteration,

I exclude the points with a difference greater than ±pi to prevent the weighted-mean

walk from reaching the incorrect peak. Fig. 3.4d presents the ionospheric plane with

the adaptive threshold. The strong variation in the desert area has disappeared. The

histograms in Fig. 3.4i- 3.4l are symmetric, and the offset of the ionospheric phase

between the mean values and mode values is less than 0.4 radians.

3.3.2 Time-series analysis

To estimate the time-series ionospheric phase, I proposed the small baseline technique

instead of daisy-chain analysis to avoid an accumulation of decorrelation noise. This

algorithm can provide a better constraint on estimating the ionospheric contribution

for each acquisition than a single interferogram. After retrieving all of the selected

points, I use Eq. 3.2 to extract the ionospheric dispersion phase for each interferometric

pair in the small baseline network. One acquisition can pair with five consecutive

acquisitions. Based on a single-layer model, I project the unmosaiced ionospheric phase

to the ionospheric piercing-point height at 300 km, where the total electron content

(TEC) is expected to peak.

Furthermore, since the mathematical function cannot predict the temporal charac-

teristic of the ionospheric phase, I cannot define the constrain part in the G matrix

of the NSBAS technique (Doin et al. (2011) and López-Quiroz et al. (2009)), which

can be applied for the time-series network with the isolated clusters of interferograms.

Thus, I only analyse points with full ranks. Moreover, since low-pass spatial filtering

is one of the algorithm’s significant issues, I analyse the time-series ionospheric phase

using the unfiltered version to reduce the probability of filtering problems.

3.3.3 Low-pass Filtering

After obtaining the relative ionospheric phase for each epoch, I apply low-pass filter-

ing to obtain the ionospheric phase screen. Due to a high magnitude of noise in the

estimated ionospheric phase and the high sensitivity of the ESD relationship in burst

overlap InSAR, strong filtering is required. Since the ionospheric effect is relatively

smooth and a long-wavelength signal, a large number of window sizes can be used to

trade spatial resolution for precision. However, the existing method has a significant

problem at the scene edge because the filtering can only provide the mean value of the

points in a window without accounting for a trend that continues outside of the scene.

Consequently, the ionospheric phase screen produced by the averaging filter does not fit

well with the points near the scene’s edge and thus disrupt the accuracy of the result.

Fig. 3.5 presents a simulation of the ionospheric phase in one dimension (blue points)
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and the smoothed version (red points) using a Gaussian filter. Because the window size

is 100 km, the filtered points closer to the edge than half the size of the filtering win-

dow (50 km) are biased by the edge problem. Moreover, as aforementioned, the source

of ionospheric error in the burst overlap InSAR is a spatial variation of the different

TEC. The mean filtering around the edge of the scene typically underestimates the

ionospheric variation; therefore, the typical estimation is unable to represent the actual

trend of the ionospheric screen, resulting in a bias in the along-track measurement.

Figure 3.5: Simulation of ionospheric phase in one dimension. The ionospheric variation is
simulated with a linear trend (blue points). The red points are filtered product of Gaussian
filtering with 100 km window size. The black dot is the centre of the moving window, analysing
at the last point. The black line and black dashed lines are the linear model fitted with pixels
in the moving window, within 50 km from the centre point (black dot).

Therefore, I propose an algorithm for low-pass filtering based on a fitting plane with

sub-area as moving window analysis. This methodology can be identified as an exten-

sion of the fit-function method to the ionospheric phase. The fit-function methodology

does not have the edge problem because it accounts for a trend of the ionospheric phase.

However, a single mathematics function cannot fit well with the actual ionospheric stage

over the SAR scene associated with the tectonic study, which typically spans 100s km

to capture all active processes. This proposed algorithm takes benefits from both the

fitting function and moving window analysis. For example, according to the simulated

data in Fig. 3.5, pixels 50 km from the centre are used to fit the linear line to estimate
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Figure 3.6: The effectiveness of the fit-plane filtering. a.) The estimated ionospheric phase
which is projected to the piercing-point at 300 km from the ground. b.) and c.) are the
variation of the fit-plane filtering (green) and Gaussian filtering (red) and the distribution of
the ionospheric phase. d.) and e.) are the ionospheric screen from the fit-plane method and
Gaussian filtering, respectively. f.) present the difference between two filterings.
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the filtered point at the edge of the scene (black dot). As shown, since this algorithm

considers the ionospheric trend rather than the average value, the estimated point from

the linear model is consistent with the simulated ionospheric phase (blue point). In

practice, for a two-dimensional problem, I select a particular sub-area and assign the

gaussian weight to each point in the window based on its distance from the centre. I

carry out a weighted fit to obtain a linear plane, estimate an ionospheric phase for the

window’s centre point, and then repeat this algorithm over the entire scene to retrieve

the ionospheric phase screen.

Fig. 3.6 compares the fit-plane method to Gaussian filtering with a 100 km window

size in an example from our interferogram stack. In the profiles, the fit-plane process can

fit with the estimated ionospheric phase better than the mean filtering. As a result,

I can improve the accuracy of low-pass filtering in the ionospheric phase estimation

without the edge problem. After obtaining the ionospheric phase screen, I can apply

the estimation to compensate for the ionospheric effect in line-of-sight measurements.

Moreover, by analysing the estimation with the unmosaiced version, I can extract the

ionospheric influence for the points in the burst overlap area. I can then subtract the

difference ionospheric phase from a forward-looking area with a backward-looking area,

inferred from the specified ionospheric piercing-point height, to retrieve the ionospheric

shift that biases the along-track displacement map.

3.4 Experimental results

I applied the algorithm to a stack of SAR images over the West-Lut fault in eastern

Iran. The fault, which lies between central Iran and Afghanistan, is one of the tectonic

structures that accommodate a strain from the Arabia-Eurasia convergence. The fault

can be divided into two segments by latitude 30.5◦N. The northern section, a single

trace with no complex structure, is identified as a strike-slip fault with a slip rate of

4 mm/yr in the north-south direction (Walpersdorf et al., 2014), whereas the tectonic

structure is more complex in the south. At the transition zone, the Kubanan fault,

which cumulates a 3-5 mm/yr strain, appears to terminate and join the West-Lut fault

in this area. Therefore, I expect that the southern segment, the only major structure

at this latitude, accumulates the strain of the West-Lut fault and the Kubanan fault

together (i.e., 7-10 mm/yr).

I applied a time-series analysis with 90 Sentinel-1 images from the ascending track

between November 2014 and May 2019. Since there was an absence of acquiring image

between March 2017 and March 2018, the longest temporal baseline is one year. How-

ever, due to the area being dry and non-vegetated, the one-year interferograms still

have high correlation.

For the line-of-sight measurement, I coregister SAR images to a single common
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Figure 3.7: a.) The area of example. The ascending track 159 covers the West-Lut fault in
eastern Iran. Blue arrows present GPS data Walpersdorf et al., 2014. b.) The distribution of
selected points to be calculated in the small baseline time-series analysis. All the points have
full ranks and are projected to ionospheric single-layer at height 300 km. The shading presents
the number of interferograms in the small baseline networks.

master and generates 280 interferograms using the LiCSAR package (Lazecky et al.,

2020), which is based on the GAMMA software. The unwrapping is done using a sta-

tistical cost approach with SNAPHU software (Hooper (2010) and Chen and Zebker

(2002)). The tropospheric bias was corrected using the Generic Atmospheric Correc-

tion online service for InSAR data (GACOS) (Yu et al., 2018), which is based on the

weather model and DEM data together. I performed the time-series analysis with the

NSBAS approach using the LiCSBAS package (Morishita et al., 2020). One step in

the procedure is to check the unwrapping error using loop misclosure checking and

reject interferograms with significant problems. However, I found that most of the

unwrapping problems in many interferograms occurred in the desert area, which lacks

correlation. Consequently, I omitted these pixels before loop checking to maintain a

number of selected interferograms and no gap in the network. This is why there is no
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point on the line-of-sight velocity map in the desert area.

The average velocity from the 4-year data stack is presented in Fig. 3.8. The map

shows a long-wavelength signal across the scene, obviously. I also plotted the velocity

profile of InSAR points against the latitude. There is a variation of about 10 mm/yr

from south to north in the line-of-sight direction. This strong signal cannot be identified

as a deformation signal based on the slip rate of 4 mm/yr in the north-south direction.

Furthermore, there is no significant variation in topography in this area; therefore, I

expect the variation to be caused by the ionospheric effect.

Furthermore, I also exploit points in burst overlap areas from the resampled SLC

images. Since the SAR images contain 25 bursts in each sub-swath, I have 24 burst

overlap areas to measure in each sub-swath. Eq. 3.4 presents that the ESD technique

is highly sensitive to the decorrelation noise. Consequently, I apply strong multilook-

ing (∼570,000 pixels) to mitigate the effect. The theoretical precision of measurement

should be better than 1.5 mm if the average coherence is greater than 0.2 (Fig. 2.4).

Considering the high level of correlation in this study area, I assume that the decorre-

lation noise is insignificant, leaving only the ionospheric noise.

I apply the small baseline analysis with the double-difference interferograms and

convert them using the ESD relationship (Eq. 3.4) to displacements. The velocity in

the along-track direction is shown in Fig. 3.9. According to the profile, the along-track

velocity varies by about 15 mm/yr from south to north. This variation is consistent

with the line-of-sight result, which shows a strong gradient in the azimuth direction as

well.

To correct these ionospheric biases, I apply the proposed algorithm to the stack

of 280 interferograms. As proposed in section 3.3, I reject points based on coherence

and unwrapping error, and select only the points with full ranks (i.e., equal to 90).

I present the selected points that are projected to the modelled ionospheric layer at

piercing height 300 km in Fig. 3.7. I used the small baseline approach to perform the

time-series analysis and the fit-plane method to obtain ionospheric phase screens.

Fig. 3.8 presents the ionospheric correction for the line-of-sight result. The cor-

rection (Fig. 3.8c) has a similar trend as the variation of the estimated velocity. The

standard deviations of the single master interferograms resulting from the small base-

line conversion are calculated and presented in Fig. 3.8f. The compensation can help

to reduce the cumulative noise by approximately 20 mm. The transect profile of the

velocity map from south to north shows that the variation decreases from 10 mm/yr to

5 mm/yr. The long-wavelength has disappeared, leaving only a short-wavelength sig-

nal, which should be the remaining tropospheric delay from the correction. The results

clearly show the 2017 Mw=6.0 Kerman earthquake and land subsidence in Kerman

city.
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Figure 3.8: The ionospheric correction for the line-of-sight results. a.) the estimated velocity
before the correction. It shows a long-wavelength signal across the scene. b.) the velocity
map after compensation. c.) The difference between with and without correction. d.), e.) are
the velocity profiles from south to north of before and after correction, respectively. f.) the
standard deviation of the single master phases. Red and blue lines are from before and after
correction, respectively.

Furthermore, the estimation is applied to mitigate the ionospheric bias in the along-

track velocity results (Fig. 3.9). I select the ionospheric points, which represent the

influence on the backward- and forward-looking phase in the burst overlap area, from

the ionospheric screen. Then, I subtract them to obtain the ionospheric phase bias for

the double-difference interferograms, and I apply the small baseline analysis to obtain

single master ionospheric shifts. The along-track velocity was corrected and presented

with standard deviation in Fig. 3.9b-3.9f. The compensation can reduce cumulative

noise from the ionospheric effect by approximately 24 mm. The estimated velocity

after the correction is more stable, particularly at points on the eastern side of the

fault. The velocity map can present the variation between the area of single trace and

complex structure more clearly than before the correction. The along-track velocities

vary across the fault by about 4 mm/yr and 10 mm/yr in the northern and southern

segments, respectively.

However, there is still a significant variation as a high-frequency signal remained in

a few burst overlap areas; for example, the burst overlap near latitude 30.3◦N in sub-

swath 2 (i.e., middle sub-swath). This abrupt change is also visible in the result prior to

correction and likely to have similar perturbation in the same burst overlap area. This

variable of burst overlap is most likely caused by a short-wavelength ionospheric signal.

However, due to the high uncertainty in ionospheric estimation, small changes in iono-

spheric conditions over short distances are difficult to identify. Furthermore, due to the

high sensitivity of the ESD technique, a small error in ionospheric estimation can cause
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a significant bias in the result. Thus, the correction for the along-track measurement

must be performed cautiously to avoid adding bias to the measurement. Consequently,

while the algorithm is effective at mitigating long-wavelength ionospheric signals over

the scale of a hundred kilometres, it cannot remove short-wavelength ionospheric sig-

nals.

Figure 3.9: The ionospheric correction for the azimuth offset result a.) the average velocity
in the along-track direction. Plus sign is the displacement to N168W. One burst overlap area
is multilooked to 4 points to decrease the decorrelation noise. b.) the velocity map after the
compensation c.) the difference between before and after correction. d.), e.) are the velocity
profiles from south to north of before and after correction, respectively. f.) the standard
deviation of the single master phases. Red and blue lines are from before and after correction,
respectively.

3.5 Conclusion

This chapter proposes a time-series method to mitigate ionospheric bias in line-of-

sight and along-track measurements. The algorithm is developed on the split-spectrum

method, and two additional procedures are proposed to supplement the existing tech-

nique. Firstly, the adaptive threshold should be used to exclude the point with unwrap-

ping error. This can help to avoid the bias caused by asymmetrical distributions of the

estimated ionospheric phases, which are selected by a fixed threshold. Furthermore, I

present the fit-plane method for low-pass filtering. Due to the significant noise in the

estimation and high sensitivity of the ESD technique, strong filtering is required. The

fit-plane method allows for a large window size (e.g., >100 km) to be applied without

causing the edge problem.
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I demonstrated the proposed algorithm with the data over the West-Lut fault area.

Despite being analysed from a stack of C-band Sentinel-1 images, the estimated velocity

in the line-of-sight direction has a strong gradient prior to the correction. For the

along-track velocity results, I apply strong multilooking to reduce the decorrelation

noise; therefore, the remaining variation should be due to ionospheric shifts only. The

velocity map also shows a systematic bias as a linear trend from south to north.

The correction for the line-of-sight measurement can reduce the spatial distribu-

tion of the single-master interferometric phases by about 20 mm. The long-wavelength

signal that disturbs the velocities is removed. This implies that we can mitigate the

ionospheric bias by not using the deramping; therefore, we can achieve the velocity

more accurately without risking eliminating tectonic signals. Furthermore, I extend

the approach to mitigate ionospheric bias in the burst overlap InSAR technique. In the

single-master analysis, the distributions of the double-difference phase were reduced by

about 25 mm. The north-south trend from the bias has disappeared. The technique,

however, is limited to retrieving the high-frequency ionospheric signal. As the iono-

spheric condition is expected to be homogeneous over 100 km, I expect spatial filtering

between the burst overlap area can mitigate the short-wavelength signal. Therefore,

this chapter shows that this ionospheric mitigation allows us to retrieve small deforma-

tions in both line-of-sight and along-track measurements more accurately.

In addition, for a future study, a recent research, Navarro Sanchez et al. (2021),

presents a preliminary result from processing that applies an ionospheric estimation

with the Persistent Scatter Interferometry (PSI) technique. The main idea is to trade

off spatial coverage against accuracy to deal with the high uncertainty of ionospheric

phase estimation. Following their suggestions, a quantitative clarification of the trade-

off between pixel density and noise is required. Future research could determine how to

achieve a high-precision ionospheric estimation without using the large spatial filtering

used in this thesis.



Chapter 4

Measuring North-South Shear

with Time-series TOPS Burst

Overlap InSAR: The West-Lut

Fault in Eastern Iran

In this chapter, I demonstrate the time-series analysis for the along-track measurement

to study the north-south low strain rate (∼4 mm/yr) across the West-Lut fault. I

also address the other nontectonic components included in the burst overlap InSAR

phase apart from the ionospheric signal. This chapter presents the efficiency of the

along-track measurement and also the limitation of the technique.

4.1 Introduction

There is a high correlation between where earthquakes occur and how fast strain is

accumulating within the crust. Measuring the global strain rate is therefore one of the

priorities for constraining earthquake hazards (Bird and Kreemer, 2015). The global

strain rate map available now are conducted from the GNSS network distributed over

the globe (e.g., Kreemer et al. (2014)). The campaign distribution is sparse compared

to the global scale of continental deformation and often concentrates in a well-defined

area with known high seismic risk in more economically developed countries. Thus, the

map does not provide a good constraint for active faults that are defined as low risk or

have never been exposed before perhaps due to the lack of recent major seismicity. The

recent advances in the space-based geodetic technique of InSAR (Elliott et al. (2016),

and references therein) have a high potential to accurately measure the global strain rate

at a denser spatial sampling than currently achievable in many tectonically deforming

55
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areas. However, a significant limitation in using these kinds of polar-orbiting satellite

measurements, especially compared to those from other methods such as GNSS, is the

sensitivity of surface motion that is greatest in the vertical and east-west directions,

with much less constraint on a north-south displacement. The deformation signal in the

interseismic period is typically small (of the order centimetre to millimetre per year)

or nearly undetectable above the noise in the measurement of faults striking along

the azimuthal direction of the satellite pass; therefore, the lack of study on these sub-

optimally oriented faults needs to be addressed prior to achieving the aim of a dense

global strain rate with InSAR. There are many north-south orientated strike-slip faults

associated with the Alpine-Himalayan collision zone. Such major fault systems include

the Dead Sea Transform, the Lut Fault system studied here, the Chaman Fault system

of Pakistan and Afghanistan and the Sagaing Fault in Myanmar.

The TOPS mode of Sentinel-1, which acquires small discontinuous bursts with vary-

ing Doppler, offers the potential to partly resolve this problem; it is possible to use a

spectral diversity technique to determine azimuth offsets in burst overlap areas with

greater sensitivity than previously possible. Although this burst overlap interferome-

try has already been applied to extract large displacements at the metre scale in the

north-south direction (Grandin et al. (2016), Spaans (2016)), there are significant noise

contributions from decorrelation and propagation through the ionosphere that make it

difficult to detect motion on the order of a few millimetres per year. Consequently,

it is challenging to use this method to measure surface displacements associated with

long-term interseismic deformation across active fault zones.

To address the current limitation, this chapter demonstrates a time-series approach

with the burst overlap InSAR technique. A spatial multilooking with a particularly

high number of looks is applied to reduce the effect of decorrelation noise, and the per-

turbation from the ionospheric signal is mitigated by the range split-spectrum method

explained in Chapter 2 and spatial filtering. I test the algorithm with Sentinel-1 data

over the 400-kilometre-long West-Lut fault in eastern Iran. The fault is a north-south

strike-slip fault and accumulates about 4 mm/yr of dextral shear strain across it. How-

ever, at the latitude of the southern segment, below the conjunction of the Kuhbanan

fault (Fig. 4.2), the area consists of complex structures, and the strain accumulation is

not well-constrained by the previous geodetic study based upon sparse GNSS (Walpers-

dorf et al., 2014). I interpreted the results to refer fault slip rate parameters using a

Bayesian approach and verified the validity of the results by comparing it with inde-

pendent measurement (i.e., GNSS) from Walpersdorf et al. (2014) using the chi-square

test.

The chapter is organized as follows. Section 4.2 firstly reviews InSAR techniques

approaching the north-south measurement. Section 4.3 introduces the nuisance terms

in the burst overlap interferogram, and then Section 4.4 describes the algorithm to
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implement the non-tectonic components in the technique. Section 4.5 discusses the

average velocity map and also interprets it within the tectonics of the region. Lastly,

Section 4.6 gives a conclusion and suggestion for the further development of the method.

4.2 Along-track InSAR measurement

To complement the InSAR technique, many studies have tried to extract the north-

south displacement from conventional InSAR, analysed based on independence mea-

surements from multiple looking geometries. Wright et al. (2004) proposed that the

analysis needs the satellite to operate in non-polar orbit with right- and left-looking

to gain an efficient result. However, most of the standard mode of SAR satellites cur-

rently operating have only one-look direction operated, and their constellations are in

a near-polar orbit. Therefore, it is difficult to acquire an accurate north-south surface

motion from conventional InSAR processing. Following the methodology presented in

Wright et al. (2004), I examined the Dilution of precision (DOP) in the east, north, and

up components of surface displacement estimated from the Sentinel-1 operation. The

DOP ratio is a parameter representing qualities of the decomposed results, calculated

from an inversion, relating with the standard deviation of the observational data (i.e.,

the InSAR line-of-sight results). Fig. 4.1 shows the test result as I define the standard

deviations of four looks angle at 1. The colour pixels represent an overlap area of four

images with differing viewing geometries. Two of them are acquired on the ascending

pass, and the other two are from the descending pass. They all are illuminated with the

radar operating in a right-looking mode. The DOP in the east component is better than

the observational data since the distribution of the look direction spreads well in four

look directions. On the other hand, the north component’s precision is about 27–29

times the observational data due to the poor constraint to the north-south direction.

Some other studies (e.g. Michel et al. (1999), Bechor and Zebker (2006), and

Grandin et al. (2016)) proposed techniques that aim to observe the along-track crustal

motion directly. This azimuth direction is parallel to the satellite track, which is much

more sensitive to the north-south component, as typical ground track azimuth direc-

tions for polar-orbiting satellites such as Sentinel-1 are 348◦ on ascending and 192◦ on

descending paths. First of all, the offset-tracking implements the cross-correlation of the

amplitude image to extract offsets in the azimuth direction (Michel et al., 1999). The

accuracy could reach 2.5% pixel in Fialko et al. (2001). This accuracy is comparable

with the optimal case in Wright et al. (2004). However, this technique has an advantage

that it does work with only a single interferogram and is available for recent SAR mis-

sions. A few years later, the analysis based on phase information instead of amplitude

was proposed (Bechor and Zebker, 2006). The approach is well-known as the Multi-

Aperture SAR Interferometry (MAI). They applied sub-aperture processing, which can

obtain the partial signal of the antenna beamwidth, to generate backward- and forward-
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Figure 4.1: Relative errors (Dilution of precision, DOP) (Wright et al., 2004) in (a) east, (b)
north, and (c) vertical components. The analysis is based on acquisitions in the standard IW
Sentinel-1 operation. The colored pixels represent an area that is observed by four different
look directions. All measurements are from a right-looking antenna. Two observations are
from ascending pass, and another two are observed in descending constellation. Defining each
measurement’s standard deviation at one without a correlation, as shown in (d.), the mean
DOP in east (E), north (N), and vertical (U) direction are 0.8, 28, and 4, respectively.

looking interferograms. The phase difference between two synthetic differential-looking

interferograms is deduced to an along-track displacement phase. The accuracy of the

improved MAI (Jung et al., 2009) is restricted at the decimetre level, which is slightly

over 1% pixel of the ERS image. Feng et al. (2013) shows a comparison of the offset-

tracking and MAI techniques, applied with ALOS images, for an earthquake. The

result agrees well with each other, but the offset-tracking has larger uncertainties (i.e.,

12-15 cm) than the MAI, which is about 8 cm and can reach 2 cm in high coherence

areas.

Finally, the most recent and precise technique is to exploit the along-track displace-

ment in burst overlap areas of TOPS mode images using Enhanced Spectral Diversity

(ESD) (Prats-Iraola et al., 2012). The original objective of the ESD technique was

initially developed to satisfy the particular accuracy TOPS mode requires in refining

azimuthal misregistration shifts (i.e., 0.001 SAR azimuth pixel, which is about at the 1

cm shift level) between primary and secondary images. On the contrary, the burst over-

lap interferometry technique focuses on extracting the azimuthal ground displacement,

which is one of the components in the estimated shift. The method follows the principle

idea of MAI observation but uses the advantage of the Sentinel-1 acquiring image with
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varied squint angle to produce the full-bandwidth interferograms from backward- and

forward-looking directions. Consequently, the double-difference interferogram is gen-

erated from naturally different looking-angle images instead of synthetic images. The

larger separation of the steering angle and doppler centroid separation result in higher

precision than the offset tracking and the MAI approaches. The studies of the Chile

earthquake (Grandin et al. (2016), Spaans (2016)) have shown that the technique is

possible to achieve precision at a few centimetres, and the displacement agrees with

the GNSS data at 3-6 cm level of accuracy.

4.3 Sentinel-1 TOPS image with Enhanced Spectral Di-

versity (ESD)

The Sentinel-1 mission expands the scope of InSAR technique in many ways, for in-

stance, providing near-global land coverage, reduction in InSAR decorrelation from

shorter repeat intervals, more rapid responding to hazards, or a potential to under-

stand more temporally-variable deformation. The TOPS acquisition mode is the key

to success in all these benefits. The sensor acquires discontinuously small images, called

bursts, with three different look angles in one cycle to widen a swath in the range di-

rection. This operation can obtain a wider image than typical Stripmap mode for 3–4

times in one orbit track and consequently achieve a much shorter revisit time (i.e., 6–12

days) at the expense of azimuthal resolution. During a burst acquisition, the sensor

is continuously steered from backward- to forward-looking in an along-track direction

(i.e., flight direction). This means that the line-of-sight looking is not permanently per-

pendicular to the flight direction, but the squinted geometry varies along the azimuth

direction. This sensor steering is the principal factor that causes the Sentinel-1 pro-

cessing requirement of a shift estimation with greater accuracy in coregistration. The

precision of former processing strategies, composed of geometrical coregistration and

cross-correlation technique, is limited at about 0.125 pixels, which is sufficient for the

Stripmap mode. However, this relatively low level of refinement can cause a significant

problem for the burst-mode image.

The primary source of the remaining shift after geometrical coregistration is the lim-

itation of orbital information accuracy (Fattahi et al., 2017). The expected accuracy

of ESA’s orbital information is 5 cm (Fernández, 2011). Due to this limitation of accu-

racy, the residual causes a restriction to generate an interferogram with a completely

zero baseline. Thus, this leads to those two images are acquired at different positions

and geometries. The continued steering of the satellite antenna results in objects being

illuminated with different squint angles, causing the variation of the additional phase,

presented as phase ramp over the scene.

On the other hand, even though the sensor can perfectly acquire images at the same
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position, a displacement in the azimuth direction can also cause a phase ramp. For

instance, in the case of a whole block of land movement, the sensor illuminates objects

for the entire burst with a variation of different squint angles. The sensitivity to detect

azimuth displacement varies in an along-track direction (González et al., 2015) due to

the beam steering. The additional azimuthal phase is nearly negligible at zero squint

angle because the displacement vector is perpendicular to the measurement. On the

contrary, pixels at the beginning and end of the burst obtain the largest additional

phases but with the opposite sign since their squint angles are the most sensitive to

the azimuth displacement. Consequently, the magnitude of time delay varies in the

along-track direction, and the additional phases are added to the line-of-sight measure-

ment varyingly. This variation causes the phase ramping and also phase discontinuity

between the bursts due to abrupt change of squint angle.

Therefore, the shift estimation for TOPS images requires the ESD technique to re-

fine the misregistration offset with an accuracy higher than 0.001 pixels (Prats-Iraola et

al., 2012). The method extracts the azimuthal mismatch between the primary and sec-

ondary images by generating the double-difference interferogram in the burst overlap

area. The pixels in this overlap area are acquired by both backward- and forward-

looking geometry. These two measurements have different squint angles between 0.7-

1.1 degrees and different doppler frequencies around 4200-4800 Hz depending on the

sub-swath. In the interfering, the forward-looking interferogram is subtracted from

the backward-looking interferogram. The subtraction removes most of the offset phase

in an across-track direction since they should have the same effect in two difference-

looking interferograms. Due to a difference of squint angle in the azimuth direction,

the remaining phase ideally represents the offset phase in the horizontally along-track

direction. The relationship between the double-difference phase (4φovl) and the az-

imuth shift (xaz) is presented in Eq. 4.1, following Grandin et al. (2016), where 4fovl
is the Doppler frequency difference, 4taz is a misregistration shift in time axis, 4xs is

the azimuth pixel size (13.99 m), 4ts is the azimuth sampling (0.0020555s) per pixel.

The theoretical uncertainty in the shift estimation is shown in Eq. 4.2, where N is a

number of the sample averaged, γ is coherence.

4φovl = 2π4fovl4taz = 2π4fovl
4xaz
4xs

(4ts) (4.1)

σovl =
1

2π4fovl
1√
N

√
1− γ2
γ

1

4ts
(4.2)

Considering nuisance terms that bias the standard line-of-sight InSAR measure-

ment, most of the topographic and flat-earth phases should be cancelled out in the

interfering of the backward- and forward-looking interferograms because the two ob-
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servations correspond to the same height, position, and distance in range direction.

Similarly, the tropospheric phase, caused by a water vapor content in the tropospheric

layer, contributes an additional delay to the observed interferometric phase and is a

significant component of the standard InSAR processing. Conversely, the tropospheric

contribution can be considered nearly negligible in the double-difference phase because

the backward- and forward-looking observations have highly temporal and spatial cor-

relations of the tropospheric effect. From the geometry, the signal from backward- and

forward-looking travel through the global mean height of water vapour (i.e., 1.4 km)

with the mean separation only around 0.03 km. Furthermore, the object is acquired

by backward- and forward-looking with a few seconds separation in time. According to

Hanssen (2001), the mean power spectra of atmospheric signal, related to Kolmogorov

turbulence, can be inferred to distributions at 0.89, 0.70, and 0.88 mm in the along-

track measurement for SW1, SW2, and SW3, respectively. These levels of distributions

cannot be considered irrelevant in the measurement. However, the estimation of tro-

pospheric turbulence within 30 meters is challenging to achieve, and the influence on

the observed phase can be expected to be a Gaussian distribution. Consequently, I

considered the variation of difference tropospheric delay as insignificant, which does

not provide a systematic error, and specified this effect as random noise.

However, the obtained accuracy of the ESD phase was revealed inconsistency with

the expected precision (Spaans (2016), Hooper and Spaans (2017)). The plausible

explanation is from an ionospheric effect. Due to the different positions of acquiring

images, the radars of backward- and forward-looking measurements experience different

paths through the ionosphere. The ionized portion in the ionospheric layer causes the

phase advance to the radio signal. Specifically, the phase bias introduces different time

shifts to the backward- and forward-looking interferograms. Consequently, the iono-

spheric effect remains in the double-difference phase even after the double interfering.

Note that the ESD measurement is not disrupted by the magnitude difference of

the ionospheric phase between the primary and secondary images directly. Instead, the

main factor is a spatial variability of the ionospheric condition in the azimuth direction.

Ideally, the ionospheric bias will be negligible if the differential ionospheric state is

homogenous for the whole SAR scene. In the case of a linear trend, the bias influences

only an absolute measurement, inducing the same effect over the scene, and therefore

the relative observation is still effective. However, the long-wavelength ionospheric

condition cannot be expected to be stable over the scale of tectonic applications, usually

covering hundreds of kilometres to capture entire geophysical processes. A non-linear

trend in the variation of the ionosphere, which is mostly the case, will lead to the

variable contribution, resulting in perturbing the relative measurements.

In addition, I investigated the phase distribution, affected by the ionospheric noise,

to the azimuth shifts in the data set. Since I applied a strong multilooking, explained in
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the next section, to the double-difference phase for mitigating the decorrelation noise,

the experiment is based on the multilooked properties. I firstly omitted the points

with coherence lower than 0.5 and averaged the whole points in one burst overlap to

estimate the mean offset. The mean offset will be considered if the number of remained

pixels, having coherence higher than 0.5, is larger than 25 pixels. Consequently, the

precision of the mean offset will be less than 1 mm (Fig. 4.5). Therefore, I can assume

that there is only ionospheric noise significant for the phase distribution. I found that

the mean standard deviation of the relative ionospheric signal is about 18 mm over an

area of 200x300 km2. Moreover, the ionospheric bias also has high turbulence involved

and consequently causes the variation in a very short distance.

Therefore, I proposed that the misregistration shift is a mixture of azimuth displace-

ment, orbital error, ionospheric noise, decorrelation noise, and random error (Eq. 4.3).

4φovl(az) = 4φovl(dis) +4φovl(orb) +4φovl(ion) + noise (4.3)

4.4 Processing strategy

I applied 90 ascending scenes acquired by the Sentinel-1 between November 2014 and

May 2019 in order to analyse a time-series approach. The SAR scene has 25 bursts long

in each sub-swath, covering the fault between the latitude of 29◦N-33◦N (Fig. 4.2), and

can produce 24 burst overlap interferograms in each sub-swath. Due to the absence of

any images being acquired between March 2017 and March 2018, the longest temporal

baseline is one year to bridge this gap. However, as coherence in this area is excel-

lent, one-year interferograms still have a high correlation. Unfortunately, descending

scenes acquired over this area in the same time span as ascending data are perturbed

by incoherent patches (Fig. A.1). The anonymous signal’s effect is probably due to

Radio-Frequency Interference (RFI) (Chojka et al., 2020). This disturbance is caused

by another instrument in the area emitting radiation in the same frequency band as

the Sentinel-1 C-band system. This anonymous signal should be removed before us-

ing these descending images; otherwise, the disturbance may cause the analysis to be

misinterpreted. However, the interference seems to disappear after the acquisition in

January 2020. This is probably due to a change in the processing (Instrument Process-

ing Facility, IPF) of raw data (Level-0) to SLC image (Level-1) of this area. However, to

my knowledge, I cannot find any specific mention of the change in the ESA’s document

yet; therefore, another possibility is that the ground-based radio source, which must

be a powerful generator such as military-grade equipment, ceased operations after Jan-

uary 2020. Nonetheless, for our InSAR processing, the number of available descending

images is still short to be performed with a burst overlap InSAR measurement, a high

noise technique. As a result, I could not compare two independent InSAR measure-
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ments, but I validated the ascending result with the GNSS data (Walpersdorf et al.,

2014) instead.

Figure 4.2: (Left) The area of West-Lut fault. Black lines represent faults (Walker et al.,
2013). The ascending track 159 covers the West-Lut fault (WL) in eastern Iran. The West-Lut
fault comprises with Gowk (GW), Nayband (NB), and Tabas (TB) segments. The Kuhbanan
fault appears to join the West-Lut fault around latitude 30.2◦N. Further to the west, the Anar
fault (A) and Rafsanjan fault (R) are nearly parallel to the strike of Kuhbanan fault. On the
east of Dasht-e-Lut block, the East-Lut fault (EL) is a major fault stiking nearly north-south.
Also, the secondary fault lying in an east-west direction are Dasht-e-Bayaz fault (DB) and
Birjand fault (BJ). The red rectangle is the coverage of the Sentinel-1 SAR data, applied in this
chapter. Blue arrows present GNSS velocities with respect to a stable Eurasia from Walpersdorf
et al. (2014). (Right) Map of Iran with major faults denoted by red lines (Styron and Pagani,
2020).

I coregistered every scene to one common primary image (i.e., scene acquired

in September 2016) by using the LiCSAR package (Lazecky et al., 2020), based on

GAMMA software. Since the ESD technique is an ambiguous measurement, the shift es-

timation is limited by phase modulo 2π. Consequently, in the coregistration procedure,

to ensure that an initial error is within the ambiguity band, it performs a rough coreg-

istration with orbital information before refining the azimuth shift by cross-correlation

and then ESD techniques. Due to the great sensitivity of the method, the estimated

shift has particularly high uncertainty, depending on coherence and the number of

measurements (Eq. 4.2); therefore, the decorrelation noise is handled meticulously in

the estimation. Commonly, the average ESD from every pixel in the burst overlap
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is usually applied. Furthermore, interferograms typically include a large area where

multiple bursts are required to study a tectonic deformation. Consequently, to achieve

the highest precision, the technique also uses the mean shift from every burst overlap

to minimize the significant effect of decorrelation noise.

Figure 4.3: Line-of-sight velocity map. Points are multilooked by 8 looks in azimuth and 40
looks in range. The velocities were analysed by the NSBAS time-series approach (Morishita
et al., 2020). The result presents the earthquake rupture in the NNE of Kerman city (30.7◦N,
57.3◦E). In the time-series analysis, I found that earthquakes that cause the slip present in
the map occurred during March 2017 and March 2018. This low constrain is a result of the
one-year gap of acquiring image. In this area, there are more ten earthquakes with moment
magnitude (Mw) 4.5-6.0 in December 2017 recorded in the earthquake catalog (USGS). WL:
West-Lut Fault, KB: Kuhbanan Fault. The blue cross sign, shown at latitude 31.30◦N, longitude
58.65◦E, represents the reference area of the InSAR result. Black lines represent faults (Walker
et al., 2013).

As the estimated shift is an average value from a number of burst overlaps, all

components involved in the misregistration shift are reduced by their mean values.

Generally, the orbital shift can be assumed as a constant over the scene because of

the parallel orbit and the small orbital tube of the Sentinel-1. The subtraction of
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the averaged value in the resampling step can eliminate most of the timing error in

SAR instruments and also actual misregistration from limited orbital accuracy. On the

other hand, the azimuth displacement and the ionospheric term cannot be considered

constants. The shift can represent only the averaged values of these two components.

Due to being an unambiguity problem, the estimation of the displacement term can be

referred to as the averaged deformation for the whole block of study area if there is no

outlier displacement to dominate the averaging, for example, earthquake. Similarly, the

estimation of the ionospheric component could represent only a scene-level ionospheric

state. However, the residual is considerably small and not severe enough to disrupt the

actual signal in filtered line-of-sight interferogram, even a large azimuthal movement.

After retrieving the estimated shift, the secondary image was resampled to the common

primary image. At this stage, the misregistration shift is typically smaller than 0.001

pixels, and the line-of-sight interferograms should be performed without the phase ramp

and the phase discontinuity between bursts.

For the across-track measurement, I produced 280 interferograms and then un-

wrapped them by a statistical cost approach with SNAPHU software (Hooper (2010)

and Chen and Zebker (2002)). The Generic Atmospheric Correction online service for

InSAR data (GACOS) (Yu et al., 2018) was used to mitigate the tropospheric signal.

The correction can reduce the standard deviation of the interferometric phase in each

interferogram by about 20% averagely for this work. Points in the desert area were

omitted to avoid rejecting interferograms in a loop-closure checking for unwrapping

error. Then, I performed a time-series analysis with the NSBAS approach based on the

LiCSBAS package (Morishita et al., 2020). As shown in Chapter 3, the line-of-sight

velocity map firstly showed a long-wavelength ionospheric signal across the scene about

10 mm/yr from south to north. Thus, I employed the ionospheric correction with a

time-series approach based on the applied split-spectrum method. The mitigation can

remove most long-wavelength signals and reduce the north-south variation to approx-

imately 5 mm/yr (Fig. 4.3). The result shows a number of short-wavelength tectonic

signals, such as the three Mw ∼6.0 Kerman earthquakes in December 2017, and land

subsidence in Kerman city (Fig. 4.4). However, the average velocity does not show any

long-wavelength signal that can be referred to as the interseismic tectonic deformation

across the fault. Assuming that there is no relative deformation in normal or vertical

components, the line-of-sight signal influenced from the north-south strike-slip compo-

nent should be at 0.5 mm/yr (Fig. A.3), estimated by average look angle at 38◦ and

heading angle at N10.3W.

For the along-track measurement, to maximize coherence, I generate double-difference

interferograms from pixels in burst overlap areas of the coregistered SLC images. Note

these resampled images are generated using LiCSAR (Lazecky et al., 2020); however,

I employ my script based on Matlab for the subsequent processing. As previously dis-
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Figure 4.4: a.) Land subsidence map of an area in Kerman city (marked in Fig. 4.3). b.)
Time-series deformation derived by line-of-sight InSAR analysis. Red, yellow, cyan, and blue
colors present the ground moving away from the satellite at rates 0, 50, 100, 140 mm/yr
approximately. The linear model appears to fit well with the InSAR data, so the subsidence
seems to occur steadily. c.) The histogram presents an overall line-of-sight displacement rate.
d.) The histogram illustrates a vertical displacement rate, assuming that there is no horizontal
deformation. The bin width is 1.8 mm/yr.

cussed, despite the subtraction of the averaged ESD shift during coregistration, the

residual phase due to local displacement and local ionospheric effect still remains in the

double-difference phase.

For a practical illustration, Spaans (2016), which studied the 2015 Illapel, Chile

earthquake by using Sentinel-1 images, mentioned the existence of the local shift after

the resampling. They also applied the averaged ESD shift for the coregistration and

constructed displacement maps in both line-of-sight and along-track direction. The

gradient of displacement (i.e., ∼60 cm) was detected over multiple burst overlaps in the

along-track measurement by both ascending and descending data. The shift estimation

works efficiently, even with this large displacement in the azimuth direction. The

phase ramp and phase discontinuity do not appear for most bursts in the line-of-sight

interferometric images. However, they still found small burst discontinuities in the area

where line-of-sight and along-track measurements detected the largest deformation.

The residual displays that the coregistration by average shift does not remove all local

shifts, but the resampling only offset the distribution to have zero mean. Furthermore,

after the resampling, the residual offset still maintains the displacement information
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with the sense of relative movement, even though the points are in different burst

overlaps.

Although, in general, I can apply the double-difference interferograms generated

from resampled images to study relative ground velocities directly, in this thesis, I still

need to add back the azimuth shifts applied in the coregistration, both from cross-

correlation and ESD estimates to the double-difference phases. It is due to that stan-

dard processing in LiCSAR employs image processing independently based on a prede-

fined frame basis, with 13-burst long on each of three sub-swaths. To cover the West-Lut

fault, the deformation studies in this thesis need to process two LiCSAR frames, con-

sisting of 25 bursts long for each sub-swath (one burst in common between consecutive

frames). Specifically, the coregistration analysis is carried out on an individual basis.

The estimated shift from coregistration is a mixture of actual misregistration resulting

from orbit accuracy limitations, ionospheric bias deduced from the scene level, and

average azimuthal displacement of the entire scene. As a result, the averaged azimuth

shifts estimated separately from two frames are subtracted and consequently cause an

offset in the measurements across the frames.

Therefore, after adding the estimated azimuth shift back, the total double-difference

phases represent the azimuth shift between primary and secondary images just after

the geometry coregistration with orbit information. At this stage, the offset caused

by frame-based estimation should be disappeared, and consequently, I apply a sin-

gle reference point to the measurements of both frames. The procedure can maintain

coherence, avoid phase discontinuities in resampled images used for line-of-sight mea-

surements, and avoid phase offset between consecutive frames.

Due to the greater sensitivity, the decorrelation noise has more effect on the burst

overlap interferometry technique than the line-of-sight measurement. Specifically, the

ambiguity band of the double-difference phase is more than ±700 mm, whereas the

conventional InSAR is ±14 mm in C-band analysis. Consequently, the presence of even

small levels of noise can cause a significant perturbation to the along-track measure-

ment. In order to reduce the effect from the decorrelation component, after generating

every double-difference interferogram in the small baseline network, phases were mul-

tilooked to 1.5 km in azimuth and 0.5 km in range (i.e., ∼110x230 looks). The number

of total pixels used in this spatial averaging is 25,000, which is very high compared to

the traditional number of looks in conventional InSAR.

Since this study monitored a slow tectonic process with a high temporal resolu-

tion from the Sentinel-1 (i.e., short revisit time), this strong multilooking is valid for

the burst overlap InSAR technique with an assumption that displacements in each in-

terferogram are not over one phase cycle (i.e., ±700 mm). On the other hand, the

line-of-sight phase varies much sensitively to the displacement; therefore, the strong
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multilooking cannot be performed with a wide area. To design the number of looks, I

considered an acceptable level of precision and retained enough information as possible

to infer the fault interseismic parameters. The azimuthal length of one burst overlap

area (i.e., 1.5 km) is relatively small compared to the north-south tectonic deforma-

tion. Furthermore, the noise of the technique is particularly high. Consequently, I

assume that the variation of along-track velocity within one small burst overlap area

is probably unable to detect and cannot provide much useful information. Thus, the

number of total azimuth width of the burst overlap area is applied in multilooking to

increase precision rather than spatial resolution. On the other hand, 0.5 km resolution

in the range direction, which corresponds to 0.8 km of ground pixel spacing averagely,

should be sufficient to present a gradient of strain accumulation across the fault in an

east-west direction.

The distributions of the multilooked phase related to coherence are shown in Fig. 4.5

comparing with the theoretical precision (Eq. 4.2). The test was conducted by calculat-

ing phase differences and separation distance between pixels, with the same particular

range of coherence, within the same burst overlap area. Then, at each range of sep-

aration distance, I estimated the mean standard deviation from every possible pair

of estimation from all of the interferograms. The standard deviations at the smallest

separation distance were picked to refer to the distribution of the particular coherence.

The estimation of neighbouring pixels within the same burst overlap can reduce the

ionospheric effect since the bias should be similar in the same burst overlap. The defor-

mation signal in the interseismic period should not be significant with short temporal

baseline interferograms. Thus, the distribution should be a result of decorrelation noise

only. From the figure, the distribution is inconsistent with the theory. The distribution

between coherence 0.1 and 0.3 seems to agree with the theoretical estimation. However,

the estimated errors with coherence higher than 0.3 are larger than the theory.

After multilooking the double-difference phase for every interferogram, I applied

the ionospheric estimation from the time-series split-spectrum method to mitigate the

noise. The algorithm estimates the ionospheric phase based on the unmosaiced version;

therefore, I can extract the ionospheric signal that affects the backward- and forward-

interferograms. The mitigation can reduce the cumulative ionospheric noise in the

time-series analysis about 25 mm. However, the study in Chapter 3 suggested that

the correction can detect only a long-wavelength ionospheric signal. The variation in a

short distance, which I identified as a short-wavelength ionospheric signal, still affects

the analysis. In this work, I applied the spatial-filtering between the burst overlap

area to mitigate this short-wavelength signal. I assumed that the phase has a Gaussian

distribution, and the ionospheric condition is homogeneous over 100 km (Brcic et al.,

2011).

The next step is to apply the small baseline time-series approach to the corrected
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Figure 4.5: Standard deviation of phase multilooked by ∼25,000 pixels against coherence. The
estimated error of SW1, SW2, and SW3 are presented with red, blue, and green lines, respec-
tively. The estimation appears to agree with the theoretical precision (black line), calculated
from Eq. 4.2, with coherence lower than 0.3. However, the estimated errors with coherence
higher than 0.3 are larger than the theory.

double-difference phase. Note that I applied the analysis with the wrapped phase.

Since the ambiguity band (±700 mm) is particularly large relative to the slow-moving

process, forming double-difference interferograms only between acquisitions separated

by a short time interval, the phase unwrapping can be dismissed for this algorithm.

Additionally, I have also investigated the inversion with a daisy-chain approach. I found

that the analysis accumulates noise along the time-series, and therefore the average

velocity encounters large bias and noise. This bias is expectedly a result of cumulative

decorrelation noise. It probably also exists in the line-of-sight analysis, but the effect

could be insignificant. However, owing to the high sensitivity, the bias is obviously

shown in the ESD technique. I found that the small baseline approach can constrain

the noise accumulation, and the scatter of the average velocity has less distribution.

Nevertheless, some outliers of the velocity still exist, even with the small baseline

analysis. In the time-series, I discovered that the problem always occurs at the period

that interferogram lost correlation (i.e., coherence<0.1). These outliers are considered

the point with high coherence in most timespan, but there are only some short periods

that lose phase information. Thus, the time-series analysis obtains a negative effect

on inversion performance if these low coherence points are included in the analysis.

Consequently, in each point, I omitted the interferogram with coherence lower than

0.1 and then applied NSBAS using a minimum norm constraint as a linear velocity in

order to link isolated clusters of interferograms.
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In addition, the SqueeSAR (Ferretti et al., 2011) and phase linking (Ansari et al.,

2018) algorithms, which have a strategic idea to exploit information from every possible

interferogram in time series, are fascinating to use with the analysis. Including a larger

number of interferograms can reduce noise and provide more robust results. However,

for the burst overlap InSAR analysis, these approaches need to employ the wrapped

phase in the inversion; therefore, when using SqueeSAR or phase linking methods, the

ambiguity band must be carefully considered. The investigation to enable the two

methods with along-track measurements is beyond the scope of this thesis; however, I

suggest that the method needs to incorporate an algorithm to identify a pixel with a

phase exceeding the ambiguity band.

After retrieving a single master phase from time-series inversion, there is a method

called periodogram applied in Yague-Martinez et al. (2019) to estimate an averaged

along-track velocity based on a stack of ESD phases. This approach also employs

estimation with wrapped phase and pick averaged velocity that gives a minimal residual

between observation and velocity model using a complex domain. However, in this

thesis, I apply a least-squares fitting linear model to the cumulative phase. The basic

idea is the same: find an averaged velocity with the smallest residual. As a result, the

investigation to clarify a specific detail of the difference between the conventional line

fitting and periodogram is required. Thus, I still apply a conventional method in this

thesis.

Moreover, I have also investigated the maximum contribution from earth tide to

the relative azimuth movement. Following Xu and Sandwell (2020), the earth tide

influencing InSAR measurement was decomposed into three components. The first

component is an absolute tide, which does not affect the relative measurement, because

the effect is homogenous over the scene. Specifically, the earth tide is a long-wavelength

signal with a spatial scale over 100 km. Secondly, the variation of the tide effect resulting

from the change in look angle across the scene can cause a phase ramp in range direction.

On the contrary, it does not affect the burst overlap InSAR since the subtraction of

the backward- and forward-interferograms can cancel out most of the variation. Lastly,

this component is a result of a variation of the tidal effect directly. The SAR scenes

longer than 100s km are regularly deployed nowadays owing to the Sentinel-1 satellite.

The change of tide signal in the along-track direction biases the relative measurement

of the line-of-sight InSAR and the along-track InSAR since the tide is one of the real

deformation signals in the measurement.

To verify the influence of earth tide on the result, I considered the tide variation

in azimuth direction referred from the solid tide model (Milbert, 2018) between the

latitude of 29◦N and 34◦N along the longitude of 59◦E at the 90 SAR acquisition times.

I found that the effect of tide variation with the range of 400 km for an interferogram

can reach ±9 mm in the along-track deformation signal. This level of influence could
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be significant to the velocity estimation despite relative measurement. However, I esti-

mated the tide velocity, calculated from only the tide displacement. The rate varies less

than 0.3 mm/yr from latitude 29◦N to 34◦N and is quite stable in longitude direction;

therefore, the influence of earth tide can be verified as insignificant to the results.

4.5 West-Lut Fault

The Arabia-Eurasia collision is a major source of most of the driving forces that govern

the observed crustal deformation kinematics in the Iranian territory. The convergence

produces an overall shortening in a nearly north-south direction at this latitude. Previ-

ous GNSS data from the global model, together with a regional network, presented the

convergent rate at 25-26 mm/yr (Vernant et al., 2004). The Zagros mountain in SW

of Iran accommodates part of this shortening rate at 10-12 mm/yr, whereas the rest of

the dextral shear is taken up by the active fault system lying between central Iran and

Afghanistan (Walker and Jackson, 2004). The geodetic GNSS deformation field from

Walpersdorf et al. (2014) indicates that each of the major faults accommodates part of

the plate convergence in a distributed sense, with increasing rates observed going from

west to east.

The West-Lut Fault is one of the most significant faults in the shear zone system.

The fault is the western boundary of the Dash-e-Lut block with an overall length of

∼700 km and strikes dominantly in the north-south direction with a right-lateral sense

of strike-slip motion. The West-Lut fault is also called the Gowk-Nayband fault, which

is named after the constituent fault segments. Likewise, I also analysed the tectonic

deformation by splitting the West-Lut fault into two segments. The Nayband segment,

comprising the northern part, has a single trace and is interpreted to connect with

the Tabas fault system in the north around latitude 33◦N. On the contrary, the Gowk

segment, the segment accounted from southward of latitude 30.5◦N, is much more

complex with sub-parallel fault systems and reverse faulting structures.

4.5.1 The results of along-track measurement

The West-Lut fault has previously been reported to accumulate a slip rate of ∼4 mm/yr

(Walpersdorf et al., 2014) based upon block models for the region constrained with

GNSS observations. The velocity map of the along-track measurement across the fault

is presented in Fig. 4.6. The points with mean coherence along the time-series lower

than 0.2 were omitted. The choice of this threshold is selected to remove the noisy

pixels located in the desert dune area in the east without removing the points in the

more stable areas where a consistent along-track measurement can be made. However,

there are high values in the southeast but these signals are probably associated with

sand dune migration. For the result, the positive sign indicates a ground movement
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toward the north with an azimuth of N10.3W, an average heading angle of the scene.

Note I present a variation of heading angles of the SAR scene in Fig. A.4. The variation

range about 1.6◦ across the scene. However, if I assume the relative displacement at

10 mm/yr across the scene, the maximum relative bias of projecting the displacement

into the north component is about 0.05 mm/yr. Since this value is minor compared

to the other nontectonic noise, I assume that this value is insignificant in the study.

Nevertheless, this variation is more important to consider in higher latitude areas. As

shown in the figure, the interseismic signal cannot be readily seen from the velocity

map. Moreover, the result obviously shows a high-frequency variability between the

burst overlap. I suspect that it is an influence of short-wavelength ionospheric signals

since points in the same burst overlap have similar characteristics of perturbation.

For the difference between burst overlaps, the variation along the azimuth direction

appears to be stronger than the variation along the range direction. Even though a

quantitative study is still required, I suspect that, as introduced in Chapter 3, the

main source of bias in burst overlap InSAR measurement is a non-linear variation of

differential ionospheric phase advance in the azimuth direction. On the other hand,

not any variation in the range direction causes a bias in the burst overlap InSAR mea-

surement since the range variation causes the same magnitude of phase advance to the

backward- and forward-looking interferometric phases. Specifically, a bias in relative

burst overlap InSAR measurement in the range direction results from a difference of

an azimuthal trend in the range direction. Furthermore, besides the smooth variation

of TEC in the ionosphere, one of the ionospheric perturbations, traveling ionospheric

disturbance (TID), causes a high-frequency variation to the ionospheric phases. In

particular, the TID characteristic is one of the factors that can be used to reveal a

short-wavelength ionospheric bias in the burst overlap InSAR measurement. TID can

be calculated by dense a GNSS network that can continuously provide ionospheric data

(TEC) in the time domain, and the measurement of a difference between a particular

TEC and spatially smoothed TEC plane is defined as TID. As the TID characteristics

are identified as being similar as a waveform, despite the fact that more research for

a robust theory is needed, the daytime TID alignments studied by Jonah et al. (2018)

and a literature review in the research (Kotake et al. (2007), Tsugawa et al. (2007),

Otsuka et al. (2011), and Otsuka et al. (2012)), are in a northeast-southwest direction.

As a result of these demonstrations, as well as the supposition that TEC variations in

the longitude direction are small within a scale of 10◦ (Ding et al. (2007), Jonah et al.

(2018)), I expect to see variations along the azimuth direction more frequently than in

the range direction.

However, assuming that the slip rate is constant along the segment, the expected

velocity signal can be further enhanced by multiple burst overlap averaging, which

should mitigate the effect of short-wavelength ionospheric signals. In the northern
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Figure 4.6: Along-track velocity map obtained from Sentinel-1 ascending data, covering the
northern and southern West-Lut fault (Nayband and Gowk segments, respectively). All the
points were applied by strong multilooked (1.5x0.5 km), and were estimated using time-series
azimuth offset on the burst overlap areas. The points with an averaged coherence lower than
0.2 were omitted. The positive sign represents ground movements in the direction of N10.3W.
Blue arrows are the locations of the 9 sites of GNSS data (Walpersdorf et al., 2014) used in
validation of the interseismic deformation for Nayband segment. The red bracket show burst
overlap applied in present transect profile for Nayband (N) and Gowk (S) segments. Black lines
represent faults (Walker et al., 2013). The pink straight line represents a simplified surface
trace for the southern half of the fault (the Gowk segment), which is used in the modelling
(Fig. 4.9). The strike of the simplified fault segment is on average 347◦.
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segment, I present a transect of the velocity points between latitude 31N-32.5N, covering

the area with only a single trace, and also a mean velocity profile averaged from every

2-km bin in Fig. 4.7. I avoid including the data between 30.5◦N-31◦N due to the short-

wavelength signal of 2017 Kerman earthquakes (Fig. A.5), which include an impact of a

strong displacement (0.4 m) in the along-track direction from the interferogram, paired

from images acquired in March 2017 and March 2018. As demonstrated in the profile,

we can see a dextral strain localized within a narrow zone close to the fault location,

as illustrated by the change in velocity from 1-2 mm/yr in the west, to -2 mm/yr in

the east, over a fault perpendicular distance of about 50 km.

Figure 4.7: Transect profile showing the derived along-track velocity field. Points are from
9 burst overlap areas (∼150 km) in each sub-swath, covering the northern single surface trace
segment of the fault (surface position denoted by the purple shaded vertical band) with a
range of longitude between 57.50◦E and 57.55◦E, in an area between latitude 31◦N and 32.5◦N
(Fig. 4.6). The zero fault-perpendicular distance on the x-axis is at longitude 57.525◦E. Black
circles and error bars are mean velocities and their standard deviations using a bin width of 2
km. The grey shaded area represents the one standard deviation of the burst overlap InSAR
points.

To validate the accuracy of the measurement, I projected the GNSS data (Walpers-

dorf et al., 2014) into the along-track component direction (N10.3W). Although the

GNSS data applied to the verification were operated in 1997-2008, which is different

from the time period of InSAR data acquired in 2014-2019, the validation is still ap-

plicable due to the absence of large earthquakes in the time gap of data. I compared

the result as a one-dimensional product by statistically comparing the GNSS data and

the mean velocity of InSAR points located in one kilometre from the GNSS sites in

the longitude direction by the chi-square test. I offset the GNSS data by the station
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Table 4.1: The optimal model parameters from different observations. The models are esti-
mated from Bayesian approach using 9 GNSS sites from Walpersdorf et al. (2014) (Fig. 4.6)
and along-track InSAR measurement. Note 0−100 km of optimal fault locking depth of GNSS
data is a range I bound the Bayesian analysis. 9 GNSS data cannot provide a good constraint
for referring to a robust interseismic deformation model’s arctangent curve. The posterior dis-
tribution of the locking depth parameter with a range of 0−100 km cannot reveal a peak of
Gaussian distribution (Fig. A.7). The optimal value determined by Bayesian analysis appears
to be greater than 100 km.

Parameter GNSS InSAR GNSS+InSAR

Number of data points 9 140 149
Slip rate (mm/yr) 6.6±1.7 4.3±0.5 4.2±0.4
Locking depth (km) 0−100 17.9±9.7 19.5±7.9
Fault location (km) 5.2±36 -13.6±5 -13.5±4

at longitude 56.8◦E, RAVR station in Walpersdorf et al. (2014), to match with the In-

SAR results. I estimated the semivariogram of the one-dimensional InSAR points and

obtained a sill variance at 17.2 mm2/yr2 without a statistical correlation (Fig. A.6).

Note that there is the covariance between InSAR points in the same burst overlaps

due to a similar ionospheric condition, but it is disappeared by the compression from

two-dimension to one-dimension in spatial filtering. I tabulate all the values verified by

the chi-square test in Table 4.4. The chi-square estimation is only 2.92 indicating the

statistical agreement between InSAR and GNSS measurements with 95% confidence

and 7 degrees of freedom, which the p-value is at 12.59.

I also applied a Bayesian approach to infer interseismic modelling parameters based

on the elastic half-space model (Savage and Burford, 1973). I assumed that the West-

Lut fault is a vertical strike-slip fault and locked from the surface without a creeping

according to a lack of discontinuity observed on the fault trace in the line-of-sight

velocity map. The inversion algorithm from GBIS (Bagnardi and Hooper, 2018) is

applied to a transect of the mean velocity profile, which is prior projected into the

north-south direction, parallel to the fault trace. In the analysis, I set the upper

bound of slip rate and locking depth parameters at 20 mm/yr and 100 km, respectively.

The location of the fault can vary ±100 km from the fault trace at latitude 57.55◦.

The variance of each mean velocity point is defined from 17 mm2/yr2 divided by the

number of averaged InSAR points, mostly at 17 points, so most of the mean points

have a standard deviation around 1.1 mm/yr. The model parameters of the best-fitting

interseismic model to InSAR data only, GNSS data only, and two data sets together

(Fig. 4.8) are reported in Table 4.1.

As a result of higher spatial resolution, the models inferred from InSAR data have

a smaller standard deviation than the model from the GNSS only. Most of the misfit

between the InSAR model and the GNSS velocity occurs at three easternmost GNSS
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Figure 4.8: The best-fitting model of the interseismic strain accumulation using the optimal
parameters from the Bayesian approach shown in Table 4.1 applied with GNSS (red), InSAR
(green), and GNSS+InSAR (black) data for the northern segment. Nine GNSS stations applied
in this validation are shown in Fig. 4.6. The mean azimuth velocities in Fig. 4.7, averaged from
9 burst overlaps pointed with the N bracket in Fig. 4.6, were projected into the north-south
direction (the fault-parallel direction). Two-sigma error bars represent the northern component
of the GNSS velocity data. They are referenced to the InSAR profile by using the site at a
longitude of 56.8◦E. The purple shaded vertical band represents a fault trace with a range of
longitude between 57.50◦E and 57.55◦E. The zero fault-perpendicular distance on the x-axis
is at longitude 57.525◦E. Blue points, which are mean velocity profiles with 2 km bin width,
were used in the inversion. The black dashed line represents the location of the West-Lut fault
estimated from the InSAR and InSAR+GNSS modellings. The modelled fault position offsets
10 km to the west of the fault trace (∼57.55◦E), identified by Walker et al. (2013). The vertical
red dashed line shows the estimated fault location calculated from GNSS modelling. At the top
right, a two-sigma errorbar with a blue point presents the mean uncertainty of InSAR points.
They are all similar, approximately at 1.1 mm/yr.

Table 4.2: The optimal model parameters for the Northern and Southern fault segment tran-
sects. The model parameters are estimated from Bayesian approach using data points in burst
overlaps shown in Fig. 4.6.

Segment Slip Rate (mm/yr) Locking Depth (km) Fault Location (km)

Northern 4.3±0.5 17.9±9.7 -13.6±5
Southern 7.5±0.5 9.8±3.0 -9.8±2
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sites. These stations are in the area above the Birjand fault. This zone has a series of

secondary structures, which are not well-defined. Walpersdorf et al. (2014) proposed

that they probably are active and responsible for a part of the kinematics in the region.

Furthermore, due to a lack of a GNSS station close to the fault, the interseismic model

cannot be well constrained by the GNSS data only, especially the locking depth pa-

rameter. The 100-kilometer bound of locking depth parameter is not enough to show

a gaussian distribution in the posterior histogram (Fig. A.7). The distribution does

not reveal the histogram’s peak in the 0−100 km range, and the optimal value seems

to be deeper than 100 km. This estimate appears to be significantly higher than 14±7

km, which was calculated using a compilation of interseismic deformation studies in

Wright et al. (2013). This large estimated value of locking depth also results in a

trade-off with the slip rate producing a large estimate for this parameter also. Finally,

the model from InSAR only is almost the same as the model from both InSAR and

GNSS together. According to the variance calculation above, the standard deviation

of most InSAR points is 1.1 mm/yr, which is as good as the standard deviation from

the GNSS data. Consequently, the inversion is dominated by the InSAR data, which

has a 15 times higher number of observations than GNSS data in this objective, even

with the one-dimensional product that has been through many downsampling steps.

Moreover, I can observe that the southern West-Lut fault accommodates a higher

strain accumulation than the northern part. The optimal model was referred from

a transect of the mean velocity profile from points between latitude 29◦N-30.5◦N

(Fig. 4.9). The tectonic structure in this latitude has more complexity than the north-

ern part, and coherence is not as high as the area in the north. Due to the technique’s

uncertainty, which is not precise enough to allow the measurement to detect the highly

variable structure from multiple closely spaced sub-parallel fault segments, we assumed

that only a single fault accommodates the interseismic deformation across this region.

The inversion revealed that the mean velocity profile is most consistent with a 7.5

mm/yr slip rate. The strain accumulation is almost twice as high as the northern seg-

ment’s. Most of the variation occurs on the western side of the fault, especially around

the latitude of 30.5◦N, the region of intersection with the Kuhbanan fault. Conversely,

the velocity on the eastern side of the fault slightly increases from north to south by

only about 1-2 mm/yr.

4.5.2 Tectonic interpretation

I summarized the slip rate of the two West-Lut fault segments estimated from different

methodologies in Table 4.3. The West-Lut fault has a long-term Holocene slip rate

estimated from dated fault offset features at 1.4±0.5 mm/yr and 3.8±0.7 mm/yr on

the Nayband segment and Gowk segment, respectively (Walker et al., 2010). The lower

slip rate estimated for the Nayband segment has a discrepancy rate estimated from with
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Figure 4.9: Transect showing the north-south velocity field. Points are from 9 burst overlap
areas (∼150 km) in each sub-swath, covering the southern segment of the West-Lut fault, be-
tween latitude 29◦N-30.5◦N. The mean azimuth velocities were projected into the fault-parallel
direction (347◦). Since the fault traces of the Gowk fault is complicated and distributed, the
purple shaded vertical band represents a surface trace with a range of ±5 km from simplified
fault segment, presented as a pink straight line in Fig. 4.6. Error bars are mean north-south
velocities and their standard deviations using a bin width of 2 km. The grey shaded area repre-
sents the one standard deviation of the burst overlap InSAR points. The black line represents
the best-fitting model of the interseismic strain accumulation using the optimal parameters
from the Bayesian approach. Due to the technique’s high uncertainty, the assumption that
only a single fault accommodates the interseismic deformation across this region is made. This
work modeled a fault as a fully locked fault above a freely slipping fault dislocation because no
discontinuity is observed in the line-of-sight result to indicate shallow surface creep. The black
vertical dashed line is the fault location at 57.53◦E from the model.

the present-day geodetic data. The GNSS study (Walpersdorf et al., 2014) proposed

a slip rate of 4.4±0.4 mm/yr from their rigid block model and 4.7±1.7 mm/yr from

taking a rate difference of the mean velocity from both sides of the fault (Walpersdorf et

al., 2014). Likewise, the along-track measurement of InSAR in this paper is consistent

with a 4.3±0.5 mm/yr slip rate in the interseismic model.

However, I roughly compared the GNSS velocities only on the western side of the

fault (e.g., RAIN (13.55 mm/yr) and NYBD (8.81 mm/yr) stations in Walpersdorf et

al. (2014)) and found the variation between the segments at approximately 5 mm/yr,

which agrees with the InSAR measurement here. Secondly, at the transition zone

between the Nayband and Gowk segments, the Kuhbanan fault appears to join the

West-Lut fault and terminate at this conjunction. The slip rate of the Kuhbanan fault

at 3–5 mm/yr estimated from the GNSS deformation field suggests that the slip rate
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Table 4.3: Slip rate values of the northern and southern segments from different methods
(Walker et al. (2010), Walpersdorf et al. (2014)) and this study

Segment Latitude Geological Trenching GNSS InSAR

Northern >30.5◦N 1.4±0.5 4.4±0.4 4.3±0.5
Southern <30.5◦N 3.8±0.7 4.4±0.4 9.2±0.5

varies by increasing from NW to SE along the fault (Walpersdorf et al., 2014). There-

fore, the Gowk segment, the only major tectonic feature at this latitude, is expected

to accumulate the strain of the West-Lut fault and the Kuhbanan fault together. The

combined slip rate is 6–10 mm/yr depending on whether the values are taken from the

rigid block model or the average velocity method (Walpersdorf et al., 2014). However,

due to the assumption, this work made to compensate for the limitation of detecting

the highly variable structure, this work cannot conclude that the relative motion lo-

calizes only along the Gowk fault. Indeed, the idea that the strain distributes over

the complex zone could explain the discrepancy of the InSAR measurement and the

geological trenching.

In addition, the fault locations estimated from the interseismic modeling are likely

too far to the west to the fault trace (Styron and Pagani, 2020). In the southern

segment, the shift of 9.8±2 km from the fault trace can be explained by the complexity

of the area that comprises bundles of ill-defined secondary structures. These complex

structures on the west of the West-Lut fault probably accumulate a part of the tectonic

strain. However, due to the limitation of the burst overlap InSAR technique, I cannot

take a high variation of deformation in a short distance into account in the modeling.

Therefore, the assumption I made that only the single West-Lut fault accumulates the

tectonic strain at this latitude might not be valid. Moreover, the western area of the

segment is an adjoining area between the West-Lut fault and the Kubanan fault, Anar,

and also Rafsanjan faults (Fig.4.2). Even though this work proposes, for the first time,

that the Gowk segment accommodate a strain at a similar magnitude to the Nayband

segment and Kubanan fault together, a further study on clarifying a structural form of

distributed shear beneath these structures is still required.

However, in the northern segment, only the West-Lut fault is clearly a tectonic

structure in this area. The fault-parallel velocity deduces the fault location, a horizontal

shift of the shear zone at depth to the surface trace, at around 13.6±5 km west of

the fault trace. Given where the surface fault trace is accurate, these modeled fault

parameters, including a locking depth, indicate the locked portion of the fault dipped

∼60◦ to the west. However, there is no displacement in a normal component reported

or a compressional structure around this latitude. The explanation might be that a

fault deformation is in the north-south horizontally, even with a fault dip. Nevertheless,
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I propose that the problem is from a limitation of the InSAR observation. The main

factor that defines the locking depth and fault location parameters is a variation of

ground velocity across a shear zone at the surface. I propose that the technique’s

precision together with the number of InSAR points in a shear zone are too low to

depict an accurate result relative to a gradient of 4 mm/yr interseismic arctangent

model. Furthermore, the observational data using in modeling is from an average

profile with a length of 140 km section. However, the estimated far-field velocity,

which is a long-wavelength signal, is still efficient. I also employed a Bayesian approach

with the interseismic model to infer the fault parameters with a fixed fault location at

longitude 57.55◦ (Fig.A.11), a location of fault trace (Styron and Pagani, 2020). I find

that the best fit far-field parameter is still the same, and the fault plane locking depth

increases. Still, the overall model appears to agree well with the InSAR data. The

objective of this study is to clarify the efficiency of the burst overlap InSAR technique.

Also, due to an uncertainty of the fault trace and the effect of averaging such a large

segment, arbitrarily fixing location can affect the locking depth, which is a factor in

seismic hazard evaluation. Thus, in this thesis, I still apply fault parameters that

incorporate fault location as a modeled parameter because this model best fits the

gradient of the current observational InSAR data. I expect that reducing decorrelation

and short-wavelength ionospheric noise enable the technique to provide results with a

higher resolution and consequently a more robust model.

For the seismicity, the historical and instrumental earthquake records present bun-

dles of the past seismic events in Tabas and Gowk segments (Fig. 4.10). In contrast,

the Nayband segment, the only visible tectonic feature likely that between the Tabas

and Gowk segments could transmit the strain, is also only the quiescent part of the

West-Lut fault (Walker and Jackson, 2004). For this reason, the earthquake potential

on the Nayband segment is of concern given the accumulation of strain along this long

straight strike-slip fault segment. However, the level of hazard posed by this fault is

mitigated by the low level of population density in this desert region which results in a

lower risk due to reduced exposure to any potential ground shaking. This paper pro-

posed one of the possible explanations that the Gowk segment accumulates the higher

strain rate two times the Nayband segment. Consequently, this could cause the num-

ber of earthquakes significantly higher than it should be compared to the Nayband’s

number. I expected that most of the unbalanced strain accumulation is released over

the multiple secondary faults in the complex zone. Since the velocity from the line-of-

sight measurement does not show the discontinuity on the fault, I proposed that the

fault has accumulated the strain as fully locked without aseismic slip. The paleoseismic

investigation on the Nayband segment reported that the most recent event appears to

occur during the last 800 years (Foroutan et al., 2014); therefore, the potential slip

for the next rupture is just over 3 m approximately given an accumulation rate of ∼4
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Figure 4.10: Map of major earthquakes in the West-Lut fault region. All
data are from USGS catalog (source:https://www.usgs.gov/natural-hazards/earthquake-
hazards/earthquakes), which present major earthquake occurred between 1972 and 2020. Blue
points represent earthquakes with magnitudes (Mw) between 4.5 and 6. Green dots presents
earthquakes magnitude (Mw) between 6 and 7. Pink dots indicate earthquake occurred with
magnitude (Mw) higher than 7. The red rectangle denotes the are of coverage from Sentinel-1
used in this study. Black lines represent faults (Walker et al., 2013). Fault names as in Fig. 4.2

mm/yr over that interval, and that all of the previous strain accumulation was released

in the last earthquake..

From these recent geodetic results, I estimated the potential earthquake’s magnitude

of the Nayband segment based on the slip deficit and fault modelling parameters from

the inversion. I proposed the seismic moment (M0) of strike-slip fault and moment

magnitude (Mw) using Eq. 4.4 and Eq. 4.5, respectively. The seismic moment is in units

of Newton-meters. Where µ is the fault rigidity, assumed at 3.3 x 1010 Pa. A is the fault

area (m2), calculated from the fault width (w) estimated from the modelled locking

depth and the fault length (l), assumed to be in range of 120-200 km by considering the

extent of the Nayband segment. I proposed a fault slip (S), deduced by the accumulated

slip deficit. The deficit has built up with a slip rate (s) of 4.3±0.5 mm/yr since the last
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Figure 4.11: A Schematic of tectonic deformation along the West-Lut fault. Red lines ap-
proximate major faults in the region around the West-Lut fault (WL). They all accommodate
right-lateral shear strain. This figure highlights a variation of the tectonic slip rate between the
Nayband segment (NB) and Gowk segment (GW). I suspect that the Gowk segment appears
to accommodate a strain rate equal to the northern latitude with both the West-Lut fault and
the Kuhbanan fault (KB) accommodate the tectonic strain. A:Anar fault, EL:East-Lut fault,
R:Rafsanjan fault, SA:Sabzevaran fault.

earthquake, which reportedly occurred 800 years ago (t) with a 100 years uncertainty,

defined for the precision of historical report. I present histograms of the estimation with

their uncertainties in Fig. 4.12 and propose the magnitude of potential earthquake at

Mw=7.6±0.1.

M0 = µ×A× S = µ× wl × st (4.4)

Mw =
2

3
(log10M0 − 9.1) (4.5)

4.6 Conclusion

This chapter has demonstrated the implementation of the algorithm to estimate the low

strain rate of the north-south strike-slip fault in Eastern Iran by exploiting the burst

overlap area of Sentinel-1 data with a time-series approach. The two main sources of

error were taken into account; the strong multilooking reduces the effect of decorrela-
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Figure 4.12: Histograms of the accumulated slip deficit since the last earthquake 800 years
ago (left), the calculated potential seismic moment given the fault area and slip deficit (middle),
and the equivalent moment magnitude (right) of the Nayband segment estimated based on fault
modelling parameters shown in Table 4.3

tion noise, and the ionospheric bias is mitigated by applying split-spectrum in range.

Since the technique can invert the double-difference interferograms network as an un-

ambiguity analysis, I can apply the NSBAS approach to the wrapped phase without

additional process. Although the velocity map cannot clearly present the tectonic

strain, the mean velocity profile across the West-Lut fault shows the strain accumu-

lation with a typical arctangent pattern expected of a locked strike-slip fault above a

shearing zone at depth. Specifically, in the spatial filtering, averaging from multiple

burst overlaps to one-dimensional profile, I exchanged the azimuthal resolution on the

order of hundred kilometres to reduce the short-wavelength ionospheric signal, which

the current ionospheric correction cannot estimate. The result statistically agrees with

GNSS data by using the chi-square test. Moreover, for the tectonics of this region, the

results can detect the variation of slip rates between northern and southern portions of

the West-Lut faults. I suggest that the southern part probably accumulates a higher

strain rate caused by the combined slip of the West-Lut and the adjoining Kuhbanan

faults at this southern extent.

The along-track measurement with the accuracy of a few mm/yr from this work

presents the potential to address the particular limitation of InSAR measurement to

accomplish the measurement of tectonic strain globally, including strike-slip faults ori-

entated along the azimuthal direction of polar orbiting SAR satellites (i.e. in the

north-south direction). Furthermore, the descending data for this area, unfortunately,

are disturbed by incoherent patches; therefore, analysing these perturbed images needs

further investigation on the influence on the InSAR phase or ESD estimation. How-

ever, suppose data from ascending and descending are available. In that case, two

more components from exploiting points in the burst overlap area can allow the InSAR
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Table 4.4: Chi-sq test comparing the along-track InSAR velocities of the northern profile
with 7 GNSS sites Walpersdorf et al. (2014). N is a number of along-track InSAR points
which are in 1 km in longitude direction from GNSS stations. v (InSAR) mean velocity from
N points. SD (InSAR) is a standard deviation of the mean velocity sqrt(17/N). I assumed
that the InSAR point has a variance of 17 mm/yr without correlation, estimated from the
semivariogram. v (GNSS) is the velocity of the GNSS data in the along-track direction. SD
(GPS) is the standard deviation of GNSS data in the along-track direction, calculated from the
error ellipse. I estimated a Chi-square distribution from the Residual between two observations
by applying the InSAR and GNSS Variance as a Weight. All values in this comparison are in
mm/yr.

InSAR GNSS Residual

Station N velo sd var velo sd var Variance Weight (mm/yr)

1 22 0.3 0.9 0.8 0.4 1.3 1.6 2.3 0.43 -0.1
2 17 2.1 1.0 1.0 1.8 1.6 2.6 3.6 0.28 0.3
3 3 -3.2 2.4 5.7 -2.6 1.6 2.4 8.1 0.12 -0.6
4 5 -1.1 1.8 3.4 -2.4 0.3 0.1 3.5 0.29 1.3
5 17 -2.1 1.0 1.0 -2.7 1.2 1.3 2.3 0.43 0.6
6 19 -3.3 0.9 0.9 -1.0 1.3 1.6 2.5 0.40 -2.3
7 19 -2.2 0.9 0.9 -1.6 1.6 2.5 3.4 0.30 -0.6

technique to constrain the full three-dimensional motion.



Chapter 5

Three-dimensional Deformation

along the Chaman Fault from

InSAR

In this chapter, I analyse line-of-sight and along-track measurements applied with

TOPS Sentinel-1 images acquired over the Chaman fault area in both ascending and

descending passes. I demonstrate an algorithm to decompose InSAR velocities to the

east, north, and up components. The method includes long-wavelength constraints of

the line-of-sight and burst overlap InSAR observations. The algorithm benefit in ref-

erencing InSAR velocities to the GNSS reference frame and mitigate the ionospheric

disturbance. I also present evolution of surface fault slips during 2014-1018.

5.1 Introduction

In chapter 4, I demonstrated that the burst overlap InSAR technique applied to TOPS

Sentinel-1 images is effective in measuring velocities for slow tectonic processes concen-

trated in the north-south direction. This means that we can use InSAR measurements

to provide observations with high sensitivity to all three dimensions. With two inde-

pendent measurements added to the conventional InSAR, ascending and descending

line-of-sight measurements, we can solve directly for all three components where burst

overlaps from ascending and descending tracks overlap.

Furthermore, the short revisit time of Sentinel-1 enables more investigation on tem-

poral variation of the geophysical process. This higher frequency of observation bene-

fits not only capturing the time-dependent deformation but also lowering InSAR noise

(e.g., APS, orbital error, ionospheric disturbance) in the time-series analysis to enhance

a signal of tectonic displacement for sub-periods. Time-series InSAR analysis is used to

85
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study a slow tectonic process by providing a velocity field that represents the averaged

deformation over many years. In this chapter, I present the temporal characteristics of

surface creeps, including seismic and aseismic fault slips, for segments of the Chaman

fault. I demonstrate that modeling the surface creep as a time-dependent process can

better explain Sentinel-1’s InSAR observation than a single linear analysis.

This chapter applies InSAR data from ascending and descending data to analyse

time-series line-of-sight and burst overlap InSAR measurements to estimate the aver-

aged velocities over four years from 2014 to 2018. SAR images cover the area about

400 km along the Chaman Fault in Afghanistan. The fault is a strike-slip fault lying

12◦N-35◦N dominantly. The InSAR velocities in line-of-sight and along-track com-

ponents are decomposed into three-dimensional components (i.e., east, north, and up

directions). Also, I exploit seismic and aseismic slips for segments of the Chaman fault

using time-series products to expand their temporal evolution of surface creep.

5.2 Chaman Fault System

At the continental scale, the Chaman fault system is an on-land segment on the western

boundary of the Indian plate. According to the literature, the nearly north-south shear

component of 24-28 mm/yr, driven by the India-Eurasia relative motion (i.e., 30 mm/yr

at latitude 28◦N (Altamimi et al., 2016)), is localized in this transition zone. With a

length of more than 900 km long, the fault system comprises a suite of predominant

north-south sinistral strike-slip faults. From the shoreline to the latitude 28◦N, the

Ornah-Nal fault is a major tectonic structure to accommodate the shear component

together with a brunch of secondary east-west thrust faults in the west (i.e., Hoshab

Fault, Panjgur Fault, and Siahan Fault) (Szeliga et al. (2012) and Fattahi and Amelung

(2016)). Further to the north, the Chaman and Ghazaband fault traces are clearly

seen. These two faults are parallel to each other with a strike orientation of N22E

approximately. At the latitude 30.7◦N, the Ghazaband fault trace, referred from the

global active faults (Styron and Pagani, 2020), disappears and leaves only the Chaman

fault as the only major tectonic at this segment with a higher degree of bending to

the east (i.e., N34E). The single fault trace connects with the Gardez fault at around

latitude 33◦N and terminates around the latitude 35◦N (Styron and Pagani, 2020).

Geological studies (Lawrence et al. (1992) and Ul-Hadi et al. (2013)) and global

plate tectonic models, such as Kreemer et al. (2014) and Altamimi et al. (2016), pro-

pose that the Chaman fault system accommodates most part of the strain accumu-

lation. However, the modern geodetic observation (Szeliga et al. (2012) and Fattahi

and Amelung (2016)) presented that the strain is not accommodated by only a single

fault. Still, it is distributed over multiple tectonic structures in the region. The first

geodetic study (Szeliga et al., 2012) presented a heterogeneous characterization of the
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strain accumulation along the fault. In the southern segment, the study applied the

GNSS data from a campaign around latitude 26◦N and proposed that the Ornah-Nal

fault accommodates a strain around 13.4-16.9 mm/yr with a shallow locking depth of

about 3 km. Further to the north, in the area where two major faults are parallel

to each other, from 7 GNSS stations around latitude 30◦N, they presented a slip rate

of the Chaman fault around 6.8-10.3 mm/yr with also a shallow locking depth at 3

km. This slip rate broadly agrees with InSAR observation from Fattahi and Amelung

(2016), which applied a time-series approach with seven years (i.e., 2004-2011) of En-

visat data. Moreover, due to a greatly higher spatial resolution, the InSAR studies

(Fattahi and Amelung (2016) and Barnhart (2017)) can detect velocity discontinuities

implied to aseismic surface creep on the fault trace. They also presented a variation

of fault coupling comprising locking and creeping segments and proposed the creeping

rate from 2 to 11 mm/yr. In addition, for the short-wavelength displacement, Furuya

and Satyabala (2008) presents an afterslip, a post-seismic deformation, following the

2005 Mw=5.0 Kalat, Afghanistan earthquake.

For the Ghazaband fault, the sub-parallel fault, the InSAR result (Fattahi and

Amelung, 2016) presented a slip rate at 16 mm/yr without surface creep. However,

the interseismic deformation cannot be detected by the GNSS campaign (Szeliga et al.,

2012) around latitude 30◦N. This disagreement was explained by Barnhart (2017) that

the GNSS stations are located at the fault terminus, and they consequently suggested

a variation of strain accumulation associated with the Ghazaband fault. Meanwhile,

a transect profile from InSAR measurement around latitude 29◦N showed a strain

accumulation across two faults at 24 mm/yr, composed of 8±3.1 mm/yr and 16±2.3

mm/yr from the Chaman and Ghazaband fault, respectively. Their interseismic model

is consistent with a locking depth of the Ghazaband fault around 10±2 km, and also a

locking depth of the Chaman fault around 27±8.7 km, which is much deeper than the

estimation from GNSS data.

In the northern segment, where the Chaman fault is the only predominant tectonic

structure to accommodate the shear strain, a transect profile of InSAR observation

across the fault around latitude 32◦N showed a variation of velocity around 10-14

mm/yr explained by a 6.1±1.1 mm/yr accumulated by the Chaman fault and a 6.2±1.1

mm/yr accommodated by an arbitrary fault potentially located 60 km to the west of the

Chaman fault. The profile is consistent with a locking depth of the interseismic model

at 10 km and a creeping rate along the Chaman fault at 5 mm/yr. On the contrary,

the InSAR data from Szeliga et al. (2012), analysed from a set of four-year Envisat

data, presented a strain accumulation across the fault at 16.8±2.7 mm/yr localized

only on the Chaman fault with a shallow locking depth at 5.4±2.4 km. I suspect

that the disagreement of the locking depth between the two studies results from that

Szeliga et al. (2012) did not take the existence of the creeping parameter into account.
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However, the model and a tectonic interpretation at this latitude are still ambiguous

and need further investigation. I suspect that this is a result of an incompatible of the

line-of-sight measurement to the fault-parallel velocity.

Despite the high rate at the plate boundary zone (Kreemer et al. (2014) and Al-

tamimi et al. (2016)), the facts from the recently geodetic measurements that the strain

is distributed to many structures across the region cause the earthquake potential on

the Chaman fault system released from high risk. Furthermore, it is less intense due

to the surface creep (Fattahi and Amelung, 2016) and the afterslip (Furuya and Satya-

bala, 2008), which could give a plausible reason for only five major earthquakes that

occurred in the last 200 years along this 1000-km-long fault. Nevertheless, the locking

depth is one of the factors to be considered for the magnitude estimation. Also, the in-

terpretation of the strain accumulation, which varies along latitude, is still not unique.

Consequently, this study will apply the conventional line-of-sight InSAR together with

the along-track measurement, more compatible with the fault geometry, to contribute

more proficient data to the Chaman fault system.

5.3 Time-series InSAR Measurement

To study the slow strain accumulation across the Chaman fault system, I conduct a

time-series analysis of four years of data between January 2015 and December 2018. I

apply two Sentinel-1 SAR image stacks, one with 65 ascending images and one with 64

descending images. The scene coverage is the region between latitude 28.5◦N-32.5◦N

(Fig. 5.1), which includes the southern segment where the Chaman and Ghazaband

faults are parallel to each other, as well as the northern segment where the Chaman

fault is the only major tectonic structure to accommodate the shear strain.

The fault strike (i.e., N12E-N35E) is almost parallel to the descending ground track

direction, ∼190◦, so the line-of-sight component in the descending pass is nearly perpen-

dicular to the Chaman fault. Because the majority of the horizontal motion, strike-slip

deformation, is parallel to the fault, the line-of-sight velocity contains very little hor-

izontal movement. As a result, line-of-sight displacement detected in descending data

is likely to be due to vertical motion. However, the double-difference phase in the

along-track direction is highly sensitive to strike-parallel motion and is better suited

for observing the strain accumulation across the Chaman strike-slip fault. In addition, I

processed an independent measurement from the ascending track with N10.3W heading

direction for both line-of-sight and along-track measurements. Note that the ascending

data covers an area slightly to the south of the descending data, but most areas are

still in common (Fig. 5.1).
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Figure 5.1: Chaman fault study area, denoted by the black rectangle, a boundary that
will be used for the following figures to present InSAR results. The red rectangles present
the coverages of SAR images from both ascending (∼350◦) and descending (∼190◦) passes.
The green arrow is the velocity of the Eurasian plate relative to the stable Indian plate
from the UNAVCO (source: https://www.unavco.org/software/geodetic-utilities/plate-motion-
calculator/plate-motion-calculator.html). The blue arrows represent the GNSS data from
Szeliga et al. (2012) relative to the Indian plate. The black lines represent faults. CF: Chaman
fault, GB: Ghazaband fault, GDF: Gardez fault, HF: Hoshab fault, HRF: Herat fault, MSZ:
Makran subduction zone, ONF: Ornach Nal fault, PF: Panjgur fault, SF: Siahan fault. Green
lines represent transect profiles, as implemented in the following sections, across a northern
segment (N) at latitude 31.1◦N and a southern segment (S) at latitude 29◦N of the Chaman
fault system. The red stars indicate the epicentres of intermediate earthquakes (Mw ∼5.5)
that ruptured on 13th May 2016 at latitude 30.66◦N and on 11th July 2016 at latitude 30.84◦N.
These two earthquakes are analysed in more detail in Section 5.5.
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5.3.1 Conventional InSAR (Line-of-sight measurement)

I estimate the average velocity of deformation in the line-of-sight direction for 2015-

2018 using a small baseline approach. I generate interferogram stacks with the LiCSAR

framebatch package (Lazecky et al., 2020). All SAR images are coregistered and re-

sampled to the same alignment with a common primary image, the scenes that were

acquired in September 2016. The coregistration procedure consists of rough coregistra-

tion based on orbit information and refining coregistration using cross-correlation and

ESD techniques (Prats-Iraola et al., 2012). Then, I produce every pair of interfero-

grams in the small baseline network, and the interferograms are multlooked by 8 looks

in azimuth and 40 looks in range, which give approximately 100x100 m2 for the spatial

resolution. For each interferogram, I use the GACOS (Generic Atmospheric Correction

Online Service for InSAR), which is based on the ECMWF weather model (Yu et al.,

2018) to mitigate tropospheric effects.

However, in this study, I cannot obtain an accurate estimate to correct the iono-

spheric disturbance. This area does not have coherence as high as the West-Lut fault

area in Chapter 3. Many interferograms include significant noise, particularly in the

desert area, the area to the west of the fault between latitudes 29.5◦N-31.5◦N, and the

mountain area on the east. In the ionospheric estimation, I need to omit points in

those areas in many low coherence interferograms. Lack of points in many areas leads

to extending the window size in the Fit-plane method, applied in Chapter 3, to extrap-

olate the ionospheric trend from the existing pixels. Appling the extrapolated model

to correct the ionospheric signal can introduce additional bias into measurements, par-

ticularly for along-track measurements, which include amplification when converting

ESD phase to displacement. According to the line-of-sight velocity fields (Fig. 5.2), the

long-wavelength signal, typical of the ionospheric effect, appears to be present only on

the ascending data. The descending data does not show a trend across the area for

both line-of-sight and along-track velocities. Nevertheless, I mitigate the disturbance in

the line-of-sight results using plane referencing (Hussain et al. (2018) and Weiss et al.

(2020)). The ionospheric disturbance is mitigated during the step of transforming the

line-of-sight velocities into a GNSS reference frame. Long-wavelength signals in InSAR

velocities will be constrained based on the GNSS data. I will explain the approach

in the next section after achieving the velocity fields from InSAR observations in all

components.

The time-series analysis is based on the LiCSBAS package (Morishita et al., 2020),

with the inversion performed using an NSBAS approach (López-Quiroz et al. (2009),

Doin et al. (2011)). In the procedure, there is a loop closure checking (Hussain et

al., 2016) to identify unwrapping errors and discard interferograms with a significant

problem, as determined by the percent error, from the network. However, in this

Chaman study, most interferograms have unwrapping errors in the southeast areas of
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Figure 5.2: Line-of-sight velocities across the Chaman fault area. The results are derived
from Sentinel-1 SAR images acquired in ascending (left) and descending (right) passes. The
warm shade (red) represents the movement of the ground away from the satellite, while the
cool shade (blue) depicts the displacement toward the satellite.

the scene. The issue probably results from a high variation of the topography and

the tropospheric signal and leads to the removal of many interferograms from the

time-series network. Since the unwrapping problem area is far from the fault trace, I

decided to omit pixels in this area before loop closure checking to maintain the number

of interferograms and keep the level of redundancy high. As a result, there is no point

in the area in the line-of-sight velocity field (Fig. 5.2). Then, I perform the inversion to

retrieve single master phases and fit a linear model to the cumulative displacement for

each pixel to obtain the average velocities in the line-of-sight direction over four years

(i.e., 2015-2018).

5.3.2 Burst overlap InSAR (Along-track measurement)

In order to exploit burst overlap regions, the procedure is the same as demonstrated

in Chapter 4. I generate double-difference interferograms from the coregistered SLC

images to optimize a correlation. The coregistration includes geometry coregistration,

based on orbit information, and refining coregistration that eliminates misregistration

offsets estimated by cross-correlation and ESD techniques (Prats-Iraola et al., 2012).

The ascending and descending SAR scenes are 25 bursts long in each sub-swath. Then,

I can examine 24 burst overlaps for each sub-swath by subtracting backward-looking
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phases from forward-looking phases. Due to the particularly low precision of the ESD

technique, I apply a strong multilooking to the observed phase with the number of looks

approximately 25,000 pixels, giving 1.5 km in azimuth and 0.8 km in range, to decrease

decorrelation noise. The expected distribution of the multilooked phase, presented in

Chapter 4, is lower than 8 mm for the point with averaged coherence higher than 0.2.

Figure 5.3: Along-track velocities across the Chaman fault area. The plus sign indicates that
the ground moves horizontally in the direction of the satellite heading angle (black arrows): a.)
the ascending pass (349.7◦) and b.) the descending pass (190.3◦).

According to the results of the investigation in Chapter 4, I omit the multilooked

pixels with coherence lower than 0.2 in each interferogram before applying an inversion.

I perform a time-series analysis with an additional constraint to address the potential

problem from a discontinuity of the interferogram network. I assume that the inter-

seismic deformation progress steadily over four years, so I define linear displacement

in the constraint part. After achieving the optimized phase, I fit a straight line to

the cumulative displacements and propose a slope as averaged velocity over four years.

Note that the inversion is analysed with a wrapped phase under the assumption that

there is no displacement greater than the ambiguity band, which is equal to ±710 mm,

in a short-temporal interferogram. I present the averaged velocities in the along-track

component in Fig. 5.3.
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5.4 Three-dimensional deformation

Due to extraction of both line-of-sight and burst overlap InSAR results from the data

in ascending and descending passes, this results in that, in certain regions, we observe a

ground displacement 3–4 times with different looking components. This redundancy in

the overlapping areas between observations allows estimating the surface displacements

in three dimensions. In this section, I demonstrate an analysis of velocity decomposi-

tion from the InSAR along-track and across-track measurements and also GNSS data

(Szeliga et al., 2012). Although the GNSS network across this region is not dense

enough to verify the interseismic deformation, the GNSS data is needed for referencing

and constraining the long-wavelength signal of the InSAR observations.

Because the line-of-sight InSAR measurements are in individual reference frames, I

first use a GNSS network (Szeliga et al., 2012) to transform the line-of-sight velocities to

an Indian-fixed reference frame following the method applied in Hussain et al. (2018)

and Weiss et al. (2020). The methodology works by constraining a long-wavelength

signal in the line-of-sight InSAR velocity field to be consistent with the smoothed long-

wavelength displacements derived from GNSS data. Firstly, I project the 7 GNSS

velocities (Fig. 5.1), which are located inside InSAR coverage, in horizontal east-west

and north-south components into the InSAR-looking direction. Then, I estimate linear

planes that best fit the projected GNSS data (Fig. 5.4). Note that Weiss et al. (2020)

derived this long-wavelength analysis with second-order polynomial. However, due to

the sparse and poor distribution of the GNSS network across this region, I cannot

estimate non-linear smoothed displacements precisely.

Then, I fit a linear plane to InSAR line-of-sight velocity fields. Because there

is no long-wavelength or systematic vertical displacement in this area, the estimated

plane should only infer the horizontal displacement, which is consistent with the GNSS

estimates. However, as mentioned in the previous section, ramps remain in the line-

of-sight velocities, especially the measurement in ascending pass. I suspect that the

long-wavelength signal across the scene is primarily due to the ionospheric disturbance,

for which I cannot provide a correction properly. Thus, the long-wavelength signal in

the measured line-of-sight velocities (PLOS) comprises signals from a tectonic defor-

mation referenced to the Indian plate (PGNSS), a variation due to different reference

frameworks, and noise (mainly the ionospheric signal) (Pref+ion).

PLOS = PGNSS + Pref+ion (5.1)

Therefore, this reference frame transformation, which constrains the long-wavelength

signal of InSAR velocity field, can also benefit in mitigating the ionospheric disturbance,

which appears as a ramp over the scene. I perform the transformation by removing
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Figure 5.4: The best-fitting linear planes through the GNSS displacements (Szeliga et
al., 2012) in four different InSAR observational components. The variations represent long-
wavelength signals of horizontal deformation across the Chaman fault. GNSS-derived line-of-
sight planes are estimated from 7 GNSS sites within InSAR coverage. GNSS-derived along-track
planes are calculated from 18 GNSS stations across the region.

the plane difference (Fig. 5.5) estimated between the GNSS and InSAR data from the

InSAR line-of-sight velocity field. The line-of-sight velocities are constrained to the

relative motion with the stable Indian plate after subtraction. This long-wavelength

subtraction should have no effect on a short-wavelength tectonic signal (e.g., velocity

gradients localized close to the fault at the ∼10-km length scale (Weiss et al., 2020)),

but the algorithm can improve the long-wavelength constrain to the InSAR velocities,

which were disturbed by the ionospheric signal.

For the velocity decomposition, I divided the regular grid with a 10-km grid space to

correspond with the spatial resolution of the along-track measurement (0.8x1 km) and

calculated mean values of pixels that reside in the grid for each measurement. I assign

weight based on the mean uncertainty of the measurements without a correlation. The

general form of least square inversion (d = Gm) is expressed in the equation as a matrix
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form below


LOSasc

LOSdsc

Azasc

Azdsc

 =


sin(θ) cos(α) − sin(θ) sin(α) − cos(θ)

sin(θ) cos(α) − sin(θ) sin(α) − cos(θ)

sin(α) cos(α) 0

sin(α) cos(α) 0


VEVN
VU

 (5.2)

where θ is a local radar incidence angle, α is the azimuth satellite heading angle (e.g.,

349.7◦ on ascending and 190.3◦ on descending paths at this latitude). d matrix is

organized by line-of-sight measurements acquired in ascending and descending tracks,

then by the burst overlap InSAR observations from ascending and descending data. The

line-of-sight part in the transformation matrix follows Weiss et al. (2020). The plus

sign represents the displacement away from the satellite in line-of-sight observations

and indicates horizontal ground motion in the direction of the flight path for along-

track measurements. The along-track elements are not sensitive to the vertical motion

as most of the signals are canceled out in the double interfering. I employ only grids

with three or four InSAR measurements for the inversion.

Figure 5.5: Residuals between best-fitting linear planes through GNSS and InSAR line-of-
sight velocities. They are planes that I sutract from the line-of-sight velocities to transform the
velocity rate map into the stable Indian reference frame before the inversion. They are in the
form of a resampled 10 km by 10 km grid.

Again, since I cannot retrieve the accurate ionospheric estimation to mitigate the

bias, the burst overlap InSAR results still have the ionospheric effect left in the measure-

ments. The remaining long-wavelength signal influences the inversion by introducing
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ramps to the decomposed velocities. Therefore, in addition to the tectonic deformation,

I include a part of linear plane estimation into the inversion to respond with the addi-

tional long-wavelength signal. I assume that the signal detected in the burst overlap

InSAR measurements comprise horizontally along-track motions, variation due to a dif-

ference of reference frames and additional long-wavelength signals (mainly ionospheric

signal), similar to the assumption for the line-of-sight observations. However, I found

that the inversion overestimates the plane and the ground displacements after includ-

ing the plane estimation. The E-W and vertical velocities estimated from the inversion

include ramps over the scene. The rates of E-W and vertical estimation are remarkably

high, which is consistent with the planes being overestimated. On the other hand, the

N-S velocities still show reasonable rates of displacements. This is most likely due to

the along-track measurements provide good constraints on the horizontal north-south

displacements.

In the investigation, I found that the fundamental issue is a vertical component in

the line-of-sight measurements. The inversion attempts to analyse the additional planes

to be consistent with the short-wavelength vertical signal to minimize the residual.

Since the plane estimations I include in the inversion are freely independent, I need

to provide a better constraint to the plane estimation, using the GNSS velocities field,

similar to the approach used with the line-of-sight measurements. I project the 18 GNSS

velocities, which are located both inside and outside InSAR coverage (Fig. 5.1), to the

burst overlap InSAR components and then estimate the best fitting linear plane to

the projected GNSS deformation. Also, I calculate the long-wavelength planes derived

from the along-track InSAR observations. Then, I add the difference calculated between

the two modeled planes as additional observations in each grid. However, since this

additional constraint should influence only the plane estimate, I define a standard

deviation of the additional observations in the inversion at 1000 mm/yr to prevent

affecting the estimation of three-dimensional displacements. The general form of least

square inversion (d = Gm) is shown in the equation as a matrix form below (Eq. 5.3).



LOSasc

LOSdsc

Azasc

PAza−GNSSa

Azdsc

PAzd−GNSSd

GNSSN

GNSSE


=



sin(θ) cos(α) − sin(θ) sin(α) − cos(θ) 0 0 0 0 0 0

sin(θ) cos(α) − sin(θ) sin(α) − cos(θ) 0 0 0 0 0 0

sin(α) cos(α) 0 lon lat 1 0 0 0

0 0 0 lon lat 1 0 0 0

sin(α) cos(α) 0 0 0 0 lon lat 1

0 0 0 0 0 0 lon lat 1

1 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0





VE

VN

VU

aA

bA

cA

aD

bD

cD


(5.3)
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The observational matrix, d, contains measurements from line-of-sight (LOS), along-

track (Az) InSAR measurements, and also GNSS observations. P denotes the con-

straint part, which is addressed using a long-wavelength displacement signal derived

from GNSS data. On the right-hand side of the equation, there is a part that is the

same as Eq. 5.2, which estimates velocity in three dimensions (VE , VN , and VU ). The

addition is a GNSS component, as I present an example of a 10x10 km grid cell that

contains a GNSS station. Note vertical motion from GNSS measurement is not avail-

able so that I can only include observations for horizontal displacement. Another main

part is the additional plane (mostly a signal of long-wavelength ionospheric disturbance

and a difference between reference frames) for the burst overlap InSAR observations.

These inverted additional planes of ascending and descending data are represented in

the m matrix by linear plane model coefficients (a, b, and c). lat and lon represent

center latitude and longitude of the grid cell. The example represents the grid points

where GNSS data is available. After constructing the full matrix with every grid point,

I perform the inversion to estimate the decomposed velocities and plane coefficients for

every grid point at the same time.

Fig. 5.6 presents the three-dimensional displacements estimated from the inversion

relative to the Indian plate. There are still short-wavelength signals inherited from the

along-track measurements. Specifically, the effect is a jump of the velocities , which

are seen in a shape of the burst overlap region, such as the area around longitude

66◦E-67◦E at latitude 30◦N. However, the overall decomposed velocities show that the

deformation across the Chaman fault region is mainly concentrated in the north-south

component with a left-lateral sense. The east-west velocities are also consistent with

the left-lateral strike-slip motion with the fault strike to NNE direction. The vertical

displacements can reveal land subsidences in cities of Pishin district, of Balochistan

province, Pakistan. The analysis does not seem to overestimate the displacements as

the inversion without the additional constraint. The best-fitting planes derived from

the inversion, which could be referred to as the ionospheric mitigation, are presented

in Fig. 5.7 in the along-track components.

I show the transect profiles through the observational InSAR velocities across the

Chaman fault at latitude 31◦N in Fig. 5.8. The profile at this latitude illustrate the

deformation of the area that the Chaman fault is the only predominant tectonic struc-

ture to accommodate strain. Since the burst overlap InSAR includes a high variation

induced by the short-wavelength ionospheric signal, the noise also contributes to the

decomposed velocities. Thus, I need to enhance the deformation signal by incorporat-

ing areas that cover multiple burst overlaps in each sub-swath to be projected to the

transect profile. This spatial filtering works well with nine burst overlap averaging in

Chapter 4. However, with a higher slip rate of the Chaman fault, incorporating five

burst overlaps, corresponding about 80 km long in the north-south direction, could be
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Figure 5.6: Decomposed velocities in east, north , and up directions. The black lines display
the locations of the Chaman fault (west) and the Ghazaband fault (east) (Styron and Pagani,
2020).
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Figure 5.7: Long-wavelength phase estimated from the inversion. They present the additional
values removed from the burst overlap InSAR during the inversion to order to minimize residuals
in velocity decomposition. The values are calculated from the linear plane parameters for burst
overlap InSAR pixels. a.) is the plane for the ascending data observation. b.) is the estimated
plane for the descending data. The coefficients of linear polynomial surface models are shown
in Table 5.1.

enough to enhance the deformation signal. To evaluate the transect profile with this

particular width, I use a least-square inversion to fit a line to the fault surface coor-

dinates (Styron and Pagani, 2020) between latitude 30.7◦N-31.5◦N and estimate the

fault strike over the 80-km segment. I assume that the estimated line represents the

fault trace. The average fault strike of this segment is at 24◦.

Fig. 5.8c and 5.8d present the line-of-sight velocity profiles after applying the de-

ramp based on the GNSS data to the line-of-sight measurement (Fig. 5.8a and 5.8b).

The plus sign denotes that the ground moves away from the SAR sensor. The along-

track velocity profiles are shown in Fig. 5.8e and 5.8f. The plus sign indicates the

motion in the direction of the satellite heading angle.

Fig. 5.9 presents the transect profile through the decomposed velocities. The plus

sign indicates the ground move to the east, north, and up directions. Fig. 5.9d shows

the horizontal fault-parallel velocities derived from E-W and N-S deformations. To infer

interseismic modeling parameters, I use a Bayesian approach with the GBIS algorithm

(Bagnardi and Hooper, 2018) on the mean velocity profile based on the elastic half-

space model (Savage and Burford, 1973). I assume that this segment is fully locked

since the spatial resolution (10 km x 10 km) of the estimation is limited to detect high

variable displacement, a fault surface creep in this study. I display the best-fitting

model to the fault-parallel velocities derived from the three-dimensional estimation in
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Figure 5.8: Transect profiles through the InSAR observational grid points. The transect
profile is located at latitude 31◦N, profile (N-N’) in Fig. 5.1, and perpendicular to the strike of
the simplified fault segment (24◦). The vertical line represents the Chaman fault trace (Styron
and Pagani, 2020). The grey dots show the averaged velocities of each grid point projected
within ±40 km from the perpendicular profile. The errorbars present mean velocity profiles
averaged from every 2-km bin. The lengths of the errorbars define one standard deviation of
the mean velocities analysed on the number of InSAR points in each bin. a.) and b.) present
the line-of-sight velocities before the deramping. c.) and d.) are the profiles after the ramp
has been removed. The plus sign depicts the displacement away from the satellite. e.) and
f.) present the along-track InSAR velocities. The plus sign indicates that the ground move
in the same direction as the satellite’s heading angle (i.e., 349.7◦ on ascending and 190.3◦ on
descending passes).
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Fig. 5.10 and present the optimal fault parameters with the interval from posterior

distributions in Table 5.2.

Figure 5.9: Transect profiles through the decomposed velocities estimated from the InSAR
observations (Fig. 5.8) at latitude 31◦N, profile (N-N’) in Fig. 5.1. The vertical line represents
the Chaman fault trace (Styron and Pagani, 2020). The grey dots are the average of decomposed
velocities of each grid point projected from within ±40 km from the perpendicular profile. The
errorbars present mean velocities averaged over each 2-km bin. The lengths of the errorbars
define one standard deviation of the mean velocities analysed on the number of InSAR points
in each bin. The deformation is shown in a.), b.), and c.) in the east, north, and up directions,
respectively. d.) shows the velocity profile in the fault-parallel component.

In comparison with Fattahi and Amelung (2016), this profile is about 100 km south

of the profile in Fattahi and Amelung, 2016; however, these two profiles present the de-

formation of segments where only Chaman fault is prominent in accumulating tectonic

strain. The fault slip rate, which is at 10.4±0.4 mm/yr, is still consistent within the

levels of precision with the 12±1.5 mm/yr strain rate proposed in Fattahi and Amelung

(2016) with the profile at nearly latitude 31.8◦N. Nevertheless, they suggested that the

slip rate is composed of 6.1±1.1 mm/yr along the Chaman fault and another 6.2±1.1

mm/yr on the unknown fault 60 km to the east of the Chaman fault. Nevertheless,

the results presented in this chapter are unable to detect the proposed fault and imply

that all strain accumulation is localized only along the Chaman fault.

In the southern segment, I show a transect profile across the Chaman fault in the

area around latitude 29◦N (Fig. 5.11), where the Ghazaband fault parallels to the

Chaman fault. I also perform the same analysis as the northern profile to simplify

the fault segment. I fit a straight line to the fault coordinate between latitude 28.6◦N

and 29.5◦N, and use a local fault strike at 12◦N to project the decomposed velocities

locate from within ±40 km from the profile to the fault-perpendicular distance. In the

figure, I present the location of the Chaman fault at 0 km and propose the Ghazaband

fault at 24 km using the fault coordinates from Styron and Pagani (2020). Note that
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Figure 5.10: The best-fitting model of the interseismic strain accumulation across the Chaman
fault at latitude 31◦N, profile (N-N’) in Fig. 5.1. The optimal source parameters are determined
using a Bayesian approach, applied with a mean fault-parallel velocity profile (Fig. 5.9d) calcu-
lated from each 2-km bin. The grey shaded area represents one standard deviation of InSAR
point scatters for each bin. The errorbars represent the mean velocities in a fault-perpendicular
direction of each 2-km bin. The lengths of the errorbars define one standard deviation of the
mean velocities analysed on the number of InSAR points in each bin. The model is most con-
sistent with a slip rate of 10.4±0.4, locking depth at 4.6±1.8, fault location at 4.6±0.8, and
averaged velocity of 18.1±0.1 mm/yr to the southwest.

Fattahi and Amelung (2016) modeled profile velocity across the faults at the same

latitude at 29◦N and proposed the location of the Ghazaband fault at 40 km away

from the Chaman fault. The decomposed velocities reveal that the deformation is

concentrated in the north-south component, with a significant variation across two

faults (Fig. 5.11). However, due to omitting points with unwrapping error in the

line-of-sight InSAR ascending measurements, there are not enough points to estimate

far-field velocities in the mountain area east of the Ghazaband fault. Nonetheless,

since the burst overlap InSAR measurement does not have the unwrapping problem,

the along-track observations are still useful in this area.

Therefore, I use the along-track measurements to estimate the interseismic model

at this latitude 29◦N. Firstly, I estimate and remove planes from the along-track ob-

servations using the linear polynomial models (Fig. 5.7), inferred from the inversion.

This subtraction can reduce the ionospheric disturbance in the measurements while

also constraining the most long-wavelength signal of the along-track observations. I

still use the same simplified fault segment and properties of transect profiles that I

used previously with the decomposed velocities. I project all the burst overlap In-

SAR points located from within 40 km from the profile to the transect distance. Since

the observational component of the along-track descending measurement (190.3◦) is al-

most parallel to the fault strike (12◦), the observation is most sensitive to fault-parallel
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Figure 5.11: Transect profiles through the decomposed velocities estimated from the InSAR
observations at latitude 29◦N, profile (S-S’) in Fig. 5.1. The vertical line represents the Chaman
fault trace (Styron and Pagani, 2020). The grey dots are mean values of decomposed velocities
of each grid point projected from within ±40 km from the perpendicular profile. The errorbars
present mean velocities averaged over each 2-km bin. The lengths of the errorbars define one
standard deviation of the mean velocities analysed on the number of InSAR points in each bin.
a.), b.), and c.) show displacements in east, north, and up directions, respectively. d.) presents
the velocity profile in the fault-parallel component.

Table 5.1: The coefficient of the linear polynomial surface model estimated from the inversion.
z = ax+ by + c where x is longitude in degree and y is latitude in degree

Data a b c

Ascending 0.89 -4.1 76.4
Descending -3.23 0.14 205.8

displacements. On the other hand, the ascending observational component (349.7◦)

diverts from the fault strike about 22◦, so the measurements also include deformation

in a normal component. Thus, I estimate the displacement in the fault-perpendicular

direction from the decomposed velocities. Fig. 5.12 shows the transect profile, which

has the same profile properties as above, through the velocities (blue points) in the

normal component and the mean velocity with a 2-km bin width (red line). Then, I

project them into the ascending along-track component and subtract these averaged

normal displacements from the ascending along-track measurements before converting

the measurement to the fault-parallel component (Fig. 5.13a). Specifically, the residual

of ascending measurements after the subtraction should only indicate the fault-parallel

deformation. Fig. 5.13b presents the transect profiles through the descending along-

track observations. The profile reveals a similar trend and benefits in having points in

the transect distance between 100-150 km to constrain the far-field velocities.

I take advantage of measurement redundancy by plotting the observations from
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Figure 5.12: Transect profile of the fault-perpendicular velocities (normal component) across
the Chaman and Ghazaband faults at latitude 29◦N, profile (S-S’) in Fig. 5.1. The displacement
(grey dots) are projected from the decomposed velocities into 282◦, which corresponds to the
local fault strike 12◦. The vertical line represents the Chaman fault trace (Styron and Pagani,
2020). The dashed line represents the approximate location of the Ghazaband fault, based
on fault trace coordinates from Styron and Pagani (2020). The errorbars represent the mean
velocity with a bin width 2 km. The lengths of the errorbars define one standard deviation of
the mean velocities analysed on the number of InSAR points in each bin.

ascending and descending passes together and estimating the mean velocity with 1-km

bin width from both of the data (Fig. 5.13c). The variation of mean velocities shows

a total slip rate of roughly 20 mm/yr across this region, with left-lateral slip. I also

estimate the fault parameters associated with the interseismic model using a Bayesian

approach modified by Bagnardi and Hooper (2018). I define the model with two faults

that run parallel to each other, and are both fully locked. I bound ±30 mm/yr for

slip rate, ±50 km for locking depth, and ±200 km for fault locations to constrain

parameters of two faults. I present the best-fitting model with the observations in

Fig. 5.14 and show the model parameters in Table 5.2. The magnitude of slip rates

across the Chaman fault are slightly lower than the estimation of 8.1±3.2 mm/yr in

Fattahi and Amelung (2016), but they still agree within the level of precision. On the

other hand, the locking depths are significantly different. This probably a result of

modeling the fault without the surface creep parameter in this study. Furthermore,

the modeling is most consistent with the fault location of the Ghazaband fault being

roughly 63 km away from the Chaman fault trace, while the locations of the Ghazaband

fault are proposed at 25 km and 40 km from the Chaman fault from Styron and Pagani

(2020) and Fattahi and Amelung (2016), respectively. I suspect that there probably

be other tectonic structures than the Chaman and Ghazaband faults associated with

the strain accommodation in this area. The technique’s most significant limitation is a

low spatial resolution, which makes it difficult to identify high variable deformation. If

we can reduce noise in the along-track measurement, we can eliminate and resolve this
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Table 5.2: The best fitting Model Parameters for the Northern (latitude 31◦N) and Southern
(latitude 29◦N) fault segment transects across the Chaman fault. The model parameters are
estimated from Bayesian approach using data points in burst overlaps shown in Fig. 5.10 and
Fig. 5.14.

Model parameters Northern profile Southern profile

Chaman Fault

Slip Rate (mm/yr) 10.4±0.4 5.5±0.8
Locking Depth (km) 4.6±1.8 4.0±2.6
Fault Location (km) 4.6±0.8 3.3±1.7
Offset (mm/yr) 18.1±0.1 16.7±0.1

Ghazaband Fault

Slip Rate (mm/yr) - 15.5±0.9
Locking Depth (km) - 14.9±1.9
Fault Location (km) - 67.7±1.3

disagreement.

In addition, I present the InSAR observation after constraining the long-wavelength

signals in Fig. 5.15 and Fig. 5.16. All velocities are referenced to an Indian-fixed

reference frame.

5.5 Aseismic and seismic fault slip along the Chaman fault

Shallow creep along the Chaman fault was identified by (Fattahi and Amelung, 2016),

and the spatial variation of creep rate was investigated by (Barnhart, 2017). In the

InSAR measurement, the displacement associated with subtle motion is normally as-

sumed to progress steadily over years of time span. However, Jolivet et al. (2013)

demonstrated that we can investigate surface creep as an episodic process rather than

linear displacement using InSAR measurement. To take advantage of the high-temporal

resolution of Sentinel-1’s observation, I also review temporal evolutions of fault slips

from time-series analysis on particular profiles. I infer the episodic line-of-sight dis-

placements using the estimated phase evolution, the single-master phase, from the

NSBAS inversion. Since the burst overlap InSAR still has limitations in detecting the

highly variable deformation, the ascending line-of-sight result is more compatible with

detecting the Chaman’s surface creep due to higher resolution and precision than the

along-track measurements.

For a particular transect profile, I select line-of-sight measurements 10 km from

the fault trace and use least-square analysis to fit lines to points on each side of the

fault. For example, in Fig. 5.18(a), I fit lines to fault-parallel velocity profile, which

is divided into points on the western (blue) and eastern (red) sides of the fault by the

fault trace (vertical dashed line). The offset of the two lines at the fault trace can
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Figure 5.13: Transect profiles through the fault-parallel velocities estimated from burst over-
lap InSAR measurements after deramping at latitude 29◦N, profile (S-S’) in Fig. 5.1. The
vertical line represents the Chaman fault trace (Styron and Pagani, 2020). The dashed line
represents the approximate location of the Ghazaband fault relative to the Chaman fault, based
on fault trace coordinates from Styron and Pagani (2020). The grey dots are the along-track
InSAR measurements projected to the fault-parallel direction (∼12◦). The velocities are in the
Indian-fixed reference frame. The errorbars present mean velocities averaged over each 1-km
bin. The lengths of the errorbars define one standard deviation of the mean velocities analysed
on the number of InSAR points in each bin. a.) and b.) present the observations from the
ascending and descending passes, respectively. c.) present the InSAR points and the mean
fault-parallel velocities of both ascending and descending observations together.
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Figure 5.14: The best-fitting model of the interseismic strain accumulation across the Chaman
and Ghazaband faults at latitude 29◦N. The optimal source parameters are determined using
a Bayesian approach, applied with the mean fault-parallel velocity profile (Fig. 5.13c) calcu-
lated from each 1-km bin. The errorbars represent the mean velocities of each 1-km bin in
fault-perpendicular direction. The lengths of the errorbars define one standard deviation of the
mean velocities analysed on the number of InSAR points in each bin. The grey shaded area
displays one standard deviation of the InSAR point scatters for each bin. The vertical lines at
0 km and 24 km represent the Chaman and Ghazaband fault traces, respectively, approximated
using (Styron and Pagani, 2020). In comparison, the dashed lines present the fault location
determined by the inversion (at 1.1 km for the Chaman fault and 68.1 km for the Ghazaband
fault). For the Chaman fault, the model is most consistent with a slip rate of 5.1±0.4 mm/yr,
locking depth at 2.89±1.2 km, fault location at 1.1±1.1 km, and averaged velocity of 16.7±0.1
mm/yr to the southwest. The best-fitting model for the Ghazaband fault gives the fault pa-
rameter with a slip rate of 15.4±0.6 mm/yr, locking depth at 16.9±1.8 km, and fault location
at 68.1±1.2 km.

be interpreted as an averaged creep rate over four years of data. On the other hand,

I do the same thing, but with the single-master phase from the NSBAS inversion at

each epoch rather than average velocities, and determine the evolution of displacement

offsets over time. In Fig. 5.18(b), I present the cumulative fault slip at each epoch,

with the first acquisitions as a reference. Since the selected InSAR points have the

largest separation at 20 km, the long-wavelength signal (e.g., ionospheric disturbance)

should not significantly bias the fault offset. Furthermore, due to the lack of highly

topographic variation, the tropospheric contribution should only be associated with

turbulence. This distribution can be mitigated by the estimation of the fault offset

using a fitting line to the points on each side of the fault. The analysis can also absorb

the long-wavelength signal, which is unrelated to fault creep but still influences this

short distance. However, the short-wavelength effect still remains in the cumulative

offset, as we can see by the scattering of the red points in Fig. 5.18(b). Note that I

derive the phase evolutions which are smoothed by the temporal filter with a 72-day

window size and spatial filtering to estimate the cumulative fault offsets. Thus, the
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Figure 5.15: Line-of-sight velocities across the Chaman fault area after removing long-
wavelength plane. The results are derived from Sentinel-1 SAR images acquired in ascending
(left) and descending (right) passes. The warm shade (red) represents the movement of the
ground away from the satellite, while the cool shade (blue) depicts the displacement toward the
satellite.

actual observed offset includes more noise than the estimation, and there is a bias from

the filtering. Then, the work that requires a precise displacement magnitude needs to

consider the effect of this temporal filtering. However, the performance of temporal

filtering can enhance clearer signals and reveal trends of displacement.

During the period 2014-2018, two intermediate earthquakes occurred along the

Chaman fault segment studied in this study. I found that there are profiles influ-

enced by these earthquakes, even segments that are 10s km away from the epicentres.

Thus, I include these ruptures in the figures by presenting the first event with magni-

tude (Mw) 5.5 that occurred on 13th May 2016, as the vertical line at 533 days from

the first epoch. I plot the second earthquake, which occurred on 11th July 2016 with

magnitude (Mw) 4.7, as the dashed line at 592 days after the first acquisition. As

the cumulative offsets still have noise disturbed, I enhance the displacement signals by

fitting linear lines (blue lines in Fig. 5.18(b)) and propose the slopes as creep rates for

sub-periods, which are divided by the earthquakes.

In Fig. 5.18, two profiles represent the temporal characteristics of fault slips from

two transect profiles plotted with lowercase letters in Fig. 5.17. The offset processes
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Figure 5.16: Along-track velocities across the Chaman fault area after removing long-
wavelength plane. The plus sign indicates that the ground moves horizontally in the direction
of the satellite heading angle (black arrows): a.) the ascending pass (349.7◦) and b.) the
descending pass (190.3◦).

appear to be consistent with a linear trend. Creep rates before and after the earthquake

are not significantly different. The linear regression, a typical operation of InSAR

analysis that provides averaged velocities over time, can fit these scatter plots fairly

well. The cumulative offset of 12 mm over 4 years (Fig. 5.18(b)) is consistent with the

3 mm/yr offset at the fault trace in the velocity profile (Fig. 5.18(a)). Considering a

variation of creep rate for sub-periods, on the other hand, is possible and can provide

more information on how the fault slip evolves, for example, profiles in Fig. 5.19, which

are plotted with uppercase letters in Fig. 5.17. The transect profiles, presented in

Fig. 5.19(a) and Fig. 5.19(c), are about 100 km and 50 km to the north of the two

earthquakes, respectively; however, the surface creeps at these two segments appear

to be influenced by the ruptures. The offset rates after the earthquakes in profile A

(Fig. 5.19(b)) decrease from 5.13±0.6 mm/yr to nearly half of the creep rate before

the rupture (at 2.36±0.3 mm/yr), the displacement rate decreases significantly from

5.21±0.7 mm/yr to 1.57±0.2 mm/yr in profile B (Fig. 5.19(d)). Also, at the segment of

profile D (Fig. 5.19(g) and Fig. 5.19(h)), which is located about 50 km to the south of

the first event, the trend of fault offset appears to change at the period of earthquakes.

The fault slip decreases from 3.59±0.5 mm/yr to 1.1±0.2 mm/yr. In contrast, profile

C (Fig. 5.19(e) and Fig. 5.19(f)), which is about 15 km to the south of the first event,

does not show a clear variation at the time of rupture. The observation shows that the
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Figure 5.17: Location of exampled transect for seismic and aseismic fault slip

cumulative offsets progress gradually for the first three years, but fault creep appears

to accelerate to a much higher rate (i.e., 15.38±1.9 mm/yr) in the final year.

The transect profiles t1 and t2 (Fig. 5.20), plotted with the letter t in Fig. 5.17,

present the displacement across the fault segments close to the epicentres of the two

earthquakes. The constant velocity over the 2014-2018 period clearly does not depict

the actual fault slips for these areas. For these two profiles, I omit the acquisitions close

to the dates of the two earthquakes in the estimation of creep rate since the outliers

of surface ruptures can cause biases in the temporal filtering, as mentioned above. In

the segment of profile t1, located near the epicentre of the first rupture, the estimation

presents that there was no significant surface creep detected prior to the earthquake

and suggests that the offset occurred steadily with a creep rate of 2.65±0.3 mm/yr

after the second rupture about 200 days. For the segment of profile t2 that is close to

the epicentre of the second earthquake, The time-dependent fault slip can detect that

the aseismic slip rate (2.38±0.3 mm/yr), after the rupture, is higher than the average

before the event (1.45±0.5 mm/yr).

However, the 300-day period during the earthquakes occurred cannot represent the

displacement by the smoothed phase evolution. The 72-day temporal filtering perturbs

the estimated phase and biases the actual offset magnitude during the ruptures. I then

present the displacement in the period covering the ruptures by the profile along the
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Figure 5.18: Velocity profiles and cumulative offset displayed surface fault creep for areas
that fault slip progress steadily. They are presented as the lowercase letters (i.e., a and b) in
Fig. 5.17. The fault creep for these segments appears to progress steadily during 2014-2018.
The vertical line and dashed lines illustrate the earthquakes that occurred on 13th May 2016
and 11th July 2016, respectively. The C1 and C2 in legend denote the creep rate in the period
before and after the earthquake, respectively.

fault trace about 100 km covering the segments close to the two epicentres in Fig. 5.21.

The x-axis counts from the south to north along the fault trace from latitude 30.3◦N

to latitude 31◦N. I depict the fault slip from the single master phase without temporal

filtering. The vertical line represents the location of the first rupture, and the vertical

dashed line is at the location of the second rupture. I present the time domain in

colour, with reference to the date 24th of April 2016, the last date of acquisition before

the earthquake. Even though the random noise is greater than in the smoothed phase

evolution, the rupture signals can dominate the other components. At the segment

close to the epicentre of the first event, the largest displacement (15 mm offset in line-

of-sight direction), associated with a seismic slip, occurred during 0-24 days. However,

the cumulative displacement shows that the magnitude of aseismic fault slip is also

about 15 mm over 200 days after the event. Moreover, half of the aseismic slip (7-8

mm) occurred during the same time period as the second earthquake (48-96 days) in

an area 20 km to the north. On the other hand, the fault slip after the rupture in the

area close to the second event is difficult to distinguish between the displacement signal
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Figure 5.19: Velocity profiles and cumulative offset displayed surface fault creep for areas that
fault slip progress with periodic variation. The profiles are presented with uppercase letters (i.e.,
A, B, C, D) in Fig. 5.17. The fault creep for these segments develops with periodic variations.
The vertical line and dashed lines illustrate the earthquakes that occurred on 13th May 2016
and 11th July 2016, respectively. The C1 and C2 in legend denote the creep rates in the period
before and after the earthquake, respectively, except the profile C (e, f), which is divided into
three sub-periods.
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Figure 5.20: Velocity profiles and cumulative offset displayed surface aseismic and seismic
fault slips for areas associated with fault ruptures. The transect profiles are at the segments
that show the peaks of surface ruptures. They are presented with “t” letter lines in Fig. 5.17.
a.) and b.) The profiles present the fault offset located close to the first rupture presented as
a vertical line (13th May 2016). c.) and d.) The profiles show the fault offset located near the
second rupture presented as a dashed line (11th July 2016). Since the cumulative displacements
were applied temporal filters with 72 days window size, the bias needs to be considered when
performing the analysis with high precision required. The C1 and C2 in legend denote the creep
rate in the period before and after the earthquake, respectively.

and noise.

Furthermore, no significant offset in the line-of-sight ascending component across

the fault is seen in the displacement profiles in the area between two events. This

undetected signal of the seismic slips is probably a result of vertical motion associated

with this segment. However, the fault offset estimated by the descending data shows

significant discontinuities 3 km to the east of the fault trace. The signal is potentially

the deformation associated with the normal component since the strike-slip component

is incompatible with the look direction of the descending data. Since its line-of-sight

component is almost perpendicular to the horizontal fault-parallel deformation, the ob-

served phase should be significantly a result of the normal component. This could be

easier to understand by considering the cumulative displacements map, focusing on the
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deformation area around the earthquakes (Fig. 5.22 and Fig. 5.23). The measurements

present the displacement away from the satellite in both ascending and descending ob-

servations. Although Barnhart (2017) proposed that there is no significant normal-fault

displacement along the Chaman fault, this estimation in this section detects some note-

worthy vertical movement referred from the measurement of descending data. However,

the analysis needs further investigation to distinguish between the normal and strike

components. Thus, all observed line-of-sight displacement from ascending data cannot

simply be converted to the fault-parallel deformation.

However, the aseismic fault slips observed in this thesis agree with Furuya and

Satyabala (2008), which presents a significant slip along the Chaman fault following

the 2005 Mw=5.0 Kalat, Afghanistan earthquake. Even though the epicenters locate

∼100 km to the north of two events presented in this section, characteristics of post-

seismic deformation are still the same. The spatial pattern of surface displacements

presents an afterslip pattern dominantly and does not reveal significant visco-elastic

relaxation or poro-elastic process. The slow slip signal can be detected over 50 km

and last for nearly a year, which is slightly longer than the proposed 200 days in this

thesis. Note they are different fault segments. This recurring pattern of deformation,

intermediate earthquake followed by a significant afterslip for both segments, as well

as surface creeps that can be observed in many segments of the Chaman fault, indicate

that the fault accumulates only a portion of the plate tectonic strain. At this latitude,

the tectonic shear strain is distributed into interseismically locked Chaman fault, sub-

parallel faults (e.g., the Ghazaband fault, arbitrary fault at 68.1 km from the Chaman

fault), fault surface creep, and also occasionally intermediate earthquake together with

a particular slow slip.

5.6 Conclusion and outlook

As a result of additional measurements (burst overlap InSAR technique), I can decom-

pose InSAR velocities into the three-dimensional components (i.e., east, north, and

up). The decomposed velocities show that the deformation across the Chaman fault

is concentrated in the north-south component. Even though the results still are influ-

enced by short-wavelength variations, which is probably a result of ionospheric signals

influencing the along-track measurement, the impact appears to be lower than the pure

along-track observation, which does not have the additional constraint of line-of-sight

measurements.

Additionally, the primary goal of this research is to define subtle ground velocities

in three dimensions using only geodetic InSAR observations. The long-wavelength

ionospheric signal should be corrected by phase-based ionospheric estimation, such as

the split-band in range technique, and the redundancy of four InSAR measurements
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estimating three unknowns (E, N, and U), which can also mitigate the effect.

Unfortunately, due to a large data gap in the desert area, this study does not have

a good condition to perform the ionospheric correction; therefore, the long-wavelength

signal is still present in the data. As a result, this work cannot yet achieve the final

purpose, so the investigation to provide decomposed velocities in this chapter is only

one step toward the final goal. Due to the limitations caused by decorrelation and

ionospheric noises, I still need to rely on external GNSS data by following the long-

wavelength constraint method (Hussain et al. (2018) and Weiss et al. (2020)), which

have already proved efficient with line-of-sight measurements, to the burst overlap In-

SAR results. Moreover, this study proposes incorporating the long-wavelength plane

estimation of the non-tectonic signal into the inversion estimating decomposed veloci-

ties. This work intends to include this non-tectonic long-wavelength estimation in the

inversion into future work, which will be applied with only InSAR observations. The

measurements can still be interfered with by some long-wavelength noise, but the re-

dundancy of the observations will mitigate the effect. As a result, we do not need to

incorporate the long-wavelength constraint from the GNSS data in the analysis.

However, as mentioned, I need to constrain this additional part with GNSS data

because I cannot perform ionospheric correction correctly. Consequently, the long-

wavelength bias appears to be significant for both ascending line-of-sight and along-

track measurements. Furthermore, because I need to demonstrate the efficiency of

applying the mitigation with long-wavelength displacement constraint at the same

time during the inversion, I first correct the line-of-sight InSAR results using the same

method as Hussain et al. (2018) and Weiss et al. (2020). Since the algorithm applied

with a line-of-sight result has already been proved efficient, I assume that the line-of-

sight results are correct and can focus on clarifying the method with the along-track

measurements.

According to the results in this chapter, the method is efficient with the burst over-

lap InSAR technique. As a result, in the following step, we can incorporate the inversion

to estimate decompose velocities and long-wavelength non-tectonic signals from line-

of-sight and along-track InSAR observations simultaneously. Furthermore, toward the

final objective, extending the time series and estimating phase-based ionospheric cor-

rection, possibly for another area, may allow the algorithm to achieve a high-resolution

three-dimensional deformation based solely on InSAR observations. The future result

could be an independent measurement to complement or validate the geodetic GNSS

data, allowing for a more robust evaluation of tectonic deformation.

Furthermore, in this chapter, I discuss the southern part, which consists solely

of sub-parallel Chaman and Ghazaband faults. However, Dalaison et al. (2020), a

recent study, presents line-of-sight velocities estimated from time-series Sentinel-1 im-
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ages across this region and proposes that this area probably comprises three major

parallel faults at the latitude by proposing an unknown fault located 65-75 km east

of the Chaman fault. Further study is needed in the future to provide a more precise

conclusion, but this concept can now better explain the variation in the southern ve-

locity transect profile. In my opinion, the results in Fig.5.14 can present a variation

at Chaman fault trace, 25-35 km, and 65-75 east of the Chaman fault, as proposed in

Dalaison et al. (2020). However, noise still disturbs the deformation signal to approve

a concrete conclusion. As previous studies, including this thesis, have done, I pro-

pose that the next study consider this segment with more than two major structures

(Chaman and Ghazaband faults).

Furthermore, I examine the temporal evolution of shallow creep using the estimated

time-series product. The high temporal resolution of Sentinel-1 operation enables the

InSAR technique to capture particular features of aseismic and seismic fault slip along

the Chaman fault. With many years of Sentinel-1 operation to come, this episodic dis-

placement could be more robust, useful, and significant for researching the geophysical

process. This point of view can benefit post-seismic studying and other work that is a

time-dependent process.
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Figure 5.21: Cumulative offsets in line-of-sight direction. The distance on the x-axis starts
counting along the fault trace and from latitude 30.3◦N to 31◦N. These profiles focus on the
segment covering two intermediate earthquakes on 13th May 2016 and 11th July 2016. The
profile covers almost the same area as presented as maps in Fig. 5.22 and Fig. 5.23. The time
domain is referenced to the date 20th April 2016 and is presented in colour. The vertical line
represents the location of the first rupture, and the dashed line presents the location of the
second rupture.
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Figure 5.22: Maps of cumulative deformation focusing on the period after the earthquakes
from ascending data. The plus is a displacement away from the satellite. The evolution starts
accumulating from 24th April 2016, which is the date of acquisition before the first event.
Earthquakes occur on 19 and 78 days from the reference. The cross symbols represent the
epicentres, applied from the USGS catalogue, but they have relocated the longitude to the fault
trace. To the east of the fault trace, the observation presents strong deformation associated
with land subsidence, which is an area of Gulistan, Qila Abdullah, and Pishin cities.
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Figure 5.23: Maps of cumulative deformation focusing on the period after the earthquake
from descending data. The plus is a displacement away from the satellite. The evolution
starts acumulating from 20th April 2016, which is the date of acquisition before the first event.
Earthquakes occur on 23 and 82 days from the reference. The cross symbols represent the
epicentres, applied from the USGS catalogue, but they have relocated the longitude to the fault
trace.





Chapter 6

Conclusion and Outlook

6.1 Summary

The main aim of this thesis is to implement the recent InSAR measurement to accom-

plish strain rates globally. Since there are still challenges to be verified toward the

goal, the valid objective of this thesis is to measure a slowly ground deformation that is

concentrated in the north-south component, which is insensitive to line-of-sight InSAR

observations. The time-series burst overlap technique used with the European Space

Agency’s Sentinel-1 satellites is crucial in overcoming the limitation. The ability to

measure a north-south displacement allows InSAR observations to be sensitive to all

types of fault slips.

To begin with, in Chapter 3, I started with an experiment to reduce the ionospheric

noise, which is a significant bias in the burst overlap InSAR measurement. The split-

spectrum in range method is applied to estimate the ionospheric phase screen at the

piercing-point height. This chapter presents that this typical algorithm to mitigate

the ionospheric effect for line-of-sight measurement can also extract ionospheric bias

for the burst overlap analysis. The inferred ionospheric signal affecting the backward-

and forward-looking interferograms are applied to correct the double-difference inter-

ferograms. These estimations are analyzed using a time-series approach with a small

baseline style. The ionospheric estimation is analyzed from multiple interferograms,

yielding lower noise than daisy chain evaluation. Furthermore, to eliminate the prior

bias in the existing method, two additional steps are added: unwrapping identification

with adaptive threshold and the Fit-plane method for low-pass filtering.

I applied the proposed algorithm to Sentinel-1 images covering the West-Lut fault,

a north-south strike-slip fault. The ionospheric correction works well in this area, which

has excellent coherence. As a result, noise in both time-series line-of-sight and along-

track measurements can be effectively reduced by removing the long-wavelength signal

121
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across the scene that is not associated with the tectonic signal. I present the corrected

burst overlap velocities with strong multillooked pixels (4 points in one burst overlap),

which can eliminate most of the effect from decorrelation noise and leave only the iono-

spheric signal dominated. However, the estimation can only detect the long-wavelength

signal. The high-frequency variable from the short-wavelength ionospheric signal still

composes in the observation. The bias appears to be consistent within the same burst

overlap but varies significantly between them. This short wavelength of the ionospheric

signal is a crucial limitation to assess seismic hazards more precisely. The limitation also

affects the rest of the thesis. The method to estimate this short-wavelength ionospheric

signal should be validated as soon as possible. However, the ionospheric estimation

is another method that is remarkably low precision. The short-wavelength correction

must be performed carefully because even a minor bias can add significant error to

the along-track measurement. Specifically, the estimation is amplified again during the

conversion from the ESD phase to displacement.

In Chapter 4, I present the result of time-series burst overlap InSAR, which is still

applied with the West-Lut fault region. The north-south strain accumulation of the

fault (i.e., 4 mm/yr) is remarkably low when compared to the precision of the ESD

technique. The goal of the chapter is to prove the technique’s efficiency even with a

subtle motion. Also, I investigate the precision of the multilooked ESD phase with a

spatial resolution of 1.5x0.8 km. This strong multilooking, which is only efficient due

to the particularity of the ESD technique, can reduce the decorrelation noise, another

challenge in measuring slow movement. I investigated that multilooked precision with

coherence higher than 0.3 is inconsistent with the theory, verified with coherence and

the number of InSAR points averaged. The bias, lower than 3 mm corresponding to

0.008 radians, is most likely the result of a very high-frequency signal with a wavelength

shorter than 1.6 km, such as a very short ionospheric signal, a part of tropospheric

turbulence that may not cancel out completely, or random noise. I also conducted

additional experiments with the time-series analysis. I discovered that using NSBAS

analysis can reduce noise and especially can be used with the wrapped phase due to

the particularity of the ESD phase.

According to the result, the velocity map from the burst overlap InSAR cannot

present an interseismic signal across the fault, which is accumulating 4 mm/yr of slip

deficit. However, I estimate the mean velocities profile from 9 burst overlaps, which

corresponds to >100 km in the north-south direction. The averaged transect profiles

present the expected right-lateral sense with a typical arctangent curve of the deforma-

tion gradient localized at the location of the fault trace. The magnitude of slip rate is

statistically consistent with prior GNSS data. Furthermore, the measurement proposed

a variation of slip rate across two fault segments. The fault parameter was reviewed for

the first time because the GNSS coverage is insufficient to provide a reliable estimate.
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This time-series analysis in this chapter has proved efficient in detecting a slow tectonic

process associated with the interseismic signal. However, the methodology requires a

spatial filtering ”between the different burst overlap” in order to enhance the tectonic

signal. The main goal of filtering is to reduce the short-wavelength ionospheric signal.

The effect causes a similar bias to pixels in the same burst overlap, but the impact can

be mitigated by averaging across the burst overlap. Even though the averaging can

mitigate this effect, the observation is limited in its application to measuring the slow

variation of the deformation in the azimuthal direction. In this study, I exchange a spa-

tial resolution to achieve a highly accurate result. However, the improved methodology

to reduce decorrelation noise is still required, and again, the methods to estimate the

high-frequency ionospheric signal are primarily required. Nevertheless, incorporating

more Sentinel-1 images that will be acquired in the future into the time-series analysis

is probably able to enhance a deformation signal to dominate the ionospheric impact.

Chapter 5 presents the InSAR measurements observing the ground displacement

in line-of-sight and azimuth components with data from both ascending and descend-

ing passes across the Chaman fault. 3-4 InSAR measurements are available in certain

areas, and consequently, the InSAR observation for this area is now sensitive to all

three-dimensional components. Due to the low coherence and unwrapping issues in

many SAR scenes, I cannot achieve an accurate estimation of the ionospheric phase in

this study. However, in this chapter, I demonstrate an algorithm to decompose InSAR

velocities, for which long-wavelength signals are constrained by independent GNSS

data. The method can mitigate the effect of ionospheric disturbance while also refer-

encing the InSAR velocities to the GNSS reference frame. Due to the short-wavelength

ionospheric variation from the burst overlap InSAR measurements, the decomposed

velocities still show velocity jumps in certain areas. The overall result, however, shows

that the deformation across the Chaman fault region is primarily concentrated in the

north-south component. The horizontal velocities are consistent with a left-lateral sense

of slip.

Again, the main limitation that needs to be addressed as soon as possible is the

mitigation of short-wavelength signals. I need to exchange a spatial resolution in order

to reduce noise and enhance the displacement signal associated with the interseismic

deformation in the modeling. Consequently, this low measurement resolution limits the

ability to detect high variable tectonic deformation. For example, the fault location

of the Ghazaband fault inferred from the modeling is inconsistent with the literature.

I suspect that there is another tectonic structure is associated with the deformation

at this latitude, but due to the sparse spatial sampling, I am unable to address this

disagreement. However, the study shows that we can estimate displacement in slowly

deforming areas in three dimensions using InSAR measurements. Although I need to

constrain the long-wavelength signal based on the independent GNSS data, this type
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of sparse GNSS network is now available in most parts of the world. Therefore, the

method has the potential to be applied globally. Due to the rapid growth of the geodetic

observations (i.e., InSAR and GNSS techniques), we can achieve the global stain rate

in the near future.

The time-series products from line-of-sight measurement in Chapter 5 present ben-

efits from Sentinel-1’s short revisit time, which optimizes radar coherence and increases

the temporal sampling rate to capture temporal behaviors more precisely, for example,

evolutions of surface creep along the Chaman fault. With the Sentinel-1 and other

SAR missions operating for years to come, vast knowledge of the temporal behaviors of

surface deformation will be rapidly advanced, with typically dense spatial sampling of

InSAR observations covering nearly the entire globe. In the coming years, the InSAR

technique will probably accelerate the geophysical study.

6.2 Next step toward measuring tectonic strain accumu-

lation globally

In this thesis, the burst overlap InSAR technique has proved effective in providing a

north-south subtle deformation, and results can be derived with line-of-sight InSAR

measurements to decompose ground velocities into three dimensions. The next step

toward achieving the global strain rate is to figure out how to apply the burst overlap

InSAR method with large-scale processing. Despite the fact that there are still issues

to be clarified, this section is willing to contribute ideas gathered throughout this

thesis for implementing the analysis on a global scale. Recently, one of the most

advanced systems in processing InSAR large-scale coverage with time-series analysis

is LiCSAR, developed by the Looking Inside the Continents from Space (LiCS) project

of Centre for the Observation and Modelling of Earthquakes, Volcanoes, and Tectonics

(COMET). This COMET-LiCSAR system has a strategic goal to automate process

InSAR products of deforming regions with a global-scale coverage, and it has already

demonstrated robust proof of its capability to do so. LiCSAR currently, for the seismic

focus, can provide free use interferograms covering almost the entire Alpine-Himalayan

belt. As a result, applying the burst overlap InSAR analysis to this existing system

can be advantageous. Also, the operation can provide line-of-sight velocities, so a

combination of four InSAR observations (plus GNSS) to achieve 3-D deformation can

be more convenient. Specifically, we can focus on decomposing ground velocities of the

Alpine-Himalayan belt area using the LiCSAR existing interferograms and provide a

high-resolution interseismic strain map of the Alpine-Himalayan belt as a first practical

result.
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6.2.1 Decorrelation noise

In the processing, firstly, I propose that the operation generate double-difference inter-

ferograms of burst overlap pixels from resampled images, which are coregistered with

rough (orbital information) and refine (ESD) offsets, to maximize coherence, and that

the process can also work alongside the existing procedure. In addition, I propose a

strong multilooking to reduce decorrelation noise, which is one of the significant limi-

tations of the burst overlap InSAR technique. The strong multilooking, which is only

valid with this large ambiguity technique (±700 mm), has proved effective, and their

precision (number of pixel ∼25,000 pixels) has already been investigated in this thesis.

I decrease the spatial resolution to 0.5 km in range and 1.5 km in azimuth, which is the

total azimuth length of the burst overlap area, to increase the precision, as variation

in such a short distance, to my knowledge, cannot provide much useful information for

the global-scale tectonic analysis.

Spatial filtering that can keep a high number of InSAR pixels is another option

for reducing decorrelation noise. However, more research is needed to clarify the re-

lationship between spatial window size and precision. Also, as presented in Chapters

4 and 5, I propose a spatial averaging of velocities to reduce a short-wavelength iono-

spheric signal, so the research should include an examination of error propagation to

the estimated velocities. As a result of the filtering, adjacent velocity pixels would have

a level of correlation. On the contrary, the precision of averaging multiple velocities

derived from the strong multilooked pixels is straightforward, and also the method can

reduce the file size significantly. This can help save disk storage, and processing time

to perform an analysis is short, making it more flexible to trial for another research.

Moreover, as a pixel-wise basis, I propose applying strong multilooking together

with excluding pixels with a correlation less than a specific coherence threshold (i.e.,

coherence <0.1 applied in this thesis). This procedure can keep the decorrelation noise

low. This approach, according to a precision investigation presented in Chapter 4, al-

lows employing wrapped phases with time-series analysis. Operating an unwrapping

algorithm in a small burst overlap area is difficult, and phase unwrapping across differ-

ent burst overlap areas is nearly impossible, to my knowledge. Note the investigation

in Chapter 4 focuses on precision only, so any real strong deformation/ionospheric sig-

nals (>1.5 m in a short temporal baseline) can still cause a double-difference phase to

exceed an ambiguity band. We need to take this limitation into account when broadly

employ the processing. In other words, the processing cannot employ interferograms

with displacement greater than ∼1.5 m.
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6.2.2 Time-series analysis

I propose the NSBAS approach to the time-series analysis since the omitting point

with low coherence in the previous section can cause a gap in the interferogram net-

work. Due to an investigation, I suggest that the NSBAS approach with omitting low

coherence points provides velocity results with less noise than the conventional small

baseline and daisy-chain analysis. The NSBAS time-series inversion can provide an

optimal displacement time series from a simple least-square analysis. The product can

reveal time-dependent deformation and also can be used to estimate averaged veloci-

ties for sub-period or entire time series. This analysis can use the benefit of 6 years

(2014–2020) of high temporal sampling data from Sentinel-1. Also, massive data from

many years to come with the same sampling rate could help to reduce noise caused by a

short-wavelength signal. Additionally, because the time-series burst overlap analysis in

this thesis only focuses on reducing noise in space with a low-pass filter, I propose the

processing to include a high-pass filter in time, similar to a typical line-of-sight process.

However, more research is needed to determine how effective the temporal filtering for

the burst overlap InSAR measurement is. Furthermore, an alternative method, the

time-series analysis that has a strategic idea to exploit every possible pair of interfero-

grams in the time series, such as SqueeSAR (Ferretti et al., 2011) or any phase-linking

analysis, is fascinating to be applied with this along-track measurement. However, the

analysis needs to consider the issue of ambiguity band (±700 mm) carefully.

6.2.3 Ionospheric correction

The ionospheric correction with a split-band in range technique demonstrated in Chap-

ter 3 and Chapter 4 is definitely a great method for reducing an ionospheric signal, which

is another significant bias in the burst overlap InSAR technique. This approach can

provide additional independent measurements to derive three-dimensional deformation,

whereas the method demonstrated in Chapter 5 that constrains a long-wavelength In-

SAR signal requires an additional GNSS network. Thus, the availability of GNSS data

limits the latter approach. In the global-scale context, however, I would recommend

using a GNSS constraint rather than the split-band in range method because estimating

ionospheric phase with consideration of bias introduced in a resampling step (Gomba

et al., 2017) requires the technique to perform the image splitting at the full resolution

(i.e., single look complex). Due to the current capacity of operation, this can be a

significant limitation to provide an ionospheric estimate for global coverage. Therefore,

I propose using the GNSS constraint first and then applying the split-band in range

technique to the data covering areas that lack a GNSS network. Furthermore, a study

to compare these two methods as well as a global TEC model, would provide a robust

idea for identifying the suited technique for a specific area. The research should deter-

mine the technique’s accuracy while taking into account a variation in the number of



§6.2 Next step toward measuring tectonic strain accumulation globally 127

GNSS sites and the maximum distance of a GNSS site included in the analysis with

a different type and magnitude of tectonic deformation. Even though the objective of

this research cannot lead to introduce the processing split-band in range globally, due

to the limitation of computer resources, the study can identify the level of accuracy of

the final result.

6.2.4 Absolute ground surface velocity

As mentioned in Chapter 4, during the coregistration process, the estimated cross-

correlation and averaged ESD phases contain information of ionospheric bias averaged

at a scene level and averaged azimuthal displacement of a land block covered by a frame.

More precisely, the movement of the land block can be referred to as the plate tectonic

movement of a particular area. This proposed algorithm summed this averaged shift

back to the phase containing a local shift; therefore, the displacement component in

the total shift is in the absolute sense. However, in this thesis, this absolute context

is lost after I offset the result with a local reference point. Instead, we can assume

that the displacement is the only component that correlates in time, even though the

distribution is particularly high due to orbital uncertainty and ionospheric disturbance.

The time-series analysis should be able to mitigate the other nontectonic signal. As a

result, the average velocity derived from this algorithm can be organized in an absolute

sense, no-net rotation, related to the ITRF Altamimi et al. (2012). This concept has

been validated and presented in Hooper et al. (2020). The time-series frame-averaged

ESD velocities agree well with the displacement from ITRF global plate model.

However, further explication of error sources that affect absolute estimates is re-

quired. The research should include investigations such as systematic orbital error or

ionospheric signal in an absolute sense, which, in this thesis, I take advantage of being

a local study and ignore all long-wavelength signals in which the effect is larger than a

frame scale. As mentioned in the previous section, the global TEC model, with its high

accuracy but low spatial resolution, may not be useful for a local framework, but this

external data could be useful at this global scale. In addition, the processing should

consider the effects of global-scale earth tides as well as variations in the satellite’s

heading angle at high latitudes.

For this proposed absolute product, as evidenced by the work presented in Weiss

et al. (2020), it has been demonstrated that the line-of-sight InSAR can employ with

a regional scale and analyzed based on a geodetic reference frame. Furthermore, the

along-track measurement has been demonstrated in Hooper et al. (2020) that the tech-

nique can automatically provide a result with an absolute sense despite cooperating

with a large noise. In my expectation, the error potentially can be reduced with much

more data stream to come with the Sentinel-1 lifetime. Ambitiously, the subtle three-

dimensional deformation with an absolute sense derived from InSAR measurement
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could play a significant role in evaluating earthquake hazards with high resolution

globally.



Appendix A

Supplementary materials for

Chapter 4

Table A.1: The velocities derived from earth tide model (Milbert, 2018). I estimated the
velocity around the West-Lut fault area from displacement associated with earth tide at the
time of 90 SAR acquisitions, applied in the West-Lut fault work. All the values are in along-
track component.

Velo Longitude Variation

Latitude 56 57 58 59 60 in longitude

35 1.33 . . 1.30 1.29 0.04
34 1.38 . . 1.35 1.34 0.04
33 1.43 . . 1.40 1.38 0.05
32 1.47 . . 1.44 1.43 0.04
31 1.52 . . 1.48 1.47 0.05
30 1.56 . . 1.52 1.51 0.05
29 1.60 . . 1.56 1.55 0.05

Variation
in latitude 0.27 . . 0.26 0.26 (mm/yr)
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Figure A.1: Coherence images showing unexpected signal disturbing descending data over
the West-Lut fault. The InSAR coherence are from interferogram acquired in October 2014
(20141012 and 20141105) and September-October in 2018 (20180921 and 20181027). The ex-
ampled images are from LiCSAR portal (source, https://comet.nerc.ac.uk/comet-lics-portal/)
with frame number 093D 05874 131313. There are disturbed signal, incoherent patches, for
most images over this area.
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Figure A.2: Small Baseline network of InSAR processing along the West-Lut fault. The blue
lines represent interferomitric pairs. Black dots present dates of SAR acquisitions.

Figure A.3: a.) Map of the forward model of line-of-sight displacements. I calculated the
north-south velocities (b.) from the interseismic model (Savage and Burford, 1973) using a
4 mm/yr slip rate across the Nayband segment (NB), the northern segment of the West-Lut
fault, and define the locking depth at 10 km, approximated value in Walpersdorf et al. (2014).
Due to a compatible look component, presented by directional cosine of a unit vector in the
north component (c.), the line-of-sight measurement needs to extract an arctangent shape with
a 0.45 mm/yr difference at the far-field.
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Figure A.4: a.), b.), and c.) present directional cosines of a unit vector in the InSAR look
angle direction for Sentinel-1 images acquired over the West-Lut fault. The look vectors point
toward the sensor and are estimated by a look vector command in GAMMA software using
Sentinel-1 imaging and DEM data. However, please note that these values are only an ap-
proximation because the estimation does not account for the slight variation, antenna steering
backward and forward of the TOPS acquisition, within each individual burst. d.) display a
satellites’ heading component at each map pixel. The heading direction is calculated from a
relationship in Eq. 5.2 (Weiss et al., 2020). I simply estimate the magnitude of the heading
angle using an arctangent(N

E ) output. As a result, variation in range direction is greater than
variation in along-track direction. To investigate the bias caused by variation, I define the rel-
ative displacement is at 10 mm/yr across the scene. The maximum relative bias in projecting
displacement into the north-south component is approximately 0.05 mm/yr. Since this value
is minor compared to the other nontectonic noise, I assume it is insignificant in the study. I
analyzed the along-track results in this thesis using N10.3W as the value is an average of the
West-Lut fault scene.



133

Figure A.5: Ground displacement associated with Kerman earthquakes in December 2017
. I present the location of burst overlap InSAR points with earthquake epicenters (red and
pink dots) (Savidge et al., 2019). Earthquakes occurred on 1st and 12th December 2017.
Unfortunately, there is a data gap between March 2017 and March 2018, so I cannot distinguish
these three earthquakes. 0.4 meters is the total displacement of the three ruptures in the along-
track component. However, since the third earthquake (red dot) is shallower than the other
two, the detected deformation is probably dominated by this rupture.
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Figure A.6: a.) Semivariogram of the b.) one-dimensional InSAR points, transect profile
of the along-track velocity across the Nayband segment of the West-Lut fault. InSAR points
are from 9 burst overlaps, corresponding to 150 km in the north-south direction (Fig.4.6). An
estimated sill variance is at 17.2 mm/yr without a correlation.
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Figure A.7: Posterior distribution of a modeling interseismic parameters determined from
GNSS measurements (Walpersdorf et al., 2014) observing the Nayband segment. Red vertical
lines in histogram present the optimal model parameters analyzed with Baysian approach. Red
points figure present the correlation between the paramenters (i.e. slip rate (mm/yr), lonking
depth (km), location of the fault (km) relative to longitude 57.525◦E.

Figure A.8: Posterior distribution of a modeling interseismic parameters determined from
burst overlap InSAR measurements observing the Nayband segment. Red vertical lines in
histogram present the optimal model parameters analyzed with Baysian approach. Red points
figure present the correlation between the paramenters (i.e. slip rate (mm/yr), lonking depth
(km), location of the fault (km) relative to longitude 57.525◦E.



136 Chapter A: Appendix A

Figure A.9: Posterior distribution of a modeling interseismic parameters determined from
GNSS (Walpersdorf et al., 2014) and burst overlap InSAR measurements observing the Nayband
segment. Red vertical lines in histogram present the optimal model parameters analyzed with
Baysian approach. Red points figure present the correlation between the paramenters (i.e. slip
rate (mm/yr), lonking depth (km), location of the fault (km) relative to longitude 57.525◦E.

Figure A.10: Posterior distribution of a modeling interseismic parameters determined from
burst overlap InSAR measurements observing the Gowk segment. Red vertical lines in his-
togram present the optimal model parameters analyzed with Baysian approach. Red points
figure present the correlation between the paramenters (i.e. slip rate (mm/yr), lonking depth
(km), location of the fault (km).
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Figure A.11: The best-fitting model of the interseismic strain accumulation using the op-
timal parameters from the Bayesian approach applied with GNSS (red), InSAR (green), and
GNSS+InSAR (black) measurements. All data are the same as applied in Fig.4.8, but I fixed the
fault location at a surface fault trace (57.55◦E). Blue points with one-sigma errorbars present
the mean north-south velocities averaged from 9 burst overlaps over the Nayband segment. The
grey shaded area represents the two standard deviation of the burst overlap InSAR points. All
other symbols are the same as in Fig.4.8. From the inversion, in comparison to the model that
does not fix the fault location, the far-field velocity is still similar around 4.3±0.3 mm/yr, but
the locking depth increase to 25.3±7.4 km. However, the model still appears to agree with the
observation even with the model that fixes fault location.
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Figure B.1: Posterior distribution of a modeling interseismic parameters derived from de-
composed velocities observing the northern segment of the Chaman fault at latitude 31◦N.
Red vertical lines in histogram present the optimal model parameters analyzed with Baysian
approach. Red points figure present the correlation between the paramenters (i.e. slip rate
(mm/yr), lonking depth (km), location of the fault at depth (km).
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Figure B.2: Posterior distribution of a modeling interseismic parameters derived from along-
track velocities observing the southern segment of the Chaman (1) and Ghazaband (2) fault at
latitude 29◦N. Red vertical lines in histogram present the optimal model parameters analyzed
with Baysian approach. Red points figure present the correlation between the paramenters (i.e.
slip rate (s) (mm/yr), lonking depth (L) (km), location of the fault (f) (km) relative to Chaman
fault trace.)
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