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Abstract

Titanium dioxide (TiO2) has drawn significant attention due to its low cost, abun-

dance, and wide array of energy applications including as an electron transport layer

in solar cells, as a photocatalyst for hydrogen production, and as an electrode material

in rechargeable batteries. Of the many polymorphs of TiO2, anatase shows the most

promise due to its high conductivity and excellent performance in devices. This high

performance can, in part, be attributed to anatase not strongly trapping electrons in

bulk-like regions of the crystal. However, a description of bulk properties is not suf-

ficient because anatase is unstable as large, single crystals and so it usually produced

as nanoparticles which are then sintered together. Polycrystalline materials have large

surface area and a large number of grain boundaries where the particles come into

contact with one another. These extended defects are expected to play a large role in

the properties of anatase, but it is not straightforward to devise experiments that are

able disentangle the individual roles of surfaces, grain boundaries, and point defects.

This thesis presents first-principles models of extended defects in anatase and, where

possible, makes comparison with experiment through the simulation of transmission

electron microscopy. It is shown that anatase grain boundaries can introduce deep

hole traps, but show no sign of electron trapping. Similarly, oxygen vacancies do not

strongly trap electrons but the segregation of these ionised vacancies to the bound-

aries causes a space charge region to develop, which would pose a barrier to inter-grain

electron transport. Models of highly-oxygen deficient nanoparticles indicate that elec-

tron trapping can occur on under-coordinated titanium sites and we propose that the

oriented attachment of nanoparticles along highly oxygen-deficient facets would enable

the formation of highly oxygen-deficient grain boundaries that would exhibit significant

electron trapping.
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Chapter 1

Introduction

1.1 Why Titanium Dioxide?

As global energy usage increases and the climate catastrophe draws nearer it is now

more important than ever to develop renewable, low-emissions energy sources. Ad-

vances in solid-state devices have lead to solutions such as photovoltaics (PVs) for

reaping energy from sunlight, photocatalysts for producing hydrogen through water

splitting, and battery electrodes and ionic conductors for safe and efficient energy stor-

age. Some promising technology relies on relatively rare elements,1–8 which involves a

large carbon footprint as well as encouraging destructive mining practices in order to

produce viable quantities of the element. The scarcity of and demand for the ores of

certain metals such as tin, tungsten, and tantalum make them hotly-contested enough

that their supply chains are tainted by bloodshed and modern slavery.9–11 If we are

to ethically replace a large portion of the world’s energy production with renewable

sources, it is not enough to simply choose materials with which we can maximise the

theoretical efficiency. We must also choose materials that minimise the ecological and

sociological costs associated with their supply chains. Intuitively, the solution is to

choose Earth-abundant elements that are commonplace and cheap-to-extract.

A standard example of an Earth-abundant element would be silicon, which has

a wide range of electronic applications from transistors to PVs, so perhaps we shall

choose silicon to build our device. Now, we are faced with unavoidable process of

fabricating a useful device starting from raw materials. If we focus our attention on

PVs, a silicon solar panel requires extremely pure crystals with a low density of defects

and the energy-intensive refinement process severely limits the rate at which a silicon

PV device can recover the energy used to create it.12 Even if the refinement process

were cheaper, silicon is not an especially strong absorber of sunlight and so the silicon
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wafers must be quite thick if high efficiencies of around 20% are desired, which adds to

the weight and cost. On top of this, silicon wafers tend be rather brittle, meaning that

they must be reinforced by bulky glass panels.13,14 These bulky, rigid panels increase

transport costs and pose problems for deployment as it limits the areas in which they

can be sensibly placed. There are, of course, approaches to maximising gains from

traditional, rigid PV arrays such as implementing bifacial panels, where the reverse-

side of panels also collects light that has been reflected from the ground below the

panel,15 but an ideal device would be lightweight and flexible enough that it can easily

be deployed onto any surface of any shape. Flexible PV modules of around 7% to 11%

efficiency have been fabricated using cadmium telluride,16 but widespread deployment

of such devices is prohibited by the rarity of tellurium in the Earth’s crust.17

Fig. 1.1. Graph showing the cumulative number publications since 2000 concerning
the anatase, rutile, and brookite polymorphs of TiO2. Anatase is the most-researched of
these polymorphs. Publication data was taken from a keyword search on the Thomson
Reuters’ Web of Science tool.18

When designing a device, there is the challenging problem of striking a balance

between following criteria: 1) the material must be abundant, 2) the material must

be cheap to process, 3) the devices made from the material must be efficient, and 4)

the devices made from the material must be easy to deploy. A material that meets

these criteria, and the focus of this thesis, is titanium dioxide (TiO2). Titanium and

its ores are commonplace in the Earth’s crust and oxygen is famously (and fortunately)

abundant in our atmosphere. In addition to this, TiO2 can be synthesised through

facile wet-chemistry methods,19 as well as being relatively inert and non-toxic enough

for it to be safe to deploy without too many concerns.20–22 The various polymorphs

of TiO2 have drawn enormous attention for their potential environmental and energy-

production applications including: as a photocatalyst, where it can be used to split
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water for hydrogen production23–26 or to break down pollutants for wastewater reme-

diation;27–29 as an electron transport medium with good conductivity in low-cost and

flexible perovskite and dye-sensitised solar cells (DSSCs);30–33 and as an anode ma-

terial for rechargeable batteries, where it allows intercalation of lithium and sodium

ions.34–40 Of these polymorphs, the most commonly-discussed are anatase, rutile, and

brookite. Anatase has drawn the most interest due to its excellent photocatalytic per-

formance41–43 and conductivity44–48 compared to its peers (Figure 1.1). In order to

understand why anatase performs so well, it is essential to understand how charge

carriers (electrons and holes) behave in the material. However, as shall be seen in

the following sections, an understanding of charge carrier behaviour is not straightfor-

ward in TiO2, an issue which is further complicated by the fact that anatase proves

particularly challenging to probe experimentally.

1.2 Charge Carriers in Titanium Dioxide

Charge carriers play a decisive role in enabling semiconductors to be applied to renew-

able energy generation and storage. The sharing and exchange of electrons between

atoms will make and break the chemical bonds, governing the electronic properties of a

material. In an idealised semiconducting material, there is a forbidden range of energies

in which no electronic states exist known as the band gap. The band gap separates the

occupied states in the valence band and the unoccupied states in the conduction band,

where states in either the valence or conduction band are delocalised. Incident light

can interact to excite an electron from an occupied state in the valence band into an

unoccupied state in the conduction band. In a PV device, we would want these charge

carriers to conduct and produce a current to generate power.13 In a photocatalytic

device, we would want these charge carriers to migrate to the surface of the material

where they can undergo reactions with adsorbates.25

In practice, semiconductors employed in devices are not ideal and states often ap-

pear in the band gap. These states are usually associated with defects or impurities in

the material (as shall be discussed in greater detail in Section 3.1). Unlike states in the

valence or conduction bands, states in the gap are localised and are responsible for the

trapping of charge. Charge trapping can sometimes be beneficial to the operation of a

device, such as in the case of photocatalysis, where charge carriers becoming trapped

and immobile at the surface of a material will increase the likelihood that the carrier

interacts with an adsorbate to catalyse a reaction.49,50 In other cases, charge trapping
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will be detrimental. For example, charge traps will reduce carrier mobility and reduce

the conductivity of the device, which will have an impact on the efficiency of a PV

device. A trapped charge is also more likely to undergo electron-hole recombination.

Recombination can be radiative, where a hole and electron recombine and release a pho-

ton; this process is not necessarily too detrimental as the photon can be absorbed again

to generate a fresh electron-hole pair. The counterpart is non-radiative recombination,

where the carrier pair recombine and release a phonon; this process destroys the free

electron and hole before either of them can become useful and is severely pathological

for both PV and photocatalytic applications.51,52

The common point defects in TiO2 are typically donor defects, meaning that they

introduce excess electrons into the system and dope it to be n-type. The standard

example of an intrinsic donor defect is the oxygen vacancy, which is prevalent in TiO2

due to its tendency to be oxygen-deficient. Some proportion of the excess electrons in-

troduced by oxygen vacancies will become trapped on Ti atoms adjacent to the vacant

site, but theoretical work suggests that vacancies in the bulk have a tendency towards

allowing the excess electrons to delocalise. This delocalisation is predicted to be sig-

nificantly more favourable in anatase than it is in rutile.53,54 Examples of extrinsic

donor defects would be due to intentional n-type doping with elements such as nio-

bium or tantalum in order to improve conductivity. When doping TiO2 with niobium,

it is found that anatase exhibits high, metallic conductivity, whereas rutile remains

semiconducting and resistive.44,47,48 This is attributed to the fact that, in anatase,

the states associated with the dopants are very diffuse and lie close to the conduction

band maximum (CBM), meaning that the excess electrons can easily delocalise into the

conduction band. In rutile, the dopants introduce a state around 1.0 eV below CBM,

with electrons becoming trapped on Ti sites adjacent to the dopant.45

No material will ever be entirely free from defects and so charge trapping and carrier

recombination will never be completely avoidable, though through a good fundamental

understanding of the processes involved we can aim to engineer materials in order

to mitigate the detrimental effects and exploit the beneficial effects. But, even in an

infinite crystal that contained no defects, charge trapping can still occur. In a crystalline

lattice made up of charged ions (in the case of TiO2 these ions are Ti4+ and O2–) the

lattice will deform in response to the introduction of a charged species (such as an

electron or a hole) due to the electrostatic interaction between the charged ions and

the charged species, polarising the lattice. This coupling of the charge carrier with
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the lattice phonons is a quasiparticle known as a polaron. In some materials, such

as TiO2,
54–58 this lattice polarisation induced by the carrier can then force the charge

carrier to become localised on a specific site as a small polaron; the carrier has trapped

itself. This so-called self-trapping is a mechanism by which charge carriers (electrons,

or holes, or both, depending on the material or polymorph) can become trapped in the

defect-free bulk and it can have profound effects on the properties of a material.

Fig. 1.2. Spin density isosurfaces (density displayed at 0.02 a−3
0 ) showing (left) an

electron trapping to form a Ti3+ in rutile and (right) a hole trapping to form a O– in
anatase. The polaronic distortion is most visibly pronounced in the case of anatase.
Titanium and oxygen ions are represented by gray spheres and red spheres, respectively.
For clarity, only one layer of atoms has been shown in each structure.

In TiO2, an electron polaron would involve an electron trapping on Ti4+ to form

Ti3+ and a hole polaron would involve a hole trapping on O2– to form O–. The pres-

ence of these polarons can be probed through various experimental techniques such:

electron paramagnetic resonance (EPR), which will detect the unpaired spins associ-

ated with Ti3+ and O–;59 photoluminescence (PL) spectroscopy which will detect the

photon emissions associated with polarons acting radiative recombination centres;60–62

or conductivity measurements which can determine how the hopping of small polarons

is involved in conductivity.63 A combination of experimental and theoretical work has

predicted that bulk rutile will not allow holes to become self-trapped but will allow

electrons to trap. The reverse is true for bulk anatase, where electrons will not become

self-trapped but holes will .54,56,57 It is usually the case that TiO2 is oxygen deficient,

where this oxygen deficiency leads to an excess of electrons and dopes the material to

be n-type. Given that electrons are the majority charge carrier in TiO2, the tendency

of rutile to trap electrons in bulk will severely impact its conductivity when compared

to anatase, which will reduce its performance as an electron transport layer in PV
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applications.

The behaviour of carriers in bulk anatase or at point defects appears to paint a

picture of anatase being a material that does not strongly trap electrons. This is a

partially satisfactory explanation for its good performance as a conductor, but it is an

incomplete description. No crystal can ever be infinitely periodic, it must eventually

terminate in a surface or an interface. These extended defects (and point defects in the

vicinity of these extended defects) also play a large role in determining the properties

of a material.

1.3 Polycrystalline Anatase

Anatase has a tetragonal crystal structure with the space group I41/amd (Figure 1.3)

with experimental lattice parameters of a = b = 3.78 Å, and c = 9.51 Å.64 Anatase is

not thermodynamically stable as large, single crystals and will undergo an irreversible

phase transition into rutile if crystals grow too large or if it is processed incorrectly.65–67

Because of this, sol-gel synthesis is usually used to produce nanoparticles which can

then be sintered together to produce a nanoporous lattice of particles.68,69 Whilst

each individual nanoparticle is crystalline and highly-ordered, the resulting sintered

specimen is highly irregular with a large surface area and large numbers of interfaces

between particles. Where two grains of a crystalline material meet, a grain boundary

(GB) occurs. GBs and surfaces are to be expected in all crystalline materials regardless

of fabrication method, but they will be especially prolific in polycrystalline specimens

produced by sintering.

Whilst we might describe vacancies, dopants, surfaces, and GBs as defects in the

crystal structure, that is not to suggest that defects are always undesirable. In fact,

many of the desirable traits of anatase are a direct result of the presence of defects.

As discussed already, oxygen vacancies and donor dopants provide the n-type charac-

ter that enables good conductivity. Polaronic trapping at surfaces can be beneficial

for photocatalytic applications by allowing trapped charges to undergo reactions with

adsorbed species.70,71 The high surface area of the sintered specimens is intuitively

beneficial in photocatalysis by increasing the area available to adsorbates.72 High sur-

face area is also beneficial to the functioning of DSSCs by increasing the area in which

the solar-absorbing dye can make contact with anatase to be able to inject charge

carriers.73

We can also expect GBs to impact the properties of anatase, though their role is
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Fig. 1.3. The conventional unit cell of anatase. Titanium and oxygen ions are repre-
sented by gray and red spheres, respectively.

less intuitive. The impact of GBs in some materials and applications is beneficial,

such as improved current collection at grain boundaries in cadmium telluride solar

absorbers.74 In other applications, GBs are detrimental, such as the decreased ionic

conductivity at grain boundaries in lithium lanthanum titanate ionic conductors.75,76

It is possible to minimise detrimental effects by engineering the properties of grain

boundaries, for example through the addition of other dopants77,78 or controlling the

growth and processing conditions of the material.79 However, if we wish to engineer

the properties of defects we need a good understanding of the properties of the defects

themselves. Anatase is problematic in this regard as polycrystalline specimens are not

especially amenable to experiment (Figure 1.4), which makes it difficult to disentangle

the combined effects of bulk properties, point defects, surfaces, and GBs.

Historically, in the absence of convincing evidence, mysticism might have provided a

satisfactory explanation; steel was not granted its strength by the complex interactions

of carbon defects, but by the ritualistic value of the bone ash used in smithing.80 Sadly,

citing the importance of magic is no longer sufficient and so, instead, we must turn to

insight provided by the more rigorous (but no less esoteric) world of computational

modelling.

1.4 Computational Modelling

In order to model a material at the atomic scale, the first step is to determine the

interactions that we wish to probe. In the case of anatase, we are interested not only
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Fig. 1.4. A transmission electron microscopy (TEM) image of a cluster of sintered
anatase nanoparticles. The disordered and irregular nature of the specimen makes
it difficult to interpret. Image taken by Adam Kerrigan in the Nanocentre at the
University of York.

in the atomic structure of the material and extended defects, but also in the electronic

structure and behaviour of charge carriers. Atomic structure is sometimes accessible

through classical approximations, such as interatomic force fields by which stable struc-

tures can be determined.81 Electronic structure, however, cannot be adequately treated

by classical physics and an accurate quantum mechanical description is required. Un-

fortunately, there is no analytic solution for a system of many interacting electrons and

numerical solutions are intractable due to the number of interactions that need to be

considered. Electronic structure must therefore be treated using an approximation that

reduces computational cost.

The current de-facto standard of electronic structure calculations is density func-

tional theory (DFT) due to its low computational cost and reasonable accuracy. In

DFT, the interactions of many electrons are instead replaced by a functional of the

electron density.82,83 There are various approximations and functionals within DFT,

but a common trait shared by all ‘pure’ DFT functionals that have a smooth depen-

dence on the electron density is that they have a tendency towards artificially stabilising

delocalised states.84 Clearly, given that we wish to model charge trapping and localisa-

tion, DFT alone is not sufficient. In this thesis, we elect to employ an approach known

as hybrid DFT, which combines features of DFT with desirable features of its more

computationally-demanding predecessor, Hartree-Fock (HF) theory.85 In the interest

of avoiding excessive repetition, a more complete description of the details of DFT, HF

theory, and hybrid DFT shall be saved for Chapter 2.

Chapter 1 Introduction



1.5. Work Presented in This Thesis 9

Previously, the increased computational cost of hybrid DFT placed a limiting factor

on its use within solid state physics, with its use generally being relegated to small unit

cells of bulk material. In recent years, however, hardware has improved and cost-saving

techniques have been introduced into software which allow for large systems including

point and extended defects to be tackled. Previous work in our group has developed

a hybrid DFT functional optimised for modelling charge trapping in TiO2,
57,86 which

has been employed to model polarons in bulk57 TiO2 and at anatase surfaces,70 as well

as to investigate point defects in bulk rutile and anatase.54 In this thesis, the same

methodology is employed to investigate grain boundaries, surfaces, and nanoparticles,

as well as how point defects and charge traps interact with and are affected by each of

these structures. By doing so, we intend to be able to provide insight at the atomic

scale such that the complicated interactions of the defects can be disentangled.

1.5 Work Presented in This Thesis

This thesis aims to use computational models to elucidate the behaviour of charge

carriers in polycrystalline anatase. Chapter 2 shall introduce a more detailed discussion

of the electronic structure theory employed throughout this thesis. Chapter 3 then goes

on to explain how this electronic structure theory can be used to model realistic systems

containing surfaces and grain boundaries in order to answer the questions that we wish

to answer.

In Chapter 4, we present a study of two low-energy Σ3 {112} and Σ1 {110} twin

boundaries (TBs). The Σ3 {112} TB is frequently observed experimentally and is

thought to be extremely prevalent in anatase specimens, making it of high technological

relevance. The Σ1 {110} TB has not been observed experimentally, though we identify

examples or situations in which it may arise and how it would be detectable. For

both TBs, we observe that the electronic structure of anatase is weakly perturbed by

the presence of the boundaries and that they would be relatively benign for PV or

photocatalytic applications. Both of the TBs are very high symmetry and present no

broken bonds, so the open question remains as to whether lower symmetry boundaries

would have more significant deleterious - or even beneficial - effects.

We aim to answer the questions posed in Chapter 4 in Chapter 5, where we present

work that was carried out in close collaboration with experimental partners in which

we investigate experimentally fabricated anatase bicrystals and compare our models

with experimental images. It is determined that the findings in Chapter 4 also seem
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to apply, where the electronic structure of anatase appears to be rather tolerant to the

presence of GBs even where the boundaries are lower-symmetry and contain broken

bonds. In this chapter, we also place more focus on the behaviour of dilute oxygen

vacancies in the vicinity of GBs and show that, whilst these vacancies do not seem

prone to trapping electrons, the presence of higher quantities of charged defects in

the vicinity of the boundary would pose an electrostatic potential barrier to electrons

passing through the boundary. We also look present a model for an unusual, highly

oxygen-deficient boundary that exhibits electron trapping and would be detrimental to

performance. These results highlight the importance of considering non-stoichiometry

in extended defects.

The other results presented in this thesis focus on relatively high-symmetry and

largely stoichiometric extended defects. Nanoparticles, however, also contain many

low-symmetry features such as edges and vertices where facets meet, which should

be expected to also affect properties. In Chapter 6 we present atomic and electronic

structures of explicit models of oxygen-deficient nanoparticles and compare them to

models of extended surfaces, to show that smaller nanoparticles are more easily reduced

than their larger counterparts and that electron traps are common near the surfaces

of highly-reduced particles. These results highlight that there is a fine balance to be

struck between the increased conductivity due to excess electrons introduced by oxygen-

deficiency, and the decreased mobility that comes with more prevalent electron traps

in reduced nanoparticles.
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Chapter 2

Electronic Structure Theory

The properties of a material are almost entirely determined by the behaviour of elec-

trons within the material. In the simple case of a hydrogen atom there is one electron

interacting only with the nucleus and an exact analytic solution is possible. If a system

contains multiple atoms, each electron is now interacting with all other electrons as

well as with each of the nuclei; such a situation is known as a many-body problem.

There is no analytic solution for this situation and, as the number of bodies in the

system increases, the number of interactions increases so rapidly that exact numer-

ical solutions also become intractable. Producing accurate approximate solutions to

many-body quantum mechanical problems remains one of the most arduous and time-

consuming challenges in modern physics. This chapter shall outline the theoretical and

practical details of solving such a problem.

2.1 Many-Body Quantum Mechanics

The state of a quantum system can be fully described by the wavefunction, Ψ. Every

observable, A, can be yielded by using the corresponding Hermitian operator, Â. Each

Â has a set of orthonormal eigenfunctions, {Ψi}, and a set of real eigenvalues {ai}

which are solutions to the eigenequation

ÂΨi = aiΨi. (2.1)

A special case of Equation 2.1 is the time-independent Schrödinger equation (TISE),

ĤΨi = EiΨi, (2.2)
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where Ĥ is the operator associated with the total energy of the system E, which we

define as

Ĥ = T̂ + V̂, (2.3)

where T̂ is the kinetic energy and V̂ is the potential energy. For a system containing

Nn atomic nuclei at positions Ri and Ne electrons at positions ri, we can break T̂ and

V̂ down into

T̂ = T̂n + T̂e and V̂ = V̂n−n + V̂n−e + V̂e−e,

where the subscripts n and e indicate nuclear and electronic components and n − n,

n− e, and e− e subscripts indicate all unique interactions between nuclei and electrons

and where (in Hartree atomic units∗) each term can be defined as

T̂n = −1

2

Nn∑
i

1

Mi
∇2
i ,

T̂e = −1

2

Ne∑
i

∇2
i ,

V̂n−n =

Nn∑
i

Nn∑
j>i

ZiZj
|Ri −Rj |

,

V̂n−e =

Nn∑
i

Ne∑
j

Zi
|Ri − rj |

,

V̂e−e =

Ne∑
i

Ne∑
j>i

1

|ri − rj |
.

Where Mi and Zi are the nuclear mass and charge, respectively. In such a situation,

Ψi becomes

Ψi = Ψi(r1, . . . , rNe ,R1, . . . ,RNn). (2.4)

In principle, solving the TISE would grant access to all physical observables through Ψi

but, in practice, no analytic solutions exist for the many-body case. Exact numerical

solutions, too, are generally unfeasible in the absence of suitable approximations.

2.1.1 The Born-Oppenheimer Approximation

One of the most widely-used approximations in electronic structure theory is the Born-

Oppenheimer approximation. This approximation is based on the fact that the nuclei

are significantly more massive than the electrons which, in turn, means that the time

scale of the motion of the nuclei is significantly longer than the motion of the electrons.

Recognising this leads to two important consequences:

1. The mass of the nuclei is far greater than the mass of the electrons, meaning

∗In Hartree atomic units the reduced Planck’s constant, ~, the electron mass, me, the elementary
charge, e, and the Bohr radius, a0, are all defined as unity such that ~ = me = e = a0 = 1.
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that the motion of the nuclei is on a far longer timescale than the motion of the

electrons. The nuclei can be treated as stationary compared to the electrons.

2. The electronic and nuclear parts of the wavefunction can be separated.

This result allows us to treat the nuclei as fixed in space whilst we are solving the

electronic part of the problem. For each set of nuclear positions, Ri, there will also

be a corresponding TISE for the electrons and a corresponding total electronic energy.

These energies then define a potential energy surface for the nuclei, as illustrated in

Figure 2.1 for the simple one-dimensional case of a hydrogen molecule (H2).

Fig. 2.1. The Born-Oppenheimer potential energy surface associated with varying the
bond length in a H2 molecule, where energies are taken relative to the lowest-energy
configuration.

The Born-Oppenheimer approximation effectively allows us to replace

Ψi(r1, . . . , rNe ,R1, . . . ,RNn) (2.5)

with

Ψi(r1, . . . , rNe). (2.6)

The Born-Oppenheimer approximation is used throughout this thesis and, from this

point on, all wavefunctions should be assumed to be of the form seen in Equation 2.6.

Even with this simplification, the many-body TISE has no analytic solutions. Numer-

ical solutions are possible, but still extremely costly without further approximation,

with single-digit numbers of electrons being around the limit of feasibility.
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2.1.2 The Exchange Interaction

Electrons are indistinguishable fermions. The Pauli principle states that the wavefunc-

tion of a system of identical fermions must be antisymmetric with respect to exchange

of particles. If we consider the case of system of two identical particles (such as two

electrons with the same spin) then this is equivalent to

Ψ(r1, r2) = −Ψ(r2, r1). (2.7)

In the situation that both identical fermions at the same position, then the wavefunction

would have to be

Ψ(r1, r2) = 0 when r1 = r2, (2.8)

in order to satisfy antisymmetry. This is the Pauli exclusion principle, which states

that no two identical fermions can occupy the same quantum state. Any solution for a

system of electrons must satisfy this constraint on the wavefunction.

2.2 Hartree-Fock Theory

2.2.1 The Hartree Equations

One of the first proposed approximate solutions to the many-body TISE was the Hartree

approximation. Considering again a two particle system, it would be desirable to

construct a mathematically convenient ansatz for Ψ. One such approach would be to

consider Ψ as some combination of orthogonal single-particle wavefunctions, φi(ri). A

simple representation would be to write Ψ as a product to give

ΨH(r1, r2) = φ1(r1)φ2(r2), (2.9)

where ΨH is known as a Hartree product. Then, the Hartree equations takes the form−1

2
∇2
i +

∑
j 6=i

∫ |φj(rj)|2
|ri − rj |

drj + Vext(ri)

φi(ri) = εiφi(ri), (2.10)

where εi are the single-particle energy eigenvalues. The total energy in this approxi-

mation is not simply a sum over εi of the occupied orbitals, but is instead given by
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E =
occ.∑
i

εi − EH (2.11a)

=
occ.∑
i

εi −
1

2

occ.∑
i

occ.∑
j 6=i

∫ ∫ |φi(ri)|2|φj(rj)|2
|ri − rj |

dridrj , (2.11b)

where the extra term is known as the Hartree energy, EH, which serves to remove

errors implicit within the eigenvalues due to the double counting of electron-electron

interactions. The kinetic energy and external potential energy contributions are not

double counted and need no such correction.

The Hartree product is tantalisingly simple and reasonably cheap to compute, but

the choice of ansatz means that this solution does not satisfy the constraint that the

wavefunction be antisymmetric under exchange of particles. This flaw renders the

Hartree equations insufficient and a better choice of ansatz is required.

2.2.2 The Hartree-Fock Equations

An improved ansatz could take a properly-normalised, linear combination of ΨH(r1, r2)

and ΨH(r2, r1) to give

ΨS(r1, r2) =
1√
2

(φ1(r1)φ2(r2)− φ1(r2)φ2(r1)) (2.12a)

=
1√
2

∣∣∣∣∣∣φ1(r1) φ2(r1)

φ1(r2) φ2(r2)

∣∣∣∣∣∣ , (2.12b)

where ΨS is a Slater determinant. It is clear by inspection that a wavefunction described

in this way is antisymmetric under exchange of particles. It is, of course, possible to

extend this to a system of Ne electrons as

ΨS(r1, . . . , rNe) =
1√
Ne!

∣∣∣∣∣∣∣∣∣∣∣∣

φ1(r1) φ2(r1) . . . φNe(r1)

φ1(r2) φ2(r2) . . . φNe(r2)
...

...
. . .

...

φ1(rNe) φ2(rNe) . . . φNe(rNe)

∣∣∣∣∣∣∣∣∣∣∣∣
. (2.13)

The elegance in representing the many-body wavefunction in this manner is that, even

if we were to make the extreme approximation that electrons are non-interacting, the

mathematical form of a Slater determinant is such that the Pauli exclusion principle
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would still be satisfied.

Taking a Slater determinant as our ansatz for the solution to the TISE yields the

Hartree-Fock (HF) equations which take the form

−1

2
∇2
i +

∑
j

∫ |φj(rj)|2
|ri − rj |

drj + Vext(ri)− F̂

φi(ri) = εiφi(ri)), (2.14a)

F̂φi(ri) =

∫
F (ri, rj)φi(rj)drj, (2.14b)

F (ri, rj) =
occ.∑
j

φ∗j (rj)φj(ri)

|ri − rj |
, (2.14c)

where F̂ is known as the Fock operator. The Fock operator and its corresponding

effect on the potential is non-local in space (i.e. V (ri, rj) instead of simply V (ri)) with

the consequence being that each electron in the system feels a different potential that

is dependent on φj(r). As with the Hartree approximation, the total energy contains

additional terms and is given by

E =
occ.∑
i

εi − EH + EHF
x (2.15a)

=
occ.∑
i

εi − EH +
1

2

occ.∑
i

occ.∑
j

∫ ∫
φ∗i (rj)φ

∗
j (ri)φi(ri)φj(rj)

|ri − rj |
dridrj , (2.15b)

where EHF
x is the Fock exchange energy. The HF approximation is significantly more

computationally demanding than the Hartree approximation due to the computation of

the Fock exchange term, but it is still far cheaper to compute than the exact numerical

solution.

2.2.3 Electronic Correlation

The HF approximation performs reasonably well for certain systems but fails quite

dramatically in others; a standard example would be the tendency of the HF approx-

imation to predict metals to be insulators. This failure is due to the treatment of

electrons as single particles that independently occupy their own lowest-energy states.

In reality, an electron will excite surrounding electrons out of this lowest-energy state

causing their properties to be correlated. Many materials are considered to be highly-

correlated materials in which it is important to capture these correlation effects if we

wish to produce reasonable models.

In order to properly describe the fully-correlated nature of the exact ground-state
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wavefunction using Slater determinants, it is necessary to calculate the full configura-

tion interaction which is a linear combination of all possible Slater determinants of the

system. In practice this must be approximated by truncated the number of configura-

tion states considered. The configuration interaction, alongside other approaches such

as the GW approximation or Møller-Plesset perturbation theory, can provide accurate

results but are particularly gruelling to compute, even for relatively small systems. A

different methodology is required if we wish to consider large numbers of correlated

electrons.

2.3 Density Functional Theory

In 1964, Pierre Hohenberg and Walter Kohn published proofs of two important theo-

rems that would lay the groundwork for what would become density functional theory

(DFT).82 The first Hohenberg-Kohn theorem states that the external potential, Vext(r),

is (to within a constant) a unique functional of the electron density, ρ(r); since, in turn,

Vext(r) fixes the Hamiltonian, Ĥ, we see that the full many-particle ground state is a

unique functional of ρ(r). By taking ρ(r) to be a basic variable, the number of spatial

coordinates required to describe N electrons has been reduced from r0, r1, . . . , rN to

just r.

Then, the second Hohenberg-Kohn theorem goes on to state that the total energy

of a system, E[ρ], is a functional of ρ defined as

E[ρ] ≡ F [ρ] +

∫
Vext(r)ρ(r) dr, (2.16)

where F [ρ] is a universal functional valid for any number of particles and any Vext and

where E[ρ] assumes its minimum value only for the correct value of ρ(r). This means

that the ground-state of a system would be trivial to find variationally, assuming that

a form for F [ρ] were known. Unfortunately, the exact form of universal functional

remains unknown, but there are good enough approximations that density functional

theory (DFT) has become the de-facto standard of electronic structure calculations.

2.3.1 The Kohn-Sham Equations

The following year, in 1965, Walter Kohn and Lu Jeu Sham introduced what became

one of the most popular formalisms in DFT, known today as the Kohn-Sham (KS)

equations.83 In the KS approach, the system of interacting electrons is replaced by a
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fictitious system of non-interacting electrons that reproduce the same density as the

real system. In order to reproduce the effects of interaction, a local effective potential

is introduced which is referred to as the KS potential, VKS. Then the KS equations,

which take a form analogous to the TISE, are defined in atomic units as

(
−1

2
∇2 + VKS(r)

)
φi(r) = εiφi(r), (2.17)

where all {φi(r)} feel the same local potential and where the density is given by

ρ(r) =
N∑
i

|φi(r)|2 . (2.18)

The total energy of a KS system is defined as

E[ρ] = TS[ρ] + Eext[ρ] + EH[ρ] + Exc[ρ], (2.19)

where TS is the single-particle kinetic energy, EH is the Hartree energy, Eext is the energy

associated with the external potential, and Exc is known as the exchange-correlation

(XC) energy. The first three terms can be expressed analytically as

TS[ρ] = −1

2

N∑
i

∫
φ∗i (r)∇2φi(r) dr, (2.20a)

Eext[ρ] =

∫
ρ(r)Vext(r) dr, (2.20b)

EH[ρ] =

∫ ∫
ρ(ri)ρ(rj)

|ri − rj |
dridrj , (2.20c)

but these expressions are not exact and instead are the KS approximations to their

many-electron counterparts. This means that the exact functional for Exc must act not

only as a description of exchange and correlation but also as a description of ‘everything

else’, such that all errors are cancelled. The terms in the effective potential, VKS, can

then be calculated from the corresponding energy terms as functional derivatives with

respect to the density to give

δEext

δρ
= Vext(r), (2.21a)

δEH

δρ
= VH(r) =

∫
ρ(ri)

|ri − rj |
dri, (2.21b)

δExc

δρ
= Vxc(r) (2.21c)
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which then defines VKS as

VKS(r) = Vext(r) + VH(r) + Vxc(r), (2.22)

where the form of Vxc(r) depends on the choice of approximation to Exc.

It is important to emphasise that the analytic expression for EH[ρ] is an approxi-

mation and it is responsible for a large source of error. By inspection it can be seen

that the KS DFT form for EH[ρ] in Equation 2.20c is not equivalent to the true Hartree

energy from HF theory in Equation 2.14a. This is due to the fact that, in KS DFT, all

of the density interacts with all of the density, meaning that interactions with a single-

particle state with itself is erroneously included; this is known as the self-interaction

error (SIE) and it remains one of the more challenging problems to consider when con-

structing approximations to Exc. The SIE has a tendency towards artificially stabilising

delocalised states, which can make DFT a poor choice for modelling charge trapping.84

2.3.2 Approximations to the Exchange-Correlation Functional

Even though the exact form of Exc[ρ] is unknown, there are certain properties and

constraints that are well-defined which provides an avenue by which to construct ap-

proximations. Any approximation to Exc must be a functional of the density, ρ, but

there are various approaches.

The Local-Density Approximation

Whilst an analytic form for Exc is unknown for general systems, it is known exactly for

the case of the homogeneous electron gas (HEG). Then, a simple approximation is to

treat Exc as depending entirely locally on the density. This is known as the local-density

approximation (LDA) and it is defined as

ELDA
xc [ρ] =

∫
ρ(r)εLDA

xc (ρ(r)) dr (2.23a)

δELDA
xc

δρ
= V LDA

xc (r) = ρ(r)εLDA
xc (ρ(r)) (2.23b)

where εLDA
xc (ρ(r)) is the exchange-correlation energy per particle in a HEG of density

ρ. The exchange part of the LDA is given by

εLDA
x [ρ(r)] = −3

4

(
3

π
ρ(r)

)− 1
3

, (2.24)
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which has been determined analytically. The correlation part of the LDA energy den-

sity, εLDA
c , is usually fitted to high-accuracy quantum Monte-Carlo calculations and has

various forms.

Despite its simplicity, the LDA performs reasonably well in appropriate systems;

metals, for example, have a delocalised and almost homogeneous charge density. How-

ever, the entirely local dependence causes problems in systems with very inhomogeneous

distributions of charge and for isolated systems such as molecules where the density

decays to zero far from the ions. In such a case the entirely local dependence means

that limρ→0 V
LDA

xc (r) = 0, which results in the LDA being unable to capture the correct

asymptotic behaviour.

Generalised Gradient Approximations

Generalised gradient approximations (GGAs) are a class of approximation that aim to

improve on the LDA by also including a dependence on the gradient of the density.

The general form of a GGA is

EGGA
xc [ρ] =

∫
ρ(r)εGGA

xc (ρ(r),∇ρ(r)) dr, (2.25a)

εGGA
xc (ρ(r),∇ρ(r)) = εLDA

xc (ρ(r))Fxc(ρ(r),∇ρ(r)), (2.25b)

where Fxc is an enhancement factor which acts to modify the LDA energy density. As

with the LDA, there are various different forms of GGAs, with one of the most popular

being the Perdew-Burke-Ernzerhof (PBE) functional.87

GGAs are often termed ‘semi-local’ approximations due to their dependence on a

gradient term but, in reality, they are still a local approximation in which all electrons

feel the same potential and still suffer from the SIE. GGAs also, generally, exhibit

incorrect asymptotic behaviour for Vxc. Efforts have been made to construct GGAs

with correct asymptotic behaviour,88 but such functionals approximate Vxc directly

and there is no guarantee that such an approximation corresponds to a well-defined

functional derivative of a corresponding expression for Exc which limits their utility

due to their inability to provide a meaningful energy.89

Meta-Generalised Gradient Approximations

Meta-generalised gradient approximations (MGGAs) extend on the logic of GGAs by

including higher-order derivatives of ρ. Some MGGAs include a very large number of
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parameters that are empirically determined and there have been concerns that this loss

of physical rigour has actually led to progressively worse MGGAs being constructed

as time passes.90 Nevertheless, other MGGAs focus on satisfying constraints with a

modern example being the strongly constrained and appropriately normed (SCAN)

functional, which satisfies all known constraints that a MGGA can satisfy91 and has

been shown to perform well for a diverse variety of systems.92

2.3.3 The Derivative Discontinuity

In a DFT calculation, the energy gap between the highest-occupied molecular orbital

(HOMO) eigenvalue and the lowest-unoccupied molecular orbital (LUMO) eigenvalue

will not be equal to the experimental band gap. This is due to a feature known as

the derivative discontinuity, ∆xc, which is a uniform shift in the exchange-correlation

potential, Vxc, that occurs around integer numbers of electrons,

V N+δ
xc (r) = V N−δ

xc (r) + ∆xc, (2.26)

where δ is an infinitesimal deviation from an integer number of of electrons, N . A

uniform scalar shift applied to a potential will give rise to an identical density, but will

change the energies of the orbital eigenvalues associated with this density. Therefore

the equivalent property for eigenvalues is

εN+1(N + δ) = εN+1(N − δ) + ∆xc (2.27)

which therefore means that the exact band gap, Eg, would be calculated as

Eg = εN+1 − εN + ∆xc. (2.28)

These errors in the band gap are not merely an artefact of the approximations made

by standard DFT functionals (LDA, PBE, or SCAN, for example), but will occur in

any density functional that has a continuous derivative with respect to the number of

electrons, even if this functional is otherwise capable of exactly reproducing the ground-

state properties of a system.93 This behaviour is not especially detrimental for metallic

systems, which have no gap, but is problematic for semiconducting systems where the

band gap is a property of huge technological importance.
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2.4 DFT+U

There are several proposed approaches to ameliorating the effects of the SIE and

the derivative discontinuity, with one popular method being known as DFT with a

Hubbard-like correction (DFT+U),94 inspired by the older Hubbard model,95 which

utilises an on-site energy term known as U . In DFT+U , an energy penalty is applied

to the system when specific orbitals have fractional occupations, where the magnitude

of this energy penalty is controlled by the value of U . As U is increased, an increased

degree of localisation will be observed in the orbitals to which the U value is being

applied. Counteracting some of the SIE by using DFT+U allows for better descrip-

tions of transition metal compounds such as nickel oxide, in which the highly-correlated

and highly-localised d-orbitals are decisive in determining band structures, magnetic

ordering, and formation energies. Now, the most important consideration is the value

that should be chosen for U .

A suitable, physically-meaningful value for U is not always trivial to determine.

Sometimes, it may be appropriate to only treat one species in the material with

DFT+U ; for example, a metal ion where d-orbital localisation or magnetism is im-

portant such as or nickel or iron in an oxide or a metal organic framework. In TiO2,

however, it is known that charge can trap on both Ti and O and, as such, a U value may

need to be chosen for each element. This problem is not unmanageable for a binary

material, but a ternary or quaternary material poses a significantly more challenging

problem. Some schemes for determining appropriate U values include linear-response

methods,96 machine-learned fitting to more accurate solutions,97 and fitting to experi-

mental oxidation energies.98

Once a suitable U value has been determined, there is no guarantee that DFT with

a Hubbard-like correction (DFT+U) will provide satisfactory results; for example, a

U value that correctly allows the formation of localised states may still significantly

underestimate the band gap or the dielectric constant of a material.99,100 It may be

possible to alleviate some of these deficiencies with the usage of a more accurate den-

sity functional as a starting point for DFT+U ; it has been shown that using SCAN+U

instead of PBE+U can yield excellent results.101 Even with a U value that provides

excellent results for a given material, the study of dopants would pose an additional

problem. If we, for example, wished to study a variety of transition metal dopants in

some arbitrary material, then we would then need to go through the arduous process
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of optimising a suitable U value for each dopant that we wished to consider. Neverthe-

less, DFT+U remains a valuable tool due to the fact that it is not appreciably more

computationally demanding than pure DFT.

2.5 Hybrid Density Functional Theory∗

As highlighted already, DFT and HF are systematically erroneous in opposite manners.

Hybrid DFT aims to exploit this by combining both approaches. Hybrid DFT has been

shown to yield significantly better results in some cases but, due to the somewhat ad-

hoc nature of the approach, care must be taken to ensure the DFT and HF parts have

been combined in a sensible and physically meaningful manner.

2.5.1 Linearly-Mixed Functionals

A straightforward example of how a hybrid DFT functional might be constructed is

where the hybrid exchange energy takes the form of a simple linear combination

EPBEα
xc (α) = αEHF

x + (1− α)EPBE
x + EPBE

c , (2.29)

where EHF
x is the Fock exchange energy, EPBE

x and EPBE
c are, respectively, the exchange

and correlation components of the PBE energy functional, and α is the fraction of Fock

exchange to be mixed in. This is the form taken by the PBE0 functional, where

Görling-Levy perturbation theory is used to show that a value of α = 0.25 should

be appropriate to describe ionisation and atomisation energies in many systems.103,104

Taking the same linear form of PBE0 and tuning α in a case-by-case manner leads to

class of hybrid DFT functionals that shall be referred to in this work as PBEα, in order

to distinguish them from the unique case of PBE0.

2.5.2 Choosing Appropriate Parameters

Functionals such as PBE0 attempt to provide a general-purpose parameterisation, but

it must be remembered that neither semilocal DFT nor HF is an exact theory, so there

must be no expectation that a simple linear combination of both theories can be applied

universally. Instead, a specific value of α may be necessary for a given material which

∗ This section has been adapted from the introduction of work that has been published: Quirk JA,
Lazarov VK, McKenna KP. ‘First-Principles Modeling of Oxygen-Deficient Anatase TiO2 Nanoparti-
cles’. J. Phys. Chem. C. 2020 Oct 15;124(43):23637-47.102
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ideally, should be able to replicate the exact situation as closely as possible (Figure 2.2).

If the value of α is too low, then an insufficient amount of SIE will be removed and

localized states will not be sufficiently stabilized or, if the value of α is too high, then

localized states will become erroneously stable and incorrect predictions may be made.

Too high a fraction of Fock exchange also runs the risk of losing some of the desirable

features of DFT as, whilst the inclusion of Fock exchange might do well in removing

the SIE, it can also introduce potentially dominating amounts static correlation error

that are usually comparatively small in standard DFT approximations.105

Fig. 2.2. Schematic diagram of the variation of total energy for exact, DFT and
HF with the number of electrons. The exact case exhibits piecewise linearity with a
discontinuous derivative. DFT has convex behaviour and HF is concave. An optimised
hybrid DFT functional would ideally follow the exact line closely. Also shown is the
correction that is applied by DFT+U . This figure was created by Razak Elmaslmane
for use in his thesis54 and is licensed under Creative Commons (CC BY-NC-ND 4.0).

When constructing a PBEα functional, it is possible to take an empirical approach

by tuning a value of α that reproduces experimental features, commonly the band

gap. Such empirical functionals are commonplace and often produce results in good

agreement with experiment.106–108 Empirical functionals do, however, come with lim-

itations in their predictive power due to the fact that they rely on prior knowledge of

accurate experimental values which may not be known when studying lesser-known or

experimentally-problematic materials. A relevant example would be brookite, a phase

of TiO2, where experimental values for the band gap vary between 3.1 and 3.4 eV.109

Empirical functionals have a trade-off in terms of universality as there is no real rea-

son to expect that an approximate hybrid functional which gives the correct band gap

would also give all other properties of interest correctly. For example, it is observed

that functionals tuned to the band gap can still incorrectly predict photoluminescent

peaks.110
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Some non-empirical approaches aim to tune α in order to grant some desirable

feature to the PBEα functional. For example, the so-called dielectric dependent hy-

brid recognizes that hybrid DFT is effectively a further, frequency-independent ap-

proximation to the Coulomb hole and screened exchange (COHSEX) approximation

to the GW self-energy. It can then be shown that α = ε−1 (where ε is the dielectric

constant) reasonably approximates the COHSEX approximation. More advanced ap-

proaches combine linear and range-separated screened components in order to better

capture high- and low-frequency components of the dielectric function, which should

provide a more accurate model for COHSEX.111 Dielectric-dependent hybrids gener-

ally yield good band gaps and is thought that they should provide good inputs for GW

calculations.112 This approach is not, however, based on some fundamental property

of the exact functional but, instead, attempts to use hybrid DFT to approximate a

higher-order method. Another approach is to construct a hybrid functional that best

reproduces a known property of the exact functional. The choice of constraint can be

made based on which constraint is most important to satisfy when studying a particular

quantity of interest.

One such property that the exact functional must satisfy is the generalized Koop-

mans’ condition (GKC), which gives an expression for the ionisation energy of a system

of an N electrons, I(N), as

− I(N) ≡ E(N)− E(N − 1) = εN (N), (2.30)

where E(N) is the total energy of an N electron system, and εi(N) is the i-th eigen-

value of the N electron system. Hybrid functionals that have been tuned to satisfy

the GKC have been shown to accurately reproduce experimental results for molecular

systems113–115 as well as yielding accurate electron densities in simple model systems

where the exact density is known.86 One drawback is that the GKC is not as applicable

to delocalized states, such as band edges in a periodic solid, due to an idiosyncrasy of

periodic calculations, which can lead to difficult tuning to the GKC for solid materi-

als.116 However, in the case of titanium dioxide, the presence of self-trapped polarons

provide a convenient localized state against which a functional can be tuned to GKC

in the bulk lattice. Previous work in our group constructed GKC-tuned functionals

based on polarons in the bulk of various phases of TiO2.54,57,86 The value of α that

satisfies the GKC for polarons in the bulk of a material will not necessarily satisfy GKC

for polarons occurring at surfaces or at grain boundaries. It may be tempting to tune
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the value of α case-by-case, but by changing the functional between calculations, the

energies of each calculation become incomparable. In the interest of keeping energy

differences between calculations meaningful, the value of α optimised for the bulk is

employed throughout all calculations in this thesis.

2.6 Practicalities of Calculations

When considering isolated molecules a calculation may only require tens of nuclei and

few hundred electrons. An isolated molecule may provide a good description of a

material in the gas phase, but condensed matter poses a greater challenge. For context,

a relatively small silicon-based device might be around 10×10×10 nm in size and would

contain around 55,000 atoms and 767,000 electrons. It is plain that condensed matter

systems quickly become unfeasible to model in their entirety. However, many solid-

state materials of interest are crystalline and, fortunately, crystals have properties that

make them more amenable to computational study.

2.6.1 Periodicity in Crystals

Crystals are highly-ordered materials in which the constituent components (atoms,

ions, or molecules) are arranged in patterns that repeat in space. We call the smallest

repeating unit of a crystal a unit cell and, for a three-dimensional material, the cell can

be described three primitive lattice vectors which we term a1, a2, and a3 and where

the magnitude of each of these vectors is equivalent to the length of the unit cell in the

corresponding direction. Since a crystal exhibits repeating units with a specific spatial

frequency, it is also convenient to define a second set of vectors that span the reciprocal

space corresponding to a Fourier transform of the real-space cell (Figure 2.3). The

reciprocal lattice vectors (b1, b2, and b3), are defined as

b1 = 2π
a2× a3

a1 · (a2× a3)
, (2.31a)

b2 = 2π
a3× a1

a2 · (a3× a1)
, (2.31b)

b3 = 2π
a1× a2

a3 · (a1× a2)
. (2.31c)

If any point in real space is translated by R where

R = n1a1 + n2a2 + n3a3, (2.32)
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and where n1, n2, and n3 are integers, this will yield a symmetrically identical point.

There is an equivalent relationship in reciprocal space for a translation G where

G = n1b1 + n2b2 + n3b3. (2.33)

2.6.2 Bloch’s Theorem

An infinite crystal contains infinite electrons which would seemingly pose a more diffi-

cult problem than the case of a large-but-finite number of electrons, but the periodic

nature of a perfect crystal means that only the electrons within the unit cell need to

be represented by the wavefunction. Bloch’s theorem states that an electron moving in

a periodic potential (such as one provided by a crystalline material) can be described

by a Bloch wave given by

φn,k(r) = eik·run,k(r), (2.34)

where un,k is a periodic function with the same periodicity as the unit cell, k is the

wavevector and n is the index of the band; keep in mind that, by reducing the problem

to a unit cell, we now only need to consider as many bands are required to hold the

electrons present in the unit cell rather than requiring infinite bands to contain all the

electrons in an infinite crystal. Given that un,k has the same periodicity as the unit

cell, it is plain that

φn,k(r) = φn,k(r + R). (2.35)

Similarly, the values of k are only unique up to a reciprocal lattice vector, G, which

means that

φn,k(r) = φn,(k+G)(r), (2.36)

where the set of values of k that are unique define the first Brillouin zone, and we are

free to restrict the considered values of k to this region of reciprocal space without any

loss of generality. Now, if we substitute the form of a Bloch wave (Equation 2.34) in

the KS equations (Equation 2.17) we yield

(
−1

2
(∇+ ik)2 + VKS(r)

)
un,k(r) = εnun,k(r). (2.37)

When solving this form of the KS equations there are now two considerations that must

be made: firstly, the solution to the KS equations now depends on k, and, secondly, a

decision would need to be made as to what form un,k(r) should take.
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2.6.3 k-Point Sampling

The value of k that we choose is not arbitrary. As stated previously, the Brillouin zone

consists of unique values of k that all correspond to unique solutions of Equation 2.37.

Various quantities are associated with all unique values of k and are calculated as an

integral across the Brillouin zone. For example, the density, ρ, can be calculated as

ρ(r) =
Ω

(2π)3

∫
BZ
ρk(r)dk, (2.38a)

ρk(r) =

occ.∑
n

φ∗n,k(r)φn,k(r), (2.38b)

where Ω is the volume of the unit cell. Such integrals are evaluated numerically rather

than analytically and, just as we might discretise time and space to integrate various

equations, we are free to discretise reciprocal space. A sufficient number of k-points

must be included in the integration to yield accurate results but, generally speaking,

the number of points required is usually rather low as the wavefunctions vary quite

slowly across reciprocal space.

a1
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a3

b3

b2

b1

b2

b1a1

a2

Γ

Z
R

X
M

Z R

A

A

(a)

(b)

(c)

(d)

Fig. 2.3. Figure showing (a,b) two projections of the unit cell of rutile in real space
where grey circles are titanium and red circles are oxygen and (c,d) corresponding
projections of the reciprocal unit cell of rutile, where the special k-points have been
marked and the shaded blue region indicates the irreducible wedge within reciprocal
space.
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Fig. 2.4. Figures showing (left) an arbitrary band structure with an indirect gap with
the direct gap evaluated at k=0 being significantly larger and (right) the same band
structure folded into a smaller Brillouin zone. Now evaluating the gap at k=0 gives
the correct value for the gap.

Computational cost can be further reduced by exploiting symmetry operations in

reciprocal space, as illustrated in Figure 2.3 through the example of a tetragonal lattice.

There are a set of ‘special’ k-points that define the vertices of an irreducible wedge in

reciprocal space that has a significantly smaller volume than the actual reciprocal cell;

k-points must chosen such that they sample the volume inside this wedge, not simply

sampling the vertices of the wedge. The special point that is common to all classes

of cell symmetry is the Γ-point, which is situated at k = (0, 0, 0). The Γ-point is a

very high-symmetry point and many systems will have a band energy minimum or

maximum associated with it. Some systems, such as those with indirect band gaps,

may have electronic features associated with special points other than Γ, in which case

extra care must be taken when sampling k-points.

From the definition of the reciprocal lattice vectors, it can be seen that, as the

real-space cell becomes larger, the reciprocal-space cell becomes smaller. Therefore, in

the case of a supercell constructed from periodic repeats of the unit cell, fewer k-points

will be required to achieve the same k-point density and level of convergence. Another

feature of supercells is that energy bands will be folded into the now-smaller Brillouin

zone of the reciprocal supercell. This is illustrated in Figure 2.4, where the folding

of the bands is such that one k-point alone would now be sufficient to determine the
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band gap of a system with an indirect gap. In general, a band structure may not be as

convenient as in this illustrative example, so large supercell expansions may be required

to fold the k-points associated with the valence band maximum (VBM) and conduction

band maximum (CBM) onto the Γ-point.

2.6.4 Basis Sets

So far details have been given for neither the form of the periodic function un,k(r) in

Bloch’s theorem, nor for the more general issue of form that should be expected for

the single particle orbitals, φi. The choice of functions to construct the single particle

orbitals, and therefore the electron density, are referred to as basis sets and there are

two main forms: a linear combination of atomic orbitals, or a plane wave basis.

Linear Combination of Atomic Orbitals

A molecular orbital, φi, can be expressed as a simple linear combination of atomic

orbitals (LCAO) as

φi =
∑
n

ci,nχn, (2.39)

where χn are atomic orbitals centered on each of the nuclei and ci,n is a coefficient that

weights the contribution of each atomic orbital. The forms of χn are generally based

on functions that approximate the atomic orbitals of a hydrogen-like atom, which are

known analytically. An example are the Slater-type orbitals (STOs), which have a

radial component of the form

RSTO(r) = Arn−1e−ξr (2.40)

where A is a normalisation constant, n is the principal quantum number, and ξ is the

effective nuclear charge felt by the electron. STOs are a good approximation to atomic

orbitals and they correctly satisfy Kato’s cusp condition, where the electron density

comes to a cusp at the position of the nucleus, but are limited in their usefulness

due to being mathematically unwieldy for calculating physical properties. A different

approach would be to Gaussian-type orbitals (GTOs) which have the form

RGTO(r) = Arn−1e−ξr
2
. (2.41)
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The advantage of GTOs is that the product of two Gaussian functions is another Gaus-

sian function, which is very convenient for the calculation of various properties. The

trade-off, however, is that a single GTO describes atomic orbitals very poorly compared

to a single STO which means that, in practice, each atomic orbital is expressed as a

combination of many GTOs.

Fig. 2.5. Graphs showing (left) a portion of the densities produced by a minimal
GTO basis set containing one and four GTOs and (right) how the error in the density
decreases as more GTOs are included. The accuracy is converged at around four GTO
functions.

As an illustrative example, Figure 2.5 shows an example density (constructed from

two 1s STOs and one, more diffuse, 2s STO to give something reminiscent of a lithium

atom) that has been approximated by optimising a minimal basis set constructed out

of a linear combination of GTOs in order to reduce the error in the density, ∆ρ =∫
(ρExact(r)− ρApprox(r))2 dr. Whilst one GTO per atomic orbital is quite poor, the

basis set quality converges extremely quickly with respect to the number of GTOs.

Four GTOs is enough to yield an excellent density that even describes the cusp at the

nucleus reasonably well, highlighting the potential for GTO basis sets to enable highly

accurate and computationally efficient calculations.

The LCAO approach is not without drawbacks. For a realistic calculation, GTO

basis sets need to account for the potentially diverse chemical environments of the

atom by including more GTOs and more fitting parameters which leads to GTO basis

sets being extremely diverse, with the possibility that the chosen basis set may not be

appropriate to describe all situations. Another consideration is that GTO basis sets

are usually centered on nuclei which means that it is not possible to model or predict

states in which an electron localises off an atom such as in F-center defects or electride
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materials,117–119 without the introduction of a so-called ‘ghost’ basis set that occupies

a site without a nucleus, such as a vacancy or interstitial site. A more general issue

that always applies is the basis-set superposition error (BSSE), which refers to an error

arising from two basis functions overlapping from nearby atoms. As the nuclei move

closer together, their basis functions begin to overlap, effectively increasing the size

and quality of the basis in this region. The error can be reduced by using a sufficiently

large and well-converged basis.120

Plane-Wave Basis Sets

Plane-wave basis sets take a different approach that expresses the periodic part of a

Bloch wavefunction, un,k(r), as a Fourier series to give

un,k(r) =

√
1

Ω

∑
|G|<GC

Cn,k(G)eiG·r, (2.42)

where Cn,k(G) are the coefficients of each plane wave, Ω is the volume of the cell, and

GC is a cutoff beyond which the series is truncated. These plane waves are essentially

matter waves and, via the Planck relation, they have a corresponding kinetic energy

given by |G|2/2, so usually GC is given in terms of an energy. Unlike the LCAO basis, a

measure of basis set completeness in a plane-wave basis is provided straightforwardly by

GC. Using the same model system, it can be seen (Figure 2.6) that a plane-wave basis

converges smoothly as the cutoff energy is increased, with around 70 plane waves being

sufficient to provide a reasonable description of the density. Plane-wave basis sets have a

Fig. 2.6. Graphs showing (left) a portion of the densities produced by a plane-wave
basis set containing 10 and 70 plane waves and (right) how the error in the density
decreases as more plane waves are included. The accuracy is converged once around 70
waves are included.
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number of benefits compared to LCAO basis sets. An appealing mathematical feature of

plane waves is that their Fourier transform is trivial to compute, making them extremely

convenient for working in reciprocal space. Another significant advantage over a LCAO

basis is that plane waves uniformly describes all space in the simulation cell and are not

centered on atoms, meaning that a plane wave basis can easily describe F-center defects

or electride materials, as well as ensuring that there are no concerns regarding changing

degrees of basis-set superposition error as atoms (and their associated basis sets) move

around the simulation cell during geometry optimisation. A major downside is that a

plane-wave basis requires significantly more functions than a LCAO basis, especially

in order to describe highly-localised core states. This can make plane wave basis sets

too computationally demanding for very large systems containing many hundreds or

thousands of atoms.

2.6.5 Pseudopotentials

In an atom, the core electrons near the nucleus are very tightly bound and their charge

distribution is not significantly perturbed by the chemical environment that they are in.

In principle, it should be possible to eliminate the core electrons from the calculation

without significant loss of accuracy, assuming that we can replace the core electrons

with something that correctly maintains the behaviour of the valence electrons. In

practice, this is achieved through the use of pseudopotentials, where, inside some defined

region, the true nuclear potential is replaced by an effective potential and, outside the

defined region, the pseudowavefunction and the true, all-electron wavefunction should

be identical.

The advantages of employing pseudopotentials are twofold. The first advantage is

that the number of electrons involved in the calculation has been lowered, which leads

to a reduction in computational cost by reducing the number of bands that need to be

considered. The second advantage is that the troublesome localised nature of the core

density, and the associated cusp, no longer need to be described by the chosen basis

set. This difference is especially stark when using plane waves, as illustrated in Figure

2.7 where it can be seen that excluding the core density from our model atom causes

a plane-wave basis to converge considerably more rapidly. It must be remembered,

however, that pseudopotentials are not a magic bullet for the computational cost of

plane wave basis sets; certain elements, such as a lithium, require highly-localised 1s

electrons to be treated as valence and may be more amenable to a LCAO approach. Just
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Fig. 2.7. Graphs showing (left) a portion of the densities produced by a plane-wave
basis set containing 10 and 30 plane waves and (right) how the error in the density
decreases as more plane waves are included. The accuracy is converged once around
30 waves are included. In this example, we are disregarding the core electrons and so
far fewer plane waves are needed to reach convergence compared with the all-electron
case shown in Figure 2.6

as there are many varieties of basis sets, there are also various types of pseudopotentials.

2.6.6 Geometry Optimisation

Since the introduction of the Born-Oppenheimer approximation in Section 2.1.1 we have

considered the atomic positions as only being included in the Hamiltonian by virtue

of the external potential they supply. This is perfectly suited to describing electronic

structure but, often, the positions of the nuclei will not be known in advance. There

are various algorithms that can be used to optimising the position of nuclei and they

will usually require the calculation of forces on each of the ions. The force on each i-th

ion, Fi, can be calculated using the Hellman-Feynman theorem which states that

Fi = − ∂E

∂Ri
= −

〈
Ψ0

∣∣∣∣∣ ∂Ĥ∂Ri

∣∣∣∣∣Ψ0

〉
, (2.43)

where the ions have effectively been treated as classical particles.

In a unit cell, it can be possible to reduce the forces on atoms to zero while still

yielding incorrect lattice parameters. This is due to the fact that the cell may still be

under strain even if the forces are zero. This situation can be remedied by calculating

the stress tensor. By minimising the stress tensor alongside the forces it is possible to

determine the equilibrium shapes of unit cells.

Chapter 2 Electronic Structure Theory



2.7. The CP2K Code 35

2.7 The CP2K Code

Of the theory discussed so far, there are many different implementations across many

different codes. One popular code is CP2K, which is the code that is used throughout

the majority of this thesis. CP2K is appealing as it shows good scaling due to various

cost-saving techniques.

2.7.1 k-Point Sampling

A major consideration when using CP2K is that it has extremely limited support with

regards to k-point sampling; in most cases, only the Γ-point can be sampled. This

means that, instead of converging the number of k-points included in a calculation, the

size of the supercell must be increased to provide sufficient k-point sampling. This is not

especially inconvenient, since we will usually be interested in defective systems which

would already require a large supercell. Unfortunately, this limits the utility of CP2K

when calculating band structures and density of states. A band structure calculation

would require a non-trivial process of unfolding bands from the supercell. Density of

states calculations would usually employ much denser k-point sampling than would be

possible with a supercell calculation sampled only at the Γ-point. This issue can be

mitigated by making sure to either only compare density of states plots from supercells

with the same dimensions or density of states projected in different regions of the

same supercell. In this way, the plots being compared are both equally under-sampled,

making it a like-with-like comparison.

2.7.2 Representation of the Density

CP2K uses a Gaussian and plane waves approach where GTOs as described in Section

2.6.4 are used as the primary basis, but an auxiliary basis of plane waves are also used

to describe the density. This dual representation of the density allows parts of the

calculation to be evaluated more efficiently, for example the Hartree energy is easier to

calculate in a plane wave basis than it is in a GTO basis.

2.7.3 Pseudopotentials

CP2K uses the Goedecker-Tetter-Hutter (GTH) pseudopotentials.121–123 GTH pseu-

dopotentials are norm-conserving pseudopotentials which means that, inside the cutoff
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region, each pseudowavefunction is correctly normalised such that it is identical to the

all-electron wavefunction.

2.7.4 Implementation of Hybrid Functionals

The implementation of hybrid functionals in CP2K is very efficient and allows for systems

containing up to around 1000 atoms to be feasible to model with hybrid DFT. This

is possible due to a variety of approximations that are designed to reduce the number

of exchange integrals that must be performed. These approximations are designed to

have as small an impact on accuracy as possible by only discounting exchange integrals

that would have a very small contribution to the total energy.

Auxiliary Density Matrix Method

Similar to the dual-representation of the density, the auxiliary density matrix method

(ADMM) employs an auxiliary GTO basis set for the purpose of calculating the Fock

exchange integrals. These auxiliary basis sets are smaller than the standard basis and

ADMM can significantly reduce the computational cost of hybrid functionals without

significant reduction in accuracy, assuming the auxiliary basis has been well-converged.

In this thesis, we used ADMM basis sets that contain 9 Gaussian functions for titanium

and 7 Gaussian functions for oxygen. A detailed description of the convergence of these

basis sets can be found in a previous work from our group.54,57

Truncated Coulomb Operator

A further way to reduce the number of integrals that must be computed is through the

use of a range-separated functional. In CP2K, this is accomplished with the Coulomb-

truncated PBEα (tr-PBEα) functional124 in which uses a truncated Coulomb operator,

utr, with the form

utr(ri, rj) =


1

|ri−rj | , if |ri − rj | < Rtr

0, otherwise

, (2.44)

where Rtr is the truncation radius. Essentially, the long-range contribution to the

Coulomb operator is disregarded when calculating Fock exchange. Note that this trun-

cation radius does not apply to the Coulomb operator appearing in the DFT Hartree

energy, which is comparatively much cheaper and is calculated as usual. Then, a

long-range correction is applied, which calculates the ‘missing’ exchange at long ranges
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using the PBE functional. Then, the tr-PBEα functional exchange-correlation energy,

Etr−PBEα
xc , takes the form

Etr−PBEα
xc (α) = αEtr−HF

x + αEPBE,LRC
x + (1− α)EPBE

x + EPBE
c , (2.45)

where Etr−HF
x is the truncated HF term and EPBE,LRC

x is the long-range correction

term. In the interest of accuracy, the choice of Rtr must be sufficiently large that the

long-range contributions that are being disregarded are sufficiently small. For α = 0.25

and smaller it is found that 6 Å is well-converged with respect to lattice parameters

and band gap.

2.7.5 Usage in this Thesis

CP2K is utilised for the vast majority of the calculations with this thesis, which includes

all hybrid DFT calculations. For all of our hybrid DFT calculations on anatase, we use

a tr-PBEα functional that is tuned to satisfy the GKC as described in Section 2.5.2,

where we use a value of α = 0.105. This fraction ensures that the GKC is obeyed

to within 0.05 eV in bulk anatase.57,70 This GKC-tuned functional is found to be in

good agreement with experiment with regards to polaron formation.57,86 A detailed

description of the optimisation of this tr-PBEα functional for anatase can be found in

a previous work from our group.57,86

The GTO basis sets used throughout this thesis are the triple-ζ precision molecularly-

optimised (MOLOPT) basis sets125 alongside ADMM basis sets that contain 9 Gaussian

functions for titanium and 7 Gaussian functions for oxygen. We use five multigrids with

a relative cutoff of 60 Ry and the finest grid having a cutoff of 600 Ry. We find that

a 5×5×2 expansion of the conventional anatase unit cell will sufficiently sample recip-

rocal space to yield lattice parameters of a = b = 3.78 Å and c = 9.61 Å which are

within 1% of experimentally determined parameters. We employ GTH pseudopoten-

tials where the 3s, 3p, 3d, and 4s electrons are considered valence for titanium and the

2s and 2p are considered valence for oxygen. As with our choice of hybrid functional, a

detailed description of the convergence of basis sets, supercell size, and energy cutoffs

for anatase can be found in a previous work from our group.54,57 Unless explicitly

stated otherwise, all geometry optimisations using CP2K are performed until the force

on ions is less than 0.01 eV Å−1.
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2.8 The VASP Code

Another popular electronic structure code is the Vienna Ab-Initio Simulation Package

(VASP), which differs from CP2K in that it utilises a plane-wave basis to describe the

density and also allows to ability to sample reciprocal space with k-points. Large VASP

calculations are typically far more computationally-demanding than CP2K calculations,

especially for hybrid DFT, though it still serves a useful purpose in this thesis.

2.8.1 Projector Augmented Wave Method

In core-like regions near the nucleus, valence wavefunctions are computationally prob-

lematic as they are required to be very rapidly oscillating in order to remain orthogonal

to the core states. The projected augmented wave (PAW) method remedies this by de-

scribing the real, rapidly-varying physical orbitals, φi, in terms of a smoothly-varying

auxiliary orbital, φ̃i, as

φi(r) = φ̃i(r) +
∑
j

(
ζj(r)− ζ̃j(r)

)〈
pj

∣∣∣ζ̃i〉 , (2.46)

which requires the definitions of an all-electron basis {ζj}, a pseudo basis {ζ̃j}, and a

set of projectors pj .
126 The projectors must satisfy the conditions that

∑
j

∣∣∣ζ̃j〉 〈pj | = 1, (2.47a)

〈
pi

∣∣∣ζ̃i〉 = δij , (2.47b)

and where Equation 2.46 is only true if

φi(r) =
∑
j

〈pj |φi〉 ζj(r) =
∑
j

cijφj(r), (2.48a)

φ̃i(r) =
∑
j

〈
pj

∣∣∣φ̃i〉 ζ̃j(r) =
∑
j

cij

∣∣∣φ̃j〉 (r), (2.48b)

which is simply stating that expansion coefficients of the pseudo and all-electron wave-

functions are the same in their respective basis expansions. As with pseudopotentials,

in the PAW method space is separated into core-like regions and interstitial regions

where, outside the core-like region, φi(r) and φ̃i(r) are identical. The required basis

sets, {ζj}, a pseudo basis {ζ̃j}, are determined from solutions to isolated atoms.127
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2.8.2 Usage in this Thesis

Whilst CP2K is very efficient for systems large enough for their reciprocal to be reasonably-

described by sampling only at the Γ-point, the major drawback is that it is not sensible

to apply it to small systems such as unit cells. VASP, on the other hand, is generally

more computationally-demanding, but allows for smaller cells with reciprocal space

being sampled with a Monkhorst-Pack grid. In practice, this means that VASP is the

natural choice for performing high-throughput calculations on unit cells or on super-

cells that are small enough in a given direction that they require more than one k-point

for a sensible description. In this thesis, the main purpose of VASP is to determine

grain boundary (GB) structures via high-throughput, coarsely-converged geometry op-

timisations. The details of these calculations shall be described in context in Section

3.3.2).

2.9 Transferability Between Codes

It is important to note that extreme care must be taken when comparing results between

codes. Even though all DFT codes have their roots in the same basic theory, the

specific implementations are different enough that they may not produce comparable

results. For example, differences in pseudopotentials and basis sets may result in a

small (but not insignificant) difference in predicted geometric properties such as lattice

parameters or electronic properties such as band gaps. In general, this thesis does not

use values from VASP in CP2K with the exception of certain quantities that cannot be

calculated within the most recent version of CP2K as of the time of writing this thesis.

An exception is made for the dielectric constant of anatase as CP2K does not have the

ability to directly calculate the dielectric function. Whilst this is not ideal, the usage of

a dielectric constant calculated in VASP does not change the nature of any qualitative

analysis that is made in this thesis, as shall be made more clear when the relevant

theory is discussed in Section 3.4.1.
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Chapter 3

Modelling and Analysing Point and

Extended Defects

The crystalline systems we have discussed in Chapter 2 have all been, to some degree,

limited in how realistic they are, as they consist of infinite, pristine bulk crystals. As

acknowledged in Chapter 1, all crystalline materials contain defects. Defects are re-

sponsible for a wide array of properties of materials and an understanding of these

defects is essential if we wish to engineer a material for a particular application. This

chapter outlines the methodology required to produce first-principles models of defect

properties in order to provide insight at the atomic scale. First-principles models in

the absence of experimental evidence to support the conclusions will always be some-

what speculative and so, to that end, we also discuss producing simulated transmission

electron microscopy (TEM) images in order to aid comparison with experiment.

3.1 Point Defects

The simplest defects to consider are point defects. Examples of point defects that are

relevant in binary oxides would include: vacancy defects, where a particular atom in

the structure is missing; interstitial defects, whereby an atom occupies a site in the

lattice where an atom would not normally be found; and substitution defects where a

site in the lattice is occupied by an element that it would not normally be occupied by.

The charge and location of a defect is often described using Kröger-Vink notation.128

This notation takes the form Xq
Y where X is the species of the defect, Y refers to the

site the defect occupies, and q is the charge of the defect relative to the charge of Y .

Traditionally, a net positive, neutral, or negative charge would be denoted with the

symbols , ×, or ′, respectively, whereas, in this thesis, we elect to use the more familiar

numeric superscript for charge. Some examples of Kröger-Vink notation would include:
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• Ti0Ti - A titanium atom on a titanium site, with neutral charge.

• Nb1+
Ti - A niobium atom on a titanium site, with a single positive charge.

• v2+
O - An oxygen vacancy with a double positive charge.

• O2–
i - An oxygen on an interstitial site with a double negative charge.

• O1+
O - An oxygen on an oxygen site with a single positive charge (a hole polaron).

Point defects in their various charge states are responsible for a wide array of fa-

miliar properties of materials. For example, pure corundum aluminium oxide (Al2O3)

is transparent, but trace quantities of transition metal impurities give corundum the

vibrant reds, blues, and other colours that we associate with gem-quality rubies and

sapphires.129 Technologically desirable defects might donate or accept electrons to dope

semiconductors to be n- or p-type, respectively, but undesirable defects may trap charge

and lead to non-radiative recombination, reducing the efficiency of optoelectronic de-

vices such as light-emitting diodes or photovoltaic (PV) cells.130,131

3.1.1 Modelling Point Defects in Periodic Boundary Conditions

A point defect is ‘zero-dimensional’ and has no periodicity in any direction and, depend-

ing on the material, the concentration of defects can be extremely dilute. We cannot

feasibly model a realistically dilute concentration of defects in a periodic supercell as it

may require millions of atoms, so instead we settle for simply making the supercell as

large as it can be made.132 Ideally, the supercell would be large enough that the defect

does not appreciably interact with its own periodic image, but the specific size of the

supercell will generally be constrained by the computational cost of the methods that

are being employed.

For a supercell containing some defect, X in a charge state q we can define the

formation energy of the defect Ed as

Ed[Xq] = Etot[X
q]− Etot[Bulk]−

∑
i

∆Niµi + q(EVBM + µe) + Ecorr., (3.1)

where Etot[X
q] is the total energy of the defective supercell, Etot[Bulk] is the total en-

ergy of the pristine, bulk supercell, ∆Ni is the change in the number of the i-th species

in the supercell, µi is the chemical potential of the i-th species, EVBM is the energy

of the valence band maximum (VBM), µe is the chemical potential of electrons which
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is typically taken to correspond to the Fermi energy relative to the VBM, EF, and

Ecorr. are any corrections that need to be applied.132 Generally, corrections are applied

when considering charged defects; the finite size of the supercell leads to a spurious

interaction between a charged defect and its periodic image.133–135 The magnitude of

such a correction is inversely proportional to the size of the supercell, so the sort of

large anatase TiO2 supercells that would be employed in CP2K correspond to a small

correction of less than 0.01 eV.54 This correction is most important when comparing

formation energies of differently-charged defects, but is less important for relative for-

mation energies of similarly-charged defects at different sites in a supercell, where the

magnitude of the error should be expected to be the same for all considered defects

and so energy differences should be unaffected. The environmental conditions of the

material will affect the value the chemical potential of a species, µi. For example,

oxygen-poor conditions would correspond to a lower value of µO and so a lower energy

cost to form oxygen vacancies. Similarly, the value of µe depends on EF, which will

vary depending on the concentrations of either p- or n-type defects, where the formation

energy and therefore concentrations of these defects, in turn, depends on EF. An ac-

curate approximation of expected equilibrium defect concentrations therefore requires

a self-consistent numerical solution.136

As we alluded to in Section 2.6.4, care must be taken when calculating defect prop-

erties using a linear combination of atomic orbitals (LCAO). A plane-wave basis will

populate the entire supercell homogeneously regardless of the contents of the supercell,

but an atom-centered Gaussian basis will only sample places where there are atoms.

This means that adding and removing point defects is effectively changing the sampling

of the basis set throughout the supercell and can cause varying degrees of basis-set su-

perposition error (BSSE) between the pristine supercell and the defective supercell.

For a sufficiently high-quality basis set this will not necessarily cause problems but,

for peace of mind, it is possible to probe the degree of BSSE in a system using the

counterpoise scheme implemented in CP2K.137 Typical values for a well-converged will

be less than 0.01 eV which is usually sufficient for solid-state calculations. Even in the

absence of BSSE, problems can arise if the charge density associated with a defect is

expected to localise off-atom in a region that isn’t well-described by the basis, such as

in F -center anion vacancies where the charge density localises on the position of the

vacant anion. This can be alleviated by adding a ghost atom which has no nuclear

potential or charge - but which does have a basis - at the position of the vacancy.117,118
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3.1.2 Charged Defects

As mentioned in Chapter 1, defects are able to trap charge. An example of charge-

trapping in TiO2 point defect might be a v0
O or a v1+

O . Since oxygen in TiO2 is O2–,

a v0
O would be the scenario in which two electrons trap in the vicinity of the vacant

O2– so that the site is not differently charged compared to the defect-free cell to give

v2+
O + 2 e– v0

O. Similarly a v1+
O defect would be the situation where only one

electron traps in the vicinity to give v2+
O + e– v1+

O . If there is no localisation of

excess charge, then a significant distortion in the lattice will occur to screen out the

effect of the net positive charge of the v2+
O .

v0
O v1+

O v2+
O

Fig. 3.1. Spin density isosurfaces showing examples of the various charge states that
an oxygen vacancy in anatase can take. In the neutral and singly positively charged
states (v0

O and v1+
O ) two electrons and one electron trap, respectively. In the v2+

O no
electrons trap. In the case where the defect has a net charge with respect the the site
it occupies, a significant distortion to the lattice must occur in order to screen out the
effect of this charge.

As long as an appropriate functional is being employed that removes an appropri-

ate amount of the self-interaction error (SIE), successfully converging on these localised

configurations is possible. However, it is often the case that the delocalised solution is

a local minima, or that the delocalised solution is lower in energy than the localised

solution. In such a case, the geometry optimisation procedure may not find the de-

sired localised structure if the initial guess for the geometry is closer to the delocalised

configuration than the localised configuration. If there is a desire to examine charge

trapping on a specific site (such as to investigate polarons in bulk or to study the

relative stability of different trap sites), it is usually sufficient to apply a polaron-like

distortion to the lattice such that it will be preferential for charge to localise at specific

site. For example, in order to form a O1+
O on a specific O in TiO2, it is sufficient to

break the symmetry by pushing Ti4+ ions 0.1 Å radially outwards from the chosen site.
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This will provide an initial guess in which a hole localises on the chosen site to form a

O–. The geometry of the system can then be optimised and, if the polaron is stable, the

charge will remain localised and a geometry for the O1+
O defect can be determined. For

a relatively small supercell, the delocalised configuration is not always entirely realistic

as it limits the length scales over which a carrier can delocalise. Nevertheless, compar-

isons between the energies of the localised geometry, the delocalised geometry, and a

series of linearly-interpolated geometries between these configurations can give access

to approximations for a wide array of interesting quantities such as defect ionisation

barriers or rates of non-radiative recombination.138,139

3.1.3 Chemical Potentials

Modelling point defects will almost always require changing the number of a species

in the supercell which makes the definition of the chemical potential extremely impor-

tant. Usually, we are considering particles being added from or removed to some infinite

reservoir; this reservoir should represent the species of interest in a physically mean-

ingful context. For example, if we are considering intrinsic defects in metal oxides, the

obvious choice of chemical potential for oxygen would be O2 in the gas phase as would

be found in the atmosphere. Then, the reservoir for the metal species in a metal oxide

is sometimes taken to be the pure metal. Whilst this would be perfectly reasonable

when using a generalised gradient approximation (GGA) or meta-generalised gradient

approximation (MGGA), it presents a problem for metal oxides which require hybrid

DFT or DFT with a Hubbard-like correction (DFT+U) for an accurate description of

their properties, as the pure metal would be badly described by DFT+U or hybrid DFT

(as explained in Section 2.5) and so the energetics of the calculated chemical potentials

would be dubious.

Sometimes, however, it is possible to define the chemical potential of the metal

species in reference to another semiconducting phase that can be well-described by the

same hybrid DFT or DFT+U functional. In the case of TiO2, our procedure is to take

the value of µO in O-rich conditions to be

µO =
1

2
EO2 , (3.2)

where EO2 is the total energy of an oxygen molecule in the gas phase. If we assume

that TiO2 is in equilibrium with the O2 atmosphere in O-rich conditions, then we can
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define the chemical potential of Ti, µTi, as

µTi = ETiO2 − EO2 . (3.3)

For O-poor conditions, we choose the chemical potentials corresponding to anatase in

equilibrium with corundum (TiO2/Ti2O3),

µTi + 2µO = ETiO2 (3.4a)

2µTi + 3µO = ETi2O3 , (3.4b)

where ETi2O3 is the energy of a unit of bulk corundum. Going from O-rich to O-poor

corresponds to a shift in chemical potential of ∆µO = −3.96 eV. The rationale for

choosing Ti2O3 instead of TiO or metallic Ti is that Ti2O3 is the more stable material

over a wide range of µO, which suggests that considering the equilibrium with Ti2O3

provides the most meaningful limit on TiO2 growth.53,54,140,141

3.2 Surfaces

A surface occurs where the finite extent of the solid crystal terminates and is replaced

by a non-solid medium such as liquid, gas, or vacuum. A surface can be treated as

a perfect crystal which has been ‘cleaved’ along a particular crystallographic plane,

where the energy cost associated with cleaving the surface will vary depending on the

structure of the crystal.

3.2.1 Modelling Surfaces in Periodic Boundary Conditions

Surfaces are two-dimensional defects. In some ways, it may seem that surfaces are more

amenable to periodic treatment than point defects, since a surface is periodic in the two

dimensions that lie parallel to the surface, but, in the dimension normal to the surface,

the periodicity is broken by vacuum. In practice, a surface must be modelled by a slab

of material of finite width, oriented such that each side of the slab exposes the facet

of interest (Figure 3.2). Then, the lattice vector of the supercell that is normal to the

surface can be varied to increase the amount of vacuum between the slabs. In order for

a slab model to be a reasonable model of a surface, the slab must be thick enough that

the centre of the slab is roughly bulk-like and the distance between the slabs must be

large enough that the slabs do not appreciably interact with one another.142
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Fig. 3.2. Schematic diagram showing a {001} surface of an arbitrary rock salt structure
in the (left) realistic case of effectively infinite vacuum and bulk and the (right) slab
model where periodic boundary conditions cause there to be two equivalent surfaces in
the cell, separated by finite vacuum. Black lines show periodic boundaries.

The formation energy of a neutral, stoichiometric surface, γS, can be calculated

using a variation of Equation 3.1 as

γS =
Etot[Surface]−NEtot[Bulk]

2A
, (3.5)

where Etot[Surface] is the energy of a slab model containing N unit equivalents of

the bulk material, and A is the cross-sectional area of the slab where the factor of 2

accounts for the two equivalent surfaces in the model. In general, slab models will

be made stoichiometric and point defects will be treated in the same way as in bulk.

However, there are situations in which surfaces exhibit non-stoichiometry143 and this

should be treated as feature of the surface, rather than simply as large numbers of point

defects on a pristine surface. This shall be discussed in more detail in Section 3.4.2.

When optimising the geometry of a surface, none of the cell vectors should be

allowed to relax. Allowing the cell vectors parallel to the plane to relax would give

a geometry corresponding to an unconstrained film of a finite width, whereas we are

attempting to model a surface that has its lattice vectors constrained by the infinite bulk

below and so we must fix the cell vectors to that of the bulk. Similarly, the cell vector

normal to the surface corresponds to the vacuum and it should not be allowed to relax

in order to avoid causing the supercell to fall into an unphysical minima where periodic

images of the surfaces are interacting (as well as to avoid the extreme scenario where

the vacuum is removed entirely and the slab snaps back together with its periodic image
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to form bulk). Whilst the cell vectors are not allowed to relax, the atomic coordinates

are, of course, free to move.

3.2.2 Equilibrium Crystals

Thin films grown for the purpose of controlled experiments are often grown through

methods such as molecular-beam epitaxy or pulsed laser deposition,144–147 in which

case the facets that are expected to appear are (in the absence of other defects) largely

dictated by the orientations in which the material can be grown on the substrate. Crys-

tals produced for industrial purposes, however, might opt for cheaper wet-chemistry

methods that grow the nanoparticles in solution, such as the sol-gel process.19 In this

case, the growth is comparatively unconstrained and, given that different facets have

different formation energies, it should be expected that the lowest-energy facets will

appear in higher quantities. The Wulff construction is a method that determines the

equilibrium shape of a particle of fixed volume by minimising the total surface energy

of the crystal (Figure 3.3).148 In this thesis, Wulff constructions are determined using

a Python library called WulffPack.149

Fig. 3.3. Example of a possible equilibrium crystal morphology of an arbitrary cubic
material. The {100} surface has a lower formation energy than the {111} surface, and
so the Wulff construction is dominated by {100} facets.

The specific morphology of a crystal can be affected by the conditions in which

it is grown. A different chemical environment during growth may stabilise certain

surfaces and alter the expected equilibrium crystal. It can also be the case that different

growth kinetics or pathways will make a non-equilibrium geometry more favourable.

The combination of these factors allows for particles to be tailored to preferentially

expose certain facets, or to take on a wide variety of more exotic shapes such as rods,

tubes, spheres, or ribbons, in order to improve the suitability of a nanoparticle for a

given application.
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3.3 Grain Boundaries

In general, a crystalline sample will not be made up of one single crystal (monocrys-

talline) and will instead contain many differently-sized and differently-oriented grains

(polycrystalline), where a grain boundary (GB) refers to the interface between two

grains of a crystal. This applies to sintered nanocrystalline samples as well as to thin-

films, where grain boundaries (GBs) can nucleate during growth.

3.3.1 Modelling Grain Boundaries in Periodic Boundary Conditions

The GBs presented in this thesis are known as ‘tilt’ grain boundaries as they involve a

rotation (a tilt) about an axis parallel to the grain. A simple, symmetric tilt GB can

be described by the crystallographic plane parallel with the GB, {hkl}, and the axis

of rotation, [mno]. If the crystallographic lattices of grains of different orientations are

overlapped, some number of points in each lattice will overlap with one another. From

the proportion of overlapping points, we can define what is known as a Σ value. This

concept is somewhat archaic, but it is effectively the reciprocal of the fraction of points

that are coincident between the differently oriented grains∗, and so gives a convenient

indicator of whether a GB is high-symmetry (low Σ) or low-symmetry (high Σ). The

notation for a tilt GB rotated about [001] and with the {210} crystallographic plane

parallel to the GB plane would be Σ5[001]{210}, or where the rotation axis is omitted

for simplicity we would be left with Σ5{210}.

Suppose that we want to model a Σ5{210} GB. Given that they are also two-

dimensional, modelling GBs in a periodic supercell is very similar to the modelling of

surfaces in a periodic supercell. The GB is modelled using a supercell containing two

differently-oriented slabs (grains) without vacuum separating them, in our example a

{210}-oriented slab and its mirror image. Where each grain meets is a GB, meaning

that there are two symmetrically-equivalent GBs in the supercell (Figure 3.4).150,151

The grains should be thick enough to ensure that the centre of the grain is effectively

bulk-like and to ensure that there is no interaction between the GBs in the supercell.

Given the similarities between modelling surfaces and GBs in a periodic supercell, we

can use Equation 3.5 with all the terms referring to the GB instead of referring to a

surface.

∗In practice this value can simply be calculated as Σ = h2 + k2 + l2. If this yields an even value for
Σ, this implies that a division by two would describe the same periodicity, so divide by two to obtain
an odd value for Σ.
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Fig. 3.4. Schematic diagram showing a Σ5{210} GB of an arbitrary rock salt structure
in the (left) realistic case of effectively infinite grains and the (right) periodic model
where periodic boundary conditions cause there to be two equivalent GBs in the cell,
separated by finite grains. Thin, solid black lines show periodic boundaries and thick,
dashed black lines show GBs

As with surfaces, the cell vectors parallel to the GB plane should not be allowed

to relax, in order that the material be constrained to the bulk lattice parameters.

However, in GBs the volume of the crystal is generally changed due to the relaxation

in the vicinity of the boundary. We can calculate the excess volume per unit area, ∆V ,

for our GB supercell as

∆V =
VGB −NVBulk

2A
, (3.6)

where VBulk is the volume of the bulk unit cell, VGB is the volume of the GB supercell

containing the equivalent of N bulk units of the material, and where the cross-sectional

area, A, is doubled to account for the two GBs in the cell as with our definition for

formation energies.

3.3.2 Determining Stable Grain Boundary Structures

Similar to surfaces, a GB will undergo some relaxation and reconstruction in the vicin-

ity of the boundary plane, but GBs have additional degrees of freedom that must be

considered. For a given GB orientation, a translation of one grain with respect to the

other will yield a distinct structure, in addition to the usual relaxation and reconstruc-

tion that occurs at an extended defect. These translations are referred to as rigid-body

translations. There are methods one could employ to determine stable GB structures,

such as semi-heuristic approaches that attempt to find a global minimum by sampling
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large numbers of configurations through simulated annealing,152 or algorithms such as

random-structure searching.153 A simpler and computationally cheaper approach is to

perform a systematic scan through the rigid-body translations where, at each transla-

tion, the geometry of the GB structure is optimised by usual geometry optimisation

procedures described in Section 2.6.6.77,150 This method has previously been successful

in predicting experimentally-verifiable GB structures.154,155

Regardless of the approach taken, a large number of energy evaluations will be

required, with significantly more energy evaluations generally being required for global

minimisation schemes. In order to make this screening process feasible, it generally

must be carried out using as computationally cheap a method as can be managed

whilst still reproducing a sensible energy surface. For some materials, classical force

fields are capable of providing a good approximation at very low computational cost

but for some materials, such as TiO2, they tend to fail quite badly. For this reason,

the work carried out in this thesis elects to use the Perdew-Burke-Ernzerhof (PBE)

functional to perform systematic scans through rigid-body translations which, despite

giving a poor description of the electronic structure of TiO2 compared with hybrid

functionals, tends to give a good description of stoichiometric systems where charge

localisation is less important.

For all of these high-throughput and coarsely-converged calculations, we calculate

energies and forces using the PBE functional as implemented in VASP. Whilst CP2K is

generally a computationally-cheaper code, the speed-up is less significant for standard

density functional theory (DFT) than it is for expensive hybrid DFT calculations that

are unsuited to high-throughput calculations, so there are times where VASP is the

cheaper option. To understand why this is the case, consider that, even though the

lattice vector normal to the GB plane will always be large, in a high-symmetry GB one

or both of the lattice vectors in the directions parallel to the GB plane will typically

be small. In such a situation, the Γ-point-only sampling of CP2K would require us to

build a supercell to achieve sufficient and uniform sampling of reciprocal space, even for

a very roughly-converged and cheap calculation. VASP, however, allows us to employ

k-points which can then be reduced by symmetry in a way that a supercell cannot. For

example, a Σ3 boundary in a material with a small unit cell might have lattice vectors

normal to the GB plane of around 4 Å and may only require 100 atoms to achieve grains

over 20 Å thick. In CP2K, we might then have to expand this into a 3× 3× 1 supercell

with 900 atoms, whereas in VASP we may sample reciprocal space with 3×3×1 k-points,
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which could then be reduced by symmetry to just 5 k-points, whilst still retaining the

original 100 atoms. Furthermore, even when k-point symmetry does not yield such high

returns, we find that VASP is generally more stable when compared to CP2K, which is

more prone to convergence problems when optimising both the electronic and geometric

parts of the problem. This makes VASP require less hands-on intervention than CP2K

when tackling some of the difficult-to-converge starting configurations that occur in the

rigid-body scans.

We employ projected augmented wave (PAW) pseudopotentials,127 using the recom-

mended Ti pv pseudopotential which treats the 3s, 3p, 3d, and 4s electrons as valence

for titanium and the soft O s pseudopotential which treats 2s and 2p as valence for oxy-

gen. We use a plane wave energy cutoff of 500 eV for all calculations. Monkhorst-Pack

grids used to sample reciprocal space vary depending on the supercells being calculated

and will be stated in the methods section of the relevant results chapters. Geometry

optimisations in high-throughput calculations are performed until the force on ions is

less than 0.2 eV Å−1. The standard rules for optimisations of GBs outlined in Section

3.3.1 apply; at each considered translation, all atoms are allowed to relax, the lattice

vectors parallel to the GB plane are held fixed, and the lattice vector normal to the to

the GB plane is allowed to relax.

3.4 Defect Segregation

Extended defects can induce strain, introduce broken bonds, or alter the electrostatic

environment in their vicinity. The combination of these factors leads to the formation

energies of point defects being different in the vicinity of a surface or GB compared to

in a bulk-like region. For an arbitrary point defect, we can then define a segregation

energy to a particular site, ∆Ed,i, as

∆Ed,i = Ed,i − Ed,∞, (3.7)

where Ed,i is the formation energy of the defect at site i and Ed,∞ is the formation

energy of the same defect in a bulk-like region of the crystal. By this definition, if ∆Ed,i

is negative then it is more favourable to form this defect at the site of interest than it

is to form the defect in a bulk-like region. Assuming that defects do not interact with

one another, then the concentration of defects at a site in the vicinity of an extended

defect, χi, can then be related to the concentration of defects in the bulk, χ∞, by the
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Langmuir-McClean equation

χi
1− χi

=
χ∞

1− χ∞
exp

(
−∆Ed,i

kBT

)
, (3.8)

where kB is the Boltzmann constant, and T should be refer to a temperature at which

the defect of interest would be mobile, typically the temperature at which a specimen

was annealed rather than the operating temperature of a specimen in a device.

The segregation of defects to surfaces and GBs can have profound effects on the

mechanical and electronic properties of a material, which can be beneficial or detrimen-

tal. An example of a beneficial effect would be the segregation of chlorine dopants to

GBs in cadmium telluride, enhancing current collection in PV applications through the

establishment of local p−n− p junctions.74 A detrimental effect could be the undesir-

able phase transition occurring at the surface of LiMn2O4 battery cathodes, driven by

high concentrations of oxygen vacancies.156 Another consideration would be the charge

state of the segregated defects. An intrinsically n-type semiconductor such as TiO2

is effectively self-doped through the presence of oxygen vacancies which, over a wide

range of Fermi energies in both rutile and anatase, will preferentially form v2+
O defects

where the two excess electrons delocalise into the conduction band.54 If these vacancies

segregate to the boundary where, perhaps, it is more favourable to form v0
O or v1+

O

through the localisation or one or more electrons in the vicinity of the defect, then each

vacancy contributes fewer mobile charge carriers. However, in the event that carriers

introduced by vacancies at the boundary still prefer to delocalise, the segregation of

charged defects such as v2+
O to a GB can still affect the performance of a device through

the formation of a space-charge region which comes with an associated perturbation to

the electrostatic potential.

3.4.1 Defect-Induced Space-Charge Regions

If it is favourable for a charged defect to segregate to a GB, then a higher concentration

of defects should be expected at the boundary (Equation 3.8). A high concentration of

charged defects will lead to GB region of a crystal having higher degree of net charge

than in the bulk of the crystal, which affects the electrostatic environment which,

in turn, will affect the formation energy of charged defects. Accounting for varying

electrostatic potential, Φ, we can rewrite the Langmuir-McClean equation (Equation
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3.8) as
χi

1− χi
=

χ∞
1− χ∞

exp

(
−(q∆Φi + ∆Ed,i)

kBT

)
, (3.9)

where q is the charge of the defect and ∆Φi is the electrostatic potential at site i, taken

relative to the bulk as

∆Φi = Φi − Φ∞. (3.10)

The space-charge density due to charged defects, ρs, is related to the concentration of

charged defects by

ρs =
∑
i

qiχi, (3.11)

which then, in turn, defines the electrostatic potential Φ through the Poisson equation

∇2Φ =
−ρs

εε0
, (3.12)

where ε is the relative permittivity of the material and ε0 is the permittivity of free

space. Strictly-speaking, because ρs is a function of Φ, Equation 3.12 is the Poisson-

Boltzmann equation. It is worth mentioning here that the value of ε that is used in

these calculations comes is calculated in VASP, using a PBEα functional with α = 0.105.

Despite the fact that the hybrid DFT implementations differ between CP2K and VASP,

the value of ε only appears as a factor and we make no comparisons between phases

and so no qualitative analysis would be changed, even if specific quantities would vary

slightly with the use of a hypothetical value of ε calculated from CP2K.

The development of a space-charge region has serious ramifications for a device.

The space-charge potential that develops at a GB poses a barrier to any charge carri-

ers that are conducting normal to the boundary. This is detrimental in, for example,

dye-sensitised solar cells (DSSCs) where the carriers injected from the dye must con-

duct through a sintered network of TiO2 nanoparticles, where each GB that occurs

at the interface between particles has the possibility of forming a significant barrier

to transport. In this thesis, Equation 3.12 is solved numerically using the Python

package PySCSES, which can self-consistently solve the Poisson-Boltzmann for systems

containing site-specific defects and segregation energies in arbitrary boundaries.157

Space charge potentials are, of course, accessible directly from first-principles calcu-

lations and are likely to be more accurate than the comparatively crude one-dimensional

approximation made in the Poisson-Boltzmann equation. However, this assumes that

one can determine the correction defect concentration that should be expected in the

Chapter 3 Modelling and Analysing Point and Extended Defects



3.5. Simulating Transmission Electron Microscopy Images 55

vicinity of the GB, which is not trivial as it requires the consideration of defect-defect

interactions. Even if the correct defect concentration profile is known, achieving the di-

lute concentrations of defects that might be expected to appear far from the GB would

require much larger supercells than are computationally feasible. For this reason, a

self-consistent solution to the Poisson-Boltzmann equation remains a valuable tool due

to its low computational cost and simplicity.

3.4.2 Highly-Defective Regions

In some cases, point defects may occur in such large quantities in the vicinity of an

extended defect that the region deviates significantly from stoichiometry. For example,

there is experimental evidence for non-stoichiometry occurring in surfaces, with vacan-

cies occurring at the surface in a periodic, reconstruction-like fashion.143,158 In such a

case, it is no longer reasonable to treat the point defects as dilute and non-interacting

defects to a pristine structure. Instead, we should treat the non-stoichiometry as in-

trinsic feature of the extended defect itself, and reintroduce the chemical potential term

to the formation energy to give

γS =
Etot[Extended]−NEtot[Bulk]−

∑
i ∆Niµi

2A
, (3.13)

where Etot[Extended] is the total energy of the supercell containing the extended defect

which, as before, can be either a surface or GB. Note that, in the case of a GB, we

should relax the lattice vector normal to the boundary plane in order to properly model

the effects that high defect concentrations will have on the excess volume.

3.5 Simulating Transmission Electron Microscopy Images

Microscopy has played a large role in scientific studies since its inception in the 17th

century. A traditional optical microscope employs glass lenses to focus visible light

in order to produce very detailed images of tiny structures such as biological cells.

Biological cells are, however, orders of magnitude larger than the individual atoms

that comprise the nanostructures that we are interested in. The theoretical limit of

resolution, d, is given by

d =
λ

2n sinα
, (3.14)
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where λ is the wavelength of the illuminating beam, n is the refractive index, and α

is the half-angle of the cone of the incident illuminating beam. The denominator in

this relation is often referred to as the numerical aperture, NA. As an example, visible

green light (λ ≈ 400 nm) with a numerical aperture of NA = 0.2 would allow for a

resolution of d = 2 µm. To put this number into context, anatase has experimental

lattice vectors of a = b = 3.78 Å, and c = 9.51 Å,64 around a factor of 104 smaller than

the limit posed by using visible light.

Light waves are carried by photons but, of course, all particles have wave-like be-

haviour. The de Broglie wavelength, λdB, of a non-relativistic particle is given by

λdB =
h

p
(3.15)

where p is the particle momentum. For example, take a non-relativistic electron with

p = 1.37 × 10−22 kgms−1 and a corresponding wavelength of λdB = 4.84 pm. Using

the same value of NA=0.2 gives a value of d = 24.2 pm or 0.242 Å, comfortably in

the range of atomic resolution. It is possible to use electrons to produce an image in a

way analogous to an optical microscope with a technique called transmission electron

microscopy (TEM).

3.5.1 Conventional and Scanning Transmission Electron Microscopy

In conventional transmission electron microscopy (CTEM) (Figure 3.5), the procedure

is near identical to conventional light microscopy, where a plane-wave electron beam is

shone on a specimen then focused by a lens. Scanning transmission electron microscopy

(STEM) differs from CTEM in that it first focuses the beam into a small probe which is

then scanned across the specimen so that an image can be built up as a raster (Figure

3.6). The scanning is achieved through the use of specialised coils that deflect the

beam towards the region of interest. STEM allows for local properties of a specimen to

be probed in greater detail than with CTEM, where parallel beams pass through the

specimen in its entirety before focusing.

In TEM, it is possible to produce bright field (BF) and dark field (DF) images.

BF describes a situation where only unscattered electrons produce the image, creating

bright areas where electrons pass through largely unhindered. DF images are built

up only from electrons that have been scattered, meaning that the bright regions of

the image correspond to strongly-scattering regions of the specimen. In STEM, these
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Fig. 3.5. Simple schematic (not to scale) diagram of a CTEM. The condenser and
projector lenses at the top and bottom have been ignored.

images can be collected simultaneously using a BF detector and separate, ring-shaped

(annular) detector to produce a high-angle annular dark field (HAADF) image. The

contrast HAADF images is proportional to Z2, where Z is the atomic number of the

species being imaged. Since heavier elements deflect more strongly, different elements

will show up with different bright contrasts in the final image, but generally lighter

elements will appear dark. For example, a HAADF image of SrTiO3 may have Sr

and Ti show up with clearly different contrasts whilst O would be invisible.159,160 A

middle-ground between the extremes of BF and HAADF is annular bright field (ABF),

in which a BF image is created with an annular detector as in HAADF, usually the

detector collects electrons in the range of around α/2 to α where α is the convergence

semi-angle of the electron beam. The benefit of this approach is that it prevents

the image becoming over-saturated by the unscattered electrons, allowing species as

light hydrogen to be successfully imaged,161 though generally the difference in contrast

between heavier elements is less pronounced. To use the example of SrTiO3 again, an

ABF image would make it possible to identify columns of O, but might not allow Sr

and Ti to be distinguished from one another.160
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Fig. 3.6. Simple schematic (not to scale) diagram of a STEM. The condenser and
projector lenses at the top and bottom have been ignored. The convergence semi-angle
is marked as α. The grey shaded area on the BF detector indicates the region which
would be discarded in order to produce an ABF image.

3.5.2 Image Aberrations

The assumption of an ideal lens, whether discussing electron optics or light optics, is

that lens can focus all incident beams to a single point. In practice, this is never achieved

as realistic lenses are imperfect and non-ideal. Deviations from ideal performance are

referred to as aberrations. Aberrations are responsible for the blurring and distorting of

an image, with the specifics depending on the source of the aberration. The aberrations

seen in electron optics are analogous to those that occur in light optics and so share

the same names.

In order to limit aberrations, only a small portion of the electron rays near an axis

normal to the specimen (the optic axis) are used for imaging, meaning that we can

disregard electrons far from the optic axis (the paraxial ray approximation). Assuming

that the electron beam is well-aligned with the optic axis, the lowest order aberration

we encounter is spherical aberration. This occurs because the fields further away from

the optic axis will be stronger, so that electrons with a large angle between their path

and the optic axis will be deflected more than is required for proper focus (Figure

3.7). This is referred to as spherical aberration by analogy with a similar process in

light optics, where the edge of a spherically-polished lens will tend to be thinner than

the center, causing differing degrees of refraction depending on where the light passes
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Fig. 3.7. Schematic diagram of demonstrating the effect of spherical aberration of
the electron trajectory (left) and on the electron wavefunctions (right). On the right
the blue-dotted lines indicate the character of the ideal wavefunction in the absence of
spherical aberration. The red cross indicates the ideal focus point. Note that the focal
point is different for electron rays close and far from the optic axis.

through the lens.

Spherical aberration is a major limiting factor on the resolution of a TEM image.

Modern microscopes are capable of correcting spherical aberration. Even in the absence

of dedicated spherical aberration correctors, it is possible to improve an image resolution

through the use of intentional defocus. The defocus has some error-cancelling behaviour

in combination with spherical aberration, with an ‘optimal’ defocus as a function of

spherical aberration being referred to a Scherzer defocus. In practice, defocus can also

be tuned to improve the clarity of specific features within an image.162

3.5.3 Multi-Slice Method

Electron microscopy images provide a two-dimensional projection of a three-dimensional

structure and, as such, can be difficult to interpret. First-principles modelling can pro-

vide insight, but comparing a computer-rendered image of atomic positions with an

experimental image is not always straightforward, in part because the experimental

image depends strongly on the specific parameters of the microscope and detectors.

For this reason, it can be desirable to simulate the TEM image that would correspond

to the atomic coordinates determined by the first-principles models. One such method

that allows the simulation of TEM images is the multislice method, which shall be

described in this section.

The electrons used in TEM are sufficiently energetic that a precise description

would require the relativistic Dirac equation. However, a simple approach that yields
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a reasonable description is to substitute the relativistic electron mass and wavelength

into the non-relativistic time-independent Schrödinger equation (TISE). Then we can

write the TISE for this system to be written in Hartree atomic units as

(
− 1

2γ
∇2 − V (r)

)
Ψf (r) = EΨf (r) (3.16)

where V (r) is the nuclear potential due to the specimen, γ = (1 − v2/c2)−1/2 is the

Lorentz factor for an electron with speed v, and E = 4π2

2γλ is the energy of an electron

assuming all processes are elastic. The full wavefunction of the relativistic electron,

Ψf (r), is described by

Ψf (r) = exp

(
2πiz

λ

)
φ(r), (3.17)

where z is the Cartesian direction normal to the sample i.e. in the direction of travel

of the wave, and φ(r) is a factor describing the portion of the wavefunction that varies

slowly in z. Given the fact that the incident electrons have very high velocity in z, λ

is very small, and φ(r) varies very slowly in z we can state that

∣∣∣∣∂2φ

∂z2

∣∣∣∣� ∣∣∣∣ 1λ ∂φ∂z
∣∣∣∣ . (3.18)

Now, Equation 3.16 can be simplified through a straightforward but long-winded rear-

rangement of terms (which shall be omitted in this thesis but which can be easily found

in the relevant sources)163,164 to write an approximate TISE for fast electrons moving

in z as a first-order differential equation in z of the form

∂φ(r)

∂z
=

(
iλ

4π
∇2
xy +

2iγλ

4π
V (r)

)
φ(r)

=

(
iλ

4π
∇2
xy + iσV (r)

)
φ(r), (3.19)

where ∇2
xy = ∂2/∂x2 + ∂2/∂y2 and σ = 2γλ/4π is the interaction parameter. This approx-

imate form is referred to as a high-energy approximation or a paraxial approximation

to the TISE.

The multi-slice solution to Equation 3.19 opts to break the problem down into

small specimen slices. Instead of solving across all z, the problem is integrated from z to

z+∆z, where ∆z is the width of a slice. It can then be shown (again, through a lengthy

derivation which has been omitted in favour of reference to appropriate sources)163,164
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that φ(r) takes the form

φ(x, y, z + ∆z) = exp

(
iλ∆z

4π
∇2
xy

)
t(x, y, z)φ(x, y, z) +O(∆z2), (3.20)

where t(x, y, z) is the transmission function for the designated slice of the specimen,

given by

t(x, y, z) = exp

(
iσ

∫ z+∆z

z
V (x, y, z′)dz′

)
= exp (iσV∆z(x, y, z)) , (3.21)

where V∆z is the projected potential in the slice. Defining the problem in this way

effectively treats the specimen as a series of planes separated by vacuum with a thickness

of ∆z (Figure 3.8). The errors introduced by the multi-slice method can be reduced

through careful placement of slices. Ideally, each slice would contain one plane of

atoms such that each slice contains an averaged potential of one atomic plane. Then,

the propagation through vacuum would best model the propagation of the electron

beam through the interstitial regions between the planes.

Fig. 3.8. Diagrams showing (a) the full specimen, (b) the specimen separated into
thin slices, and (c) how each slice involves transmission through a slice followed by
propagation through vacuum of thickness ∆z.

In this thesis all multi-slice simulations are carried out using the QSTEM code and the

pyQSTEM library,163 which grants a high-level interface to provide atomic coordinates

directly from the output of CP2K, VASP, or similar codes. In pyQSTEM, all boundaries

are assumed to be periodic, which is suitable for the periodic supercells that we employ

throughout our studies of GBs. The TEM parameters used throughout this thesis are

chosen to be the same as those used by our experimental collaborators in order to

ensure that the experimental and simulated images are as comparable as possible.
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3.5.4 Scanning Tunnelling Microscopy

Another, tangentially related, method at the nanoscale which is worthwhile considering

is scanning tunneling microscopy (STM). This thesis contains relatively little content

that directly references STM and so the description given here shall also be kept brief.

In STM, a sharp-tipped probe is brought very close to a specimen and slowly scanned

across the surface. If a voltage bias is applied between the probe tip and the specimen,

then electrons can tunnel from the specimen (i.e. from an occupied electronic state

at the surface) to the tip or from the tip to the specimen (i.e. into an unoccupied

electronic state at the surface), depending on the direction of the bias. STM is a

surface-sensitive technique which allows for high-fidelity probing of both the atomic

and electronic structure of a surface which has used to study the structure of surface

reconstructions at the anatase {001} surface165 as well as providing a direct view of

charge traps at surfaces of rutile and anatase.166,167

Compared to STEM, the simulation of STM is trivial by invoking the Tersoff-

Hamann approximation,168 assuming one has access to a converged result from a first-

principles calculation. First, let us assume that the STM tip can be approximated as a

spherical probe with the character of an s-orbital. Then, for a given bias voltage, VB,

the tunnelling current through the tip at a given point in space, r, is proportional to

the partial electron density in the energy window between EF and EF + VB at position

r, where EF is the Fermi energy. By this definition, a negative VB would correspond to

probing the occupied states near EF whereas a positive VB would correspond to probing

unoccupied states, so long as these states were within VB of EF. The data resulting

from this approximation is volumetric, but it can be rendered as a two-dimensional

image by plotting a cross-section at a fixed height from the surface of interest, or by

plotting the height of an isosurface of a chosen value.
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Chapter 4

Charge Trapping in {112} and {110}

Twin Boundaries in Anatase †

4.1 Introduction

As has been established in Chapter 1, the complex and irregular structure of sintered

anatase samples poses an extreme challenge to performing detailed and controlled ex-

periments to probe local structure and electronic properties. In Chapters 2 and 3, we

outline how first-principles methods can be employed to support experiment by provid-

ing insight into the atomic and electronic structure of extended defects. When making

predictions, it is important to choose a technologically relevant defect that would be

expected to be prevalent in anatase samples because the defect is either kinetically or

energetically favourable. Ideally, it would also be possible to probe these defects exper-

imentally in order to confirm any predictions that were made. One such defect is the

Σ3{112} twin boundary (TB), which is frequently observed in nanocrystalline samples

of anatase. Through extensive transmission electron microscopy (TEM) studies, this

TB has been identified as forming by the oriented attachment of particles along the

minority {112} facets during the hydrothermal coarsening stage of synthesis.65–67,170

We also identify another TB, the Σ1{110} which, whilst not described in the literature,

has symmetry such that it could form in thin films of anatase grown epitaxially on

[001]-oriented SrTiO3 substrates.

Here we present first principles modelling of the atomic and electronic structure of

the Σ3{112} and Σ1{110} TBs in anatase using the generalized Koopmans’ condition

(GKC) compliant hybrid DFT functional described in Section 2.7.5 (a PBEα functional

†This chapter has been adapted from work which is published: Quirk JA, Lazarov VK, and
McKenna KP. “Electronic Properties of {112} and {110} Twin Boundaries in Anatase TiO2,” Adv.
Theory Simul, vol. 2, no. 12, pp. 1900157, 2019.169
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with α = 0.105) alongside simulated TEM and STM images to aid with comparison to

experiment. Both TBs are found to have low formation energies and so are expected

to occur frequently, a prediction supported by the experimental evidence of Σ3{112}

TBs in hydrothermally coarsened samples of anatase.65–67,170 It is found that both

TBs alter hole polaron trapping energies - with more favourable traps at the Σ3{112}

TB and less favourable traps at the Σ1{110} - but neither provides sites for electron

trapping nor are new states introduced in the band gap. For this reason, we predict

that these TBs will be relatively benign to the electron mobility of anatase used as

an n-type electrode, but trapped holes if present (for example, due to UV absorption)

may lead to increased charge carrier recombination. Similarly, hole traps at internal

interfaces could pose problems for photocatalysis as it could prevent charge from being

able to effectively migrate to surface sites and facilitate chemical reactions.

4.2 Computational Methods

The TBs are modelled in periodic supercells containing two symmetrically equivalent

boundaries as described in Section 3.3.1. A systematic scan through rigid-body trans-

lations was performed in VASP according to the procedure outlined Section 3.3.2. For

the Σ3{112} TB a supercell of 5.35 Å in the [110] direction, 5.25 Å in the [222] di-

rection, and around 37.4 Å in the [112] direction, with reciprocal space sampled by a

Monkhorst-Pack grid of 2 × 2 × 1 in the respective directions. For the Σ1{110} TB

a supercell of 9.61 Å in the [001] direction, 5.36 Å in the [110] direction, and around

27.1 Å in the [110] direction, with reciprocal space sampled by a Monkhorst-Pack grid

of 1 × 2 × 1 in the respective directions. The lowest energy structures yielded by the

scan rigid-body translations are taken to be stable structures and are taken forward for

further analysis using hybrid DFT as described in Section 2.7.5. In order to achieve

good reciprocal space sampling, we use 3× 3× 1 and 2× 4× 1 expansions of the afore-

mentioned Σ3{112} and Σ1{110} supercells, respectively. All TEM simulations are

carried out using QSTEM as described in Section 3.5. All STM simulations are carried

out as described in Section 3.5, where filled and empty states were probed using a bias

energy of -2.5 eV and 5.0 eV, respectively. These biases correspond to partial charge

densities outputted from CP2K, containing all states 2.5 eV below the VBM and 5.0 eV

above the VBM, repsectively.
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4.3 Results

4.3.1 Atomic Structure and Image Simulation

Fig. 4.1. Structure and simulated TEM images for (a) Σ3{112} TB viewed along
[110] (-12 nm defocus) and (b) viewed along [131] (10 nm defocus). Structure and
simulated TEM images (c) Σ1{110} TB viewed along [001] (2 nm defocus) and (d)
viewed along [110] (5 nm defocus). Note that the Σ1{110} TB is invisible to TEM in
these projections. Titanium and oxygen ions are represented by gray spheres and red
spheres, respectively.

The most stable structures of the Σ3{112} and Σ1{110} TBs were identified by

performing a scan of the rigid-body translations between the grains. The Σ3{112} and

Σ1{110} have formation energies, γ, of 0.30 Jm−2 and 0.34 Jm−2 and excess volumes,

∆V , of 0.02 Å and 0.06 Å, respectively. The optimised structures of each TB and

simulated TEM images are shown in Figure 4.1. The Σ1 {110} TB adopts a mirror

symmetric configuration with no translation between the grains, whereas the Σ3{112}

TB has one grain translated by 2.68 Å in the [110] direction. Neither TB imposes

significant strain on the lattice; the Σ1{110} TB causes Ti-O bonds to be lengthened

by about 1% and the Σ3{112} TB shows no appreciable change in bond lengths. All

atoms in both TBs are properly coordinated (i.e. 6-coordinated Ti and 3-coordinated

O) with no dangling bonds. Previous theoretical work on anatase surfaces using the
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same functional has shown that the presence of under-coordinated Ti sites can allow

electrons to self-trap in anatase. Therefore, it could be expected that neither TB

is capable of trapping electrons. However, the Σ3{112} TB exhibits local bonding

character similar to that of rutile and brookite,65,66 which might intuitively suggest

that its charge-trapping behaviour is more like that of rutile (i.e. able to trap electrons

but not trap holes55,57,166) than that of anatase. Comparatively, the bonding in the

Σ1{110} TB is far closer to that of anatase and it might be expected that its trapping

behaviour would be similar to that of bulk anatase. However, as we show below,

these näıve assumptions based on structure alone are not correct. The Σ3{112}

Fig. 4.2. TEM image (adapted with permission from the Mineralogical Society of
America from Formation of Rutile Nuclei at Anatase (112) Twin Interfaces and the
Phase Transformation Mechanism in Nanocrystalline Titania.65 Copyright 1999.) of
a Σ3{112} twinned anatase nanoparticle, viewed down [131]. The inlaid image (red
dashed border) is a simulated TEM image, demonstrating close agreement with exper-
iment.

TB has been experimentally observed in samples of hydrothermally coarsened anatase

nanoparticles.65 A simulated TEM image produced from the optimised structure of

the Σ3{112} TB viewed along [131] is in extremely good qualitative agreement with an

experimental TEM image of a twinned anatase crystal viewed in the same projection

(Figure 4.2). The Σ1{110} TB is extremely high-symmetry and undergoes negligible

relaxation during geometry optimization, which leads to difficulty in characterisation
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Fig. 4.3. (a) An unreconstructed (001) surface with a Σ1{110} TB, viewed along
[11̄0] (b) an unreconstructed (001) surface containing a Σ1{110} TB viewed along [001]
together with simulated STM images for (c) filled states and (d) empty states. Dashed
lines indicate the position of the TB. Titanium and oxygen ions are represented by gray
spheres and red spheres, respectively. Characteristic bridging oxygen ions across the
surface have been highlighted as blue spheres. Note how the direction of the bonding of
the bridging oxygen ions (indicated by arrows) changes direction as the TB is crossed
whereas in pristine anatase the direction of the bridging bonds remains unchanged.

with TEM as illustrated by the simulated images. The structure of the Σ1{110} TB

can be better visualised as a change in the bonding direction of the characteristic

‘bridging’ oxygens on the (001) surface of anatase, suggesting that surface-sensitive

techniques could be better suited to detecting this boundary. We propose that STM

would be sufficient to resolve a change of direction in bridging oxygens (Figure 4.3).

It is possible to grow thin films of [001] oriented anatase on strontium titanate with a

small lattice mismatch between both materials.171 Given that the Σ1{110} boundary

involves a 90° rotation about the [001] axis with relatively low strain, we predict that

this boundary could occur in epitaxially grown thin films that are constrained to the

cubic geometry of the SrTiO3 substrate. Such samples would be suitable for imaging

using STM.
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4.3.2 Electronic Structure and Trapping

Fig. 4.4. Charge density isosurfaces for vertically added electrons and holes (top)
where the area bounded by dashed lines indicates the ‘TB region’ (isosurface value is
0.005 a−3

0 ). Also shown is the projected density of states (PDOS) for a charge-neutral
system, for the bulk-like region (blue) and the TB region (orange) of the Σ3{112} (left)
and Σ1{110} (right) supercells. Shaded areas on the PDOS indicate where a region has
a greater number of states of a given energy. Titanium and oxygen ions are represented
by gray spheres and red spheres, respectively.

For each TB, we calculate the PDOS for atoms in the vicinity of the TB, as well as

for the bulk-like region of the grain far from the TB plane (Figure 4.4). With respect

to holes, the Σ3{112} has more states near the VBM in the TB region than in the bulk

region which indicates hole trapping behaviour. Conversely, the Σ1{110} shows that

some states move away from the VBM indicating less favourable hole trapping. Both

PDOS show that states move down to near the CBM at the TB, which is indicative

of electron trapping behaviour. Neither TB alters the band gap or introduces any gap

states, which indicates that neither boundary introduces trap states in its equilibrium

geometry. To support predictions from the PDOS we produce charge density isosur-

faces for electrons and holes added vertically to the TB (i.e. without any geometry

optimisation in order to visualise the character of the band edges). It was hoped that

the distribution of the band edges across the sites would provide a good predictor of

which sites are most favourable for trapping, as a single point calculation with equi-

librium geometry is computationally cheaper than performing a geometry optimisation

for each site of interest; however, our results indicate that there is no simple correlation

between site stability and the band edges. In the Σ3{112}, the charge density isosurface
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Fig. 4.5. Hole polarons trapped at (a) an O on the Σ3{112} TB, (b) an O adjacent
to the Σ3{112} TB, (c) an O on the Σ1{110} TB and, (d) an O directly adjacent
to the Σ1{110} TB. The isosurface value is 0.01 a−3

0 . Titanium and oxygen ions are
represented by gray spheres and red spheres, respectively.

for a vertically added hole shows a strong preference towards O sites in the vicinity

of the TB, which is consistent with predictions based on the PDOS. For a vertically

added hole in the Σ1{110} we see that the density isosurface avoids O sites directly

on the TB plane as expected from the PDOS. There is, however, a small preference

towards O sites directly adjacent to the TB, which will correspond to states that are

just below the VBM. With regards to electrons, we find that a vertically added electron

in the Σ1{110} shows a strong preference towards Ti sites in the TB plane as suggested

by the PDOS. However, in the Σ3{112} the density isosurface shows no appreciable

preference towards any Ti site, contrary to the PDOS. This can be explained by the

fact that the movement of states downwards is not as pronounced in the Σ3{112} as it

is in the Σ1{110}.

The above results indicate that these TBs do not significantly perturb the electronic

structure of bulk anatase. To assess their impact on polaronic trapping we calculated

polaron trapping energies for all symmetrically inequivalent sites in the TB region

of each supercell. It was found that neither TB allows the formation of small elec-

tron polarons in anatase, which is in agreement with previous theoretical work57 and

experimental evidence indicating that anatase has very high electron mobility.172,173

Electron trap states at the TB indicated by the PDOS are more likely to be large,

diffuse solutions akin to those seen in STM experiments on Nb-doped anatase.166 Hole
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Fig. 4.6. Defect levels of the most stable hole polarons in the bulk-like region, as
well as the vicinity of the Σ3{112} and Σ1{110} TBs in anatase TiO2. The VBM, the
theoretical conduction band maximum (CBM) (2.94 eV), and the experimental CBM
(3.2 eV) are marked as blue lines.

polarons could be successfully trapped at both sites in the Σ1{110} and two out of

three sites in the Σ3{112} (Figure 4.5), with the third site not leading to a delocalised

solution but leading to a polaron forming on the nearest TB O. The most stable hole

polaron in the Σ{112} TB is shown in Figure 4.5(a), which is 0.178 eV more stable than

a bulk-like hole polaron. The most stable hole polaron in the Σ1{110} TB is shown in

Figure 4.5(d), which is 0.147 eV more stable than a bulk-like hole polaron.

In spite of the fact that the Σ3{112} TB exhibits rutile-like and brookite-like bond-

ing, it does not mimic either phase with respect to polaron formation. Small electron

polarons form in rutile which are not present at the TB. In bulk brookite there are two

inequivalent O sites, both of which trap holes, but the relative trapping energies are not

consistent with what we find for the TB; the brookite O with the higher polaron trap-

ping energy corresponds to the Σ3{112} with lower trapping energy, and vice versa.57

The Σ1{110} TB provides a far more favourable site directly adjacent to the boundary,

whilst the site on the boundary is slightly less favourable. To provide further insight

into the driving force for polaron site preference we analysed strain and electrostatic

contributions but could find no clear correlation (see Appendix A), nor do the preferred

sites for trapping correlate with the preferred sites of the band edges shown in Figure
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4.4. We note that the TBs considered here exhibit no under-coordination and differ-

ences in trapping energies are small. This is quite different to the situation in more

general extended defects such as surfaces and grain boundaries where correlations be-

tween polaron stability and these quantities have been found previously.174,175 In such

a case, much more subtle effects may dictate the stability of polarons and identifying

a simple predictive measure of polaron site preference is no longer straightforward.

The polarons modelled in these TBs lead to the presence of a defect level state in the

band gap. The defect level of the most stable polaron trapped at each TB is significantly

higher than the defect level of a bulk-like polaron (Figure 4.6). We propose that these

differences would be possible to probe experimentally using photoluminescence (PL)

spectroscopy, where a hole produced by photoabsorption could become self-trapped in

the lattice.176,177 As both TBs present more stable hole polarons than bulk anatase, the

expectation is that there would be a higher concentration of polarons at the TB, which

could be measured with spatially resolved PL. Furthermore, the defect levels of the TB

polarons are higher in energy which would lead to photons emitted by recombination

being red-shifted relative to recombination at a bulk-like polaron. The TBs considered

in this work are modelled as they would occur in the bulk of the crystal, but it is also

possible to probe polaron states at the surface using a scanning probe method such

as STM.166 If a sample of anatase could be produced where a TB terminates at the

surface of a film, then a scanning probe method could also be utilised. It should be

noted, however, that these polarons near the surface would have modified properties

compared to those we have considered.

4.4 Conclusions

The atomic and electronic structure of two TBs in anatase (Σ3{112} and Σ1{110}) are

investigated using a hybrid DFT approach. It was found that the optimised structure of

the Σ3{112} TB was in good agreement with experimental results based on a similarities

between the simulated and real TEM images.65 The predicted structure of the Σ1{110}

TB has very high symmetry, meaning that it would be extremely difficult to observe

using methods such as electron microscopy. We propose scanning probe microscopy on

(001) oriented anatase (e.g. as grown on SrTiO3 {001}) could resolve this defect, and

we provide simulated STM images to aid interpretation of experimental images.

Neither TB exhibits the formation of electron polarons, nor do any states form

in the band gap. Due to this, we predict that neither defect would be significantly
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problematic when considering anatase as an n-type conductor aside from the increased

possibility of recombination due to the higher concentration of trapped holes at the

boundary. With regards to photocatalysis, it has been shown in previous studies that

holes trapped at anatase surfaces can engage in water-splitting reactions.49 If holes

generated by incident light do not recombine with electrons, they may then become

trapped at TB sites far from the surface of the crystal. This will lead to lower numbers

of holes available at the surface to interact with adsorbates, thereby lowering the overall

reaction rate. Additionally, it must be remembered that both TBs considered in this

work are ideal cases with extremely high symmetry, and no dangling bonds or under-

coordinated species. The polycrystalline anatase found in a device could have point

defects in the vicinity of the TBs, or could have lower symmetry extended defects

that might prove to be much more harmful with respect to charge transport. This

investigation has provided insight into the formation of polarons in anatase, but more

work will be required to fully identify - and learn to counter - more malignant defects

that could occur.
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Chapter 5

An Experimental and Computational

Study of Σ5 Anatase Bicrystals†

5.1 Introduction

The twin boundaries (TBs) described in Chapter 4 did not significantly perturb the

electronic structure of anatase, perhaps because they are very high-symmetry and they

neither contain broken bonds nor do they impose any significant strain. It may be the

case that anatase is not as tolerant towards low-symmetry grain boundaries (GBs),

which may introduce trap states. The experimental observation of GBs in polycrys-

talline samples is not straightforward and essentially relies on serendipity; a GB must

present itself in a region of the specimen in which a clean image can be taken, much

as we see in the experimental image presented in Figure 4.2. One approach that en-

ables high-quality studies of GBs is the fabrication of a bicrystal. This is accomplished

through cleaving large, single crystals along the facets that correspond to the grain-

boundary planes of interest. Then, the two cleaved crystals can be rejoined by placing

them into contact and annealing at elevated temperatures. The bicrystal approach has

been used to successfully elucidate the structures and defect energetics of a wide vari-

ety of grain boundaries in oxide materials,154,179,180 including rutile TiO2.181 The poor

stability of anatase single crystals makes the standard bicrystal approach for fabricating

and imaging GBs154,179–181 inaccessible for anatase. As an alternative, a well-defined

Σ5[001]{310} SrTiO3 bicrystal154,155,182 is produced from which is cut a suitable sub-

strate onto which an anatase TiO2 film can be grown epitaxially. The orientation of the

†This chapter has been adapted from work which has just been accepted: Quirk JA, Miao B,
Feng B, Kim G, Ohta H, Ikuhara Y, and McKenna KP, “Unveiling the Electronic Structure of Grain
Boundaries in Anatase with Electron Microscopy and First-Principles Modelling,” Nano Lett., 2021.
B. Miao, B. Feng, G. Kim, H. Ohta, and Y. Ikuhara were responsible for all sample fabrication and
experimental analysis. All computational work and the writing of the draft manuscript was carried out
by myself.178

73



74 5.2. Methods

grains in the substrate templates the orientation of the grains in the growing anatase

film, which in turn encourages the formation of GBs (Figure 5.1a), giving a means

to provide deeper insight into the electronic properties of more general GBs of lower

symmetry.

We characterize the Σ5{310} and the Σ5[331]{103} GBs (the latter is observed

due to the proposed formation of {112} twins in the anatase film). Simulated scan-

ning transmission electron microscopy (STEM) images produced from computation-

ally predicted structures are in excellent agreement with experiment. We find that

the Σ5[001]{310} and Σ5[331]{103} GBs generally only weakly perturb the electronic

structure of anatase and should be relatively benign for conductivity. However, segre-

gation of ionized oxygen vacancies is predicted to lead to a space charge region and an

inter-grain electrostatic barrier to electron transport of around 0.1 eV. We also predict

a highly oxygen-deficient variant of the Σ5[331]{103} GB that contains large numbers

of electron traps in the vicinity of the boundary. This is supported by electron energy

loss spectroscopy (EELS) measurements carried out by our collaborators, which show

that the region in the vicinity of the Σ5[331]{103} GB is more reduced than the bulk-

like region of the grains. The increased number of electron traps in the vicinity of the

GB will lead to decreased carrier mobility and increased rates of recombination, which

would be seriously detrimental to the performance in photovoltaics, photocatalysis, and

rechargeable battery applications.

5.2 Methods

5.2.1 Experimental Methods

The experimental portion of this study was carried out by our experimental collabora-

tors B. Feng, B. Miao, G. Kim, H. Ohta, and Y. Ikuhara at the University of Tokyo.

Experimental details shall be described briefly here to provide context for the chapter.

The SrTiO3 substrates containing Σ5[001]{310} GB were first fabricated by diffu-

sion bonding of two single crystals at 1500 ◦C for 10 hours in air (Shinkosha Co. Ltd.).

Then they were processed into a substrate and then polished to have a mirror surface.

TiO2 thin films were then deposited by pulsed laser deposition method. The substrates

were initially annealed at 700 ◦C in the deposition chamber with oxygen pressure of

3.0×10−3 Pa for 20 min, and then the TiO2 thin film was deposited. The deposition

rate was set to about 2.2 nm min−1. Pure oxygen gas was introduced into the deposition
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chamber and then the TiO2 thin film was cooled down to room temperature. Out-of-

plane and in-plane X-ray diffraction patterns suggested that anatase TiO2 thin film was

grown on the SrTiO3 substrate with [001]SrTiO3//[001]TiO2 epitaxial relationship.

GBs were observed by aberration-corrected STEM (JEM-ARM200CF, JEOL Co

Ltd) operated at 200 keV. Annular bright field (ABF) imaging technique was used for

atomic scale characterization of GBs. EELS spectra was acquired in STEM mode by an

Enfina spectrometer (Gatan Inc). Box scan area for EELS analysis is shown in Figure

5.5d. Integration time is 100s for each measurement, and box scans were carried out

for at least three different areas in both bulk and GB. Ti L2,3 edge is used for analysis

of Ti valence state at both bulk and GB region.

5.2.2 Computational Methods

The GBs are modelled in periodic supercells containing two symmetrically equivalent

boundaries as described in Section 3.3.1. A systematic scan through rigid-body transla-

tions was performed in VASP according to the procedure outlined Section 3.3.2. We use

grains with widths of 17.39 Å and 23.87 Å for the Σ5{310} and Σ5{103} GB models,

respectively. The rigid-body translation supercells used for the Σ5{310} GB had lattice

vectors corresponding to 12.00 Å and 9.62 Å in the [130] and [001] directions, respec-

tively, and the supercells used for the Σ5{103} GBs had lattice vectors corresponding

to 9.37 Å and 3.79 Å in the [331] and [010] directions, respectively. Reciprocal space

sampled by a Monkhorst-Pack grids of 1×1×1 and 1×2×1 for the Σ5{310} GB and

Σ5{103} GB supercells, respectively. The lowest energy structures yielded by the scan

rigid-body translations are taken to be stable structures and are taken forward for

further analysis using hybrid DFT as described in Section 2.7.5. In order to achieve

good reciprocal space sampling, we use 1× 2× 1 and 2× 4× 1 expansions of the afore-

mentioned Σ5{310} and Σ5{103} supercells, respectively. The convergence semiangle

used in the STEM simulations was set to 22◦, where ABF images were produced using

electrons collected in the range 11◦ to 22◦. Space charge barriers were calculated from

segregation energies using the PySCSES code.157

5.3 Results and Discussion

Two distinct GB orientations are observed in the ABF STEM images of the anatase

bicrystal. The GB structures are shown in Figs. 5.1b-d, where the dark contrast cor-
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Fig. 5.1. (a) Schematic diagram showing how a slice of an SrTiO3 bicrystal is used
as a substrate for the growth of anatase by pulsed laser deposition. The orienta-
tion of the anatase grains are templated by the orientation of the grains in the sub-
strate. ABF STEM images of the (b) Σ5[001]{310} GB, (c) Σ5[331]{103}-S GB, and
(d) Σ5[331]{103}-AS GB.

Fig. 5.2. (a) Schematic diagram demonstrating how the presence of a Σ3{112}
twin boundary would account for the observed GBs in the observed projections. (b)
Schematic diagram of one grain of the bicrystal with the presence of a Σ3{112} twin
boundary imposing two different orientations.

responds to Ti and O columns. The first is the expected Σ5[001]{310} GB (Fig. 5.1b),

which corresponds to the orientation of the SrTiO3 bicrystal substrate. We also observe

Σ5[331]{103} GBs, which we propose are present due to the intersection of Σ3{112}

twin boundaries which form in the anatase grains (Figure 5.2). For the Σ5[331]{103},

we observe two different configurations in the experimental images, one that is sym-

metric about the boundary plane which we label the Σ5[331]{103}-S (Fig. 5.1c), and

the other that is asymmetric which we label the Σ5[331]{103}-AS (Fig. 5.1d).

Periodic models of GBs are constructed by adjoining two grains, which can have

different surface terminations. We identify only one inequivalent termination for the
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Fig. 5.3. Structural models for the surface termination of grains: (a) {310}, (b) Ti-
terminated {103}, (c) O-terminated {103}, and (d) O-deficient Ti-terminated {103}.
In all structural models, large gray spheres are titanium and small red spheres are
oxygen. The projections for each view are given in the bottom left of each panel. Also
shown are corresponding simulated and experimental ABF STEM images for the (e)
Σ5{310}, (f) Σ5{103}-S, and (g) Σ5{103}-AS GBs.

{310} grain (Figure 5.3a) and our Σ5{310} GB model is constructed by combining two

grains with this termination. For the {103} grain, we find three plausible surface ter-

minations leading to several GB models. The symmetric Σ5{103}-S GB is constructed

from two Ti-terminated grains (Fig. 5.3b). The combination of two O-terminated grains

yields very high formation energies and was not considered further. The asymmetric

Σ5{103}-AS GB can be constructed by combining an O-terminated grain (Figure 5.3c)

and an oxygen-deficient Ti-terminated grain (Fig. 5.3d). The removal of oxygen from

the Ti-terminated grain is necessary to eliminate the energetically-unfavourable dipole

that would otherwise form between the grains. This oxygen-deficient surface termina-

tion has been observed experimentally in STEM studies of anatase nanorods.158

For each GB we identify the most stable structures by performing a series of geom-

etry optimizations at the different rigid-body translations possible between the grains

and calculating a formation energy (see Appendix B) as outlined in Section 3.3.2. We

find two inequivalent minima for the Σ5{310} GB with almost identical formation en-

ergies of 1.03 Jm−2 and 1.09 Jm−2. Simulated ABF STEM images were produced for

both of these structures and the best agreement is found with the higher formation

energy structure (Fig. 5.3e). When two GB structures are very close in energy, it is not

unusual for the predicted lowest energy GB structures to not appear in experimental

samples and similar behaviour is reported in a study of Σ5{310} GBs in magnesium

oxide,180 where it is attributed to the presence of calcium impurities which are not

captured in the scan of rigid-body translations. Similarly, our rigid-body scans do not
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account for slight non-stoichiometry resulting from oxygen deficiency or the presence of

impurities in the sample. Our further simulations and analysis of electronic structure

shall focus on the GB which shows better agreement with experiment. For the Σ5{103}-

S GB, we determine one distinct minima that corresponds to a small formation energy

of 0.64 Jm−2. The simulated ABF STEM image produced for this structure is in ex-

cellent agreement with experimental observations (Fig. 5.3f). Our non-stoichiometric

Σ5{103}-AS structure is missing 8 oxygen atoms per GB in the simulation supercell,

meaning that its formation energy depends on the chemical potential of oxygen, µO.

In the oxygen-poor limit (see Supporting Information), our Σ5{103}-AS structure has

a formation energy of 0.91 Jm−2 and the simulated ABF STEM image shows good

agreement with experimental observations in terms of the dark contrast corresponding

to columns of titanium (Fig. 5.3g), but shows less agreement in terms of the contrast

in the GB core.

Fig. 5.4. Structural models of the (a) Σ5{103}-AS and (b) Σ5{103}-AS-r GBs. Large
gray spheres are titanium, small red spheres are oxygen, and bridging oxygen atoms
have been highlighted in blue. Projection indicated by arrows in bottom right of panels.
(c) Structural model of the Σ5{103}-AS-r GB with corresponding simulated and ex-
perimental ABF STEM images. (d) Formation energies of the GBs as a function of the
oxygen chemical potential, µO, showing that, in the O-poor limit, the Σ5{103}-AS-r
GB has a similar formation energy to the Σ5{103}-S GB. Note that the full of range
µO up to the oxygen-rich limit of µO = 0.0 eV is not shown.

In the Σ5{103}-AS GB model, there are rows of ‘bridging’ oxygen atoms which have

their bonds strained by around 12% (Figure 5.4a), with bonding that is analogous to

the unreconstructed {001} anatase surface. For the {001} surface, this strain is relieved
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by a well-characterized (1×4) reconstruction where every fourth bridging oxygen atom

is replaced by a TiO3 unit.183 We attempt a similar reconstruction at the GB, which

we label Σ5{103}-AS-r, where we replace every fourth bridging oxygen with a TiO4

unit (Fig. 5.4b). This reconstruction reduces the strain on the bridging oxygen atoms

to around 4%. When comparing simulated ABF STEM images with the experimental

image, the Σ5{103}-AS-r model, we see that the there is still good agreement in terms

of the positions of the columns of titanium but, with the addition of the TiO4 units,

there are darker regions within the GB core, which is in better qualitative agreement

than the Σ5{103}-AS model (Fig. 5.4c). In the oxygen-poor limit of µO, the Σ5{103}-

AS-r has a formation energy of 0.74 Jm−2, which is significantly lower than that of

our predicted Σ5{310} structure or the Σ5{103}-AS structure (Figure 5.4d). Given

the good agreement with the experimental image and the lower formation energy, our

further analysis of electronic properties shall focus on the Σ5{103}-AS-r structure.

Fig. 5.5. Projected density of states for the (a) Σ5{310}, (b) Σ5{103}-S, and (c)
Σ5{103}-AS-r GBs. For each plot, energy is relative to the valence band maximum,
the blue curve represents the bulk-like region, and the red curve represents the GB
region. The shaded portions indicate where a region has more states of a given energy.
For the Σ5{310} and Σ5{103}-S GBs, no states appear in the gap, but for the Σ5{103}-
AS-r GB states appear around 0.5 eV below the conduction band minimum. (d) STEM
image with boxes showing regions corresponding to electron energy loss spectroscopy
(EELS) spectra. (e) EELS spectrum for the bulk-like region and the Σ5{103}-S GB
region showing the Ti L2,3 edge. Curves have been offset vertically for clarity. Note
that, in the GB region, the two doublets are replaced by two broad peaks, indicating
increased presence of Ti3+. Shown in the top right is the absolute spin density isosurface
(displayed at 0.05 a−3

0 ) associated with electrons trapped in the vicinity of the Σ5{103}-
S GB.

In order to understand the electronic structure of the GBs, projected density of
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states (PDOS) for atoms in the vicinity of the GBs were calculated and compared

with a bulk-like region far from the boundary plane. Neither the Σ5{310} nor the

Σ5{103}-S exhibit significantly altered band gaps or any states within the gap (Figures

5.5a and 5.5b), which indicates that these GBs do not present deep charge traps in

their equilibrium geometry. We verify this by explicitly adding electrons and holes,

finding that holes delocalize over oxygen sites near the GBs and electrons delocalize

over titanium sites in the bulk-like regions of the grains. For the oxygen-deficient

Σ5{103}-AS-r, we see states appearing around 0.5 to 1.0 eV below the conduction

band minimum (Fig. 5.5c), corresponding to electron traps (i.e. Ti3+ species, as seen

in the inset in Fig. 5.5d). EELS measurements were carried out by our experimental

collaborators on the Σ5{103} GB region to confirm this prediction (scanned regions are

shown in Fig. 5.5d). We found the Σ5{103}-S structure is unstable under the electron

beam so only the results of Σ5{103}-AS are presented (shown in Fig. 5.5e). The EELS

spectra for the Σ5{103}-AS GB show that the two doublets associated with the Ti4+

L3,2 edges in bulk anatase are replaced with the two broad peaks in the vicinity of the

GB. Based on previous studies which compare Ti L3,2 edges in TiO2 and Ti2O3,184 this

is indicative of a higher proportion of Ti3+ compared to the bulk-like region. The box

scan area for EELS analysis is shown in Fig. 5.5e.

To determine if the charge-trapping behaviour of the non-stoichiometric Σ5{103}-

AS and Σ5{103}-AS-r GBs would also be observed in GBs containing dilute oxygen va-

cancies, we also modelled oxygen vacancies in the vicinity of the Σ5{310}, the Σ5{103}-

S, and, for the sake of comparison, the Σ5{112} TB. It is found that, whilst there are

some sites showing unfavourable segregation energies, we predict that there would be

net segregation to the GBs (Figure 5.6). Much like in bulk anatase, across all of the sites

investigated the v2+
O configuration is always more favourable than the v1+

O or v0
O config-

urations and so we do not predict that dilute vacancies in the vicinity of the Σ5{310},

Σ5{103}-S, or Σ3{112} would present deep electron traps. The segregation of charged

defects to the GBs will lead to a space charge region developing. We assume, in the

bulk, a molar concentration of 0.05 for v2+
O , which is roughly what might be expected

for an annealing temperature of 600 K when nearing the oxygen-poor limit. Then, by

charge neutrality, a molar concentration of 0.1 for e–, where we assume that e– can

occupy any Ti site with no drive to segregate towards or away from the GB, to mimic

the behaviour of delocalised electrons in anatase. We predict fairly small space charge

potential barriers of around 0.1 eV for the Σ5{310} and Σ5{103}-S, and around 0.05
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eV for the Σ3{112} (Figure 5.7). These space charge barriers are the means by which a

GBs that does not strongly trap charge may still negatively impact the conductivity of

a device. In a dye-sensitised solar cell (DSSC), charge carriers injected by the dye must

navigate their way through the polycrystalline transport layer to reach the electrode.

If there is a significant segregation of v2+
O defects to each GB, the combined effect of all

the barriers at the GBs could cause a significant reduction in conductivity. Increasing

the size of the grains and reducing the porosity of the sample would be one avenue

to reduce the impact to conductivity posed by the GBs. However, this comes with

the associated cost of reducing the available surface area for anatase to make contact

with the solar-absorbing dye and so a balance would need to be sought between these

factors.

Fig. 5.6. (a) The Σ5{310} GB structure with large spheres color-coded to show
the segregation energy associated with oxygen vacancies formed at that site. Black
spheres indicate a site in which a vacancy cannot be formed without a neighbouring
oxygen atom moving to fill the vacant site. (b) Segregation energies for oxygen vacancy
formation in the Σ5{103}-S GB and Σ3{112} TB. Lines act as a guide to the eye.

Our results predict that the pristine Σ5{310} and Σ5{103}-S GB structures would

be fairly benign for the performance of anatase in photovoltaic and photocatalytic ap-

plications. The GBs show no indication of charge traps in their equilibrium geometry

nor do we predict that oxygen vacancies at the GBs would favourably trap electrons,

though they would introduce a small space charge potential barrier. In contrast, the

oxygen-deficient Σ5{103}-AS and Σ5{103}-AS-r GBs would be far more pathological

for device performance; the structure inherently contains large numbers of oxygen va-

cancies and under-coordinated Ti sites. We find that the excess electrons trap on

under-coordinated Ti sites, which is consistent with a previous theoretical study us-

ing the same functional investigating the properties of highly oxygen-deficient anatase

nanoparticles.102 Vacancies that strongly trap electrons at the GB would reduce the
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number of mobile carriers introduced by each vacancy, reduce electron mobility, and

could lead to increased carrier recombination, leading to reduced conductivity in photo-

voltaic applications. On the other hand, these trap states appear around 0.5 to 1.0 eV

below the conduction band minimum and would increase visible light absorption. This

is beneficial for photocatalytic applications and is supported by experiments that show

oxygen-deficient anatase samples have higher photocatalytic performance.185,186

Fig. 5.7. The profiles of (a) space charge potentials, (b) oxygen vacancy molar concen-
trations, and (c) excess electron molar concentrations for the Σ5{310}, the Σ5{103}-S,
and the Σ3{112}. Vertical dotted line indicates the presence of the GB. The perturba-
tion to the potential propagates around 15 Å into the bulk. Note that the Poisson solver
employed is site-explicit and so the vacancy concentration profile has a rather irregular
shape, with asymmetry in the Σ5{310}. Also note that the segregation of vacancies
to the GBs causes the immediate vicinity to be depleted of vacancies. These very low
concentrations would be difficult to capture in a supercell calculation, highlighting the
need for solving the Poisson-Boltzmann equation as outlined in Section 3.4.1.

These results provide insight into how the properties of GBs in anatase may be

engineered to mitigate undesirable electron trapping. In the nanocrystalline anatase

films employed in devices, GBs are formed when two nanoparticle surfaces come into
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contact and attach during sintering or hydrothermal coarsening. Defects present at the

surfaces of the precursor nanoparticles should influence the resulting GB structure. For

example, it is known that GBs can form through oriented attachment of nanoparticles

along minority facets during hydrothermal coarsening. This process has been identified

as being responsible for the formation of Σ3{112} twin boundaries in nanocrystalline

anatase.65 As stated previously, experimental observations have shown that {103}

surfaces appear as oxygen-deficient minority facets in anatase nanoparticles, alongside

surfaces such as {102}.158 We suggest that, in the event that a GB forms through

attachment along highly oxygen-deficient minority facets, it could be the case that a

non-stoichiometric, oxygen-deficient structure similar to the Σ5{103}-AS or Σ5{103}-

AS-r GBs may form. Anatase is typically oxygen-deficient and it is not straightforward

to control the degree of oxygen-deficiency at surfaces or the quantities of minority

facets present prior to sintering or coarsening. However, it would be possible to treat

the surface of the nanoparticles with beneficial dopants so that these dopants can then

become incorporated into the GBs. For example, a beneficial dopant might act as an

electron donor, to fill charge traps introduced by non-stoichiometry. For less-reduced

GBs, which we predict do not introduce deep traps, it may be preferential to seek a

dopant that would mitigate the formation of a space charge, either by acting as an

oppositely charged defect or by discouraging the segregation of oxygen vacancies to the

GBs.

5.4 Conclusion

In summary, we present a combined experimental and computational investigation into

the atomic and electronic structure of Σ5{310} and Σ5{103} GBs in anatase TiO2.

Low-energy structures predicted by the first-principles models show excellent agree-

ment with experimental observations as evidenced by simulated ABF STEM images.

Analysis of the electronic structure indicates that the Σ5{310} GB would be relatively

benign for the performance of photovoltaic or photocatalytic devices as it does not

present electron traps in its equilibrium geometry. For the Σ5{103} GB, however, we

find two different GB structures. A stoichiometric structure that shows no electrons

traps in equilibrium geometry and another, oxygen-deficient variant which we predict

to contain a significant number of trapped electrons. These predictions are supported

by EELS observations which shows the Σ5{103} GB to be more reduced than the bulk-

like regions of the grain. Our predictions of the lack of significant perturbation near
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the pristine Σ5{310} and Σ5{103}-S GBs may provide some explanation as to why

polycrystalline anatase shows excellent performance in applications. However, our pre-

diction of the pathological charge-trapping behaviour of the oxygen deficient Σ5{103}-

AS GBs highlights the need to consider the effects that chemical potential and growth

conditions may have on the formation of highly-defective and non-stoichiometric bound-

aries. Mitigating these deleterious effects, e.g. via directed doping of the nanoparticle

surfaces prior to sintering, should improve carrier mobility and reduce recombination

leading to improved performance for applications in photovoltaics, photocatalysis and

rechargeable batteries.
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Chapter 6

Modeling of Oxygen-Deficient

Anatase TiO2 Nanoparticles†

6.1 Introduction

All of the studies presented so far in this thesis are concerned with relatively high-

symmetry, extended systems. Whilst these models are very useful for elucidating the

properties of grain boundaries (GBs), they will not capture certain features that will be

present in a realistic nanocrystalline system. For example, even a perfect equilibrium

nanoparticle made up of pristine surfaces will contain edges and vertices where facets

meet. Such features have low symmetry and would not be trivial to model in a periodic

supercell. There are examples of first-principles modelling of nanoparticles, but they

are often limited in their scope or applicability. Many studies perform all calculations

using local or semi-local density functional theory (DFT),187,188 which is inappropriate

for modelling charge trapping due to the self-interaction error (SIE). Another approach

is to optimise the geometry using semi-local functionals and then apply hybrid DFT to

a fixed geometry.189,190 This is an improved approach but it is not, however, without

issues when describing localised charges. Small polaronic states and their associated

geometric distortion to the crystal lattice are inseparably linked; if a functional can-

not properly describe localised charges, it cannot properly describe the geometry that

would allow the charge to become localised. Nevertheless, it can still provide valuable

insight in situations where charge localisation is not as relevant. For example, such an

approach has been used to determine that the properties of an anatase nanoparticle

start to linearly approach bulk-like behaviour at sizes beyond roughly 3 nm (beyond

†This chapter has been adapted from work which is published: Quirk JA, Lazarov VK, and
McKenna KP. “First-Principles Modeling of Oxygen-Deficient Anatase TiO2 Nanoparticles,” J. Phys.
Chem. C, vol. 124, no. 43, pp. 23637-23647, 2020.102
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around 200 atoms), providing a valuable benchmark when constructing model nanopar-

ticles.191 Other studies have been carried out where geometries of anatase nanoparticles

have been determined through a global optimisation procedure where energies are de-

termined using hybrid DFT192,193 which should be expected to provide more accurate

descriptions of energetics and electronic structure, but only consider stoichiometric

particles.

As discussed earlier, oxygen vacancies play a decisive role in determining the prop-

erties of anatase and a need remains to determine how these vacancies behave in

nanoparticles. A previous study examined the properties of a single oxygen vacancy

on a Ti84O168 nanoparticle using hybrid density functional theory using both standard

PBE0 and a parameterisation of PBEα using α = 0.125, similar to our generalized

Koopmans’ condition (GKC)-tuned value of α = 0.105.194,195 This study shows that

the choice of α has pronounced effects on the specific location and spin configuration

of the most stable vacancy, with the value of α = 0.125 providing more reasonable

results than PBE0. Reassuringly, it seems that qualitative trends - and therefore the

associated predictions that can be made from them - are less affected by the choice of

functional. Results from single oxygen vacancies are extremely useful but, in reality,

nanoparticles should probably be expected to have multiple oxygen vacancies, though

the rough amount of vacancies to be expected and how they interact is unclear. A nat-

ural next step would be to determine the degree to which nanoparticles can be reduced

and what properties these highly reduced particles would have.

Here, we present hybrid DFT calculations of the atomic and electronic structure

of explicit models of Ti33O66 and Ti151O302 anatase nanoparticles, where all calcula-

tions - including geometry optimisations - are carried out using our GKC-tuned hybrid

density functional. We consider the reduction of these particles by the formation of

oxygen vacancies in order to determine behaviour of excess charge in the nanoparticles.

The explicit Ti151O302 model is of a sufficient size that it is at the onset of anatase-like

crystallinity (based on previous results)191 and provides a middle-ground between the

very small Ti33O66 cluster which contains a large proportion of low-symmetry vertex

and edge features and the larger, ‘macroscopic’ particles which consist primarily of

extended surfaces and pristine bulk. In order to make comparisons with these macro-

scopic particles, we also consider extended surface models of facets appearing in the

Wulff construction of anatase: the {101} facets, the {001} facets, and the possible re-

construction of the {001} facet and determine the position of the most stable vacancy in

Chapter 6 Modeling of Oxygen-Deficient Anatase TiO2 Nanoparticles



6.2. Computational Methods 87

the vicinity of these surfaces. It is shown that excess electrons introduced by vacancies

in the vicinity of extended surfaces preferentially delocalise but the excess electrons in

nanoparticles prefer to localise on under-coordinated Ti sites.

6.2 Computational Methods

The surfaces are modelled as slabs in a periodic supercell (as described in Section

3.2.1) where slabs are over 24 Å thick, with surface areas between 200 and 300 Å2

and a vacuum gap of at least 12 Å. The surface models used in this work are taken

from a previous study where analysis and discussion of convergence with respect to

slab thickness is given.70 Regarding oxygen vacancies in the vicinity of surfaces, for the

{001} and {101} 7 atomic layers were considered to be in the vicinity of the surface,

and for the reconstructed {001}, all symmetrically inequivalent sites across 5 atomic

layers were considered to be in the vicinity of the surface. Calculations were carried

out as detailed in Section 2.7.5.

The procedure to determine stable configurations for reduced nanoparticles first re-

quired the construction of Ti33O66 and Ti151O302 models where the shapes were based

on the Wulff construction, using the surface energies for the {101} and {001}. The

choice of 33 and 151 formula units of TiO2 for the small and large nanoparticles are

‘magic numbers’ that produce high-symmetry Wulff-shaped particles without exces-

sive under-coordination. The choice of the bi-pyramidal shape yielded by the Wulff

construction is justified by previous work where this shape was yielded by a global

optimisation procedure even for particles as small as our Ti33O66.193 Then, a large

number of starting structures were generated by randomly removing oxygen from the

particle. These structures were then sorted by total coordination number in order to

remove the particles with the lowest number of bonds, assuming that these systems will

be less favourable. This is an educated assumption supported by a previous study that

shows lower coordinated oxygen is, in general, easier to remove from nanoparticles.194

A selection of configurations were chosen such that each stoichiometry explored

systems containing surface vacancies, subsurface vacancies, and a mixture of both. In

total there were 3 configurations explored for each stoichiometry and the lowest energy

system for each stoichiometry was taken forward for analysis. For the Ti33O33(2−δ)

particle we generated a series of stoichiometries by removing 1 O at a time up to 8

removed O (δ = 0.24) and for the Ti151O151(2−δ) we generated a series of stoichiome-

tries by removing 2 O at a time up to 12 removed O (δ = 0.07). For the large particle
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approximations, the facet surface areas and volumes of Wulff constructions, and hence

the number of O sites of a given kind, were determined using WulffPack.149 Nanoparti-

cles were modelled in an aperiodic cell using the Martyna-Tuckerman Poisson solver196

as implemented in CP2K where the simulation cells for each particle are made to be

over twice the size of the charge density. All geometry optimisation on nanoparticles is

performed until the force on ions is less than 0.1 eVÅ−1.

All calculations are spin-polarised, but the number of electrons in each spin channel

is kept equal, such that there is no net magnetization in the system. This compromise

primarily serves to reduce the size of spin-configuration space for the nanoparticle cal-

culations. Whilst a true global minima may be a system with some net magnetization,

the energy contribution due to the spin configurations is expected to be small compared

to other contributions from charge localisation and the position of the vacancy. This

is supported by calculations in bulk anatase where the difference between the singlet

and triplet configurations of an oxygen vacancy with two localised electrons is only 0.09

eV. This energy difference is an order of magnitude smaller than the 0.95 eV energy

difference between the localised singlet solution and the solution where two electrons

are delocalised across the simulation cell.54

6.3 Results and Discussion

6.3.1 Oxygen Vacancies at Surfaces

First, to investigate the properties of large nanoparticles that are oxygen-deficient we

consider O vacancies in the vicinity of the facets appearing in the Wulff construction

of anatase: the {101} facets and {001} facets, with the {001} facet having a possible

reconstruction. In this reconstruction, bridging O sites along the surface are periodi-

cally replaced with units of TiO3, which acts to relieve strain and lowers the surface

energy to about half that of the clean, unreconstructed {001} surface.165,183 This re-

construction is, however, typically observed in thin-film samples annealed in vacuum

and it is unclear how large the drive to reconstruct would be in other situations. For

example, in the case of a small particle the space available for a reconstruction is limited

and it would also be possible to relieve strain through relaxation of the entire particle.

The surface formation energies, calculated as described in Equation 3.5, for the {101},

{001}, and reconstructed {001} facets are γ{101} = 0.46 Jm−2, γ{001} = 0.99 Jm−2,

γRecon.
{001} = 0.59 Jm−2, respectively. We focus on the most stable vacancy in the vicinity
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of each surface. A definition of defect formation energies and the limits of µO can be

found in Section 3.1.

Fig. 6.1. Structures of the most stable vacancies at the (a) unreconstructed {001} sur-
face, (b) {001} reconstructed surface, and (c) {101} surface. Titanium and oxygen ions
are represented by gray and red spheres, respectively. Blue spheres indicate position of
vacant oxygen.

For the {001} and reconstructed {001} surfaces the most stable vacancy occurs

at the surface whereas in the {101} the most stable vacancy occurs at a subsurface

site (Figure 6.1). The subsurface vacancy in the {101} is found to have a comparable

formation energy to a vacancy in the bulk, only 0.04 eV more favourable. This is

consistent with evidence that vacancies have a tendency to segregate away from the

{101} to the subsurface and bulk even at low temperatures.197,198 For O vacancies at

both the {001} and reconstructed {001} surfaces we find that it is significantly more

favourable to form vacancies, with formation energies 1.44 eV and 0.80 eV lower than

the bulk-like solution, respectively. It is predicted that the most stable vacancies at

each surface would be favourable to form in the O-poor limit (Figure 6.2). However, it

is important to note that the vacancy formation energies were calculated for relatively
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Fig. 6.2. Formation energies of the most stable neutral vacancies in bulk and in the
vicinity the majority facets of anatase as a function of oxygen chemical potential, µO.
The {101} and bulk formation energies are comparable. These formation energies apply
to single oxygen vacancies and do not apply to the formation of two or more vacancies.

dilute vacancies in a supercell. Therefore, whilst the negative formation energies in

the oxygen-poor limit suggests that at least one vacancy would form spontaneously,

it should not be taken to imply that all surface sites would be vacant, nor would it

provide an accurate approximation of the concentration of vacancies at these surfaces

in such a limit, as there is no consideration of how formation energy is affected by the

interaction between defects at very high concentrations.

Similar to the O vacancy in bulk anatase, the excess electrons prefer to delocalise in

all of the considered vacancies near surfaces. These delocalised configurations come with

a large distortion to the underlying lattice as ions move to screen the effect of the miss-

ing oxygen. From these results we conclude that dilute oxygen vacancies in extended

surfaces would not be likely to present trapped charges detectable by electron param-

agnetic resonance (EPR). Also of note is that the introduction of lower-coordinated Ti

species into the majority surfaces does not lead to electron trapping as was observed

in a recent study of high index facets.70
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6.3.2 Reduced Nanoparticles

Low-energy configurations for a Ti33O33(2−δ) nanoparticle (diameter, d ≈ 1.5 nm, Fig-

ure 6.3a) and a Ti151O151(2−δ) nanoparticle (d ≈ 2.5 nm, Figure 6.3b) were determined

as described in the Section 6.2. For the Ti33O33(2−δ) nanoparticles we consider values of

δ = 0.00 to 0.24 and for the Ti151O151(2−δ) we consider δ = 0.00 to 0.07. For an explicit

model of a nanoparticle of stoichiometry TiNON(2−δ) we calculate the formation energy

of a neutrally-charged nanoparticle, EParticle
d , as we would calculate a defect formation

energy by

Ed[Particle] = Etot[Particle]−NEtot[Bulk]− δNµO, (6.1)

where Etot[Particle] is the total energy of the particle and Etot[Bulk] is the total en-

ergy of a unit of bulk anatase. For a stoichiometric ‘macroscopic’ particle we make

the assumption that the formation energy is dominated by the energy required to

cleave the nanoparticle from pristine bulk, since the particle is large enough that the

facets are essentially extended surfaces with little contribution from edge and vertex

effects. Therefore, the formation energy of the stoichiometric ‘macroscopic’ nanoparti-

cle, EMacro
F , is dominated by the formation energy of the majority facets present in the

nanoparticle and can be calculated as

EMacro
F =

∑
i

Aiγi, (6.2)

where Ai is the area of the i-th facet, γi is the surface formation energy of the i-

th facet. For a macroscopic nanoparticle of stoichiometry TiNON(2−δ), we must also

include the formation energies of vacancies both in the bulk and the facets. Making the

approximation that vacancies are spread homogeneously throughout the particle this

case, then EMacro
F can be calculated as

EMacro
F =

∑
i

(
Aiγi − δNO

i E
Vacancy
F, i

)
− δNO

BulkE
Vacancy
F,Bulk , (6.3)

where NO
i is the number of stable O vacancy locations on the i-th facet, NO

Bulk is the

number of bulk-like O sites not considered as being part of the surface, and EVacancy
F,Bulk

is the formation energy of an O vacancy in bulk. For a nanoparticle containing {101}

facets and {001} facets the Wulff construction consists of 98.3% {101} facets and 1.7%

{001} facets (Figure 6.3c) and for a nanoparticle containing {101} facets and recon-

structed {001} facets the Wulff construction consists of 87.5% {101} facets and 12.5%
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reconstructed {001} (Figure 6.3d). These calculations are performed at zero tempera-

ture where we do not consider the effects of entropy.

Fig. 6.3. Models of (a) atomic structure of Ti33O66 nanoparticle, (b) atomic structure
of Ti151O302 nanoparticle, (c) Wulff construction involving {101} and {001} facets, and
(d) Wulff construction involving {101} and reconstructed {001} facets. Titanium and
oxygen ions are represented by gray and red spheres, respectively. {101} and {001}
facets are represented by green and yellow facets, respectively.

In the O-rich limit, we observe that stoichiometric particles are always more favourable

than their reduced counterparts. However, in the O-poor limit it is favourable to remove

O from the particles, with the smaller particle being easier to reduce than the larger par-

ticle (Figure 6.4). In the O-poor limit the most reduced particles with a favourable for-

mation energy were Ti33O59 (δ = 0.21, for the small particle) and Ti151O294 (δ = 0.05,

for the large particle). The calculated formation energies per Ti for macroscopic parti-

cles exhibit low dependence on the size of the particle so, for illustrative purposes, we

choose an example case of a Ti12,000O12,000(2−δ) nanoparticle (d ≈ 10 nm, around what

would be observed in experiment, consisting of 326.35 nm2 {101} facets and 5.54 nm2

{001} facets), using comparable values of δ, where we have assumed that vacancies are

spread homogeneously throughout bulk and surface sites (Figure 6.4). Due to the form

of Equation 6.3, the formation energy per Ti varies little with the size of the particle,

so we show only the Ti12,000O12,000(2−δ) example. It is clear that larger particles are
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Fig. 6.4. Formation energies per Ti atom plotted as a function of µO for Ti33O33(2−δ),
Ti151O151(2−δ), and the ‘macroscopic’ Ti12,000O12,000(2−δ) nanoparticles for various val-
ues of δ. All formation energies are taken relative to the stoichiometric configuration
(δ = 0.00) of the corresponding size of nanoparticle.

not as readily reducible to the same degree as smaller particles. One factor responsible

for this is the presence of low-symmetry and low-coordinated sites. For example, in

order to make a nanoparticle stoichiometric without the presence of O interstitials or Ti

vacancies it is necessary to include 1-coordinated O on surface sites. Such sites remain

energetically favourable in the O-rich limit but quickly become unfavourable as we move

into the O-poor regime. Similarly, edge and vertex sites on the nanoparticles lead to

atoms being overall lower coordinated than they would be in either bulk or extended

surfaces, even before the removal of any further O. The {001} and reconstructed {001}

surfaces also exhibit vacancies that are favourable in the O-poor limit but, even if we

were to unrealistically remove all of these O from a large Wulff construction particle, it

would represent an extremely small value of δ compared to the value of δ observed in

our model particles. We emphasize here that these are formation energies at 0 K with
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no consideration of effects of configurational entropy of the nanoparticles and, whilst

they provide evidence of a trend, we make no attempt to assign specific values of δ that

would be expected at finite temperature.

Fig. 6.5. Density of states for (top) the Ti33O33(2−δ) particles and (bottom) the
Ti151O151(2−δ) particles. Yellow represents the stoichiometric configuration and blue
represents the average density of states (DOS) of all favourable reduced configurations.
Shaded regions indicate where a configuration has more states of a given energy. In the
interest of clarity, the DOS represents the sum of both spin channels.

We calculate the DOS for the modelled nanoparticles and, in order to separate the

properties due to the morphology of the nanoparticle and the properties due to reduc-

tion, we compare the DOS of the stoichiometric nanoparticles with the average DOS

of all favourable reduced stoichiometries (Figure 6.5). The stoichiometric Ti33O33(2−δ)

configuration has a band gap around 0.3 eV lower than any of the Ti151O151(2−δ) con-

figurations, which can be attributed to states at the valence band maximum (VBM)

associated with one-coordinated O sites. When considering reduced Ti33O33(2−δ) par-

ticles, these states are removed and the gap is increased to around 3.0 eV, comparable

to the Ti151O151(2−δ). Reduced nanoparticles contain states in the band gap and, in

the more highly reduced Ti33O33(2−δ) systems, these states appear deeper in the gap.

For the Ti151O151(2−δ), the overall shape of the valence and conduction band remains
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relatively unperturbed by reduction, but we see states appearing around 0.5 to 1.0 eV

below the conduction band maximum (CBM) in the reduced case. In the case of the

Ti33O33(2−δ) nanoparticles, reduction causes a large change in the shape of the bands.

The gap states associated with reduced Ti33O33(2−δ) appear around 0.5 to 1.5 eV below

the CBM, slightly deeper than the Ti151O151(2−δ) case. These results are consistent with

observations that reduced anatase has increased photocatalytic performance.185,186,199

Defect-free anatase requires ultraviolet radiation for photoexcitation, but these shallow

states below the CBM would lead to increased visible light absorption, a very desirable

trait if anatase is to be used as a photocatalyst under sunlight. This increased absorp-

tion in O-deficient anatase has been observed experimentally and upon annealing in

O-rich atmospheres the states disappear, confirming that they originate from reduced

Ti species.200,201

Fig. 6.6. Plot of (top) number of unpaired spins associated with Ti sites and (bottom)
number excess electrons associated with each Ti site against number of O vacancies.
The solid black line indicates the trend followed if the number of unpaired spins is equal
to the number of excess electrons.
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Fig. 6.7. Absolute spin density isosurfaces (isosurface value 0.015 a−3
0 ) for various

stoichiometries of nanoparticle. Titanium and oxygen ions are represented by gray and
red spheres, respectively.

To determine the behaviour of excess charges, we perform Bader analysis∗ on the

model nanoparticles.202–205 Unpaired spins would be visible to EPR, so in order to

facilitate comparison with experiment we also consider the absolute spin density asso-

ciated with each site. We can consider the magnetic moment on a site as being related

to the localisation of electrons; if electrons localise to form a Ti3+, then we should

expect that there will be unpaired spins on those Ti sites. Therefore, if all electrons

localise to form a Ti3+ species, we should expect the absolute number of unpaired spins

to be equal to the total number of excess electrons introduced by vacancies; it should

be noted that, whilst we have fixed the population of each spin channel such that there

is no net magnetisation, there can still be local magnetic moments associated with un-

paired spins on a given site. All of the electrons introduced by vacancies appear above

the VBM; either delocalised into the conduction band or localised into a gap state.

Therefore, by taking the partial charge density associated with these excess electrons

∗The charge density used in Bader analysis is the total charge density including core electrons from
the pseudopotential, rather than only the valence electrons.
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introduced by the vacancies and partitioning this partial charge density into the atomic

volumes determined from Bader analysis, we can determine how many of the excess

electrons are held by each Ti atom in the nanoparticle.

In contrast to the extended models of bulk and of majority facets, we find that excess

electrons present in the reduced nanoparticles have a tendency towards localising to

form Ti3+ species at under-coordinated Ti sites near surfaces (Figure 6.7), as evidenced

by the high proportion of unpaired spins present compared to the number of excess

electrons (Figure 6.6, top). To illustrate how the excess electrons are distributed across

sites, we plot the number of excess electrons associated with the Bader volumes of

Ti (Figure 6.6, bottom). For each stoichiometry of Ti151O151(2−δ) we determined to

be stable, we see that in most cases the majority of the excess electrons are unpaired

except for one stoichiometry that contains an anomalously low number of unpaired

spins. Generally there are 2 distinct bands that would correspond to Ti4+ and Ti3+,

except for the system containing a low number of unpaired spins (Figure 6.6, yellow

points, 10 O vacancies). In this system we see a particularly large number of excess

electrons on one site, which would indicate that, rather than these excess electrons

being delocalised, they have become trapped as a Ti2+ species which would be a trap

that is invisible to EPR. For the stable stoichiometries of Ti33O33(2−δ), we find that

there is a comparatively lower proportion of unpaired spins than in the Ti151O151(2−δ)

particles but, we do not observe an increase in the number of sites with a number of

electrons significant enough that they would correspond to a Ti2+. Instead, we see far

less distinct bands in the number of excess electrons and a far greater proportion of

sites containing non-negligible numbers of excess electrons (Figure 6.6, bottom, green

points). This is indicative of two features: firstly, that the overall symmetry of the

small particles is lower than that of the large particles and; secondly, the number of

sites available to excess electrons is overall lower in the small particles, meaning that

the traps associated with surface sites quickly begin to become filled, forcing more

electrons into delocalised solutions.

These results lead us to predict that nanoparticle size has a pronounced effect on

the degree to which a sample can be reduced which, in turn, has a pronounced ef-

fect on the properties of the material due to the number of Ti3+ and Ti2+ species

that are able to form. It has been observed that Ti3+ and Ti2+ states in highly re-

duced of TiO2 show extremely high photocatalytic activity.27 We suggest that small

nanoparticles would be better suited to photocatalytic applications for two reasons:
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firstly, that they would have a larger surface-area-to-volume ratio which is beneficial in

catalytic applications; and secondly, that smaller particles are easier to reduce which

would allow the creation Ti3+ and Ti2+ species and increase visible light activity, as

discussed previously. We also predict that electron trapping would be more prevalent

in nanocrystalline samples than in single crystals but, despite the majority of excess

charges becoming trapped in our models, we do not predict that the majority of ex-

cess electrons would become trapped in samples containing larger nanoparticles. We

remind the reader that our model nanoparticles are small and contain a dispropor-

tionate amount of surface features whereas a larger nanoparticle would contain regions

better described by the extended models of bulk and surface and the delocalised con-

figurations associated with such extended systems should be expected. Additionally,

our results correspond to zero temperature, but it is expected that at finite tempera-

ture a proportion of these traps would become unstable, allowing carriers to delocalise.

Conductivity experiments have shown that the conductivity of polycrystalline anatase

increases with temperature,206,207 which might, in part, be attributable to increased

rates of polaron hopping, but is likely also due to an increase in the number free carriers

due to traps becoming ionised; such behaviour is reported in EPR studies where signals

from Ti3+ species are diminished at room temperature.56 One of these conductivity ex-

periments206 demonstrated higher conductivity in particles of smaller diameter, which

would be in agreement with our prediction that these particles would be easier to re-

duce and would contain a higher number of carriers but we emphasize that smaller

particles would lead to lower electron mobility due to the number of trap states present

in small, reduced particles. This concept is supported by the fact that, whilst increased

conductivity is observed at decreased partial pressures of O2 (i.e. in the O-poor limit,

where vacancies are expected to be prevalent), it is also observed that conductivity

saturates at high partial pressures of O2
207 which can be attributed to the decrease

in free carrier concentration being balanced by an increase in electron mobility due to

the smaller number of trap states present in less-reduced particles. We suggest that

this trade-off between number of carriers and electron mobility must be considered for

applications where conductivity is important.

6.4 Conclusion

In summary, we have investigated oxygen vacancies and charge trapping in anatase

through first-principles calculations of extended {101}, unreconstructed {001}, and re-
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constructed {001} surfaces and we compare these results to explicit models of Ti33O33(2−δ)

and Ti151O151(2−δ) nanoparticles. We find that electrons introduced by vacancies at

extended surfaces preferentially delocalise across all Ti sites. However, when consider-

ing Ti33O33(2−δ) and Ti151O151(2−δ) nanoparticles, electrons will localise to form Ti3+

species even when the level of reduction is relatively low and, when reduced further,

Ti2+ species can also form. The presence of Ti3+ species associated with oxygen vacan-

cies in is frequently observed in EPR experiments on anatase nanoparticles,56,186,199,208

but Ti2+ species represent a trap that would be invisible to EPR. The degree to which a

particle can be reduced was found to depend strongly on the size of the particle and we

suggest that smaller particles will be preferable for photocatalytic applications due to

providing better visible light absorption and increased surface area. For photovoltaic

and battery applications, there will be a balance to be considered between number

of carriers introduced by vacancies and the number of trap states introduced due to

particle size and number of under-coordinated Ti sites.

Our nanoparticle models show encouraging agreement with experimental observa-

tions, but there are still other open questions. For example, we have only considered an

isolated Wulff construction nanoparticle but, depending on growth conditions, anatase

nanoparticles can take a wide range of morphologies209,210 which may exhibit differ-

ent size-dependent properties regarding reduction and charge trapping. Additionally,

adsorption at the surface is important to photocatalytic processes and further investiga-

tion into how the presence of nanoparticle features such as edges and vertices change the

behaviour of adsorbed species would be valuable. This study has provided insight into

reduction and the behaviour of charges, but more work would be required to develop a

full understanding of how the size and shape of nanoparticles affects its properties.
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Conclusions

As explained in Chapter 1, an understanding of the behaviour of charge carriers is

crucial to understanding the properties of a material. If charge carriers can become

trapped in a material, then carrier mobility will be decreased and rates of carrier re-

combination will be increased. Both of these processes reduce conductivity and will

prevent charge carriers from becoming useful, either by reaching an electrode and gen-

erating a current or by reaching the surface to undergo a reaction with an adsorbate.

The anatase phase of titanium dioxide shows excellent performance in applications

including photocatalysis and as an electron transport layer for photovoltaic (PV) ap-

plications.23–26,30–33 This high performance can, in part, be attributed to anatase not

allowing electrons to become self-trapped in the bulk and hence exhibiting high electron

mobility,54,56,57 but detailed experimental analysis beyond this is challenging due to

the polycrystalline nature of anatase. Previous computational work has predicted that

this lack of electron traps also applies to common point defects, such as oxygen va-

cancies and titanium interstitials, where the most favourable situation is for electrons

to delocalise.54 Predictions for point defects in bulk are valuable, but grain bound-

aries (GBs), twin boundaries (TBs), and surfaces play a large role in determining the

properties of a polycrystalline material. This thesis presented first-principles models

of various extended defects using a hybrid density functional theory (DFT) approach

optimised for describing charge trapping in anatase. The findings from this study have

helped to elucidate how these extended defects impact device performance so that we

may devise appropriate methods of engineering anatase for various applications.

Chapter 4, is concerned with the Σ3{112} and and Σ1{110} TBs, which are cal-

culated to have very low formation energies. The Σ3{112} TB is frequently observed

in nanocrystalline samples of anatase,65 and our predicted structure shows excellent

agreement with experimental observations. The low formation energy of Σ1{110} TB

101
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would imply that it occurs frequently in anatase, but its very high symmetry would

make it extremely difficult to observe using transmission electron microscopy (TEM).

We propose that scanning tunneling microscopy (STM) on [001]-oriented anatase (e.g.

as grown on SrTiO3 {001}) would be capable of resolving this defect. Neither of these

TBs allows the formation of electron polarons nor do any states appear in the band

gap. Due to this, we predict that neither TB would be significantly problematic when

considering anatase as an n-type conductor. Deep hole traps are present near the TBs,

however, which could be problematic for photocatalytic applications by enabling non-

radiative recombination of photogenerated carriers before they can reach the surface

and undergo reactions with adsorbates.

The TBs from Chapter 4 are very high-symmetry and they neither contain bro-

ken bonds nor do they impose any significant strain. With this in mind, it is not too

surprising that anatase would tolerate these defects with little perturbation to it elec-

tronic structure. However, in Chapter 5 we show that this behaviour also extends to

some lower-symmetry GBs and, even where the GBs contain broken bonds, no states

are introduced into the gap and no significant perturbation to the electronic struc-

ture is observed. We do, however, predict that intrinsically highly oxygen-deficient

GBs would have reasonably low formation energies in the O-poor limit and that these

non-stoichiometric boundaries would introduce electron traps. We propose that highly-

reduced nanoparticle facets, of which some have been observed experimentally,158 would

enable the formation of non-stoichiometric and pathological GBs. To provide a more

complete understanding of the role of oxygen vacancies, we also considered the segre-

gation of dilute concentrations of oxygen vacancies in the vicinity of GBs. Much like in

bulk, we find that it is more favourable for electrons to delocalise rather than to become

trapped. Even though these vacancies would not strongly trap charge, we show that

they would still impact the performance of a device by segregating to GBs and creat-

ing a space charge region which would present an electrostatic barrier to inter-grain

electronic transport.

Chapter 6 provides some further insight into oxygen deficiency in nanoparticles

and we predict that, in O-poor conditions, it becomes energetically favourable to

form vacancies in both extended surfaces and explicitly modelled nanoparticles. We

compare a ‘macroscopic’ model based on extended surfaces with two differently-sized

model nanoparticles and find that the smaller particles should be expected to more

oxygen-deficient than their larger counterparts, and that the higher proportion of under-
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coordinated sites at surfaces, edges, and vertices can lead to large numbers of charge

carriers becoming trapped. These findings imply that smaller particles would be prefer-

able for photocatalytic applications due to providing better visible light absorption due

to the large number of gap states associated with vacancies at the surface and their

large surface-area-to-volume ratio. For photovoltaic and battery applications, there

will be a balance to be considered between number of carriers introduced by vacancies

and the number of trap states introduced due to particle size.

In summary, these results build up a picture of GBs in anatase impacting perfor-

mance not through their inherent structure, but by their interaction with point defects,

namely oxygen vacancies. In dilute concentrations, charged oxygen vacancies will con-

tribute to the development of a space charge region and an associated potential barrier.

In high concentrations, these vacancies will start to introduce relatively deep traps on

under-coordinated titanium sites. Given that we predict oxygen vacancies at GBs more

seriously impact performance than vacancies in the bulk, we propose a strategy of dop-

ing the surfaces of nanoparticles prior to sintering. When these surfaces come into

contact during sintering, these dopants would become incorporated primarily into the

GB regions where they can be most useful, rather than spreading them homogeneously

through the bulk of the material.

7.1 Future Work

This project has been concerned with how the behaviour of charge carriers in polycrys-

talline anatase is affected by tilt GBs, surfaces, and explicit models of nanoparticles.

This is valuable, but it is by no means an exhaustive investigation of extended defects.

For example, the GBs presented in this thesis are symmetric tilt boundaries in that each

grain presents the same crystallographic plane at the GB. In general, GBs may present

different crystallographic planes at the GB (for example, {310} and {210}). There are

also twist GBs, where the axis of rotation is perpendicular to the GB plane rather

than parallel. A real sample of sintered anatase nanoparticles would likely contain a

combination of symmetric tilt GBs, asymmetric tilt GBs, twist GBs, and GBs which

are a non-idealised mixture of all these types. The strain induced by these GBs may

then contribute to the formation of dislocations, which would complicate the matter

further. Examples of such systems are have very low symmetry and the determination

of stable structures would be constrained due to the requirement for large supercells as

well as the vast quantities of possible configurations that would need to be considered.

Chapter 7 Conclusions



104 7.1. Future Work

The sort of systematic scans through configurations shown in this thesis may not be

appropriate, but success has been found in elucidating complex structures through the

use of genetic algorithms or ab-initio random structure searching.181,211

Even if these more challenging defects prove too computationally-demanding to

tackle, there is still plenty of valuable analysis that could be carried out on the systems

that are presented in this thesis. The discussion in this thesis is concerned with the

static picture of equilibrium geometries of extended defects and charges trapped at

point defects or by lattice distortions. As this thesis frequently alludes to, these traps

will act as recombination centers and are associated with a decrease in mobility, but the

specifics of these processes have not been explored in detail. There is first-principles

theory that allows for the determination of the rates of non-radiative recombination

between trapped carriers and carriers in band edges110,138 and related theory that

allows for the calculation hopping rates and barriers for small polarons,212,213 without

the need for explicitly calculating excited state properties. Further studies could build

on the work in this thesis by determining how recombination and polaron hopping differs

in the vicinity of GBs compared to in the bulk of the material in order to provide a

more complete picture of exactly what role GBs play in device performance.

Chapter 7 Conclusions



Abbreviations

ABF Annular bright field

ADMM Auxiliary density matrix method

BF Bright field

BSSE Basis-set superposition error

CBM Conduction band maximum

COHSEX Coulomb hole and screened exchange

CTEM Conventional transmission electron microscopy

DF Dark field

DFT Density functional theory

DFT+U DFT with a Hubbard-like correction

DOS Density of states

DSSC Dye-sensitised solar cell

EELS Electron energy loss spectroscopy

EPR Electron paramagnetic resonance

GB Grain boundary

GGA Generalised gradient approximation

GKC Generalized Koopmans’ condition
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106 Abbreviations

GTH Goedecker-Tetter-Hutter

GTO Gaussian-type orbital

GW Approximation to the self-energy from the Hedin equations

HAADF High-angle annular dark field

HEG Homogeneous electron gas

HF Hartree-Fock

HOMO Highest-occupied molecular orbital

hybrid DFT A formulation of density functional theory employing some portion of

exact Fock exchange

KS Kohn-Sham

LCAO Linear combination of atomic orbitals

LDA Local-density approximation

LUMO Lowest-unoccupied molecular orbital

MGGA Meta-generalised gradient approximation

MOLOPT Molecularly-optimised

PAW Projected augmented wave

PBE Perdew-Burke-Ernzerhof

PBEα Linearly-mixed Perdew-Burke-Ernzerhof hybrid functional

PBE0 Parameterisation of PBEα where α = 0.25.

PDOS Projected density of states

PL Photoluminescence

PV Photovoltaic

SCAN Strongly constrained and appropriately normed
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SIE Self-interaction error

STEM Scanning transmission electron microscopy

STM Scanning tunneling microscopy

STO Slater-type orbital

TB Twin boundary

TEM Transmission electron microscopy

TISE Time-independent Schrödinger equation

tr-PBEα Coulomb-truncated PBEα

VBM Valence band maximum
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[194] Morales-Garćıa, O. Lamiel-Garćıa, R. Valero, and F. Illas, “Properties of Single

Oxygen Vacancies on a Realistic (TiO2)84 Nanoparticle: a Challenge for Density

Functionals,” J. Phys. Chem. C, vol. 122, no. 4, pp. 2413–2421, 2018.
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Appendix A

Charge Trapping in {112} and {110}

Twin Boundaries in Anatase:

Supplemental Material

To analyse the factors that influence the stability of polarons at particular sites we can

define a strain energy, S, as

S = Etot[Polaron]− Etot[Neutral], (A.0.1)

where Etot[Polaron] is the total energy of the cell containing the polaron and Etot[Neutral]

is the total energy of the same polaron geometry, but with the charge removed. From

this we can define a relative strain energy, ∆S, as

∆S = STB − SBulk, (A.0.2)

where STB and SBulk are the strain energies of a twin boundary (TB) polaron and

a bulk-like polaron, respectively. This provides a means by which to consider how

the strain at different sites contributes to the total energy. To further characterise

differences in electrostatic properties between sites in the ‘pristine’ TB we consider the

average electrostatic energy, V̄i, on a given ion at position Ri defined as

V̄i =

∫
V (r)ρTest(|r−Ri|) d3r, (A.0.3)

where V is the electrostatic potential and ρTest is a test charge density which is nor-

malised to 1. We have chosen ρTest to take the form of a Slater-type 1s orbital.214 We
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then define a core-level shift, ∆c, as

∆c = V̄i − V̄Bulk, (A.0.4)

where V̄Bulk is the average electrostatic potential on a bulk-like ion of the same species.

Core level shifts have been shown to provide a good measure of the ‘chemical environ-

ment’ of an ion in a lattice.215

TB Site ∆ ET S ∆S ∆c

Bulk-like 0.000 1.011 0.000 0.000
{112} (a) -0.178 1.016 0.005 0.068

(b) -0.158 1.017 0.007 -0.013

Bulk-like 0.000 1.042 0.000 0.000
{110} (c) 0.073 1.041 -0.001 -0.099

(d) -0.142 1.057 0.015 -0.051

Table A.1: Relative trapping energies (∆ET), total strain energies (S), strain energy
relative to a bulk-like hole polaron (∆S), and core level shifts (∆c) in the {112} and
{110} TB. Sites are labelled (a), (b), (c), and (d) corresponding to polarons shown
in the alphabetically labelled panels in Fig 4.5 in the main text. Bulk-like polarons
are taken to be a polaron trapped in the plane of atoms in the center of each grain,
equidistant from both TB planes in the supercell.) All energies are quoted in eV.
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Appendix B

An Experimental and Computational

Study of Σ5 Anatase Bicrystals:

Supplemental Material

The initial GB models used for the scans of rigid-body translations and corresponding

energy surfaces are shown in Figure B.1. The Σ5{310} shows two inequivalent minima

marked A and B, with formation energies of 1.03 Jm−2 and 1.09 Jm−2, respectively

(Figure B.1a). Minima A corresponds to a post-optimization translation of 0.00 Å and

2.53 Å in the [130] and [001] directions and minima B corresponds to post-optimization

translations of 3.00 Å and 0.00 Å. The scan of rigid-body translations for the Σ5{103}-S

shows one distinct minima (Figure B.1b) that corresponds to small formation energy

of just 0.64 Jm−2 and translations of 4.93 Å and 0.04 Å in the [331] and [010] direc-

tions, respectively. The lowest-energy structure for the Σ5{103}-AS corresponds to a

post-optimization translation of 5.61 Å and 0.47Å in the [331] and [010] directions,

respectively (Figure B.1c), quite similar to the post-optimization translation for the

stable Σ5{103}-S structure. At each considered translation, all atoms are allowed to

relax, the lattice vectors parallel to the GB plane are held fixed, and the lattice vector

normal to the to the GB plane is allowed to relax.
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Fig. B.1. Initial structures and their associated rigid-body translation formation
energy surfaces for the (a) [001]Σ5{310} grain boundary (GB) where uppercase A
and B labelled on the energy surface plot indicate minima inequivalent minima, (b)
[331]Σ5{103}-S GB, and (c) [331]Σ5{103}-AS GB where the star-shaped markers on
the energy surface plot indicate the energy minima. Large gray spheres are titanium,
small red spheres are oxygen, and where the dotted line indicates the GB plane sepa-
rating each grain. Dashed lines on the energy surface plots mark the boundary of the
simulation supercells used in the scans.
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